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Telecommunication networks are responsible for approxi-
mately 2% of the global energy consumption. As data traffic
continues to grow due to the proliferation of smart phone
devices, reducing greenhouse emission by improving the net-
work energy efficiency is becoming increasingly important.
Such improvements may be achieved by advanced system
design at both the network and the mobile terminal sides,
although the majority of savings may come from the infras-
tructure. For instance, one promising technique for cellular
network power reduction is through advanced radio resource
management (RRM) to dynamically switch ON or OFF a
basestation based on daily traffic variation. By switching
OFF lightly loaded basestation and offloading the traffic to
neighboring basestations, significant energy reduction may
be possible without compromising the network performance.

Improving energy efficiency also needs to consider future
networks shifting towards more diversified services. Exem-
plary application scenarios include smart metering, wire-
less sensor monitoring, and machine-to-machine commu-
nication. These scenarios introduce new traffic behaviors
in the network, and due to the smaller packet sizes and
the extremely large number of devices, improving energy
efficiency of the network while reducing device cost is vital.
There is a need for energy-efficient solutions to enable new
smart and energy-efficient devices to simultaneously share
the network with relatively fewer numbers of conventional
devices that have much larger data and energy consumption
demands.

The goal of this special issue is to give a comprehensive
overview of the ongoing research on energy-efficient wireless
communication for future networks and devices, in areas
including energy-efficient communication, smart metering,
energy harvesting, energy conservationwith network coordi-
nation, andmachine-type communication.We hope that this
will motivate interested researchers to explore and propose
new ideas in these growingly important areas. The special
issue begins with a paper coauthored by A. Shareef and
Y. Zhu discussing a novel evaluation platform for assessing
energy efficiency of wireless sensor networks. Such a model
is important as it allows for quick and accurate evaluations
of different energy consumption algorithms, protocols, and
system designs. In particular, the article proposes a Petri net
model-based platform, which is analytically and numerically
shown to outperform the Markov model and programmed
simulation in terms of evaluation accuracy, with low con-
struct and test simplicity.

In the article coauthored by A. Chehri and H. Moutfah,
the researchers go into more details on improving the energy
consumption efficiency of wireless sensor networks. As sen-
sor nodes are usually powered by batteries or other low-
energy power resources, optimizing the system performance
with power constraint is of practical importance. For that
end, the authors propose a green routing protocol relying
on adaptive modulation and power control, which is shown
to improve the energy efficiency of sensor networks without
compromising the QoS constraint of delay and error rate.
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The paper coauthored by G. Chen et al. investigates a
new routing algorithm for wireless sensor networks (WSNs)
based on principal component analysis (PCA). By disclosing
the connection between PCA and K-means, the authors
design a clustering algorithm which efficiently develops a
clustering structure in WSNs. Moreover, as a compression
method, the paper demonstrates that PCA technique can
also be used in data aggregation for WSNs. It establishes
the explicit procedure of PCA-guided routing algorithm for
WSNs by incorporating PCA technique into both the data
aggregating and routing processes. The advantages of the
proposed algorithm are demonstrated by theoretical analyses
and simulation results. The simulation results show that
the PCA-guided routing algorithm significantly reduces the
energy consumption, prolongs the lifetime of network, and
improves network throughput.

In the following article, A. Silva et al. study new power
management techniques to extend as much as possible
the lifetime of primary cells (nonrechargeable batteries).
By assuming low duty-cycle applications, three power-
management techniques are combined in a novel way to pro-
vide an efficient energy solution for wireless sensor networks
nodes or similar communication devices powered by primary
cells. Accordingly, a customized node is designed, and long-
term experiments in laboratory and outdoors are realized.
Simulated and empirical results show that the battery lifetime
can be drastically enhanced. Unattended nodes deployed
in outdoors under extreme temperatures, buried sensors
(underground communication), and nodes embedded in
the structure of buildings, bridges, and roads are some of
the target scenarios for this work. Some of the provided
guidelines can be used to extend the battery lifetime of
communication devices in general.

M. N. Alam et al. investigate the energy consumption
for the IEEE 802.11s link specific Power Saving Mode (PSM)
for peer link operation. The study is further extended to a
multihop network consisting of eight STAs. They conclude
that at the cost of increased packet delay, the IEEE 802.11s
PSM operation not only provides significant energy savings,
but also provides almost the same throughput that the active
mode operation offers. For a large network, the energy saving
could be as high as eighty percent when comparedwith active
mode operation. In the presence of hidden node especially,
the PSM can performmuch better than an active mode, if the
nodes avoid simultaneous operation. Further it is also shown
that, by switching to active mode, receiving STAs can reduce
the link delay considerably, which points to a clear tradeoff
of delay, throughput and energy consumption. The analysis
provided can be used to investigate the critical parameters in
PSM operation in an 802.11 network.

The paper coauthored by K. Dhondge et al. introduces
an energy-efficient collaborative and opportunistic position-
ing system (ECOPS) for heterogeneous mobile devices. In
particular, ECOPS-facilitates mobile devices with estimated
locations using Wi-Fi in collaboration with a few available
GPS broadcasting devices, in order to achieve high-energy
efficiency and accuracy within available energy budget con-
straints. ECOPS estimates the location using heterogeneous

positioning services and the combination methods includ-
ing a received signal strength indicator, 2D trilateration,
and available power measurement of mobile devices. The
evaluation conducted by the authors shows that ECOPS
significantly reduces energy consumption and achieves good
accuracy of a location.

Energy consumption reduction in the receiver chain
by limiting the use of the equalizer is investigated by S.
Bourbia et al. This goal is achieved by making the radio
receiver aware of its environment and being able to take
decision to turn on or off the equalizer according to its
necessity or not.When the equalizer is off, the computational
complexity is reduced, and the rate of reduction depends
on the percentage of time during which the component is
disabled. In order to adapt the use of the equalizer, the authors
developed a decision-making technique that provides to the
receiver the capacities of awareness and adaptability to the
state of its environment. A technique based on a statistical
modeling of the environment is introduced by defining two
metrics as channel quality indicators to evaluate the effects
of the intersymbol interferences and the channel fading. The
statistical modeling technique allows the authors to take into
account the impact of the uncertainties of the estimated
metrics on the decision-making process.
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The fast growing popularity of smartphones and tablets enables us to use various intelligent mobile applications. As many of
those applications require position information, smart mobile devices provide positioning methods such as Global Positioning
System (GPS), WiFi-based positioning system (WPS), or Cell-ID-based positioning service. However, those positioning methods
have different characteristics of energy-efficiency, accuracy, and service availability. In this paper, we present an Energy-Efficient
Collaborative and Opportunistic Positioning System (ECOPS) for heterogeneous mobile devices. ECOPS facilitates a collaborative
environment where many mobile devices can opportunistically receive position information over energy-efficient and prevalent
WiFi, broadcasted from a few other devices in the communication range. The position-broadcasting devices in ECOPS have
sufficient battery power and up-to-date location information obtained from accurate but energy-inefficientGPS. A position receiver
in ECOPS estimates its location using a combination of methods including received signal strength indicators and 2D trilateration.
Our field experiments show that ECOPS significantly reduces the total energy consumption of devices while achieving an acceptable
level of location accuracy. ECOPS can be especially useful for unique resource scarce, infrastructureless, and mission critical
scenarios such as battlefields, border patrol, mountaineering expeditions, and disaster area assistance.

1. Introduction

Smart mobile devices such as smartphones and tablets are
rapidly becoming prevalent in our lives. They have spurred a
paradigm shift from traditional restricted phone applications
to intelligent mobile applications such as location-based,
context-aware, and situation-aware services. For example, a
social-network-based traffic information system [1] allows
each mobile user to report and use real-time traffic informa-
tion, in addition to the archived traffic information from the
US Department of Transportation.

As many of those application services require position
information, smart mobile devices provide various position-
ing services via Global Positioning System (GPS) [2], WiFi-
based positioning system (WPS) [3], or Cell-ID Position-
ing [4]. Being dedicated equipment for positioning, GPS
becomes available for many smart devices as an additional
feature and is considered to be an accurate and preferred
method for location-based services (LBSs) [5, 6]. However,

its high energy consumption, due to the Time To First Fix
(TTFF), becomes a significant drawback. WPS approximates
a position from the location information of a nearby wireless
access point (AP) that is stored in the database. Its energy
efficiency is much better than GPS, and the accuracy is
moderate. AsWiFi is a de facto standard in wireless local area
network (WLAN) communication, it is broadly available on
most smart devices. However, the service is limited to indoor
or urban areas where the access points are densely populated.
Cell-ID Positioning provides an approximate location from
the serving cell tower, where a cell area range is around
100∼ 500m in urban areas, but it can span up to 10Km
for rural areas. Although this is the most power saving
approach, due to a large error range caused by the coarse
cell tower density, Cell-ID Positioning cannot offer the utility
of most LBS applications. In addition, mobile devices such
as the WiFi version of tablets are not fully equipped with
3G/4G data chips at the present time even though 3G and
4G wireless networks provide enough bandwidth to enable
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Table 1: Characterization of various positioning methods.

Positioning method Accuracy Energy efficiency Equipment availability Service limitations
GPS High (within 10m) Low Low Indoor and canyon
WPS Moderate (within 50m) Moderate High Coarse AP density area
Cell-ID Positioning Low (within 5Km) High Moderate Rural area

explicit support for real-time LBS. We have summarized the
characteristics of positioning methods ([7]) in Table 1.

Energy efficiency while maintaining required accuracy
for the given service limitations is one of the most critical
issues in mobile devices, due to limited battery life and the
high energy consumption of applications. As different posi-
tioning methods available on a mobile device have different
characteristics with respect to accuracy, energy-efficiency,
and service availability, there have been several proposals for
dynamic selection of a positioning method on an individual
device. For example, [8] uses an accelerometer for movement
detection to power cycle GPS, if the device is not mobile.
However, the effectiveness of most of the existing heuristics
is limited by equipment constraints or service availability, as
the applications choose a preferred positioning method that
is available within an individual device.

In this paper, we propose ECOPS to facilitate a WiFi
hotspotmode [9] orWiFiDirectmode [10] based approxima-
tion in collaboration with a few available GPS broadcasting
devices under budget constraints. ECOPS is a collaborative
positioning method between WiFi and GPS mobile devices,
in addition to a positioningmethod selection heuristic within
a mobile device. It can achieve moderate accuracy with low
energy usage. Although there is a previous collaborative work
[8] that pairs two devices via Bluetooth to save GPS power
cycle, the approach needs both GPS and Bluetooth on both
devices. Instead, ECOPS supports heterogeneous methods
among mobile devices. There are many mobile devices in-
cluding the majority of current tablets that only support a
basic wireless communication method which is WiFi. The
WiFi-only device can obtain position information from a
GPS device with ECOPS. This proposed system can operate
opportunistically, where each device can resolve the location
via various available methods including trilateration [11] with
threeGPS broadcasting devices and a received signal strength
indicator (RSSI) [12] or approximation with geomagnetic
sensors [13] and a single GPS device without requiring any
WiFi AP.

We implemented ECOPS usingAndroid-poweredmobile
devices such as smartphones and tablets. The evaluation
results show that ECOPS significantly saves the total energy
consumption of the devices while achieving a good level of
location accuracy. In addition, it enables constrained devices
to enjoy location-based services that would otherwise not be
possible.

The rest of the paper is organized as follows. Potential
application scenarios are described in Section 2. Section 3
discusses the existing and state-of-the-art techniques. A
detailed explanation of the proposed system is presented in
Section 4. The performance evaluations and experimental

scenarios are explained in Section 5. Finally, we conclude the
paper in Section 6.

2. Application Scenarios

While security and social incentive issues are not in the scope
of this paper, the proposed opportunistic and collaborative
positioning scheme can be especially useful for unique
resource scarce and mission critical applications. Such
examples include border patrol, battlefields, mountaineering
expeditions, and disaster area assistance.

For example, suppose a team of border patrol officers is
searching for an illegal immigrant in the border area. In some
areas of rigid terrain, GPS and cellular signals can be lost in
a canyon. Some projects [14] employ a low-altitude tethered
aerostat to set up a temporary WiFi hotspot. To help with
positioning, a few officers stay at the top of the valley to relay
their GPS position information to the officers searching down
in the valley. Such a collaborative positioning is a natural
application scenario of ECOPS.

In a battlefield scenario, when a platoon is air-dropped
into a war zone, it is nearly impossible to find WPS services
in the surroundings. Even with the availability of technology
like LANdroids [15] to provide a network in such conditions,
it is not a simple task. Also, it is crucial for soldiers to have
accurate location information in the battlefield. In such a sce-
nario, the capabilities of ECOPS can be exploited to maintain
accurate location information while reducing overall energy
consumption. Although one may not have a strong incentive
to take a lead and offer location information for others,
such concerns are lifted immediately if a leadership hierarchy
preexists in the application scenario. For instance, when a
platoon is being deployed in a battlefield, the platoon leader
chooses to be the primary location broadcaster using ECOPS
along with a few others at the top of the hierarchy. The other
soldiers in the unit are able to estimate their location infor-
mation based on the geocoordinates they receive from their
unit’s command. This will result in fewer devices from the
unit querying satellites for location information and reduce
the overall energy consumption. Extending the lifetime of
devices during the operation is a mission critical parameter
as the duration of an operation is not fixed and often tends to
be longer than expected. Under the Battlefield Air Targeting
Man Aided Knowledge (BATMAN) [16] project, the United
States Air Force is actively seeking to equip their soldiers with
modern Android-powered smartphones to obtain accurate
location information with high energy efficiency. Modified
versions ofAndroid [17, 18] enable the desired level of security
for military use. Such projects can benefit greatly by ECOPS.

Another scenario where ECOPS can be extremely use-
ful is during natural calamities. In such cases, emergency
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Figure 1: Illustration of Global Positioning System.

responders who are involved in search and rescue missions
can host an ECOPS-based location broadcasting service over
WiFi Direct. As they move around the area, victims can use
their smart devices to either request assistance or transmit
their locations.

3. Related Work

Positioning schemes on mobile devices have been a long
standing topic of exploration. This resulted in three main
positioning techniques using either the information provided
by the GPS, WPS, or Cell-ID Positioning. Also, there have
been several research proposals for specific environments.

3.1. Global Positioning System (GPS). The Global Positioning
System (GPS) is a satellite navigation system that provides
location and time information anywhere on earth with four
or more GPS satellite signals. It is originally deployed and
maintained by the United States government and is now
freely accessible to anyone [2]. The GPS provides very high
level of accuracy, but suffers from a high TTFF due to the
large distance between theGPS receiver and serving satellites.
This problem has been somewhat addressed by the use of
assisted GPS (aGPS) that relies on the cellular or internet
infrastructure to get a faster lock on the serving satellites
while obtaining precise time information from the network.

Within the navigationmessage continuously broadcasted
by each of the satellites in the constellation, the GPS receiver
looks for three important pieces of data as illustrated in
Figure 1. The first piece of data consists of the GPS date
and time information. It additionally also consists of the
health statistics of the satellite. The ephemeris data forms
the second important piece and allows the GPS receiver to
calculate the position of the satellite and is broadcasted every
30 seconds. The ephemeris data is valid for no longer than
four hours. The third important piece is the almanac data
which provides approximate information concerning the rest
of the satellites.This data is transmitted over 12.5minutes and
is valid for a maximum of 180 days. The almanac data can be
obtained from any satellite, and it enables the GPS receiver to
determine which particular satellite to search for next. As the
signal from the selected satellite becomes directly available,
the GPS receiver then downloads the second important data,

that is, the ephemeris data. It is absolutely necessary that the
GPS receiver has the satellite’s complete copy of the ephemeris
data to determine its position. In case the signal is lost in the
middle of acquiring this data, the GPS receiver will have to
discard whatever data was downloaded and start searching
for a new satellite signal.

Once the GPS receiver has ephemeris data directly from
three or more satellites, it can carry out various methods to
accurately determine its own location.Thesemethods involve
and are not restricted to 3D trilateration, Bancroft’s method,
and multidimensional Newton-Raphson calculations. Due
to the high propagation delays, getting the ephemeris and
almanac data can take up to 15 minutes for a device just out
of the factory, and then around ∼20 seconds after the initial
configuration. To expedite this process, some GPS receivers
can use multiple channels for faster fixes. Another strategy
is to obtain the ephemeris and almanac data from a faster
network like the cellular network or the internet as in the case
of a GPS.

3.2. WiFi-Based Positioning System (WPS). WPS maintains
an extensive database of WiFi access points (APs) along
with their geographic locations [19, 20].This information has
to be collected painstakingly over a large duration of time
and is vulnerable to changes in the location of APs or the
discontinuation of their service. The information of APs-
SSID and geographic location can be collectedmanually or in
amore automatedway by retrieving theGPS location of smart
devices connected to the AP and associating that information
with theAP.Once such a large anddedicated database is ready
and a device is in the vicinity of an AP, or several APs, it can
provide the RSSI values and the SSID of the APs to the WPS
servers. The WPS servers, based on proprietary techniques,
apply filtering approaches and trilateration techniques to this
data and determine the accurate location of the smart device.
This geographic location information is then relayed back to
the smart device which can exploit it for various LBSs. The
illustration of WPS is depicted in Figure 2.

While the WPS service approaches work well in terms of
energy efficiency [21–23], they are not globally available for
users. A solution leveraging the existing infrastructure, such
as APs without requiring any specialized infrastructures for
localization, has been proposed in [24]. However, since this
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localization scheme is limited to the indoors and still relies
on infrastructure, such as APs, it cannot be useful outdoors
where theWiFi signals are neither dense enough nor covered.

3.3. Cell-ID Positioning. In Cell-ID Positioning, a mobile
device obtains its position from the geographic location of
its associated base transreceiver station (BTS), with an error
range proportional to the signal strength within a cell. The
mobile device can estimate its location as the BTSperiodically
broadcasts its Cell-ID along with its location. Once this in-
formation is available to themobile device, it can use the loca-
tion of the BTS as its own location with the error calculated
using the propagationmodel. Another technique that may be
used for cell phones to estimate their location is to observe the
delay in receiving a special message broadcasted by the BTS
from the time it was transmitted. This information is used by
the mobile device to estimate its distance from the BTS.

Note that a cell size can be very large especially in rural
areas and highways where the density of cellular towers is

very low. One cellular tower is often capable for serving up to
5Km radius. As this large cell size leads to a significant error
range, other nearby cell tower signals may be used in order to
improve the accuracy [4, 25]. Such approaches also exploit the
fading phenomenon independently or along with predictive
techniques to improve the accuracy of Cell-ID Positioning.
However, the accuracy is still limited as the propagation
model needed for the trilateration does not work well, due
to complex signal fading behavior over long distances. The
illustration of Cell-ID Positioning is depicted in Figure 3.

3.4. Recent Research Proposals. While most of commercial
approaches heavily depend on infrastructures [3, 26], or use
extra high-end sensors and exploit the available information
from an individual device [26–28], research proposals mostly
aim to improve the positioning accuracy or energy efficiency
through algorithmic approaches [8, 23, 24, 29–33].

The work in [31–33] attempt to learn a known loca-
tion from a training phase for a better location accuracy.
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1: check the residual power (𝑝
𝑟
);

2: ifGPS-equipped device & 𝑝
𝑟
≥ 𝑝min then

3: device becomes 𝑃𝐵 and activates WiFi hotspot;
4: executes CollaborativePB();
5: else if non-GPS device || 𝑝

𝑟
< 𝑝min then

6: device becomes PR and executes CollaborativePR();
7: end if

Algorithm 1: ECOPS: Initial procedure deciding whether a device becomes either a PB or a PR.

The authors of [33] employ indoor positioning, and perform
fingerprinting and training of the known space using mul-
tiple sensors in a smartphone such as WiFi radio, cellular
communications radio, accelerometer, and magnetometer.
In order to improve Cell-ID location accuracy in low-end
cell phones where neighboring cell tower information is not
available, [32] uses RSSI from only the associated cell tower
and leverages the signal strength history to estimate the
location. The Cell-ID Aided Positioning System (CAPS) [31]
relies on the continuous mobility and position history of
a user to obtain better location accuracy over a basic cell
tower-based approach. It uses Cell-ID sequence matching
to estimate current position based on the history of Cell-
ID and GPS position sequences that match the current
Cell-ID sequence. CAPS assumes that the user moves on the
same routes repeatedly and has the same cellular chip and
infrastructure availability.

A few studies address energy efficiency of smartphones
using power duty cycling techniques [7, 8, 31] that use a com-
bination of the basic positioning techniques in a smartphone.
The authors of [7] use different positioning schemes depend-
ing on the condition, for the purpose of target tracking. In the
scheme, energy-efficient but inaccurate Cell-ID Positioning
or WPS is used when the target is distant, while accurate
but energy-inefficient GPS is used when the target is close.
The rate-adaptive positioning system (RAPS) [8] uses built-in
sensors in a smartphone to determine if the phone hasmoved
beyond a certain threshold and decides whether to turn on
the GPS or not. RAPS also stores the space-time history of
the user’s movements to estimate how to yield high energy
efficiency. Another idea presented by the authors involves
a Bluetooth-based position synchronization (BPS) in which
devices share their location information over a Bluetooth
connection. While a Bluetooth connection consumes less
power as compared to aWiFi ad hoc, it also limits the range of
communication to less than 10m. Our work has advantages
over the basic BPS technique in several aspects. Not only does
a WiFi ad hoc mode give us a better range, but we have also
taken into account the heterogeneity amongst the devices in
terms of availability of a GPS chip or cellular connection. We
expect all the devices to have at least a WiFi module present
onboard. In BPS, once location information is obtained from
a neighboring device, only a fixed error range of 10m (e.g.,
same as the range of a typical Bluetooth) is associated with
that information. However, in ECOPS we exploit the RSSI
values of the connection to determine the accurate distance
between the two devices, and when three or more location

transmitting devices are available, the trilateration technique
achieves pinpoint locating capabilities.

The work in [34] proposed to use minimal auxiliary
sound hardware for acoustic ranging in order to improve the
accuracy. The acoustic ranging technique estimates the dis-
tance among peer phones, then maps their locations jointly
against a WiFi signature map subject to ranging constraints.
It is a WPS augmentation technique to improve the accuracy
over a pure WPS.

Our approach is unique in that we use a collaborative
approach rather than focusing on the information in an
individual device and do not rely on any special hardware or
infrastructure such as WPS or Cell-ID Positioning. Note that
we only use a small amount of GPS information and theWiFi
ad hoc mode of mobile nodes. ECOPS is specifically aimed at
resource constrained environments such as battlefields where
GPS is the only available positioning infrastructure, andWiFi
ad hoc mode is readily available in most mobile devices
while allowing good network range (up to 100m). Beside
controlling energy usage and location accuracy, we allow to
use heterogeneous mobile device types.

4. ECOPS Approach

In this section, we discuss ECOPS algorithms in detail.
Figure 4 shows an ECOPS deployment example. It consists
of mobile devices with heterogeneous positioning methods
available such as GPS, WiFi, and Cell-ID. These devices
virtually establish an ad hoc network using WiFi to build
a collaborative positioning environment. In the established
ECOPS ad hoc network, a device may function as either a
position broadcaster (PB) or a position receiver (PR). A GPS-
equipped device with sufficient battery life and up-to-date
location information becomes a candidate for a PB. Other
devices with no GPS that need current location information
will become PRs.

Three algorithms are presented for the overall operation
of the ECOPS. Algorithm 1 describes the initial procedure
deciding whether a device becomes a PB or a PR. After the
initial decision, Algorithms 2 and 3 depict how the devices in
ECOPS collaboratively maintain their most updated location
information as a PB or a PR, respectively. For GPS-equipped
devices, the role of the devices can be changed during their
operation according to their residual energy level (i.e., PB↔
PR). As illustrated in Algorithm 1, a device, once it starts
ECOPS operation, will check the time elapsed since the
device got the location information (𝑡

𝑒
) and residual power
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1: while𝑝
𝑟
≥ 𝑝min do

2: listen to connection request from a PR;
3: wait for location request from a PR;
4: if PR requests then
5: check the time elapsed since the device got location

information (𝑡
𝑒
)

6: calculate 𝐼decay;
7: if 𝐼decay < 𝛼 then
8: update its GPS location information;
9: 𝑡

𝑒
= 0;

10: end if
11: end if
12: broadcast current GPS location information;
13: check the residual power (𝑝

𝑟
);

14: endwhile
15: execute CollaborativePR();

Algorithm 2: ECOPS: CollaborativePB().

1: while non-GPS device || (GPS-equipped device & 𝑝
𝑟
< 𝑝min) do

2: sleep until the device needs to update location information
3: numofPBs= 0;
4: check the list of available PBs;
5: make connection to each PB and request GPS location

information sequentially;
6: calculate the distance to each PB using the obtained

RSSI value;
7: set numofPBs to the number of the detected PBs
8: if numofPBs == 1|| one of PBs is within the near field

threshold (𝛽meters) then
9: use the received GPS location information immediately

without trilateration;
10: continue;
11: end if
12: if numofPBs== 2 then
13: calculate two possible locations (PR) and get the

middle location between the two possible locations;
14: end if
15: if numofPBs>= 3 then
16: select three PBs randomly and calculate the its cur-

rent location (PR) with the GPS coordinates and
distance information of the selected PBs;

17: end if
18: ifGPS-equipped device then
19: check the residual power (𝑝

𝑟
);

20: end if
21: endwhile
22: execute CollaborativePB();

Algorithm 3: ECOPS: CollaborativePR().

(𝑝
𝑟
) to see if it is qualified for being a PB. Since we are looking

for the devices that have themost recent location information
with enough residual power, the device with the conditions
such as 𝑝

𝑟
≥ 𝑝min and 𝐼decay ≥ 𝛼 can be a PB, where 𝑝min is

the minimum residual energy that a PB has to maintain and

𝐼decay is the level of the validity with respect to time for the
location information, defined by

𝐼decay = 100 × (1 −
𝑡

𝑒

𝑡

𝑑

) , (1)
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Figure 4: ECOPS deployment example.

where 𝑡
𝑑
is the maximum time in which the location infor-

mation is considered to be valid.
If a device is equipped with a GPS receiver and satisfies

the 𝑝min, it can be a PB. Once it becomes a PB, it will
start its WiFi hotspot mode and serve the most up-to-date
location information to a PR when a PR requests the location
information. AnAndroid device cannot use theWiFi Internet
service while it is in the WiFi hotspot mode. However,
with (Android 4.0), WiFi Direct technology can be used for
PBs. In a PB mode with WiFi Direct, the users can enjoy
their WiFi Internet service and provide the most up-to-date
location information simultaneously. The device without a
GPS receiver will automatically be a PR once it enters ECOPS,
and then search for PBs around it.

As shown in Algorithm 2, once the device enters the PB
mode, it plays a role of the PB while it satisfies the 𝑝min
constraint. The threshold 𝛼 is a system parameter that can
be varied according to the requirement of applications. The
tradeoff between location accuracy and energy consumption
can be adjustable using 𝛼. An application requiring high
accuracy will select a small amount of 𝛼, but a high value of 𝛼
is used for applications requiring low energy consumption.
The PB will check 𝐼decay to see if the current location
information is adequate (e.g., 𝐼decay ≥ 𝛼) before broadcasting
it.

In Algorithm 3, a PR will collect the possible number of
GPS coordinates and corresponding RSSI values and apply
opportunistic localization as illustrated in Figure 5. If a PR
finds a PBwithin the threshold distance (𝛽meters), then a PR
uses the GPS coordinate from a PB as is. The parameter 𝛽 is
controllable and users of ECOPS can set it according to their
preference. Once a PR estimates its location, it can become a
PB. However, we do not use those cases in our experiments

PR
PB

PB

PB

Figure 5: 2D trilateration.

to avoid the additional errors that will be induced from PBs
and focus on the PR’s accuracy.

ECOPS is opportunistic, meaning that getting the most
updated location via trilateration is not limited by the number
of available PBs. Supposing that there is only one GPS
broadcaster in Figure 5, say node 𝐶, then the center of an
error range of the circle𝐶

3
will become the PR’s approximated

position. Another possible situation is when there are two
PBs, say nodes𝐴 and𝐵; then themiddle point of two possible
points,𝐷 and𝐷󸀠, is selected as an approximated PR location.
The accuracy of the estimated location will range from one
point where the two circles intersect in the best case to the
diameter of the smaller circle in the worst case, respectively.
In order to get the most accurate location information for
a PR, we need at least three PBs to provide their location
information obtained from the GPS receiver along with the
RSSI values, so that we can build an absolute coordinate
system from the relative coordinate system. For example, in
Figure 5, we calculate the distance parameters 𝑎, 𝑏, 𝑐, and 𝑑
using the algorithm described in [35] in order to obtain the
values of 𝑒 and 𝑓. We convert the obtained distances 𝑒 and 𝑓
into the unit of the GPS coordinates to get the final calculated
GPS coordinate. The distance between two GPS coordinates,
(lat
1
, lng
1
) of 𝑒 and (lat

2
, lng
2
) of 𝑓, is computed using the

haversine formula that gives a spherical distance between
two points from their longitudes and latitudes [35, 36]. The
formula is described in (2) and the formula for the value of
dist is shown in (3):

𝐹dist (lat1, lng1, lat2, lng2)
= rad 2 deg (𝑎 cos (dist)) × 60 × 1.1515
× 1.609344,

(2)

dist = sin (deg 2 rad (lat
1
)) × sin (deg 2 rad (lat

2
))

+ cos (deg 2 rad (lat
1
)) × cos (deg 2 rad (lat

2
))

× cos (deg 2 rad (lng
1
− lng
2
)) .

(3)

Thus, we can calculate relative coordinates (𝑎, 𝑏, 𝑐, and 𝑑)
as follows:

𝑎 = 𝐹dist (𝐴 lat, 𝐴 lng, 𝐵lat, 𝐴 lng) ,

𝑏 = 𝐹dist (𝐴 lat, 𝐴 lng, 𝐴 lat, 𝐵lng) ,
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𝑐 = 𝐹dist (𝐴 lat, 𝐴 lng, 𝐶lat, 𝐴 lng) ,

𝑑 = 𝐹dist (𝐴 lat, 𝐴 lng, 𝐴 lat, 𝐶lng) .

(4)

The distances (𝑑
1
, 𝑑
2
, and 𝑑

3
) between node𝐷 and other

nodes (𝐴, 𝐵, and 𝐶) can be derived from the measured
RSSI values of node 𝐷, using the formula from the path loss
propagation model [37]:

RSSI = − (10𝑛 ⋅ log
10
𝑑 +L) , (5)

where RSSI is the received power which is a function of the
distance between the transmitter and the receiver (T-R), 𝑛
is the signal propagation constant (also called propagation
exponent), 𝑑 is the T-R separation distance in meters, and
L is the system loss factor. Based on (5), we derived the
distance (𝑑) between twodevices using the averageRSSI value
as follows:

𝑑 = 10

(−RSSI−L)/10𝑛
. (6)

Now, the three circles in Figure 5 can be represented by
the following, respectively:

𝐶

1
: 𝑋

2

+ 𝑌

2

= 𝑑

1

2

, (7)

𝐶

2
: (𝑋 − 𝑎)

2

+ (𝑌 − 𝑏)

2

= 𝑑

2

2

, (8)

𝐶

3
: (𝑋 − 𝑐)

2

+ (𝑌 − 𝑑)

2

= 𝑑

3

2

, (9)

where the location of node 𝐴 is set to (0, 0).
Weobtain the relative coordinate of PRnode𝐷 fromnode
𝐴, (𝑒, 𝑓), by calculating the point where these three circles
intersect. In other words, we want to calculate the coordinate
values of𝑋 and𝑌 that simultaneously satisfy (7), (8), and (9).
We first extend (8) and (9) as follows:

𝐶

2
: 𝑋

2

− 2𝑎𝑋 + 𝑎

2

+ 𝑌

2

− 2𝑏𝑌 + 𝑏

2

= 𝑑

2

2

,

𝐶

3
: 𝑋

2

− 2𝑐𝑋 + 𝑐

2

+ 𝑌

2

− 2𝑑𝑌 + 𝑑

2

= 𝑑

3

2

.

(10)

By applying (7) into (10), the circles 𝐶
2
and 𝐶

3
can be written

as

𝐶

2
: 𝑑

1

2

− 2𝑎𝑋 + 𝑎

2

− 2𝑏𝑌 + 𝑏

2

= 𝑑

2

2

,

𝐶

3
: 𝑑

1

2

− 2𝑐𝑋 + 𝑐

2

− 2𝑑𝑌 + 𝑑

2

= 𝑑

3

2

.

(11)

Finally, the node 𝐷’s coordinate that satisfies the three
circles is attained by replacing 𝑋 and 𝑌 with 𝑒 and 𝑓,
respectively, in (11). We can formulate the equations in terms
of 𝑒 and 𝑓 as follows:

𝑒 =

𝑑 (𝐷vec 1) − 𝑏 (𝐷vec 2)

2 (𝑏𝑐 − 𝑎𝑑)

,

𝑓 =

𝑐 (𝐷vec 1) − 𝑎 (𝐷vec 2)

2 (𝑎𝑑 − 𝑏𝑐)

,

(12)

where𝐷vec 1 = 𝑑2
2

−𝑑

1

2

−𝑎

2

−𝑏

2 and𝐷vec 2 = 𝑑3
2

−𝑑

1

2

−𝑐

2

−𝑑

2.
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Figure 6: Android module architecture.

We have implemented ECOPS as an Android applica-
tion for a feasibility test and analysis. Figure 7 shows the
screenshots of the ECOPS application. Figure 7(a) displays
the main screen that allows users to manually select an
ECOPS device option either in PB mode or PR mode, or to
request the selection automatically based on various param-
eters such as the remaining energy and sensor availabilities.
Figure 7(b) presents a PB screen that lists the broadcasting
location information. Figure 7(c) shows a PR screen that lists
the received information and measured distance using the
RSSI value. Although the current implementation is on an
application level, as illustrated in Figure 6, it is still capable of
making the received location information available to other
application services. It will eventually be implemented within
the application framework so that other applications can use
the ECOPS services via APIs.

5. Experiments

In this section, we present the evaluation results of ECOPS
in terms of energy efficiency and location accuracy. We
have implemented an ECOPS Android application and used
several Android smartphones including Samsung Galaxy
Nexus S running Android version 2.3.6 and two LGOptimus
V running Android version 2.2.2.We have turned the GPS off
on some of the devices to mimic heterogeneous devices.

5.1. Validation of Smartphone GPS Accuracy and Propagation
Model. As a first step, we test the accuracy of commodityGPS
receivers on smartphones since they are not dedicated devices
like the navigation devices for positioning. We have mea-
sured the accuracy of smartphones’ GPS, by walking around
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(a) Main menu (b) PB mode (c) PR mode

Figure 7: ECOPS screenshots.

Correct path

Incorrect path by GPS

Figure 8: GPS trace obtained by smartphone.

the Kansas City area while carrying three smartphones. As
shown in Figure 8, the GPS collected locations are presented
accurately except for a little error between tall buildings
(∼10m).

Next, we validate the path lossmodel for correlation of the
distance between a WiFi signal emitter and receiver with the
measured RSSI values at the signal receiver for both indoor
and outdoor environments.We compared themeasured RSSI
value with the theoretical RSSI value from the path loss
model. AsRSSI values often vary at each time ofmeasurement
for a given location, we used an averaged RSSI value with
multiple samples (e.g., 1,000 samples within a few seconds).
In Figures 10 and 11 we compare the measured RSSI with the
theoretical RSSI while varying the distance between PB and
PR; both inside a building and in outdoor environments are
shown, respectively. The theoretical RSSI values are derived
from (5). The dotted blue line shows the measured average
RSSI values, and the solid green line represents the theoretical
RSSI values at the corresponding distances. The system loss
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Figure 9: Energy usage: GPS versus ECOPS PR.

factor value (𝐴) is set to 30. For the indoor environment, since
we measured the RSSI between two devices while they were
in the line-of-sight, we set the system loss factor (𝑛) to 0.6.
For the outdoor environment, we used 𝑛 = 1.9. As evidenced
in the figures, we observe that the path loss model works well
for us in estimating the distance.

5.2. Energy Consumption. We now compare the total energy
consumption of ECOPS devices to that of devices with
GPS only scheme in various settings. First, we compare the
energy consumption of a node that is ECOPS PR with a
node using only GPS at per second granularity as illustrated
in Figure 9. This power consumption profiling was done
using PowerTutor [38].TheGPS uses 429mW/s continuously
once it is powered up and takes several seconds to power
down which adds up to the energy consumption. Meanwhile,
the WiFi module once powered up uses 720mW/s in an
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Figure 10: Measured RSSI (avg. of 1,000 samples) at various indoor
spots.

active state and 38mW/s when in an idle state. During the
experiment, for the same operational time of one minute,
an ECOPS PR node uses only 3000mW of energy in total
whereas the GPS-only node uses 7432mW of total energy.
This clearly shows that an ECOPS PR is more energy efficient
than a GPS-only node.These values are for an LGOptimus V
model in particular, and similar for most smartphones.

Next, we contrast the energy consumption of a node that
is ECOPS PR with a node using only GPS while varying the
operational time with 1 minute increments as illustrated in
Figure 12. We do this experiment to analyze the effectiveness
of ECOPS over a duration of time. It shows that ECOPS is
increasingly energy efficient with the elapsed time over the
GPS only scheme.

In Figure 13, we compare the energy consumption of
nodes that are ECOPS PR with nodes using only GPS while
varying the number of devices in the network. We do this
experiment to analyze the energy efficiency of ECOPS as the
number of devices in the network scales. Note that for the
ECOPS PR scheme, the PRs receive GPS data from three PBs
and their energy consumption is accounted for in the results.
The energy efficiency of ECOPS compared with the GPS
only scheme is clear from Figure 13 and becomes increased
substantially as the number of devices in the network scales.

5.3. Location Accuracy. In this section, we evaluate the
location accuracy of ECOPS as compared to that of GPS,
WPS, and Cell-ID Positioning. We tested ECOPS in a soccer
field using four smartphones for the accuracy measurements.
The soccer field was chosen, so that we have a clear and
unhindered view of the sky, and in turn the experimental
results are not influenced by the GPS position errors, and the
ECOPS errors are precisely measured. We turned on GPS for
three devices and turned it off for a device that acted as the
PR. In order tomeasure the location accuracy, as illustrated in

0 10 20 30 40 50
Distance between two devices (m)

A
ve

ra
ge

 R
SS

I (
dB

m
)

Measured RSSI

−80

−70

−60

−50

−40

−30
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Figure 14, we placed the PRdevice at the center of the area and
moved the other PB devices aroundmultiple locations within
the soccer field. The PR device computed its location using
themeasuredRSSI values, andGPS coordinates from the PBs,
and the trilateration technique described in Section 4.

We have moved the PBs to various places around the
PR and recorded the PR’s computed locations. As shown
in Figure 15, we observed that ECOPS achieves a minimum
error range of 2.32m and a maximum error range of 33.31m.
While from Figure 16 we can observe that nearly 60% of these
locations are within a 10m error range and less than 10% have
an error range greater than 15m. The results represent that
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(1min): GPS versus ECOPS.
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Figure 14: An example of field experiments.

ECOPS can achieve a higher location accuracy than WPS
while using less energy than GPS receivers. Also, note that
the error ranges we observe here are an amalgamation of the
general GPS receiver error from the PBs and the distance
measurement error from the RSSI values.

Finally, we compare the errors of different positioning
methods in Figure 17. As before, a smartphone that needs
positioning is located at the center of soccer field. The
network positioning API in Android obtains the location
information either from WPS or Cell-ID Positioning. In
order to ensure the Cell-ID Positioning in Android, the
smartphone acquired the location from network positioning
API while turning off the WiFi signal. The location infor-
mation received was off by almost 300m. Together with the
location, it also suggested its own estimated error range of
1,280m associated with it. Clearly, such information is too

33.31 meters
Worst case error distance:

Actual location of PR:
the center of the circle

Best case error distance:
2.32 meters

Figure 15: Experiment results: points calculated with three GPS
coordinates and RSSI values.
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inaccurate to be used in most of LBS application scenarios.
As for WPS, the smartphone obtained the location from
Android network positioning API while turning off cellular
signal. Note that WPS is not typically available in outdoor
environment.Thus, we used an averageWPS error fromwhat
we experimented at multiple locations in Kansas City area
where WPS is available and found it to be 60m. It is the
dotted blue line in Figure 17. While the GPS-based location
information proved to be the most accurate with an error
range of about 2m, ECOPS achieved the accuracy ranging
from 2.32m to 33.31m. This is better than the performance
of a WPS and fairly close to GPS accuracy while saving
energy costs. This encourages us to comment that even when
WPS service might be available, using ECOPS will facilitate a
smartphone to receive more accurate location information at
the same energy cost.

6. Conclusion

We have presented an Energy Efficient Collaborative Oppor-
tunistic Positioning System (ECOPS) for heterogeneous
mobile devices. Unlike existing approaches that are seeking
the best available positioning method from an individual
device, ECOPS facilitates collaborative environments among
a set of mobile devices, and thus mobile devices benefit from
their neighboring devices. ECOPS supports heterogeneous
devices to maximize energy-efficiency, as a device with only
WiFi can collaborate with a few available GPS broadcasting
devices viaWiFi hotspot mode orWiFi Direct-based approx-
imation. A beneficiary device may use one or more locations’
information from neighbors opportunistically, depending on
their availability. Furthermore, each device improves the
received location accuracy via various available methods
including trilateration or approximation with geomagnetic
sensors. We have implemented an ECOPS prototype appli-
cation on Android 2.3.6 and 2.2.2 and have tested it with
various types of Android mobile devices. The results show
that ECOPS provides accuracy within 10m for nearly 60% of
the location estimates, and within 15m for more than 90% of
them. ECOPS also offers significantly more energy efficiency
than a GPS-only scheme, while overcoming various service
limitations.

Future work includes fine-tuning the accuracy by oppor-
tunistically exploiting other available sensors on mobile
devices. We also plan to consider strategies for various types
of LBSs to improve their utility and energy efficiency.
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is work is about reducing energy consumption in the receiver chain by limiting the use of the equalizer. It is to make the radio
receiver aware of its environment and able to take decision to turn on or off the equalizer according to its necessity or not.When the
equalizer is off, the computational complexity is reduced and the rate of reduction depends on the percentage of time during which
this component is disabled. In order to achieve this scenario of adapting the use of the equalizer, we need to develop a decision-
making technique that provides the receiverwith the capacities of awareness and adaptability to the state of its environment. For this,
we improve a technique based on a statistical modeling of the environment by de�ning two metrics as channel quality indicators
to evaluate the effect of the intersymbol interferences and the channel fading.e statistical modeling technique allows to take into
account the impact of the uncertainties of the estimated metrics on the decision making.

1. Introduction

e requirements in wireless communications are increas-
ingly growing in terms of services and transmission’s quality.
Technological advances in this sense, either in the nodes or
in the base stations, have improved the quality of service
offered to the users of the wireless communication networks.
However, these advances are not without side effects; with
this development and with the growing number of mobile
phones, the wireless communications consume more and
more energy causing so an increase inCO2 emissions. In front
of this phenomenon, the solutions that make communica-
tions less consuming in terms of energy are needed for the
preservation of the environment. With this aim, the concept
of green communications, or green radio, allows to develop
a radio equipment that consumes less energy. One of the
solutions to obtain a green radio is to make it able to adapt
dynamically to the environment and to use this adaptability in
order to reduce energy consumption [1]. In fact, according to
the state of its environment, the radio receiver with cognitive
capacities can take some decisions of recon�gurations, and

so it can select the recon�gurations that need less amount of
energy than others.

Within this context, we focus in this paper on reduc-
ing energy consumption in the radio receiver through its
adaptation to its environment. In particular, we are looking
at the equalizer component and we seek to limit its use in
order to reduce energy consumption. e idea is to make the
radio receiver capable of being aware of its environment and
deciding to turn off the equalizer when it is not useful and to
turn it on as soon as it becomes necessary, so that the receiver
performance does not degrade. e fact to get rid of this
component for a period of time of the communication should
reduce energy consumption in the receiver chain. So we try
also to determine from what period of time, of disabling the
equalizer, can we save energy.

e reminder of this paper is organized as follows. Section
2 describes some previous works that were looking for the
same reason of switching off the equalizer. In Section 3 we
develop the decision-making method for deciding to turn
off the equalizer. In Section 4 we present the results of the
computational complexity reduction and other results of
simulation.
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2. PreviousWorks

In the literature, the idea of limiting the use of the equalizer
during a period of time of the communication is not new;
some previous research works have focused on this for dif-
ferent reasons other than the energy consumption reduction.
In fact, we notice this in the work [2] where the authors
tried to adapt the use of the equalizer to the state of the
channel in order to avoid the presence of this component
in an environment without delay spread distortion as it can
cause sensitivity degradation. e proposed solution in this
work consists of two coherent detection algorithms; the �rst
contains a decision feedback equalizer and the second is
without any equalizer. A detector selection algorithm is used
in order to dynamically select the corresponding detector
depending on whether delay spread distortion is present or
not. For this the correlation of the two kinds of detectors
is measured and the selection algorithm chooses the one
that have the greater correlation compared to a threshold.
e problem of this invention is that the equalizer is always
used, but also there is an additional stage of a detector
without equalizer; this makes the computational complexity
of the solution very high. In [3], the authors proposed a
radio receiver with a selectively disabled equalizer. e aim
of this work is to develop a technique for selectively and
automatically disabling the equalizer in particular situations
in order to avoid a prejudicial impact of the equalization in
these cases. In particular, the discussed case is to disable the
equalizer as long as a spurious signal is present for the FM
radio receiver. For this, an equalizer controller compares the
RF demodulated signal with a predetermined distribution for
the received signal in order to determine if a spurious signal is
present or not and so to disable or to keep the equalizer. e
energy consumption aspect was not considered in this work
since it was not the essential purpose of the invention.

e purpose of reducing the energy consumption started
to be highlighted in [4]. In this work, the equalizer is powered
off for reduced power consumption when there is small
intersymbol interference and it is powered on for better
signal reception. e idea is based on the analysis of the
received signal quality aer demodulation, by inserting a
decision circuit at the receiver that compares the quality
of the demodulated signal to a predetermined threshold.
Basing on a couple of integrator and a low-pass �lter, the
decision error estimation of the signal quality is compared
to a threshold and the result allows to decide if the quality
of the signal is poor or good. According to this decision, the
equalizer is powered on or off. In determining the quality
of the received signal, the authors do not specify whether
the degradation of the signal is due to the intersymbol
interference or to other phenomena, but they are relying on
the total degradation. For the same reason of reducing energy
consumption, [5] proposes a new method, called conditional
equalization, which minimizes the power consumption by
equalizing only when it is most needed. At each time slot,
the receiver decides if the equalization is needed or not by
de�ning two criteria in order to distinguish between weakly
dispersive channels and dispersive channels in the case of a
two-path Rayleigh channel. e �rst criterion (C1) is based

on the paths’ energies; in fact, the receiver decides to not
equalize the received signal only if the energy of one path is far
greater than the total energy of the other paths.is criterion
is simple to implement and so the additional computational
complexity is small [6].e second criterion (C2) is based on
the intersymbol interference contribution in the degradation
of the signal. For this, the determination of the path having
the greatest energy is needed, and the receiver decides to
not equalize only if the projection of the other paths on
the axis de�ned by the greatest energy path is far smaller.
is means that the effect of the intersymbol interference is
negligible. In this work, the authors assumed that the channel
coefficients are perfectly estimated and known; in addition
to this, they did not study the impact of the variation of the
channel on the decision system. e reduction of the energy
consumption by disabling the equalizer was also enhanced
in [7] where the authors developed a receiver with hybrid
equalizer and RAKE receiver.e receiver enables or disables
the equalizer according to the performance of the system for
RAKE only and for RAKE with the equalizer. A measure
for the channel quality allows to switch between the mode
RAKE only and the mode RAKE with the equalizer. For
this, two evaluations are taken into consideration� the �rst
is the measure of the Signal to Interference plus Noise Ratio
(SINR) and the second evaluation determines the speed of
the channel. Finally wemention the work [8] which proposes
a technique for selecting between an equalizing demodulator
and a nonequalizing demodulator in a receiver.

Although the previous works had the objective of reduc-
ing the energy consumption or the computational complex-
ity, none has tackled this notion, not even the existence of
such a reduction related to their solutions. In our work, we
present precisely some results concerning the rate of the
complexity reduction when we limit the use of the equalizer
in the receiver chain and also the maximum gains that can
be achieved. Moreover, our work will be distinguished from
the earlier works described above by the decision-making
technique. In fact, we develop a technique that takes into
account the uncertainty of the channel quality indicators’
values used to decide to disable or keep the equalizer as they
are estimated unlike the other techniques that ignore this
aspect by assuming a perfect estimate of the metrics [5, 6] or
by not considering the impact of these uncertainties on the
decision [7, 8].

3. A Decision-MakingMethod to Adapt the Use
of the Equalizer

Our idea is to statistically model and characterize the radio
environment by using some techniques of the statistical infer-
ence like statistical estimation [9] and statistical detection
[10]. �e de�ne for this some metrics in order to evaluate
the quality of the channel. Basing on these channel indicators
and on their statistical characteristics, we can evaluate the
current state of the channel and then decide if the equalizer
is necessary in this case or not. e use of the statistical
aspect of the channel quality indicators allows to take into
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account the estimation errors of thesemetrics in the decision-
making system which affect the decision performance. In
the following paragraphs, we present the decision-making
method based on the statistical modeling of the environment
for the scenario of driving the equalizer in the receiver chain.

3.1. �e�niti�n �� the Channel ��ality In�icat���. e �rst
step to do is to de�ne the channel quality indicators that are
necessary to evaluate the state of the channel and then to
choose between a use of the equalizer or not. We consider
for this a multipath channel from length of 𝐿𝐿 with an added
Gaussian noise. e received signal is then expressed as in

𝑦𝑦 [𝑘𝑘] =
𝐿𝐿𝐿𝐿
󵠈󵠈
𝑖𝑖𝑖𝑖
ℎ𝑖𝑖 ⋅ 𝑠𝑠 [𝑘𝑘 𝑘𝑘𝑘 ] + 𝑏𝑏 [𝑘𝑘] , (1)

with 𝑠𝑠: the transmitted signal, 𝑦𝑦: the received signal, 𝑏𝑏: the
added Gaussian noise, ℎ = (ℎ0,… , ℎ𝐿𝐿𝐿𝐿): the coefficients of
the multi-path channel.

We assume that the interferences, which the signal suffers
from, are limited to the intersymbol interferences caused by
delay dispersion of the multiple paths of the channel. At the
receiver, the signal can be deteriorated by the noise and by the
inter-symbol interferences. In order to distinguish between
the two sources of signal degradation, we are de�ning two
independent radio metrics. e �rst that we denote SNR𝑝𝑝
is the signal-to-noise ratio without taking into account the
effect of the inter-symbol interferences and the second that
we denote ISI is the power of the inter-symbol interferences.
For this we will consider two cases of the channel: the Rician
channel and the Rayleigh channel.

3.1.1. In the Rician Channel. Since the Rician channel con-
tains a direct path, we can express the received signal as in

𝑦𝑦 [𝑘𝑘] = ℎ0𝑠𝑠 [𝑘𝑘] +
𝐿𝐿𝐿𝐿
󵠈󵠈
𝑖𝑖𝑖𝑖
ℎ𝑖𝑖 ⋅ 𝑠𝑠 [𝑘𝑘 𝑘𝑘𝑘 ] + 𝑏𝑏 [𝑘𝑘] . (2)

SNR𝑝𝑝 evaluates the level of the degradation of the
received signal by the noise and the fading without consid-
ering the interferences. is means that we consider only the
fading of the signal observed in the direct path ℎ0. So in this
case, SNR𝑝𝑝 is de�ned in

SNR𝑝𝑝 =
󶙱󶙱ℎ0󶙱󶙱

2 ⋅ 𝜎𝜎2𝑠𝑠
𝜎𝜎2𝑏𝑏

, (3)

with 𝜎𝜎2𝑠𝑠 and 𝜎𝜎2𝑏𝑏 are, respectively, the variance of the input
signal and the variance of the noise. Concerning the second
metric ISI, we are interested in the term ∑𝐿𝐿𝐿𝐿

𝑖𝑖𝑖𝑖 ℎ𝑖𝑖 ⋅ 𝑠𝑠𝑠𝑠𝑠𝑠
𝑖𝑖𝑖 of the relation (2), which describes the phenomenon of
the inter-symbol interferences. From this expression, we can
de�ne a new metric ISI to represent the power of the inter-
symbol interferences as described in (4). We assume that the
input symbols 𝑠𝑠𝑠𝑠𝑠𝑠 follow an uniform distribution with mean

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 𝐸𝐸  as follows:

ISI = 𝐸𝐸
󶀂󶀂
󶀊󶀊
󶀚󶀚
󶀧󶀧
𝐿𝐿𝐿𝐿
󵠈󵠈
𝑖𝑖𝑖𝑖
ℎ𝑖𝑖 ⋅ 𝑠𝑠 [𝑘𝑘 𝑘𝑘𝑘 ]󶀷󶀷

2
󶀃󶀃
󶀋󶀋
󶀛󶀛
, (4)

where 𝐸𝐸𝐸𝐸 denotes the expectation operation.
Assuming that the transmitted symbols 𝑠𝑠𝑠𝑠𝑠𝑠 are iden-

tically distributed and independent, the evaluation of the
expression (4) leads to the following relation

ISI =
𝐿𝐿𝐿𝐿
󵠈󵠈
𝑖𝑖𝑖𝑖
󶙱󶙱ℎ𝑖𝑖󶙱󶙱

2 ⋅ 𝐸𝐸 󶁂󶁂󶁂𝑠𝑠 [𝑘𝑘 𝑘𝑘𝑘 ]]2󶁒󶁒 . (5)

3.1.2. In the RayleighChannel. eRayleigh channel does not
contain a direct path, so in order to de�ne the metric SNR𝑝𝑝
we consider the path that has the highest energy, whichmeans
the highest signal to noise ratio.We denote this path ℎ𝑖𝑖𝑖𝑖𝑖 and
then the metric SNR𝑝𝑝 is expressed in

SNR𝑝𝑝 =
󶙱󶙱ℎ𝑖𝑖𝑖𝑖𝑖󶙱󶙱

2𝜎𝜎2𝑠𝑠
𝜎𝜎2𝑏𝑏

, (6)

with SNR𝑝𝑝 > (SNR𝑖𝑖)(𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖𝑖𝑖SNR𝑖𝑖 =
(‖ℎ𝑖𝑖‖

2𝜎𝜎2𝑠𝑠 /𝜎𝜎
2
𝑏𝑏)𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖𝑖 is the signal to noise ratio of the 𝑖𝑖th

path.
e rest of the paths (ℎ𝑖𝑖)𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖𝑖 are adding the inter-

symbol interferences, so we can de�ne the metric ISI as
follows:

ISI =
𝐿𝐿𝐿𝐿
󵠈󵠈

(𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖𝑖)
󶙱󶙱ℎ𝑖𝑖󶙱󶙱

2 ⋅ 𝐸𝐸 󶁂󶁂󶁂𝑠𝑠 [𝑘𝑘 𝑘𝑘𝑘 ]]2󶁒󶁒 . (7)

As a conclusion, if we consider that the transmitted signal
is normalized (𝜎𝜎2𝑠𝑠 = 1), then our two channel quality
indicators are expressed as follows for the Rician case and the
Rayleigh case:

SNR𝑝𝑝 =
󶙱󶙱ℎ0󶙱󶙱

2

𝜎𝜎2𝑏𝑏 Rice
,

SNR𝑝𝑝 =
󶙱󶙱ℎ𝑖𝑖𝑖𝑖𝑖󶙱󶙱

2

𝜎𝜎2𝑏𝑏 Rayleigh
,

ISI =
𝐿𝐿𝐿𝐿
󵠈󵠈
𝑖𝑖𝑖𝑖
󶙱󶙱ℎ𝑖𝑖󶙱󶙱

2
Rice,

ISI =
𝐿𝐿𝐿𝐿
󵠈󵠈

(𝑖𝑖𝑖𝑖𝑖 𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖𝑖)
󶙱󶙱ℎ𝑖𝑖󶙱󶙱

2
Rayleigh.

(8)

In the next paragraphs, we are focusing on the estimation
of thesemetrics derived from the channel estimation, thenwe
present our decision system based on the statistical modeling
of the environment.
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3.2. Estimation of the Channel Quality Indicators. Since the
metrics ISI and SNR𝑝𝑝 are based on the channel coefficients
(ℎ𝑖𝑖)𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖, their estimation needs an algorithm for channel
estimation. Many techniques for channel estimation are
proposed in the literature; we can distinguish blind tech-
niques, techniques with pilot symbols, adaptive techniques,
and nonadaptive techniques. In our case we search for
one technique that provides a less estimation error and
a less computational complexity. For this, we propose a
comparison between some techniques of estimation and we
select the one that presents the best compromise between
the less mean-squared error of the estimation and the less
computational complexity expressed in terms of the number
of multiplication operations in the algorithm.

LS (Least-Squared) Channel Estimation [11]. It is a non-
adaptive algorithm that is based on a known training
sequence from the transmitted signal. For each received
frame, a training matrix𝑀𝑀 is de�ned as follows:

𝑀𝑀 𝑀 󶀨󶀨
𝑚𝑚𝐿𝐿 ⋯ 𝑚𝑚0
⋮ ⋱ ⋮

𝑚𝑚𝑃𝑃𝑃𝑃𝑃𝑃𝑃 ⋯ 𝑚𝑚𝑃𝑃𝑃𝑃

󶀸󶀸 , (9)

where 𝑃𝑃 is the number of the pilot symbols.
e LS estimation is a minimization of the quadratic

error:

󵰁󵰁ℎLS = argmin󶙱󶙱𝑦𝑦 𝑦𝑦𝑦𝑦󶙱󶙱2

= 󶀢󶀢𝑀𝑀𝐻𝐻𝑀𝑀󶀲󶀲
−1
𝑀𝑀𝐻𝐻𝑦𝑦𝑦

(10)

where ()𝐻𝐻 and ()−1 are, respectively, the hermitien and the
inversematrices andℎ is the vector of the channel coefficients.

Technique by Intercorrelation. It is an estimation method
that we have developed by inspiring from [12]. Its idea is
based on the intercorrelations between the transmitted pilot
symbols, with delay, and the received symbols. In fact, the
intercorrelation product between the received symbol 𝑦𝑦𝑦𝑦𝑦𝑦
and the transmitted symbol 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠 delayed by 𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖𝑖
is expressed as

𝐸𝐸 󶁁󶁁𝑠𝑠[𝑘𝑘𝑘𝑘𝑘  ]∗ ⋅ 𝑦𝑦 [𝑘𝑘]󶁑󶁑

= 𝐸𝐸󶁇󶁇𝑠𝑠[𝑘𝑘𝑘𝑘𝑘  ]∗ 󶀧󶀧
𝐿𝐿𝐿𝐿
󵠈󵠈
𝑖𝑖𝑖𝑖
ℎ𝑖𝑖 ⋅ 𝑠𝑠 [𝑘𝑘𝑘𝑘𝑘  ] + 𝑏𝑏 [𝑘𝑘]󶀷󶀷󶀷󶀷 = ℎ𝑖𝑖.

(11)

In practice 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸  ∗ ⋅ 𝑦𝑦𝑦𝑦𝑦𝑦𝑦 is approximated with a �nite
number of symbols that represent the training sequence; this
provides an estimated value of the coefficients, that is,󵰂󵰂ℎ𝑖𝑖.
LMS (Least Mean-Squared) Channel Estimation. It is an
adaptive algorithm that is based on the stochastic gradient.
Assuming 𝑒𝑒 the error of the adaptive �lter at the instant time
𝑛𝑛 such as 𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒  󵰁󵰁ℎ

𝑇𝑇
LMS(𝑛𝑛𝑛𝑛𝑛(𝑛𝑛𝑛, the update of the channel

coefficients estimation is expressed in

󵰁󵰁ℎLMS (𝑛𝑛 𝑛𝑛 ) = 󵰁󵰁ℎLMS (𝑛𝑛) + 𝜇𝜇𝜇𝜇 (𝑛𝑛) 𝑠𝑠
𝐻𝐻 (𝑛𝑛) . (12)

e parameter 𝜇𝜇 represents the step size and has an in�uence
on the convergence of the algorithm.

All these techniques are with pilot symbols, which causes
a bad impact on the useful throughput, unlike the blind tech-
niques that are without pilot symbols. As one of these blind
methods, we can mention the constant modulus algorithm.
Constant Modulus Algorithm [13, 14]. It is also an adaptive
algorithmbut blind,which tries tominimize the cost function
𝐽𝐽𝐽𝐽𝐽𝐽𝐽𝑛𝑛|

2 − 𝐶𝐶𝐶2} with 𝐶𝐶 𝐶𝐶𝐶𝐶𝐶𝐶𝐶 4/𝐸𝐸𝐸𝐸𝐸𝐸2, 𝑉𝑉𝑛𝑛 = 󵰁󵰁ℎCMA(𝑛𝑛𝑛𝑛𝑛(𝑛𝑛𝑛,
𝑌𝑌𝑛𝑛 =[ 𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦  𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦𝑦  𝑦.

en the updated channel coefficient estimation is
expressed in

󵰁󵰁ℎCMA (𝑛𝑛 𝑛𝑛 ) = 󵰁󵰁ℎCMA (𝑛𝑛) − 𝜇𝜇𝜇𝜇 (𝑛𝑛)𝑉𝑉𝑛𝑛 󶀢󶀢󶙡󶙡𝑉𝑉𝑛𝑛󶙡󶙡
2 − 𝐶𝐶󶀲󶀲 . (13)

en from the obtained values of 󵰂󵰂ℎ𝑖𝑖, we can deduce the
estimation of our metrics ISI and SNR𝑝𝑝 as follows:

󵰇󵰇SNR𝑝𝑝 =
󶙲󶙲󵰃󵰃ℎ0󶙲󶙲

2

𝜎𝜎2𝑏𝑏 Rice
,

󵰇󵰇SNR𝑝𝑝 =
󶙲󶙲󵰁󵰁ℎ𝑖𝑖𝑖𝑖𝑖󶙲󶙲

2

𝜎𝜎2𝑏𝑏 Rayleigh
,

󵰄󵰄ISI =
𝐿𝐿𝐿𝐿
󵠈󵠈
𝑖𝑖𝑖𝑖
󶙲󶙲󵰂󵰂ℎ𝑖𝑖󶙲󶙲

2
Rice,

󵰄󵰄ISI =
𝐿𝐿𝐿𝐿
󵠈󵠈

(𝑖𝑖𝑖𝑖𝑖𝑖𝑖 𝑖 𝑖𝑖𝑖𝑖𝑖𝑖
󶙲󶙲󵰂󵰂ℎ𝑖𝑖󶙲󶙲

2
Rayleigh.

(14)

In order to select the best channel estimation algorithm
for us, we dress, in Figures 1 and 2, the mean-squared
Error curves of the estimation of ISI and SNR𝑝𝑝 by using the
methods LS, LMS, CMA, and inter-correlation. Since we are
in an environment variable in time, we will study the effect
of the variation, of the inter-symbol interferences, and of the
fading, on the estimates of ISI and SNR𝑝𝑝. For this, we draw
the curves MSE(󵰄󵰄ISI) = 𝑓𝑓𝑓ISI), MSE(󵰄󵰄ISI) = 𝑓𝑓𝑓SNR𝑝𝑝), and
MSE(󵰇󵰇SNR𝑝𝑝) = 𝑓𝑓𝑓ISI), MSE(󵰇󵰇SNR𝑝𝑝) = 𝑓𝑓𝑓SNR𝑝𝑝). e curves
of simulation are not depending on the type of the channel. In
another side, as we search also for algorithms with minimum
computational complexity, we determine the equations of
the complexity of the estimation of ISI and SNR𝑝𝑝 with each
technique. For this, we present in Tables 1 and 2 the com-
putational complexity CC of the estimation operations that
we de�ne as the number of the operations of multiplication.
Basing on the two criteria (MSE and complexity), we will
choose the channel estimation algorithm.

We denote by

(i) 󵰋󵰋Metric
LS
, 󵰋󵰋Metric

LMS
, 󵰋󵰋Metric

CMA
, and 󵰋󵰋Metric

inter
: the

estimated value of the metric Metric by using the
channel estimation algorithm LS, LMS, CMA, and
inter-correlation. Metric can be ISI or SNR𝑝𝑝,

(ii) 𝑃𝑃: the number of the pilot symbols for the nonblind
algorithms,
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F 2: Mean squared error of 󵰇󵰇SNR𝑝𝑝.

(iii) 𝑁𝑁: the number of the received symbols considered in
the estimation for the blind algorithm,

(iv) 𝐿𝐿: the length of the channel.

In particular, for the values 𝑃𝑃 𝑃 𝑃𝑃, 𝑁𝑁 𝑁𝑁𝑁 , and 𝐿𝐿 𝐿 𝐿,
we found CCLMS

ISI = 224 operations, while CCCMA
ISI = 1184

operations, CCLS
ISI = 13104 operations, and CCinter

ISI = 79
operations.

It is true that, unlike the algorithms with pilot sym-
bols, the blind algorithm CMA allows a throughput more
interesting. But this technique is very sensitive to both the
intersymbol interferences and the channel fading. In fact
according to the curves of MSE in Figures 1(a) and 2(a), it
is clear that the higher the value of ISI, the higher the mean-
squared error of estimation with CMA technique. Similarly,
we notice from Figures 1(b) and 2(b) that the mean squared
error of this technique increases while the SNR𝑝𝑝 is degraded.
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T 1: Computational complexity of ISI estimation.

Method of ISI estimation Computational complexity
󵰄󵰄ISILS CCLS

ISI = 2𝑃𝑃𝑃𝑃
2 + 𝑃𝑃𝑃𝑃 𝑃 𝑃𝑃 𝑃 𝑃𝑃𝑃 𝑃 𝑃𝑃𝑃𝑃2𝐿𝐿𝐿 𝐿𝐿

󵰄󵰄ISILMS CCLMS
ISI = 2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿     

󵰄󵰄ISI
CMA

CCCMA
ISI = 𝑁𝑁𝑁𝑁𝑁𝑁2 + 𝐿𝐿𝐿  𝐿𝐿𝐿𝐿𝐿𝐿𝐿   

󵰄󵰄ISIinter CCinter
ISI = 2𝐿𝐿𝐿𝐿𝐿  

𝐿𝐿𝐿𝐿

󵠈󵠈
𝑖𝑖𝑖𝑖
(𝑃𝑃 𝑃 𝑃𝑃𝑃

T 2: Computational complexity of SNR𝑝𝑝 estimation.

Method of
SNR𝑝𝑝estimation Computational complexity

󵰉󵰉SNR𝑝𝑝
LS CCLS

SNR𝑝𝑝 = 2𝑃𝑃𝑃𝑃
2 + 2 + 𝑃𝑃𝑃𝑃 𝑃 𝑃𝑃𝑃 𝑃 𝑃𝑃𝑃𝑃2𝐿𝐿𝐿

󵰉󵰉SNR𝑝𝑝
LMS CCLMS

SNR𝑝𝑝 = 2𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿   
󵰉󵰉SNR𝑝𝑝

CMA CCCMA
SNR𝑝𝑝 = 𝑁𝑁𝑁𝑁𝑁𝑁

2 + 𝐿𝐿𝐿  𝐿𝐿𝐿𝐿 
󵰉󵰉SNR𝑝𝑝

inter CCinter
SNR𝑝𝑝 = 𝑃𝑃 𝑃 𝑃

Furthermore this method has a computational complexity
relatively high compared to the other methods.

Concerning the estimation technique by intercorrela-
tions, although it is the least complex one, it presents an
increased MSE especially in Figures 1(a), 1(b) and 2(b).
Finally, the LS technique has a good performance of esti-
mation, but it is the most complex one. In conclusion,
in this comparison, the LMS technique seems to be the
most compatible in the compromise (estimation perfor-
mance/complexity). In addition, it is an adaptive algorithm
that is very adapted to the change of the radio channel. So in
our simulations, we choose to use the LMS algorithm for the
estimation of SNR𝑝𝑝 and ISI.

3.3. Statistical Modeling of the Environment and Decision
Making. In this section, we will describe the method that we
have developed in order to determine the decision rule to
make decision for using or not using the equalizer from the
statistical modeling of the environment [15].

We consider 󵰁󵰁𝑥𝑥𝑖𝑖SNR𝑝𝑝 (resp., 󵰁󵰁𝑥𝑥𝑖𝑖ISI) one estimation of the
SNR𝑝𝑝 (resp., ISI) in the instant 𝑖𝑖, given by the sen-
sor algorithms selected in Section 3.2. en the vectors
(󵰁󵰁𝑥𝑥1SNR𝑝𝑝 ,… , 󵰁󵰁𝑥𝑥𝑛𝑛SNR𝑝𝑝 ) (resp., (󵰁󵰁𝑥𝑥1ISI,… , 󵰁󵰁𝑥𝑥𝑛𝑛ISI)) represent 𝑛𝑛 esti-
mations of SNR𝑝𝑝 (resp., ISI), with (󵰁󵰁𝑥𝑥𝑖𝑖SNR𝑝𝑝 )𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖 (resp.,
(󵰁󵰁𝑥𝑥𝑖𝑖ISI)𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖𝑖) being identically distributed and independent
following the same distribution as a random variable 󵰂󵰂𝑋𝑋SNR𝑝𝑝
(resp., 󵰂󵰂𝑋𝑋ISI).

In order to characterize statistically our channel quality
indicators SNR𝑝𝑝 and ISI, we have to determine the densities
of probability of the variables 󵰂󵰂𝑋𝑋SNR𝑝𝑝 and 󵰂󵰂𝑋𝑋ISI. From the
statistical inference theory, two classes of techniques are
proposed in order to estimate the density of probability of a
random variable given its realizations; for this, we mention
the parametric estimation techniques and the nonparametric
estimation techniques [9, 10]. e nonparametric method
estimates both the distribution shape and the statistical

parameters of a set of observations whereas the parametric
method estimates only the statistical parameters when the
distribution of the observations is known. In our case the
analysis that we perform on the estimation of our radio
metrics ISI and SNR𝑝𝑝 shows that a Gaussian distribution
represents well the distributions of the observations provided
by the sensors of the metrics, and therefore the parametric
method is enough to determine the statistical parameters
of these observations. So, since the information about the
distributions of the observed metrics is known, we do
not need the nonparametric method especially if it adds
complexity to estimate these distributions.

We denote by 𝑁𝑁𝑁󵰁󵰁𝜇𝜇ML
SNR𝑝𝑝 , 󵰁󵰁𝜎𝜎

ML
SNR𝑝𝑝 ) and 𝑁𝑁𝑁󵰁󵰁𝜇𝜇ML

ISI , 󵰁󵰁𝜎𝜎
ML
ISI ) the

statistical parameters (mean and variance) of 󵰂󵰂𝑋𝑋SNR𝑝𝑝 and 󵰂󵰂𝑋𝑋ISI.
By applying the parametric technique, maximum likelihood
estimator, we �nd the expressions following:

󵰁󵰁𝜇𝜇ML
SNR𝑝𝑝 =

1
𝑛𝑛

𝑛𝑛
󵠈󵠈
𝑖𝑖𝑖𝑖
󵰁󵰁𝑥𝑥𝑖𝑖SNR𝑝𝑝 ,

󵰁󵰁𝜎𝜎ML
SNR𝑝𝑝 = 󵀎󵀎

1
𝑛𝑛 𝑛𝑛

𝑛𝑛
󵠈󵠈
𝑖𝑖𝑖𝑖
󶀣󶀣󵰁󵰁𝑥𝑥𝑖𝑖SNR𝑝𝑝 − 󵰁󵰁𝜇𝜇ML

SNR𝑝𝑝󶀳󶀳
2
,

󵰁󵰁𝜇𝜇ML
ISI =

1
𝑛𝑛

𝑛𝑛
󵠈󵠈
𝑖𝑖𝑖𝑖
󵰁󵰁𝑥𝑥𝑖𝑖ISI,

󵰁󵰁𝜎𝜎ML
ISI = 󵀎󵀎

1
𝑛𝑛 𝑛𝑛

𝑛𝑛
󵠈󵠈
𝑖𝑖𝑖𝑖
󶀡󶀡󵰁󵰁𝑥𝑥𝑖𝑖ISI − 󵰁󵰁𝜇𝜇ML

ISI 󶀱󶀱
2.

(15)

So, aer 𝑛𝑛 realizations of 󵰁󵰁𝑥𝑥𝑖𝑖SNR𝑝𝑝 and 󵰁󵰁𝑥𝑥𝑖𝑖ISI, we obtain the
estimated values of our metrics, as described in

󵰇󵰇SNR𝑝𝑝 = 󵰁󵰁𝜇𝜇ML
SNR𝑝𝑝 ,

󵰄󵰄ISI = 󵰁󵰁𝜇𝜇ML
ISI .

(16)

By using these estimated values and their statistical
parameters, we try to evaluate the channel quality and to
determine the decision rule for deciding whether the equal-
izer is necessary or unnecessary. For this. e evaluation of
the channel quality indicators is performed by asserting or
refuting some general hypothesis. e objective is to decide
between the two actions:

𝐴𝐴1 ∶ turn-off-the-equalizer,

𝐴𝐴0 ∶ turn-on-the-equalizer.
(17)

It is necessary to determine the situations of the environ-
ment where 𝐴𝐴1 is possible and those where 𝐴𝐴0 is possible.
In fact, according to the state of ISI and SNR𝑝𝑝, we con�rm
if the received signal is deteriorated by the noise only, by
the inter-symbol interferences only, or by both of them. e
evaluation of this state is done according to the thresholds
of performance 𝜆𝜆SNR and 𝜆𝜆ISI which we de�ned as the values
of SNR𝑝𝑝 and ISI for a minimum bit error rate BER = 10−3.
While the value of 𝜆𝜆SNR is normalized by the standard used
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in the communication, there is no indication about the value
of 𝜆𝜆ISI. In our work, we determined this threshold by taking
the best measured value of ISI that provides BER = 10−3.

According to the values of ISI and SNR𝑝𝑝, we can de�ne
three states of the environment. Table 3 presents these states
with the corresponding actions for each one.

When the power of the inter-symbol interference is
greater than 𝜆𝜆ISI, the signal is affected and the equalizer is
necessary to reduce the inter-symbol interference. In the case
where SNR𝑝𝑝 < 𝜆𝜆SNR, we choose to keep the equalizer because,
despite the fact that the BER still above 10−3, the equalizer will
reduce it anyway.e case where we can decide to turn off the
equalizer is when the signal is not deteriorated neither by the
noise nor by the inter-symbol interferences.

To translate this evaluation, statistically, and deduce the
decision rule of our decision system, we construct the binary
hypothesis test described in (18), where 𝐻𝐻1 corresponds to
the decision to turn off the equalizer and the hypothesis 𝐻𝐻0
for the decision to turn it on.

𝐻𝐻1 ∶ SNR𝑝𝑝 ≥ 𝜆𝜆SNR, ISI ≤ 𝜆𝜆ISI,

𝐻𝐻0 ∶ SNR𝑝𝑝 < 𝜆𝜆SNR or ISI > 𝜆𝜆ISI.
(18)

e resolution of this hypothesis test leads to the decision
rule to decide to disable the equalizer, and this occours by
identifying new thresholds𝐾𝐾ISI and𝐾𝐾SNR since the quantities
ISI and SNR𝑝𝑝 are the estimated values and not the exact
values. For this, we use the technique of the Neyman Pearson
test and we are relying on the statistical characteristics of
themetrics estimated andmodeled previously.e technique
of the Neyman Pearson consists of choosing the hypothesis
which has the highest probability of correct decision under
the constraint of a false alarm less than 𝛼𝛼 which is the
maximum probability of the false alarm tolerated for the
decision system and �xed in advance. According to this
method, there is no indication about how to set the value of
𝛼𝛼.e result is presented in (19), where 𝛿𝛿1 is the decision rule
to decide to turn off the equalizer:

𝛿𝛿1 ∶ 󵰇󵰇SNR𝑝𝑝 ≥ 𝐾𝐾SNR, 󵰄󵰄ISI ≤ 𝐾𝐾ISI, (19)

𝐾𝐾SNR = 𝜆𝜆SNR +
󵰁󵰁𝜎𝜎ML
SNR𝑝𝑝

√𝑛𝑛
𝐹𝐹−1 (𝛼𝛼) ,

𝐾𝐾ISI = 𝜆𝜆ISI +
󵰁󵰁𝜎𝜎ML
ISI
√𝑛𝑛

𝐹𝐹−1 (𝛼𝛼) ,

(20)

where

(i) 𝐹𝐹−1 is the inverse function of 𝐹𝐹 and 𝐹𝐹𝐹𝐹𝐹𝐹𝐹
∫𝑥𝑥−∞(1/√2Π)𝑒𝑒

−𝑡𝑡2/2𝑑𝑑𝑑𝑑 is the distribution function of
the standard normal.

(ii) 𝑛𝑛 is the number of the realizations of the metrics’
estimation.

(iii) 󵰇󵰇SNR𝑝𝑝 and 󵰄󵰄ISI are Gaussian random variables with
means near to the real values of SNR𝑝𝑝 and ISI and
with variances, respectively, (󵰁󵰁𝜎𝜎ML

SNR𝑝𝑝 )
2/𝑛𝑛 and (󵰁󵰁𝜎𝜎ML

ISI )
2/𝑛𝑛

(Figure 3),

(iv) 𝛼𝛼 is a �xed probability of false alarm. In our simula-
tions, we �x this value to 1%.

is decision rule is de�ned in such a way that takes into
account the impact of the uncertain measures of SNR𝑝𝑝 and
ISI on the decision thresholds.

Now in order to determine the theoretical performance
of this decision system, we express the probabilities of false
alarm 𝑃𝑃FA and correct decision 𝑃𝑃𝐷𝐷 de�ned as follows:

𝑃𝑃FA = 𝑃𝑃󶁅󶁅Accept
𝐻𝐻1
𝐻𝐻0

is true󶁕󶁕

= 𝑃𝑃󶁆󶁆󵰇󵰇SNR𝑝𝑝 ≥ 𝐾𝐾SNR, 󵰄󵰄ISI ≤
𝐾𝐾ISI
SNR𝑝𝑝

< 𝜆𝜆SNR or ISI > 𝜆𝜆ISI󶁖󶁖 ,

𝑃𝑃𝐷𝐷 = 𝑃𝑃󶁅󶁅Accept
𝐻𝐻1
𝐻𝐻1

is true󶁕󶁕

= 𝑃𝑃󶁆󶁆󵰇󵰇SNR𝑝𝑝 ≥ 𝐾𝐾SNR, 󵰄󵰄ISI ≤
𝐾𝐾ISI
SNR𝑝𝑝

≥ 𝜆𝜆SNR , ISI ≤ 𝜆𝜆ISI󶁖󶁖 .

(21)

By introducing the terms 𝑑𝑑1, 𝑑𝑑
′
1, 𝑑𝑑2 and 𝑑𝑑

′
2 as described in

Figure 3, we developed these probabilities and we found the
following relations:

𝑃𝑃FA = 󶀨󶀨1 − 𝐹𝐹󶀨󶀨
𝑑𝑑1

󵰁󵰁𝜎𝜎ML
SNR𝑝𝑝

/√𝑛𝑛
+ 𝐹𝐹−1 (𝛼𝛼)󶀸󶀸󶀸󶀸

× 𝐹𝐹󶀧󶀧𝐹𝐹−1 (𝛼𝛼) −
𝑑𝑑′2

󵰁󵰁𝜎𝜎ML
ISI /√𝑛𝑛

󶀷󶀷 ,

𝑃𝑃𝐷𝐷 = 󶀨󶀨1 − 𝐹𝐹󶀨󶀨𝐹𝐹−1 (𝛼𝛼) −
𝑑𝑑′1

󵰁󵰁𝜎𝜎ML
SNR𝑝𝑝

/√𝑛𝑛
󶀸󶀸󶀸󶀸

2

× 󶀦󶀦𝐹𝐹󶀦󶀦𝐹𝐹−1 (𝛼𝛼) +
𝑑𝑑2

󵰁󵰁𝜎𝜎ML
ISI /√𝑛𝑛

󶀶󶀶󶀶󶀶
2

.

(22)

From these expressions we can determine the conditions
on the value of 𝑛𝑛 (number of the metrics’ estimations used
to one decision) in order to get situations where we start to
have a probability of correct decision equal to 1 (no errors of
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decision) (23), and to get situations where we start to have a
probability of false alarm equal to 0 (24).

󵰁󵰁𝜎𝜎ML
SNR𝑝𝑝

√𝑛𝑛
≤
𝑑𝑑′1
2
,

󵰁󵰁𝜎𝜎ML
ISI
√𝑛𝑛

≤
𝑑𝑑2
2
,

(23)

󵰁󵰁𝜎𝜎ML
SNR𝑝𝑝

√𝑛𝑛
≤
𝑑𝑑1
2
,

󵰁󵰁𝜎𝜎ML
ISI
√𝑛𝑛

≤
𝑑𝑑′2
2
.

(24)

4. Simulation Results

4.1. Proposed Solutions for Driving the Equalizer. In the
implementation of the decision-making method to drive the
equalizer, we have thought of two solutions for this. e
�rst solution is described in Figure 4(b); this solution starts
with a decision making block which contains our treatments,
of metrics’ estimations and decision making rule, which we
developed previously in Section 3. According to the output
of this block, the equalizer is turned off or on. In the second
solution, described in Figure 4(c), we keep constantly the
calculation of the vector of coefficients of the equalizer’s FIR
𝑊𝑊. Aer this, according to the output of the decision block,
we turn off or on the equalizer’ FIR. With this solution, we
aim to avoid a suspected delay of the equalizer when it is re-
launched especially in a channel that varies in time.

4.2. Decision-Making Result in a Time-Variable Channel.
Since we are in a time-varying channel, the decision of the
receiver to turn off or on the equalizermust follow in real time
the variation of the channel’s state. So we have to determine
the constraint on the number of metrics’ estimated values
that allows to make decision without any delay. For this, we
consider a mobile equipment with a speed equal to 𝑣𝑣, in a
multipath channel with a Doppler frequency 𝑓𝑓𝑑𝑑 described in
(25):

𝑓𝑓𝑑𝑑 =
𝑣𝑣
𝑐𝑐
∗ 𝑓𝑓𝑝𝑝, (25)

with 𝑐𝑐: the speed of light, 𝑓𝑓𝑝𝑝: the carrier frequency.
e time of coherence of the channel is de�ned as the

period of time where the channel does not change, and it is
expressed in

𝑇𝑇𝑐𝑐 =
1
𝑓𝑓𝑑𝑑

. (26)

In order to follow the variation of the channel, the deci-
sion timemust be before the time of coherence. Assuming𝑇𝑇fr
to be the transmission time of one frame, then the decision
making must be done aer a number of frames, 𝐹𝐹𝑟𝑟, which
veri�es the following condition:

𝐹𝐹𝑟𝑟 <
𝑇𝑇𝑐𝑐
𝑇𝑇fr

. (27)

T 3: Decided actions of recon�guration.

State of the metrics Decided actions
SNR𝑝𝑝 < 𝜆𝜆SNR Keep the equalizer
SNR𝑝𝑝 ≥ 𝜆𝜆SNR Disable the equalizer
ISI ≤ 𝜆𝜆ISI
SNR𝑝𝑝 ≥ 𝜆𝜆SNR Keep the equalizer
ISI > 𝜆𝜆ISI

T 4: Parameters of the channels.

𝑇𝑇fr = 1ms, 𝑓𝑓𝑝𝑝 = 1800MHz
Channel (Rice or Rayleigh) 𝑓𝑓𝑑𝑑(Hz) 𝑣𝑣𝑣Km/h) Condition on 𝑛𝑛
Slow channel 10 6 𝑛𝑛 𝑛𝑛𝑛𝑛𝑛
Fast channel 100 60 𝑛𝑛 𝑛𝑛𝑛𝑛

If 𝑃𝑃 is the number of the training symbols in one frame
necessary for the metrics’ estimations, then the number 𝑛𝑛 of
the estimated values considered for one decision is de�ned as
in

𝑛𝑛 𝑛 PF𝑟𝑟 < 𝑃𝑃
𝑇𝑇𝑐𝑐
𝑇𝑇fr

. (28)

For simulations, we consider amultipath channel variable
in time with length equal to 5. We will consider �rst the case
of a Rician channel and then the Rayleigh channel. For each
case, we simulate the scenario of decision making to drive
the equalizer by using �rst solution 1 and second solution 2
described in Figures 4(b) and 4(c). At the same time, we will
take two examples of each channel: a slow varying channel
and a fast varying channel. e conditions of simulation are
described in Table 4.

4.2.1. A Case of Rician Channel. e two examples of the
Rician channel that we are using are represented in Figure 5
which describes the behavior of the channel’s paths in time
when it varies slowly (Figure 5(a)) and rapidly (Figure 5(b)).
We present also in Figures 6(a) and 6(b) the bit error rate at
the receiver, without the equalizer, of the two examples of the
channel. e results given by the decision-making block are
presented in Figures 7(a) and 7(b); the output of this block
is “1” when the decision is to turn off the equalizer and “0”
when the decision is to turn it on. e decision block starts
to deliver the results aer the reception of 3 frames, the time
required for booting the system of decision. As we can see
for the slow channel (Figure 7(a)), the decision is following
the state of the channel described by the BER; the equalizer
is turned off when the BER is less than or equal to 10−3 from
the 4th received frame to the 41th received frame. We note
also that the decision makes some false alarms especially for
the frame numbers 42 and 43, in fact, although these frames
are received by a BER equal to 10−3, the decision is to turn
on the equalizer. But these false alarms are not affecting the
performance of the system, because the BER will be under
10−3. Our decision method can also follow the change of
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(a) Distribution of 󵰇󵰇SNR𝑝𝑝 (b) Distribution of 󵰄󵰄ISI

F 3: Distributions of the estimated metrics 󵰇󵰇SNR𝑝𝑝 and 󵰄󵰄ISI.
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F 5: Variations of the Rician channel: change of the 5 paths in time.
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F 6: BER without equalizer in the Rician channel.
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F 7: Decision-making results for the Rician channel; “1”→ equalizer off, “0”→ equalizer on.

the channel even if it is fast (Figure 7(b)), in fact this is
because we are taking 𝑛𝑛 𝑛 𝑛𝑛 which veri�es the constraint
(28).

e two solutions of con�guring the decision scenario,
discussed above, are providing the same decision results,
since the same decision-making method is used. However,
the equalization performance aer the decision-making dif-
fers from one solution to another. We present in Figures
8 and 9 the BER aer the decision making scenario with
or without the equalizer for both solutions and for both
examples of channels. We notice that the performance of
the equalization in solution 2 is better than that in solution
1. Indeed, this is explained by the fact that in solution 1
when the equalizer is turned on, there is a period of time
during which the calculation of the equalizer’s coefficients𝑊𝑊

is launched. During this time, the channel changes and the
equalization will not be efficient. is is why in Figures 8(a)
and 8(b) the BER aer equalization still degraded in solution
1, whereas for solution 2 (Figures 9(a) and 9(b)), the BER aer
equalization is always less than 10−3.

Although solution 1 of driving the equalizer is less
efficient in a variable channel, it allows to reduce the compu-
tational complexity more than solution 2. In fact we present
the results of the computational complexity reduction in
Table 5 which describes for each example of channel and
for each solution the percentage of the complexity reduction
compared to the permanent use of the equalizer. We specify
that, in determining the computational complexity of the
scenario of driving the equalizer, we include the treatments
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F 8: Performance of the system aer decision making for the Rician channel with solution 1: errors of the equalizer due to its
interruptions and reinitializations.
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F 9: Performance of the system aer decision making for the Rician channel with solution 2: no errors of the equalizer; the BER is
always < 10−3.

that we perform to make the decisions (estimation of the
metrics, modeling, and decision rule).

4.2.2. A Case of a Rayleigh Channel. For the simulation of
this scenario in the case of a Rayleigh channel, we assume
the same conditions of mobility as described in Table 4 for
the Rician channel.e two examples of the Rayleigh channel
that we used are presented in Figure 10. As in the case of the
Rician channel, the results of decision making are presented
in Figures 11, 12, 13 and 14. From these �gures, we can notice
that for the same channel’s mobility conditions, the Rayleigh
channel is harder than the Rician channel; there is a less
chance of turning off the equalizer in the Rayleigh case than

in the Rice case. We can see this in Table 6 where the rate of
time for turning off the equalizer is less than that of the Rician
channel described in Table 5.

We notice in Figure 13(b) that the �nal BER is sometimes
greater that 10−3, but this is not due to an error of decision.
In fact, if we observe clearly the curves, the BER is degraded
while the equalizer functions (decision output = 0), this
means that this bit error rate is not due to the inter-symbol
interferences but rather to the strong attenuation of the path
(SNR𝑝𝑝 degraded). Despite this, the equalizer has contributed
to the reduction of the BER even if it remains higher than
10−3. is statement �usti�es the channel evaluation that we
made in developing our decision making method (Table 3)
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F 10: Variations of the Rayleigh channel: change of the 5 paths in time.
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F 11: Variation of the BER at the receiver for the Rayleigh channel.
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F 12: Decision-making results for the rayleigh channel; “1”→ equalizer off, “0”→ equalizer on.
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T 5: Computational complexity reduction for the rician channel.

Solution 1 Solution 2
Slow channel Fast channel Slow channel Fast channel

Rate of time of turning off the equalizer 80.8% 34.04% 80.8% 34.04%
Percentage of the complexity reduction 71.99% 25.31% 68.15% 23.53%

T 6: Computational complexity reduction for the rayleigh channel.

Solution 1 Solution 2
Slow channel Fast channel Slow channel Fast channel

Rate of time of turning off the equalizer 63.82% 17.02% 63.82% 17.02%
Percentage of the complexity reduction 55.01% 8.34% 51.91% 7.31%
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F 13: Performance of the system aer decision making for the rayleigh channel with solution 1: errors of the equalizer due to its
interruptions and reinitializations.
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F 14: Performance of the system aer decision making for the rayleigh channel with solution 2.
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F 16: Computational complexity reduction with solution 2.

concerning the act of keeping the equalizer when the signal
to noise ratio is degraded.

4.3. Computational Complexity Reduction. We are interested
in this section to the study of the computational complexity
reduction through the scenario of driving the equalizer. e
goal is to determine, for a period of time of a communication,
from what percentage of time without the equalizer we begin
to reduce the complexity, and also what is the maximum gain
in complexity. For this, we will �rst determine the theoretical
equation of the computational complexity reduction, and
then we will compare this with the result of simulation.

We denote

(i) 𝐶𝐶eq: the computational complexity of the permanent
use of the equalizer,

(ii) 𝐶𝐶tr: the computational complexity of the added treat-
ments necessary for the decision making method
(metrics estimation, modeling, decision rule); this
value depends on the width of the window of obser-
vations, 𝑛𝑛, considered for the decision,

(iii) 𝐶𝐶𝑑𝑑: the total computational complexity of the sce-
nario of driving the equalizer,

(iv) 𝑅𝑅𝑡𝑡: the rate of time during which the equalizer is
turned off

(v) 𝑅𝑅𝑐𝑐: the rate of the computational complexity reduc-
tion.

In a period of time of a communication, during which the
equalizer is turned offwith a percentage of time of𝑅𝑅𝑡𝑡, the total
computational complexity 𝐶𝐶𝑑𝑑 is reduced by 𝑅𝑅𝑐𝑐 compared
with the complexity of the permanent use of the equalizer.
So we can express 𝐶𝐶𝑑𝑑 as follows:

𝐶𝐶𝑑𝑑 = 󶀡󶀡1 − 𝑅𝑅𝑐𝑐󶀱󶀱𝐶𝐶eq. (29)

On the other hand, the total complexity of the scenario
contains the complexity of the added treatments of the
decision-making method and the complexity of the equalizer
when it is turned on. So we can also express 𝐶𝐶𝑑𝑑 differently as
in

𝐶𝐶𝑑𝑑 = 𝐶𝐶tr + 󶀡󶀡1 − 𝑅𝑅𝑡𝑡󶀱󶀱 𝐶𝐶eq. (30)

From (29) and (30), we conclude that

󶀡󶀡1 − 𝑅𝑅𝑐𝑐󶀱󶀱𝐶𝐶eq = 𝐶𝐶tr + 󶀡󶀡1 − 𝑅𝑅𝑡𝑡󶀱󶀱 𝐶𝐶eq. (31)

We deduce then the expression of the complexity reduction
as follows:

𝑅𝑅𝑐𝑐 = 𝑅𝑅𝑡𝑡 −
𝐶𝐶tr
𝐶𝐶eq

. (32)

From this equation, we can conclude that we begin to
reduce the complexity (𝑅𝑅𝑐𝑐 > 0) when

𝑅𝑅𝑡𝑡 >
𝐶𝐶tr
𝐶𝐶eq

. (33)

Wenotice also that themaximumreduction of the complexity
for the considered communication is

𝑅𝑅𝑐𝑐𝑐𝑐𝑐 = 1 −
𝐶𝐶tr
𝐶𝐶eq

. (34)

We plot in Figures 15 and 16 the curves of 𝑅𝑅𝑐𝑐 = 𝑓𝑓𝑓𝑓𝑓𝑡𝑡)
theoretically as in (32) and by simulations, �rst in the case of
solution 1 and then in the case of solution 2.

For solution 1, we begin to reduce the complexity of
the receiver when we turn off the equalizer during at least
8.66% of the communication period, whereas for solution
2 this value is 9.36%. When the receiver decides to turn
off the equalizer during the whole communication period,
it can reduce the complexity by 91.1% in solution 1 and
86.4% in solution 2. As a result, solution 1 is better in
terms of computational complexity reduction; however, the
equalization’s performance in this solution is less efficient
than that in the case of solution 2 mainly when the channel
varies quickly.
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5. Conclusion

e work presented in this paper is a part of the green
communication, it consists of reducing energy consumption
within the receiver by making it able to adapt dynamically to
the changes of its environment. For this, we are particularly
interested in adapting the use of the equalizer in the receiver
chain according to the state of the channel. In fact, it is to
make the receiver able to choose to turn on or off the equalizer
as it is necessary or not. e purpose of dispensing with this
component, for a period of time, was to reduce the energy
consumed in the receiver chain. To achieve this objective, it
was necessary that we develop a method of decision making
for the receiver so it can be aware of its environment and
able to make the right decision concerning the presence of
the equalizer. So we de�ned a technique of decision making
based on statistical modeling of the environment. Within
this method, we de�ned two metrics as channel quality
indicators (SNR𝑝𝑝 and ISI) used to evaluate the state of the
channel with respect to the intersymbol interferences and the
channel fading. ese metrics are then statistically modeled
by determining their respective densities of probability from
the sets of their estimated values.is statisticalmodel is used
in order to construct a statistical decision rule to decide to
turn off the equalizer. is decision rule is de�ned to take
into account the impact of the uncertain measures of the
metrics on the decision thresholds.Once the decisionmethod
developed, we applied it to adapt the use of the equalizer
by proposing two solutions to drive this component. In the
�rst solution, the receiver decides to turn off the equalizer,
according to the result of the decision rule, and decides to
turn it on by restarting it. While in the second solution, we
kept constantly the calculation of the equalizer’s coefficients.
By adopting the adaptive algorithm of channel estimation
LMS, we have simulated these two solutions in the case
of a time-varying multipath channel (Rice and Rayleigh).
We have concluded, �rst, that the rate of reduction of
the computational complexity within the limitation of the
equalizer use is a linear function of the percentage of time
during which this component is off. Second, we have noticed
that the �rst solution to adapt the use of the equalizer reduces
the complexity more than the second solution; in fact, for
a period of time according to the reception of 50 frames,
we begin to reduce the computational complexity when the
equalizer is off for at least 8.66% of the total period, whereas
this percentage is 9.36% for the second solution. However,
the equalizer in the second solution is more efficient, in fact,
unlike the �rst solution, when this component is turned on
it is not restarted because of the permanent presence of the
equalizer’s coefficients, this allows to avoid the delay in this
operation when it begins to operate, especially when the
channel varies rapidly.We notice also that the smaller the size
of the equalizer, the less the delay caused by the calculation
of the coefficients, and so the gap between the two solutions
will be reduced. Within the same goal of reducing energy
consumption in the radio receiver, we seek, in a future work,
to treat other situations, of the adaptation of the receiver
to the environment, that allow to reduce the computational
complexity of the receiver chain.
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An important performance concern for wireless sensor networks (WSNs) is the total energy dissipated by all the nodes in the
network over the course of network lifetime. In this paper, we propose a routing algorithm termed as PCA-guided routing
algorithm (PCA-RA) by exploring the principal component analysis (PCA) approach. Our algorithm remarkably reduces energy
consumption and prolongs network lifetime by realizing the objective of minimizing the sum of distances between the nodes and
the cluster centers in a WSN network. It is demonstrated that the PCA-RA can be efficiently implemented in WSNs by forming
a nearly optimal K-means-like clustering structure. In addition, it can decrease the network load while maintaining the accuracy
of the sensor measurements during data aggregating process. We validate the efficacy and efficiency of the proposed algorithm by
simulations. Both theoretical analyses and simulation results demonstrate that this algorithm can perform significantly with less
energy consumption and thus prolong the system lifetime for the networks.

1. Introduction

Wireless sensor networks (WSNs) [1] consist of battery-
powered nodes which inherit sensing, computation, and
wireless communication capabilities. Although there have
been significant improvements in processor design and
computing issues, limitations in battery provision still exist,
bringing energy resource considerations as the fundamental
challenge in WSNs. Consequently, there have been active
research efforts devoted to lifting the performance limi-
tations of WSNs. These performance limitations include
network throughput, energy consumption and, network life-
time. Network throughput typically refers to the maximum
amount of packets that can be successfully collected by the
cluster heads (CHs) in the network, energy consumption
refers to the minimize energy dissipation that nodes in
the network consume, and network lifetime refers to the
maximum time limit that nodes in the network remain alive
until one or more nodes drain up their energy.

The routing algorithms have been specifically designed
for WSNs because the energy optimization is an essential
design issue. A good routing scheme is helpful in improving
these performance limits such as reducing the energy con-

sumption, prolonging the network lifetime, and increasing
the network throughput. Network researchers have studied a
great variety of routing protocols in WSNs differing based on
the application and network architecture. As demonstrated
in [2, 3], it can be classified into four categories: flit,
hierarchical clustering, location-based routing, and QoS-
based routing. The current routing protocols have their
own design trade-offs between energy and communication
overhead savings, as well as the advantages and disadvantages
of each routing technique.

As per the representative hierarchical clustering pro-
tocol, low energy adaptive clustering hierarchy (LEACH)
[4] has simplicity, flexibility, and scalability because its
manipulations rely on randomized rotation of the cluster
heads (CHs), but its features of unregulated distribution,
unbalanced clustering structure, uniform initial energy,
and so on, hinder its performance. Based on LEACH,
there are many variants, such as [5–8]. LEACH-E [5]
more likely selects the nodes with higher energy as the
CHs. LEACH-C [5] analytically determines the optimum
number of CHs by taking into account the energy spent
by all clusters. PEGASIS [6], TEEN [7], and ATEEN [8]
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improve the energy consumption by optimizing the data
transmission pattern. HEED [9] is a complete distributed
routing protocol which has different clustering formations
and cluster-heads selecting measures. These protocols have
many restrictive assumptions and applicable limitations, so
it has great improvement space and extensibility. The rapid
development of wireless communications technology, and
the miniaturization and low cost of sensing devices, have
accelerated the development of wireless sensor networks
(WSNs) [10, 11]. As in [12], Zytoune et al. proposed a
uniform balancing energy routing protocol (UBERP). The
BP K-means [13] and BS K-means [14] can improve the
structure of clusters and perform better load-balance and less
energy consumptions. HMP-RA [15] proposes a solution to
address this issue through a hybrid approach that combines
two routing strategies, flat multihop routing and hierarchical
multihop routing. ESCFR and DCFR can map small changes
in nodal remaining energy to large changes in the function
value and consider the end-to-end energy consumption and
nodal remaining energy [16]. Biologically inspired intelligent
algorithms build a hierarchical structure on the network
for different kinds of traffic, thus maximizing network
utilization, while improving its performance [17]. In the case
where sensor nodes are mobile, as in [18, 19], the nodes can
adjust their position to help balance energy consumption
in areas that have high transmission load and/or mitigate
network partition.

In this paper, we consider an overarching algorithm
that encompasses both performance metrics. It desires to
minimize the sum of distances in the clusters. We show
that the principal component analysis (PCA) [20], a useful
statistical technique that has found application in fields such
as face recognition and image compression, and a common
technique for finding patterns in data of high dimension, can
form a near-optimal K-means-like clustering structure, in
which the distance between the non-CH nodes and CHs is
near minimized.

Moreover, the data aggregating issue associated with the
measurements accuracy calls for a careful consideration in
scheme about data collecting and fusing. In this paper, we
investigate the PCA technology in a high relative measure-
ments context for WSNs. Our objective is to obtain a good
approximation to sensor measurements by relying on a few
principal components while decreasing the network load.

The remainder of this paper is organized as follows.
In Section 2, we describe the network and energy model.
Section 3 presents the PCA-guided routing algorithm (PCA-
RA) model and gives numerical results to demonstrate
the working mechanism of PCA-RA. Section 4 discusses
the PCA-RA algorithm solution strategies. In Section 5, we
simulate the PCA-RA and compare it with LEACH and
LEACH-E. Finally, Section 6 concludes this paper.

2. Syestem Model

2.1. The Network Model. Let us consider a two-tier architec-
ture for WSNs. Figure 1 shows the physical network topology
for such a network. There are three types of nodes in the

networks, namely, a base station (BS), the cluster-head nodes
(CHNs), and the ordinary sensor nodes (OSNs).

For each cluster of sensor nodes, there is one a CHN,
which is different from an OSN in terms of functions. The
primary functions of a CHN are (1) data aggregation for
data measurements from the local clusters of OSNs and
(2) relaying the aggregated information to the BS. For data
fusion, a CHN analyzes the content of each measurement
it receives and exploits the correlation among the data
measurements. An CHN has a limited lifetime, so we
need consider rotating the CHNs to balance to the energy
consumption.

The third component is the BS. We assume that there is
sufficient energy resource available at the BS and thus there
is no energy constraint at the BS.

2.2. The Energy Consumption Model. We compute the energy
consumption using the first-order radio model [5]. The
equations, which are used to calculate transmission costs and
receiving costs for an L-bit message to cross a distance d, are
shown below,

ETX(L,d) =

⎧
⎪⎪⎨

⎪⎪⎩

L
(
Eelec + εfsd2

)
, d < d0

L
(

Eelec + εmpd4
)

, d ≥ d0,

ERX(L) = LEelec.

(1)

In (1), the electronics energy, Eelec, depends on factors such as
the digital coding, modulation, filtering, and spreading of the
signal, whereas the amplifier energy, εfsd2 or εmpd4, depends
on the distance to the receiver and the acceptable bit-error
rate. d0 is the distance threshold.

3. PCA-Guided Routing Algorithm Model

PCA is a classic technique in statistical data analysis, data
compression, and image processing. PCA transforms a num-
ber of correlated variables into a number of uncorrelated
variables called principal components. The objective of PCA
is to reduce the dimensionality of the dataset, but not only
retain most of the original variability in the data. The first
principal component accounts for as much of the variability
in the data as possible. Mathematically, how to pick up the
dimensions with the largest variances is equivalent to finding
the best low-rank approximation of the data via the singular
value decomposition (SVD) [21].

The design of routing algorithm is important in wireless
sensor networks. Although plenty of interests are drawn on
it, there is still a challenge to face on the aspect of efficiency
and energy consumption. In this section, we will describe
the notations about PCA-guided routing algorithm model
firstly and then propose the PCA-guided clustering model,
and finally, we will present the PCA-guided data aggregating
model.

3.1. Notations. Let X = {x1, x2, . . . , xn} represents the
location coordinate matrix of a set of n sensors, Y =
{y1, y2, . . . , yn} represents the centered data matrix, where
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Cluster-head nodes (CHNs)

Figure 1: Physical topology for two-tier wireless sensor networks.

yi = xi−x, which defines the centered distance vector column
wise, and x = ∑

i xi/n is the mean vector column wise of X
matrix.

Let M = {m1,m2 · · ·mp} be a group of measurements
collecting from the sampling period. Each sensor generates a
stream of data. Let DN×P be a matrix with elements Dij , 1 �
i � n, 1 � j � p, being the measurement taken by sensor
i at point j. Let QN×P be a centered matrix with elements
qi j = di j − di./n, di. =

∑
j di j .

3.2. PCA-Guided Clustering Model. We define the equation
for the SVD of matrix Y [22] as follows:

Y =
∑

k

λkukvk. (2)

The covariance matrix (ignoring the factor 1/n) is

∑

i

(xi − x)T(xi − x) = YTY. (3)

The principal components vk are eigenvectors satisfying

YTYvk = λ2
kvk, vk = YTuk

λ2
k

. (4)

3.2.1. K-Means Clustering Model. According to [23, 24], we
find the PCA dimension reduction automatically by per-
forming data clustering according to the K-means objective
function [25, 26]. Using K-means algorithm, it can form a
better cluster structure by minimizing the sum of squared

errors. We define the squared distance between sensor nodes
and cluster centers as

JK =
K∑

k=1

∑

i∈Ck

(xi −mk)2, (5)

where mk =
∑

xi∈Ck
xi/nk is the center of cluster Ck and nk

is the number of sensor nodes in Ck. Given the fact that by
minimizing the distance between sensor nodes and cluster
centers, the energy consumption can be effectively reduced.
Our clustering algorithm is thus designed to be capable of
minimizing the above metric JK .

For the sake of convenience, let us start with the case of
K = 2. To obtain the explicit expression for Jk, letting

d
(

Cp,Cl

)

=
∑

i∈Cp

∑

j∈Cl

(

xi − xj
)2

(6)

be the sum of squared distances between two clusters Cp and
Cl, after some algebra one obtains the following:

J2 = d(C1,C1)
2n1

+
d(C2,C2)

2n2
, (7)

where n1 and n2 are the numbers of sensor nodes in C1 and
C2, n is the total number of sensor nodes; therefore, we get
n = n1 + n2.

If denoting

y2 =
∑

i y
T
i yi
n

= d(C1,C1)
2n2

+
d(C2,C2)

2n2
+
d(C1,C2)

n2
, (8)

JD = n1n2

n

[

2
d(C1,C2)
n1n2

− d(C1,C1)
n2

1
− d(C2,C2)

n2
2

]

, (9)
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we thus have

ny2 − 1
2
JD = n

(
d(C1,C1)

2n2
+
d(C2,C2)

2n2
+
d(C1,C2)

n2

)

− 1
2

(
n1n2

n

[

2
d(C1,C2)
n1n2

− d(C1,C1)
n2

1

−d(C2,C2)
n2

2

])

= d(C1,C1)
2n

+
d(C2,C2)

2n
+
d(C1,C2)

n

− 2n1n2d(C1,C2)
2nn1n2

+
n1n2d(C1,C1)

2nn2
1

+
n1n2d(C2,C2)

2nn2
2

=
(
d(C1,C1)

2n
+
n1n2d(C1,C1)

2nn2
1

)

+

(
d(C2,C2)

2n
+
n1n2d(C2,C2)

2nn2
2

)

+
(
d(C1,C2)

n
− 2n1n2d(C1,C2)

2nn1n2

)

=
(
n1d(C1,C1)

2nn1
+
n2d(C1,C1)

2nn1

)

+
(
n2d(C2,C2)

2nn2
+
n1d(C2,C2)

2nn2

)

= (n1 + n2)d(C1,C1)
2nn1

+
(n2 + n1)d(C2,C2)

2nn2

= d(C1,C1)
2n1

+
d(C2,C2)

2n2
= J2.

(10)

That is

J2 = ny2 − 1
2
JD, (11)

where y2 is a constant and it denotes the distance between
the sensor nodes and the center for all nodes; thus min (JK )
is equivalent to max (JD), and because the two resulting
clusters are as separated and compact as possible. Because the
averaged intracluster distance is greater than the sum of the
averaged intercluster distances, that is

d(C1,C2)
n1n2

− d(C1,C1)
n2

1
− d(C2,C2)

n2
2

> 0. (12)

From (9), it is seen that JD is always positive. This is to say,
evidenced from (11), for K = 2 minimization of cluster
objective function JK is equivalent to maximization of the
distance objective JD, which is always positive.

When K > 2, we can do a hierarchical divisive clustering,
where each step using the K = 2 is a clustering procedure.
This procedure can get an approximated K-means clustering
structure.

3.2.2. PCA-Guided Relaxation Model. In [24], it proves that
the relaxation solution of JD can get via the principal
component. It sets the cluster indicator vector to be

q(i) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

√
n2

nn1
, if i ∈ C1

−
√

n1

nn2
, if i ∈ C2.

(13)

The indicator vector satisfies the sum-to-zero and nor-
malization conditions. Consider the squared distance matrix
H = (hi j), where hi j = ‖xi − xj‖2. qTHq = −JD is easily
observed.

(1) The First Relaxation Solution. Let q take any value in
[−1, 1]; the solution of minimization of J(q) = qTHq/qTq
is given by the eigenvector corresponding to the lowest
eigenvalue of the equation Hz = λz.

(2) The Second Relaxation Solution. Let Ĥ = (ĥi j), where the
element is given by

ĥi j = hi j − hi.
n
− h. j

n
+
h..
n2

, (14)

in which, hi. =
∑

j hi j , h. j =
∑

i hi j , h.. =
∑

i j hi j .

After computing, we have qTĤq = qTHq = −JD, then
relaxing the restriction q, the desired cluster indicator vector
is the eigenvector corresponding to the lowest eigenvalue of
Ĥz = λz.

(3) The Third Relaxation Solution. With some algebra, we
can obtain Ĥ = −2YTY . Therefore, the continuous solution
for cluster indicator vector is the eigenvector corresponding
to the largest eigenvalue of the covariance matrix YTY which
by definition, is precisely the principal component v1.

3.2.3. PCA-Guided Clustering Model. According to the men-
tioned above, for K-means clustering where K = 2, the
continuous solution of the cluster indicator vector is the
principal component v1, that is, clusters C1 and C2 are given
by

C1 = {i | v1(i) ≤ 0}, C2 = {i | v1(i) > 0}. (15)

We can consider using PCA technology to clustering sensor
nodes for WSNs. It near minimizes the sum of the distances
between the sensor nodes and cluster centers.
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Example 1. Let us assume in a WSN there are 20 sensors
distributed in the network. X represents the 2D coordinate
matrix.

X =
[

29.471, 4.9162, 69.318, 65.011, 98.299,

55.267, 40.007, 19.879, 62.52, 73.336,

37.589, 0.98765, 41.986, 75.367, 79.387,

91.996, 84.472, 36.775, 62.08, 73.128;

19.389, 90.481, 56.921, 63.179, 23.441,

54.878, 93.158, 33.52, 65.553, 39.19,

62.731, 69.908, 39.718, 41.363, 65.521,

83.759, 37.161, 42.525, 59.466, 56.574
]

.

(16)

Compute the eigenvector of the matrix, YTY , that is, the
principal component v1:

vT1 =
[

−0.11623, −0.47282, 0.10624, 0.058301,

0.40896, 0.0013808, −0.20539, −0.22552,

0.033439, 0.17823, −0.15446, −0.45626,

−0.067391, 0.18908, 0.16501, 0.22147,

0.2697, −0.11445, 0.04397, 0.13673
]

.

(17)

If v1(i) � 0, sensor i belongs to C1, otherwise it belongs to
C2. We depicted the above clustering results into Figure 2.

When K > 2, we do a hierarchical divisive clustering,
where each step uses the K = 2 clustering procedure.

In summary, a PCA-guided clustering model can be used
to form a nearly optimal K-means-like clustering structure.

3.3. PCA-Guided Data Aggregating Model. As mentioned
above, DN×P represents the data measurement matrix col-
lected from the sampling period by the cluster heads. Q is
a centered matrix about D.

The vector {wk}1≤k≤N is the principal components
satisfying

QQTwk = λkwk. (18)

Because in most cases there exist high correlations
between sensor measurements, good approximations to
sensor measurements can be obtained by relying on few prin-
cipal components. The first principal component accounts
for as much of the variability in the data as possible, so
we can find the first principal component vector w1, such
that their projection data can effectively express the original
measurements. Approximations Q̂ to Q are obtained by

Q̂ = w1w
T
1 Q = w1Z, (19)

where

Z = wT
1 Q. (20)

The CHs only send three packets about Z, wk, and the
mean vector column-wise G of D matrix to the base station:

G =
(

gi = di.
p

)

, di. =
∑

j

di j . (21)

Because the mean vector column-wise G is subtracted by
the CHs prior to the aggregation of its value, the base station
can add back after the computation of the approximation.

Example 2. If the CH collects the matrix D as follow:

D =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

20.3 20.2 20.8 20.3 20.3 20.4 20.5 20.4
20.4 20.3 20.6 20.4 20.4 20.5 20.6 20.5
20.2 20.1 20.4 20.2 20.2 20.3 20.4 20.3
20.3 20.2 20.8 20.3 20.3 20.4 20.5 20.4
20.3 20.2 20.8 20.3 20.3 20.4 20.5 20.4
20.4 20.3 20.6 20.4 20.4 20.5 20.6 20.5
20.2 20.1 20.4 20.2 20.2 20.3 20.4 20.3
20.3 20.2 20.8 20.3 20.3 20.4 20.5 20.4
20.3 20.2 20.8 20.3 20.3 20.4 20.5 20.4
20.2 20.1 20.4 20.2 20.2 20.3 20.4 20.3

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

,

(22)

Then the CH can compute the matrix Q and the principal
components w1,

Z = wT
1 Q =

[

−0.26306, −0.56555, 0.93394,

−0.26306 −0.26306, 0.039433,

0.34193, 0.039433
]

,

w1 =
[

0.39468, 0.21031, 0.21031, 0.39468,

0.39468, 0.21031, 0.21031, 0.39468,

0.39468, 0.21031
]

,

G =
[

20.4, 20.462, 20.262, 20.4, 20.4

20.462, 20.262, 20.4, 20.4, 20.262
]

,

(23)

then the packet about Z, w1, and G are delivered to the base
station. The base station will compute the approximation Q̂.
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After adding back the subtracted mean value G, we can
obtain:

D̂ =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎣

20.296 20.177 20.769 20.296 20.296 20.414 20.535 20.416
20.407 20.344 20.659 20.407 20.407 20.471 20.534 20.471
20.207 20.144 20.459 20.207 20.207 20.271 20.334 20.271
20.296 20.177 20.769 20.296 20.296 20.414 20.535 20.416
20.296 20.177 20.769 20.296 20.296 20.414 20.535 20.416
20.407 20.344 20.659 20.407 20.407 20.471 20.534 20.471
20.207 20.144 20.459 20.207 20.207 20.271 20.334 20.271
20.296 20.177 20.769 20.296 20.296 20.416 20.535 20.416
20.296 20.177 20.769 20.296 20.296 20.416 20.535 20.416
20.207 20.144 20.459 20.207 20.207 20.271 20.334 20.271

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎦

. (24)

4. PCA-Guided Routing Algorithm
Solution Strategies

In Section 3, we have actually proposed a PCA-guided clus-
tering and data aggregating model for routing optimization
problem in WSNs by theoretical analyses and numerical
examples. The following steps provide an overview of the
solution strategy.

4.1. Initialization Stage. In the first stage, we assume that a
set of N location coordinates are gathered at the base station.
The base station computes the first principal component v1.
The two clusters C1 and C2 are determined via v1 according
to (15) by the BS.

4.2. Clusters Splitting Stage. When the number of sensor
nodes is huge, two clusters are not enough and can induce the
energy consume rapidly, considering splitting these clusters
whose memberships are more than the CH can support.

If there areK clusters, there are on averageN/K nodes per
cluster (one CH node and non-CH nodes). We define that

Ave = N/K. (25)

We can estimate the average energy dissipated per round
to get the most energy efficient number of the clusters as
follows:

Eround = k(ECH + Enon-CH)

= k
[

lEelec

(
N

k
− 1

)

+ alEelec + alεmpd
4
toBS

+
(
N

k
− 1

)
(
lEelec + lεfsd

2
toCH

)
]

.

(26)

The notation and definition of the parameters in (26) are
described as Table 1.

We can get

Eround= l

[

(2N + k)Eelec + 3kεmpd
4
toBS + εfs

M2

2π
N

k
− εfs

M2

2π

]

.

(27)

According to the average energy dissipated per round,
the scope of the clusters’ number can be estimated when
it is the most energy efficient. In [4, 13, 14], the authors
use the average energy dissipated per round to obtain the
optimal cluster number. Based on this methodology, here in
this paper, we study the appropriate upper limit of the cluster
nodes to perform the clusters splitting and thus extend this
methodology.

Example 3. If we assume the number of sensor nodes is 100,
the average energy dissipated per round as the number of
clusters is varied between 1 and 20. Figure 3 shows that it
is most energy efficient when there are between 3 and 5
clusters in the 100-node network. We define that the most
appropriate number of clusters is varied from 3 to 5 because

(Eround(3)− Eround(min))
Eround(min)

< 0.03,

(Eround(5)− Eround(min))
Eround(min)

< 0.03.

(28)

We obtain that the appropriate upper limit of the cluster
nodes is 100/3 = 34.

If the number of cluster nodes is more than 34, the PCA-
guided clustering algorithm will implement to split it.

4.3. Cluster Balancing Stage. We use the BS running the PCA-
guided clustering algorithm to divide sensor nodes based
on the geographical information. We get K clusters from
N nodes in the field rapidly and form better clusters by
dispersing the CHs throughout the network.

Now let us introduce the basic idea of the cluster
balancing stage. Above, we get the number of clusters K if
there are N nodes. We define the average node number per
cluster as Ave. The cluster-balanced step is added in each
iteration process. If |Cj| > Ave, 1 ≤ j ≤ K , the BS computes
dist(si,uq), where si ∈ Cj , j /= q and |Cq| < Ave. This means
to compute the distances between the nodes and each cluster
center whose cluster’s node number is less than Ave. The
BS gets si if its value is minimum and adjusts the node into
the corresponding cluster computed. After implementing the
cluster-balanced step, the BS limit the node number in each
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Table 1: Parameter description.

Parameters Head description

k The number of the clusters

N The total number of the sensor nodes

Eelec The energy consumption per bit when sending and receiving

l The sending data bit

εmp/εfs The energy consumption about the amplifier

a The data aggregating rate. It is application specific, where we assume a = 3 as mentioned in Section 2.

dtoBS The average distance between the CHs and the BS. We assume it = 75 m

dtoCH
The average distance between the CHs and the non-CH nodes. From [5], we obtain dtoCH =

√
(1/2π)(M2/k), in which, M

denotes the area of this field.
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Figure 2: The clustering structure for 20 sensor nodes.

cluster and change the clusters unequal distribution in the
space of nodes originally.

Example 4. Figure 4 gives an example to illustrate how the
cluster-balanced step works. In this example, if we only
consider the geographical information of sensor nodes while
using PCA-guided splitting algorithm, the sensor nodes s1

to s1 should belong to the C1. However, the nodes in C1 are
more than Ave(=5). Thus, this scenario motivates the cluster-
balanced step. To have a balance among all the clusters, in our
method, we suggest that the sensor s6 should be grouped into
C2 because its distance is nearest to C2. We obtain the final
balanced cluster structure by a serial standard PCA-guided
splitting stage and the cluster balancing stage.

4.4. Cluster Heads Selecting Stage. After the base station
divides the appropriate clusters using PCA technique, it
needs to select the optimal cluster heads in these clusters.
Assume that the initial energy is same, the base station can
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Figure 3: Average energy dissipation per round with varying the
number of clusters.

rank the matrix Y for each cluster and section the sensor
nodes which is the nearest to the cluster centers.

4.5. Data Aggregating Stage. The sensor nodes begin to
transfer the data to the cluster heads after finishing the cluster
formation. The cluster heads collect the measurements from
the sensor nodes and then compute the first principal
component w1 (as (18)), the mean vector G (as (21)), and
Z (as (20)). They can be delivered to the base station with
a constant packet size for each cluster head. At last, the base
station will compute the approximate measurements by these
packets.

4.6. The Description for PCA-Guided Routing Algorithm. The
procedure taken by the base station is as follows.

Step 1: compute the first principal component v1,

Step 2: according to (15), the two clusters C1 and C2

are determined via v1.

Step 3: compute Eround and get the appropriate upper
limit of the cluster nodes.

Step 4: while the cluster node number are more than
the appropriate upper limit.
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Figure 4: An example of the cluster balancing stage.

Step 5: compute a new v1 for the cluster.

Step 6: repeat Step 2 and Step 3.

Step 7: end

Step 8: if needed, implement the cluster balancing
stage.

Step 9: select the cluster heads.

Step 10: compute w1 (according to (18)), G (accord-
ing to (21)), and Z (according to (20)) for the
approximate measurements.

5. Simulation Results

To evaluate the performance of PCA-RA, we simulate it,
LEACH and LEACH-E, using a random 100-node network.
The BS is located at (50, 150) in a 100× 100 m2 field.

Figures 5 and 6 show the clustering structure for using
LEACH and PCA-RA. Comparing Figures 5 and 6, one finds
that each cluster is as compact as possible, and the cluster
heads locate more closely to the cluster centers by using PCA-
RA. This gives us an intuition that it is more efficient to
balance the load of network and to even distribute the nodes
among clusters by using PCA-RA.

The benefits of using PCA-RA are further demonstrated
in Figures 7 and 8, where we compare the network per-
formance of network lifetime and throughput under the
PCA-RA with that under LEACH and LEACH-E. Figure 7
shows the total number of nodes that remain alive over the
simulation time, while the first dead node remains alive for
a more long time in PCA-RA, this is because PCA-RA takes
into account the structure of clusters and the location of the
cluster heads. Figure 8 shows that PCA-RA sends much more
data in the simulation time than LEACH and LEACH-E.
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Figure 5: The clustering structure for using LEACH.

Note that the survey nodes in each round are NSi; each
node can send Di data. Then, the maximum throughput can
be expressed as follows;

ThroughputPCA-RA =
Tmax∑

i=1

NSi ·Di. (29)

From Figure 7, the Tmax for PCA-RA are more than the
Tmax for LEACH and LEACH-E. Then, ThroughputPCA-RA >
ThroughputLEACH and ThroughputPCA-RA > Through-
putLEACH-E.

For example, under the given test data, there are 60.456∗
103 bits data sent in whole network lifetime with PCA-RA.
And there are 33.394 ∗ 103 bits and 28.235 ∗ 103 bits by
using LEACH-E and LEACH, respectively. The mathematics
demonstrates that PCA-RA has 80.01% increase about
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Figure 7: System lifetime using LEACH, LEACH-E and PCA-RA.

throughput compared with LEACH-E and 114.12% increase
about throughput compared with LEACH.

PCA-RA is a centralized algorithm, and the complexity
and communication cost of PCA-RA mostly happen in BS.
About the balance structure stage, we think the effect on time
complexity is small and consider that the time complexity is
comparable to LEACH-C.

Table 2 displays the network lifetime (in terms of the time
that the first node becoming dead) and the resulted square
error function of the senor node structure under K-means
algorithms and PCA-RA.

From Table 2, we can find that K-means algorithm can
get a minimum square error. Because of the cluster-balanced
step, PCA-RA can get a bigger square error, but the sensor
nodes can survive a longer time. This implies that one can
reach a certain tradeoff between the total spatial distance of
sensor structure and the network lifetime. The suboptimal
solution in PCA-RA can achieve such tradeoff.
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Figure 8: Throughput using LEACH, LEACH-E, and PCA-RA.

Table 2: A numerical example.

Parameters K-means PCA-RA

Square error 34392.980 38405.656

The first node dead time 88 rounds 99 rounds

In Figure 9, we simulate the sensor nodes collecting the
measurements about temperature in some regions. Assume
that the base station receive the packets from the cluster
head in two minutes interval. Figure 9 demonstrates the
approximations obtained by the base station about a certain
sensor node in some intervals.

6. Conclusions

In this paper, we propose the PCA-guided routing algorithm
for WSNs. By disclosing the connection between PCA and
K-means, we design a clustering algorithm by utilizing PCA
technique which efficiently develops a clustering structure in
WSNs. Moreover, as a compression method, we demonstrate
that the PCA technique can be used in data aggregation for
WSNs as well. We establish the explicit procedure of PCA-
guided routing algorithm for WSNs by incorporating PCA
technique into both the data aggregating and routing process.
The advantages of the proposed algorithm are demonstrated
through both theoretical analyses and simulation results.
The simulation results show that the PCA-guided routing
algorithm significantly reduces the energy consumption,
prolongs the lifetime of network, and improves network
throughput when compared with LEACH and LEACH-E.
Further, it keeps the accuracy about the measurements while
reducing the network load.

Future research will focus on the distributed strategies
of PCA-guided data aggregation and will investigate the
performance of PCA-RA with different values of parameter
K .
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With the introduction of IEEE 802.11 power save mode (PSM), a lot of work has been done to enhance the energy saving ability of
the wireless nodes. The ultimate goal of the research is to make the networking equipment carbon neutral and prolong the lifetime
of the energy limited device for various applications; in some cases it is a trade-off between energy efficiency and delay. However,
few studies have been made until now in the area of IEEE 802.11s based link specific power mode. The essence of this method is
the ability of a node to maintain different power modes with its different peer nodes at the same time. A new peer service period
(PSP) mechanism is also proposed in IEEE 802.11s amendment for transmitting to a receiver operating in PSM. In this paper the
performance of the link specific power mode is studied for a single- and a multilink network in terms of energy, delay throughput,
and sleep duration. It is found that at small load the energy saving could be as high as eighty percent when compared with the
active mode operation. A stochastic model, based on discrete time discrete state Markov chain, is developed for one peer link
operation to study the system behavior closely during PSM operation.

1. Introduction

From the last decade, the deployment of mobile wireless
devices has been rising by leaps and bounds in varieties
of applications, such as in data access purpose, in wireless
automation and control, making Voice over Internet Pro-
tocol (VoIP) calls, and in other QoS sensitive applications.
However, these mobile devices are battery powered and
have limited amount of operational time. As the batteries
are limited resource of energy, devising an efficient energy
saving protocol is now a critical issue for battery-constrained
wireless devices. Generally, a significant amount of energy
of a wireless node is dissipated in wireless radios. During
normal operation a radio typically undergoes the following
three states: transmitting, receiving, and idle state. The
transmitting state consumes the highest amount of energy
since the major portion of the energy is dissipated in power
amplifier. In the idle state the radio obtains transmission
opportunities (TXOPs) and is capable to start receiving the
transmissions. The idle state consumes a little bit less energy
than receiving state but in the long run this state contributes

a significant portion of the total energy consumption.
Therefore in PSM, the node avoids unnecessary operation
in idle state and when a node neither receives nor transmits
it switches to the sleep state. The sleep state consumes the
lowest amount of energy. As an example, the current drawn
by the Lucent IEEE 802.11 WaveLan card, for transmit,
receive, idle, and sleep modes is 284, 190, 156, and 10 mA,
respectively [1]. In basic PSM operation the destined packets
are temporarily buffered by the transmitter station (STA)
and are later delivered to the destination. The packets are
transmitted in burst at some agreed-upon intervals. When
the queue of the transmitter STA becomes empty, it switches
to doze sate.

With the introduction of IEEE 802.11 PSM operation
[2], a lot of work has been done to reduce the energy
consumption of the nodes while maintaining the QoS for
various applications [3–5]. However, few studies have been
made until now in the area of IEEE 802.11s based link specific
power mode. In this scheme, a mesh STA creates links with
peer mesh STAs and maintains a link specific power mode
towards each peer. A mesh STA also tracks the power mode
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of each peer mesh STA and exchanges data frames with only
peer mesh STAs. Three link specific power modes are defined
and they are active, light sleep, and deep sleep. The power
modes of peerings are independent and a mesh STA may
operate in different power modes for each peering [6]. A peer
service period (PSP), an agreed contiguous time period, is
used to exchange buffered frames in a link if the receiver STA
operates in PSM; that is, it operates in light sleep or in deep
sleep mode for the link. The IEEE 802.11s has proposed its
own guideline to initiate, maintain, and terminate a PSP.

In this paper the performance of the IEEE 802.11s
PSM for one peer link operation in a single 20 MHz
channel is first studied both numerically and analytically.
Several mathematical models are developed to validate the
simulation output such as the batch size, packet delay, sleep
duration, and energy for one peer link. Later the simulation
study is extended for a multihop network consisting of 8
STAs. It is found that at low traffic rate the percentage
of average energy saving could be as high as 79% when
compared to active mode operation. The results indicate that
the total energy consumption depends on the independent
power modes of the STAs for their link as well as the
application traffic rates.

The rest of the paper is organized as follows. Previous
works done on the IEEE 802.11 PSM are presented in
Section 2. In Section 3 the PSM link concept in the IEEE
802.11s and the frame exchange methods in PSM are
discussed. The setup for the experiment is addressed in
Section 4. The overall operation of the implementation,
especially the batch scheduling and sleep/wake-up method,
are explored in Section 5. The mathematical model for
one peer link operation is introduced in Section 6. The
simulation results for one peer link are validated in Section 7.
The simulation result of a multihop network is examined in
Section 8. A summary is drawn in Section 9.

2. Previous Works

Krashinsky and Balakrishnan [7] proposed an algorithm
called bounded slow down (BSD) to save energy for web
traffic. It bounds the delay to a user specified value while
expending minimum energy. The sleep duration is adapted
depending on the previous activity. Another solution for
the same kind of problem is done by Yan et al. [8] where
energy is saved in two steps: by switching to doze state
during inactive periods and by controlling the traffic flow
by declaring enough buffer space in the TCP ACK packet
when necessary. It creates burst of data flow from the AP
towards the STA and shortens the total transmission time.
Zhu and Cao [9] proposed a rate based scheduling algorithm
for streaming traffic where the AP will decide the service
order of the flows. Gan and Lin [10] proposed a power
conservation scheme to optimally schedule the awake time
of the STAs to reduce the contention. Lei and Nilsson [11]
modeled the queue for the infrastructure mode to predict
the system performance if the configuration parameters are
known. Baek and Bong [12] later extended this work and
derived the exact average value of the Percentage of Time a
station stays in the Doze state (PTD) and variance of delay.

It is assumed in both [11, 12] that the polling message from
the STA has negligible impact and the AP always transmits
a fixed amount of packets within one beacon interval. Chao
et al. [1] and Memarzadeh et al. [13] proposed a quorum
based energy conserving protocol for a single hop MANET.
A quorum set is a set of time frames wherein a node must
wake up. Any two nodes can wake up and meet each other at
some time frame defined in the set. During the nonquorum
time frames, nodes are allowed to remain in sleep state to
save their energy. Lee and Kim [14] used the Kalman filter to
predict the best Announcement Traffic Indication Message
(ATIM) window size to increase the time spent in doze state.

Almost all the sleep/wake-up based power saving
schemes that have been proposed yet mainly address the
following aspects of the IEEE 802.11 PSM. These are the
effective notification in traffic indication map (TIM) field
or the efficient scheduling of data frames in the queue
[9, 10], traffic shaping to create burst when necessary [7, 8],
ATIM window size adjustment [14], asynchronous wake-
up of STAs [1, 13, 15], Unscheduled Power Save Delivery
(UPSD) [3, 4], and so forth. However, few papers are found
to focus on the IEEE 802.11s based link specific power mode
operation. In this paper the performance of the link specific
power modes is studied from the energy efficiency point of
view.

3. IEEE 802.11s System

In this section the IEEE 802.11s PSM link concept as well
as the frame transmission and reception method in a link in
power save mode is introduced.

3.1. The PSM Link Concept in IEEE 802.11s. The most
significant point of the 802.11s PSM operation is the STA’s
link specific power mode. A mesh STA creates a link and
maintains a link specific power mode towards each peer
STA. It also tracks the power mode of each peer and only
exchanges data frames with its peer. A link consists of two
mesh STAs and both STAs have their own independent power
mode for each other. A STA can operate in any of the three
power modes for a link. These modes are active, light sleep,
and deep sleep. A single mesh STA can serve its various peers
in different power mode at the same time. In Figure 1, STA
A is in active mode for both link-X and link-Y. STA C is in
deep sleep mode for link-Y and link-Z. The same STA B is
in light sleep mode for link-X and in deep sleep mode for
link-Z. In light sleep mode for a link, a PSM STA wakes up
periodically to listen to all the beacons of the peer STA. On
the other hand, in deep sleep mode for a link a PSM STA
may not wake up to listen to all the beacons. In active mode
operation, a STA remains in awake state all the time. If a STA
works in either light sleep or deep sleep mode for any of its
peer links, the STA will alternate between awake and doze
states for that link, as determined by the frame transmission
and reception rules [6].

3.2. Frame Transmission and Reception Method. In previous
section the concept of link specific power modes and how
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Figure 1: Link specific power modes of three mesh STAs. STA A is
in active mode. STAs B and C are in PSM.

these modes affect the internal power states of a mesh
STA were introduced. In this section the transmission and
reception method of frames in PSM will be examined. Unlike
802.11, beacons of the mesh STAs are not synchronized in
802.11s, rather evenly distributed. Every STA in a network
has its own Targeted Beacon Transmission Time (TBTT) as
illustrated in Figure 2. The Mesh Beacon Collision Avoidance
(MBCA) mechanism detects and mitigates the collisions
among beacon frames in the network [6]. The Mesh
Coordinated Channel Access (MCCA) enables mesh STAs to
reserve transmission time to increase transmission efficiency.
The transmission time reservations avoid hidden terminals
and in forwarding operation, the time may be reserved for
both transmission and reception of the forwarded data. All
this coordination improves network efficiency. However, the
details of this mechanism are outside the scope of this paper.
In IEEE 802.11s, multiple STAs can transmit in different time
within one beacon interval duration. It obviously increases
the network throughput. Each mesh STA maintains a Time
Synchronization Function (TSF) timer with modulus 264

[6]. The beacon frames contain a copy of its TSF timer. In
PSM, a mesh STA first enters the awake state prior to its
every TBTT and remains in awake state for an awake-window
duration as shown in Figure 2. After hearing the beacon,
the corresponding peer STA triggers the beaconing STA to
initiate a PSP. A PSP is a contiguous period of time during
which the buffered frames are transmitted to the PSM mesh
STAs. A mesh STA announces the presence of buffered data
in the beacon’s TIM element in its own TBTT. A trigger
might be a mesh data or mesh null packet which should
be acknowledged. After receiving the trigger, the beaconing
STA starts to transmit the buffered packet one by one. The
PSP will be terminated after a successfully acknowledged data
frame or a mesh null frame with the End of Service Period
(EOSP) bit set to 1 from the transmitter of the PSP [6].

The awake state could be extended if any PSP is initiated
within the awake-window duration. In this case, a STA will
remain in awake state until the PSP is terminated successfully.
If no PSP is initiated, the mesh STA should return to

doze state just after the awake window. A PSM STA can
transmit frames to its active mode peer at any time without
establishing any PSP. However, frame transmission towards
a PSM peer will never take place arbitrarily. A PSP should
be established before any transmission towards the PSM peer
takes place. Figure 2 shows the activity of the mesh STAs A, B,
and C during frame exchange. As STA B is in light sleep mode
for STA A, it wakes up prior to every TBTT of STA A to listen
to A’s beacons. It may not hear all the beacons of STA C since
it acts in deep sleep mode for peer STA C. STA A will remain
in awake state all the time as it serves its links in active mode.
In Figure 2, mesh STAs B and C transmit their buffered frame
to active mesh STA A directly without initiating any PSP. On
the other hand, transmission of buffered packet towards PSM
STAs B or C takes place only after the initiation of PSP as
described before.

4. Implementation and Experimental Setup

In order to evaluate the performance, the IEEE 802.11s
PSM related operations such as beacon management, PSP
protocol, PSM efficient queue, and peer specific buffers
on top of the queue are implemented in the extended
version [16] of Network Simulator NS-2. The details of the
implementations are out of the scope of this paper. In the
simulations, the UDP packet size is 1 KB and the beacon
interval is 102.4 ms or 100 time unit (TU). The traffic is
Poisson distributed and the access mechanism is DCF. The
propagation model is taken as free space to observe the MAC
performance. Thus, packets are lost only for collision. During
the PSM operation, a STA wakes up for a fraction of a
millisecond before its own TBTT for safety purpose. In this
paper this duration before TBTT is called safety margin. If
there is no transmission, the transmitter goes to doze state
just after the awake window. In the experiment, safety margin
is 0.1024 ms and awake-window duration is 5 ms. Therefore,
the maximum duration of sleep possible within a beacon
interval is around 97.29 ms (102.4 ms − 5 ms − 0.1024 ms =
97.29 ms). The necessary parameters used to measure the
performance are given in Table 1.

The experiment is carried out for one peer link and for
a multihop network separately. In one peer link scenario
there are two STAs; one STA operates as transmitter and
another as receiver. For a multihop scenario the network
consists of eight STAs. Two linear data flows consisting of 4
STAs are placed across each other as shown in Figure 15. The
mathematical modeling and the validation of the simulation
results for one peer link operation are explored in Sections 6
and 7, respectively. In Section 8 the simulation results for a
multihop network are discussed.

5. The Batch Scheduling Method

In this section, the overall system response of the imple-
mentation, that is, the batch scheduling process and the
corresponding sleep/wake-up event, are explained. In the
new queuing system, there are separate temporary buffer
spaces for all PSM peer STAs as shown in Figure 3. The
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modes to links are given in Figure 1.

Table 1: Simulation parameters.

Parameters Values

TX state power 1.327 W

RX state power 0.967 W

Idle state (neither TX nor RX state) power 0.844 W

Doze state power 0.066 W

Energy per switching 0.422 mJ

Switching time, from doze to idle state 250 μs

Beacon transmission interval 102.4 ms

Data transmission Rate 6 Mbps

Packet size 1000 Byte

Beacon frame size 272 Byte

PSP trigger frame size 28 Byte

Awake-window duration 5 ms

Safety margin or wake-up before TBTT 0.1024 ms

DIFS 34 μs

SIFS 16 μs

CW slot duration 9 μs

CWmin 15

queue-logic unit first stores the incoming packet from LL
to the exact peer specific buffer in MAC. When MAC wakes
up to transmit its own beacon, it first checks all of its peer
specific buffers to see whether any stored packet exists. If
so, the STA declares those peers’ identities in its beacon’s
TIM element. However, there is no intermediate buffer for
the data destined to the active mode peers. This data is
directly transferred to the final transmission queue as shown
in Figure 3.

LL

MAC

Mac TX logic

PHY

Mac queue
logic

IFQ

Active peer’s
data path

P
SM

 p
ee

r’
s 

da
ta

Figure 3: A simplified diagram of new queuing system where MAC
maintains individual queue for each of its PSM link or peers.

Prior to every PSP, the buffered packets are moved to
the MAC transmission queue as a group or batch before
delivering them one by one. After this batch a null packet
with EOSP field set to 1 is placed as an indication of the
end of an individual batch in this implementation. The
transmitter STA remains in active state as long as it has
frames in the transmission queue to deliver or it successfully
receives the ACK to the last frame. The receiver STA also
remains in active state until it receives the end trigger
frame. The total batch service time may take several beacon
intervals. New data packets destined to the STA, to which
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a PSP is ongoing, will not be set immediately to the MAC
transmission queue; rather these will be stored in the peer
specific buffer and will be delivered in another PSP. However,
in the implementation, if the arrived frame is destined to
some other mesh STA with whom no PSP currently exists,
the transmitter can establish a new PSP. A STA can continue
several PSP operations in parallel with its peer STAs, but not
more than one PSP with a particular peer STA according to
the current implementation.

An example of this operation is given in Figure 4 for
a single link. Here STA1 is generating traffic and has only
one peer link with STA2. STA2 is working in light sleep
mode for the link and receiving frames from STA1. The busy
period, service period, and sleep duration of STA1 during
the operation are depicted in Figure 4. Batches B21, B22, and
B23 are transferred to the queue of STA1 from its temporary
buffer after successful initiation of PSP at 1st, 3rd, and 4th
beacon, respectively. Here batch Bxy means that this batch
is destined to STAx and the batch number for this station x
is y. Suppose B21, B22, and B23 batches have service times
x1, x2, and x3, respectively. The service rate in Figures 4 and
5 is considered 1 sec/sec and therefore the unfinished work
U(t) decreases with slope equal to−1. It is shown in Figure 4
that no batches arrive in the transmission queue just after
the 2nd, 5th, and 6th beacons. One good reason for this is
that the STA1 did not send any indication of buffered packet
in these beacons as the PSP with STA2 is still continuing.
Let us consider another scenario where STA1 is connected
with another station STA3 and is also generating traffic for
it, therefore it has two peers, STA2 and STA3. The activities
of STA1 queue in this scenario are depicted in Figure 5.
At the first beacon a PSP is established with STA2 and the
batch B21 is transferred to the transmission queue in STA1.
Similarly, after beacon 2, another batch B31 is transferred
to the queue from its temporary buffer. The batch B31 will
be placed behind the batch B21. The batches are transferred
to the queue after being triggered by the corresponding
receiver STA. It should be noted that although a PSP is
progressing with STA2, a new PSP with STA3 is established
after beacon 2 and at this moment STA1 has two parallel
PSPs, one with STA2 and another with STA3. As shown in
Figure 5 the first PSP ends at time t′ after delivering all the
packets to STA2. A little bit different situation occurs after
announcing the existence of buffered frame for both stations
in beacon 4. Here STA3 wins to send the PSP trigger first
and the batch B32 is transferred to the queue for immediate
transmission. STA1 also receives the trigger from STA2 after
few milliseconds due to contention and subsequently the
batch B23 is transferred to the transmission queue and placed
behind the previous batch B32. Like before the system will
start to serve the batch B23 at time t′′ after emptying the
previous batch B32 as shown in Figure 5. In the current
implementation a STA can maintain N links and therefore
in case of N parallel PSPs the batch scheduling process in
the MAC transmission queue will be the same as explained
above. The primary concern of this paper is to evaluate
the performance of the proposed 802.11s PSM from the
energy efficiency point of view. Flow control and scheduling
methods could be utilized to maintain fairness among the
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Figure 4: Batch arrival process in STA1 queue for a single peer. B21
denotes the first batch for STA2. Similarly B23 is the third batch for
STA2.
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Figure 5: Batch arrival process in STA1 queue for a two peers. B21
denotes the first batch for STA2. Similarly B32 is the second batch
for STA3.

flows. However, the fairness considerations are outside the
scope of this paper.

6. Modeling One Peer Link Operation

In this section, the dynamic that affects the energy-related
issues in a network is observed closely. In order to do this,
a mathematical model based on discrete time discrete state
Markov chain is developed for one peer link operation. The
model is later used in Section 7 to validate the simulation
output. There are two STAs in this modeling; one STA
operates as a transmitter and another as a receiver.

In this modeling, several assumptions are made. It is
assumed that the transmitter STA operates in deep sleep
mode for the link. The transmitter only wakes up before
its own TBTT to transmit and does not wake up to hear
receiver’s beacon. However, the receiver STA wakes up
periodically to hear the transmitter’s beacon. As there is
no need to declare the presence of buffered traffic in its
own TBTT for this typical scenario, the receiver STA does
not wake up to transmit its own beacon. After successful
transmission of a batch the transmitter goes to sleep if the
remaining time to the next wake-up is greater than zero. The
transmission time of beacon and PSP trigger is ignored in
this modeling. As propagation model is free space, there is no
packet loss in the channel for a single transmitter. The buffers
are large enough so that the probability of packet loss due to
buffer overflow is negligible in this region of operation.
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Figure 6: The system observation instants are given by k. The batch
transmission time is shown by hatched region.

6.1. Modeling Batch Size Distribution in Steady State. Assume
that packet length is fixed. Let X denote the deterministic
part of the packet transmission time X = DIFS + Data +
SIFS + ACK. Due to the contention based access the total
transmission time of a packet p is random variable X̃p =
X + C̃p where C̃p ∼ U(0, CWmin) is uniform random
variable corresponding to the contention window length.

The total transmission time of a batch of a packets is B̃(a) =
aX + Δ̃(a) where Δ̃(a) = ∑a−1

p=0 C̃p denotes the additional
transmission time due to contention process. Let FΔ,a(t)
denote the cumulative probability density (CDF) function

of Δ̃(a). Closed form solution of FΔ,a(t) is known [17], but
for large a it has numerical problems. In this paper FΔ,a(t)
is approximated by truncated Gaussian CDF. The details
of this approximation can be found from the appendix.
The approximation is based on two observations. Firstly,
the central limit theorem states that sum of i.i.d. random
variables approaches to Gaussian distribution when number
of variables a grows. Secondly, it is known that 0 ≤ Δ̃(a) ≤
a× CWmin.

Let T be beacon interval. New batch can only start in
the beginning of a beacon interval. Hence, there is idle time

Ĩ(a) = Ñ(a)T − B̃(a) between the end of the batch and
beginning of the next batch. The random variable Ñ(a) =
ceil{B̃(a)/T} denotes the number of beacon intervals needed
to serve the batch. Let us define I(a;n) = nT − aX . The
probability that the transmission of a packet spans over n
beacon intervals can now be expressed as

Pr
{

Ñ(a) = n
}

= Pr
{

(n− 1)T < B̃(a) ≤ nT
}

= FΔ,a(I(a;n))− FΔ,a(I(a;n− 1)).
(1)

Now the batch size distribution could be characterized.
The system is observed at each TBTT after a successful
transmission of a batch. The observation instants are shown
by k in Figure 6. The accumulated packets or a new batch
are transferred to the MAC transmission queue from the
temporary buffer before transmission at each observation
instant. Assume that packets arrive according to Poisson
process with rate λ. Let ãk be the batch size at kth instant.
The batch size ãk depends only on the size of the previous
batch ãk−1. Hence the batch size process fulfils Markov
property. Assume that the arrival rate is small enough such

that the batch size is not growing without bound. Then the
probability that the size of batch k is j conditioned that the
size of batch k − 1 was i can be written as

pi j =
nmax(i)∑

n=nmin(i)

1
j!

[λTn] j exp[−λTn]Pr
{

Ñ(i) = n
}

, (2)

where nmin(a) = ceil{aX/T} and nmax(a) = ceil{a(X +
CWmin)/T} denote the minimum and maximum number of
data frames needed to serve batch of size a, respectively. The
steady state probability distribution of the batch πj size can
be solved from the following set of linear equations:

πj =
∞∑

j=0

πipi j , j = 0, 1, 2, . . . (3)

1 =
∞∑

j=0

πi. (4)

In practice, the buffer size is constrained. Let amax denote the
maximum MAC buffer size in terms of packets. Now the state
space of the Markov chain can be truncated and standard
linear algebraic methods can be used to solve πj .

6.2. Modeling Sleep Segment Distribution. Let’s assume that
the size of the random part due to CW, Δ̃(a), is always
less than a beacon period. The ground of this assumption
is that even for a very big size batch, suppose 300 packets,
the maximum backoff time that may come is 300 × 15 ×
0.009 = 40.5 ms, less than the beacon interval of 102.4 ms.
Here CWmin = 15 and slot size = 0.009 ms as given in Table 1.
Therefore, the transmission time of a batch of size a will
occupy either nmin(a) or nmax(a) = nmin(a) + 1 numbers
of beacon periods as shown in Figure 7. Now the size of a
sleep segment depends on at which point an ongoing batch
transmission ends inside a beacon interval or the time left for
the next wake-up. Therefore any one of the following three
cases may arise: (i) a batch transmission may end within the
safety margin before beacon nmin(a) or nmax(a); (ii) it may
end within an awake window after beacon nmin(a) or nmax(a);
(iii) it may end neither within awake window nor within
safety margin as shown in Figure 7.

The transmitter can be put to sleep for the duration of
the idle time Ĩ(a). Let s̃(a) be the sleep duration after the
successful transmission of batch of size a. The above three
cases are analyzed below for a > 0.

Case 1. Let the transmission end within the safety margin
window x before beacon nmin(a) or beacon nmax(a), that is,
in region C or F as shown in Figure 7. The corresponding
sleep duration here will be zero because the time left for
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y = 5 ms, x = 0.1024 ms, and z = 97.29 ms. Based on awake window and safety margin beacon interval n(a) and n(a) + 1 are divided into 6
regions A to F. The deterministic part and indeterministic part of a transmission is also shown here separately.

the next wake-up is zero. Therefore the probability that the
sleep duration is zero,

Pr
{
s̃(a) = 0 | ã = a

} = Pr
{

Ĩ(a) ≤ x
}

= FΔ,a(nmin(a)T − aX)

− FΔ,a(nmin(a)T − aX − x)

+ FΔ,a(nmax(a)T − aX)

− FΔ,a(nmax(a)T − aX − x).

(5)

Case 2. Let the transmission end within the awake window
after beacon nmin(a) or beacon nmax(a), that is, in region A
or D as shown in Figure 7. These beacons will not contain
any indication of buffered packet as PSP is still continuing.
Hence STA will go to sleep just after the awake window and
the sleep duration will be equal to z or maximum value of
97.29 ms. Therefore the probability that the sleep duration is
z,

Pr
{
s̃(a) = z | ã = a

} = Pr
{

Ĩ(a) ≥ z + x
}

= FΔ,a(nmin(a)T − aX − (z + x))

− FΔ,a(nmax(a)T − aX − (z + x))

+ FΔ,a(nmin(a)T − aX).
(6)

Case 3. Let the transmission end in region B or E in Figure 7.
In this case the sleep duration will vary between 0 to z. The
probability that the sleep duration is s, where 0 < s < z,

Pr
{
s̃(a) ≤ s | ã = a

} = Pr
{

x < Ĩ(a) < z + x
}

= FΔ,a(nmin(a)T − aX − x)

− FΔ,a(nmin(a)T − aX − (x + s))

− FΔ,a(nmax(a)T − aX − x)

+ FΔ,a(nmax(a)T − aX − (x + s)).
(7)

From (5), (6), and (7) and from the total probability theorem
for all size of batches,

Pr
{
s̃ ≤ s

}

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

amax∑

i=1

(
Pr
{
s̃(i) ≤ s | ã = i

}

+Pr
{
s̃(i) = 0 | ã = i

})
Pr
{
ã = i

}
, s < z,

amax∑

i=0

(
Pr
{
s̃(i) = z | ã = i

})
Pr
{
ã = i

}
, s = z.

(8)

In above, Pr{ã = i} = πi is derived in Section 6.1. Pr{s̃(0) =
z | ã = 0} = 1; that is, if there is no packet to transmit, STA
will go to sleep just after the awake window for the maximum
period of z or 97.29 ms.

6.3. Modeling Sleep per Packet and Percentage of Energy
Saving. Another important metric in this experiment is the
sleep time per packet. A sleep segment always follows a
successful batch transmission. Thus sleep per packet is the
ratio of the sleep segment to the corresponding batch size.
The distribution of sleep per packet can be derived from the
probability of sleep conditioned on batch size a as follows:

Pr
{
s̃(i) ≤ s | ã = i

}

= Pr

{
s̃(i)
i
≤ s

i
| ã = i

}

= Pr
{

S̃pp(i) ≤ Spp | ã = i
}

, i /= 0.

(9)

In the above equation Pr{S̃pp(i) ≤ Spp | ã = i} is the
distribution of sleep per packet conditioned on batch i. For a
batch of size i with corresponding sleep segment s, the sleep
per packet, Spp = s/i. The Pr{s̃(i) ≤ s | ã = i} can be
found in (7). Therefore, from the total probability theorem
the distribution of sleep per packet becomes

Pr
{

S̃pp ≤ Spp

}

=
amax∑

i=1

Pr
{

S̃pp(i) ≤ Spp | ã = i
}

Pr
{
ã = i

}
.

(10)

The percentage of energy saving in the network is the ratio of
the saved energy in PSM mode to the energy expended in the
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active mode to transfer an average size batch. Let Energyactive

and EnergyPSM are the energy spent to transmit an average
size batch if both nodes operate in active mode and power
save mode, respectively. Let Etx and Erx are the energy
expended to transmit and receive a packet, respectively.
Poweridle and Powersleep are the power dissipated in idle state
and sleep state correspondingly. Batchavg is the average batch
size and Sleepavg is the average sleep time. Hence percentage
of energy saving is

Energyactive − EnergyPSM

Energyactive

=
2× Sleepavg ×

(

Poweridle − Powersleep

)

(Etx + Erx)× Batchavg + 2× Poweractive × Sleepavg
,

(11)

where Batchavg =
∑amax

j=0 πj × j can be evaluated from (3) and

Sleepavg =
∫ Smax

0 s f (s)ds = Smax − limΔs→ 0
∑

Δs F(Δs) × Δs
can be evaluated from (8). The f (s) and F(s) are the PDF
and CDF of sleep time, respectively. In this modeling it is
assumed that the Ptx = Prx = Poweridle = 750 mW and
Powersleep = 50 mW [7]. Ptx and Prx are transmission and
receiving power, respectively.

6.4. Modeling Average Queueing Delay. Let average batch size
in the peer specific buffer is Batchavg and average service time

of a single packet is E[X̃p]. From (3), Batchavg =
∑amax

j=0 πj × j.
Suppose a PSP started with average batch of size Batchavg.
Therefore, after the transmission of nth packet the number
of packets in the system (both in peer specific buffer and in

MAC queue) P̃n = Batchavg − n + k̃. Here k̃ is the arrived
packet from the upper layer within the service time of xn =
E[X̃p] × n. Hence, the average number of packet the nth
packet leaves behind is

E
[

P̃n
]

=
∞∑

k=0

P̃n × exp(−λxn)× (λxn)k

k!

= Batchavg − n + λxn.

(12)

Thus the average number of packet in the system is

E
[

P̃
]

=
∑Batchavg

n=0 E
[

P̃n
]

Batchavg
. (13)

From the Little’s theorem, average queueing delay,

D =
E
[

P̃
]

λ
. (14)

7. Results of One Peer Link Operation

In this section the energy-related features are explored both
numerically and analytically for one peer link topology.
Figure 8 represents the batch size distribution for the entire
period of operation. It is found that the batch size increases as
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the packet rate λ increases. For packet rate less than 400 pps
(packet per second), the batch size is less than 50. These
batches could be delivered completely within one beacon
interval as 65 packets on average are possible to transfer in
a single beacon period for this setup. For average packet rate
of 400 pps (≈40 packet/beacon interval), around 2% of the
batches take more than one beacon interval to be delivered
completely. The batch size increases rapidly after 400 pps. As
shown in Figure 8, for 500 pps (≈50 packet/beacon interval),
almost all the batches vary from 75 to 185; that is, they
take 
75/65� = 2 to 
185/65� = 3 beacon intervals to be
transferred. Figure 9 shows the average batch size in different
packet rate. It increases linearly up to packet rate 400 pps and
after 400 pps it builds up rapidly.
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Figure 11: Sleep per packet distribution.

The impact of the batch size and its transfer time is clearly
visible in average packet delay. The average packet delay in
PSM is illustrated in Figure 10. The delay increases linearly
up to 400 pps and after that it rises sharply. At 400 pps the
average delay is around 88 ms and at 500 pps it rises to
210 ms. However, the average delay remains below 5.5 ms
even in 500 pps in active mode operation.

The sleep per packet is illustrated in Figure 11. The sleep
per packet is the ratio of sleep segment to the corresponding
batch size. It is found that as the packet rate increases the
sleep per packet decreases. Only the sleep segment does not
describe the actual energy saving picture, because a big sleep
segment may also follow a big batch or a long transmission.
Therefore the ratio of sleep segment to the corresponding
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Figure 12: Percentage of energy saving.
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batch size could be a good metric to measure the actual
scenario. As shown in Figure 11, in 90% cases, the sleep per
packet is less than 15 ms at 100 pps and it is less than 1 ms at
500 pps.

The percentage of energy saving for a simple energy
model [7] is plotted in Figure 12. At packet rate 100 pps the
percentage of energy saving is around 79% and decreases
linearly as the packet rate increases. At 500 pps it is almost
19%.

For a realistic energy model [18], only the simulation
results of energy/bit in the network for different link specific
power modes are plotted in Figure 13. Energy/bit is the
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Figure 14: Wake-up patterns of STA A and STA B for different link specific power modes. (a) Link A→B light sleep and Link B→A light
sleep. (b) Link A→B deep sleep and Link B→A light sleep. (c) Link A→B deep sleep and Link B→A listens only A’s beacon. STA B transmits
no beacon.

expended energy in the network to transfer a single bit
successfully. The Figure shows that as the rate increases, the
energy per bit decreases. In PSM operation, a fixed amount
of energy is required to maintain the link regardless of data.
Link maintenance requires periodic wake-up for listening
peers, transmitting beacon, and switching and alternating
between doze and awake states. These activities consume a
certain amount of energy.

As illustrated in Figure 13, the highest amount of energy
is consumed while both transmitter and receiver STAs
operate in active mode. At 100 pps the energy consumption
per bit is around 2.2 μJ. The lowest amount of energy is
consumed while the transmitter operates in deep sleep mode
for the link and the receiver wakes up only to listen to
the transmitter’s beacon as in Figure 14(c). In this mode
the energy consumption per bit is around 0.62 μJ/bit at
application packet rate 100 pps. When receiver STAs operate
in light sleep mode for the link, given that the mode
of the transmitter STA remains unchanged as shown in
Figure 14(b), the expenditure of energy per bit increases to
1.044 μJ/bit for the same rate. This is due to the one addi-
tional wake-up of the receiver per beacon interval, beacon
transmission, and the increased switching number. For the
same reason, when both transmitter and receiver operate in
light sleep mode for the link as shown in Figure 14(a), the
energy consumption increases to 1.46 μJ/bit.

8. Performance Study in Multihop Network

In this section, some experiments are carried out for a
multihop network consisting of total eight STAs. As shown
in Figure 15, two linear data flows, consisting of 4 STAs, are
placed across each other. One data flow is from STA1 to STA4
and another is from STA5 to STA8. The number of data flows
remains constant for the entire simulation. The performance
is evaluated for two separate setups. It is assumed that the
STAs are MCCA enabled as discussed in Section 3.2. In the
first setup (Setup 1), all STAs are within the transmission
range; that is, a STA can hear all STAs in the network. Thus,
there are no hidden nodes. In the second setup (Setup 2),
the transmission range is reduced to two hops; that is, a STA
can hear only those STAs that are situated within two-hop
distance. As a result, the transmitting STA1 and STA5 act as
hidden node to each other.

1 2 3 4

5

6

7

8

Figure 15: A multihop network consisting of total eight STAs. STA4
and STA8 are sink for source STA1 and STA5, respectively. Data
flows are indicated by arrow.

Both of the above setups are studied for three power
mode configurations of the network. The power mode
configurations are as follows (i) all STAs are in PSM; (ii)
only sink STAs are in active mode; (iii) all STAs are in active
mode. In the first power mode configuration, all transmitting
STAs are in deep sleep (DS) mode for its receiving STA
and all receiving STAs are in light sleep (LS) mode for its
transmitting STA. For example, STA2 is in DS mode for
receiving STA3 but at the same time it is in LS mode for
transmitting STA1. In the second configuration, the sink STA
only operates in active (AC) mode for the link; that is, STA4
and STA8 are in AC mode for STA3 and STA7, respectively.
The power modes of the rest PSM STAs are kept unchanged.
In the third configuration, all STAs operate in active mode.

Figures 16(a) and 16(b) shows the throughput/flow
in terms of packet per second for Setup 1 and Setup 2
correspondingly. In Setup 1, both active and power saving
(PSM) operation give almost the same performance; that is,
the system starts to cross the stability limit after 75 pps. After
75 pps, active mode performs better than PSM. However, in
Setup 2, where hidden node exists, the PSM performs much
better than active mode. In active mode, the system goes to
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Figure 16: Throughput/sink for different packet rate. (a) For Setup 1 (no hidden node). (b) For Setup 2 (source STA1 and STA5 are hidden
nodes).
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Figure 17: Percentage of retransmission of each STA at 50 pps. (a) All STAs are in active mode. (b) All STAs are in PSM. At 50 pps the impact
of hidden node is negligible on PSM operation when compared with active mode.

saturation after 60 pps. On the other hand, in PSM, it still
operates linearly up to 75 pps. The reason of this response is
explained in Figure 17. After 100 pps, that is, at high packet
rate, the network throughput is almost same both in PSM
and in active mode.

In Figure 17, the percentage of retransmission of each
STA is depicted for both Setup 1 and Setup 2 at 50 pps. The
percentage of retransmission is the ratio of the number of
retransmitted packets to the total number of transmission.

The results for Setup 1 and Setup 2 are shown by blue and red
bar, respectively. In active mode, as shown in Figure 17(a),
the percentage of retransmission at source STA1 and STA5
is around 60% due to the hidden node problems. Basically,
this is the main bottleneck to achieve linear operation at
high packet rate in Setup 2 as described in Figure 17(b).
However, in PSM as shown in Figure 17(b), the percentage
of retransmission is negligible in both Setup 1 and Setup
2. Suppose in PSM, the percentage of retransmission of
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Figure 18: The average packet delay over 3 hop. (a) For Setup 1 (no hidden node) (b) For Setup 2 (hidden node exists). Hidden node has
significant impact on active mode operation.
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Figure 19: Energy/bit without or with hidden nodes. Solid lines
are for Setup 1 (no hidden node) and dotted lines are for Setup 2
(hidden node exists).

source STA1 and STA5 is only 0.582% in the existence
of hidden node and it is 0.457% without hidden node.
Basically, in IEEE 802.11s, the beacon transmission times of
the STAs are evenly distributed in a beacon interval and so
the transmission times of the PSM STAs are also distributed
evenly as discussed in Section 3.2. As a result, the probability
of collision between two transmitting STAs is low as long
as a STA on average can complete its transmission before
another STA wakes up to transmit. Thus, at high packet rate
the number of collision increases. For example, for hidden
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Figure 20: Percentage of saving for Setup 1 where no hidden node
exists.

node, the percentage of retransmission at source STAs rises
from 0.582% to 8.30% as packet rate increases from 50 pps
to 75 pps.

The average packet delay over three-hop data flow is
explored in Figure 18. The delay here is the time difference
between packet generation and its successful reception by the
MAC of the sink STA. As shown in Figure 18, the average
delay increases with the packet rate. For Setup 1, the average
delay is less than 20 ms in active mode and is less than 185 ms
in PSM for packet rate below 75 pps. For Setup 2, the average
delay in active mode rises sharply after 60 pps and at 75 pps
it is around 23 second. However, at the same packet rate of
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75 pps the PSM experiences delay below 242 ms. The figure
suggests that the impact of hidden node on delay in PSM
operation is not as significant as it is in active mode. Still in
PSM, a large amount of delay comes from the waiting time
of the packet in the peer specific buffer. In IEEE 802.11s, a
PSM STA can transmit to its AC mode peer as soon as it
receives packet from the upper layer. In order to do so, it
can immediately wake up from doze state if necessary. This
reduces the queueing delay of that particular hop. The effect
of this operation is also checked in this experiment. It is
found that at 50 pps, the average delay in the last link reduces
from 19 to 5.5 ms when sink STA switches to AC mode
for this link. Figure 18 illustrates that this change in power
modes also helps to improve the overall delay. However, this
costs some extra energy.

The energy/bit in various operating mode is illustrated
in Figure 19. The energy/bit is the expended energy in
the whole network to transfer a single bit from source to
sink successfully. In PSM, the lowest amount of energy is
consumed. It increase when sink STAs switche to active
mode to reduce the delay of its link. The highest amount of
energy is consumed if all STAs operate in active mode. This
consumption can further increase in the presence of hidden
node. As shown in Figure 19, at high packet rate, the impact
of hidden node in energy consumption is prominent in active
mode operation. However, in case of PSM, this impact is
negligible as hidden nodes don not start to transmit their
buffered packet at the same time as discussed before.

The percentage of saving for Setup 1 is depicted in
Figure 20. The percentage of saving is calculated for the
whole network. The percentage of saving is the percentage
of saved energy to successfully transfer a single bit in PSM
when compared to active mode operation. One has

Saving = Energy/bit in AC − Energy/bit in PSM
Energy/bit in AC

× 100.

(15)

When there is no packet at all, the percentage of saving
is around 80% in PSM and it is around 57% when only
sink operates in AC. In PSM operation, a fixed amount of
energy is required to maintain the link regardless of data.
Link maintenance requires periodic wake-up for listening
peers, transmitting beacon, and switching and alternating
between doze and awake state. These activities consume a
certain amount of energy. At 10 pps the saving is the highest
and starts to fall with the increase of packet rate. If all STAs
are in PSM, the saving is around 62% near the stability limit
at 75 pps.

9. Conclusions

In this paper, the energy consumption for the IEEE 802.11s
link specific PSM for one peer link operation has been
analyzed both numerically and analytically for the first
time. Later the simulation study is extended for a multihop
network consisting of eight STAs. The study suggests that
at the cost of increased packet delay, the IEEE 802.11s PSM
operation not only saves a large amount of energy but also

provides almost the same throughput as the active mode
operation offers. For a large network the energy saving could
be as high as eighty percent when compared with active
mode operation. Especially in the presence of hidden node,
the PSM can perform much better than active mode, if the
nodes avoid simultaneous operation. However, the average
packet delay in PSM is large when compared with the active
mode operation. At very small load, the average packet delay
over three-hop data flow is around 10 ms in active mode and
it increases to 80 ms in PSM. Still, this delay is adjustable.
By switching to AC mode, receiving STAs can reduce the
link delay considerably. The study shows that the link delay
reduces from 19 to 5.5 ms as receiving STA switches to active
mode for the link. This clearly indicates that there is a trade-
off between delay and energy and by choosing suitable power
modes for the link an IEEE 802.11s network can adjusts its
delay, throughput, and energy consumption. In future, the
critical parameters in PSM operation could be investigated
thoroughly to set a network in optimum point of operation.

Appendix

In this paper FΔ,a(t) is approximated by truncated Gaussian
CDF for large value of a. The value of FΔ,a(t) can be
calculated from the Q function as follows:

FΔ,a(t) = Pr
{

Δ̃(a) ≤ t
}

= 1−Q

⎛

⎜
⎜
⎝

t − E
{

Δ̃(a)
}

√

var
{

Δ̃(a)
}

⎞

⎟
⎟
⎠. (A.1)

Here E{Δ̃(a)} is the expected value of Δ̃(a) and var{Δ̃(a)}
is the variance. For a batch of size a, the maximum value of
Δ̃(a) is a×CWmin. As it is assumed there is no contention or
packet loss in the network, the contention window size will
remain fixed to CWmin all the time.
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Energy consumption of energy-constrained nodes in wireless sensor networks (WSNs) is a fatal weakness of these networks. Since
these nodes usually operate on batteries, the maximum utility of the network is dependent upon the optimal energy usage of these
nodes. However, new emerging optimal energy consumption algorithms, protocols, and system designs require an evaluation
platform. This necessitates modeling techniques that can quickly and accurately evaluate their behavior and identify strengths and
weakness. We propose Petri nets as this ideal platform. We demonstrate Petri net models of wireless sensor nodes that incorporate
the complex interactions between the processing and communication components of an WSN. These models include the use of
both an open and closed workload generators. Experimental results and analysis show that the use of Petri nets is more accurate
than the use of Markov models and programmed simulations. Furthermore, Petri net models are extremely easier to construct and
test than either. This paper demonstrates that Petri net models provide an effective platform for studying emerging energy-saving
strategies in WSNs.

1. Introduction and Motivations

Application for wireless sensor networks (WSNs) has
abounded since their introduction in early 2000. WSNs are
being used from surveillance, environmental monitoring,
inventory tracking, and localization. A sensor network typi-
cally comprises of individual nodes operating with some
limited computation and communication capabilities, and
powered by batteries with limited energy supply. Further-
more, these networks are situated at a location where they
may not be easily accessible. Their distributed nature, small
footprint, cheap, and wireless characteristics make them very
attractive for these outdoor, unattended, and hostile environ-
ment applications.

One of the motivating visions of WSNs was large-scale
remote sensing such as large areas of a rainforest for environ-
mental parameters such as humidity and temperature.
However, given the remoteness of such a site, this can be
a challenging problem. Modern WSNs were proposed for
solving such problems, and it was envisioned that these WSN
nodes could be sprinkled over an area from the back of an

airplane as it flew over such an area. The nodes wherever they
fell would automatically set up an ad hoc network, collect the
necessary sensory information, and route the information
to a base-station. Although great strides have been made
in WSN designs and implementation, we are nowhere near
meeting this original motivating problem.

One reason why this original problem has been difficult
to solve is that WSNs are still relatively expensive in large
quantities. However, the much larger problem is the limited
energy available on these devices. The utility of WSNs is
limited to the life of the battery under the energy consump-
tion rates. While energy harvesting in WSNs is an active
research area [1], generally this is not feasible yet for entirely
sourcing the energy needs of an WSN. WSNs are still very
much bound to batteries.

An avenue for mitigating this energy dilemma is through
the design of energy-efficient communication and active/
sleep scheduling algorithms. In this way, a vital resource can
be rationed to last a much longer time. This minimizes the
overall maintenance and replacement costs of a WSN net-
work. However, proposing energy-efficient designs requires
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a detailed understanding of the energy consumption behav-
ior of the nodes which comprise WSNs. This detailed under-
standing arises from accurate implementation of models for
these nodes and analyzing these models under a variety of
different states.

For example, many processors are available today that
are capable of moving to a sleep mode where they consume
minimal energy. However, should a processor be put to
sleep immediately after computation, or after some time has
elapsed? Or even, perhaps it should never be put to sleep? If it
is best to move the processor to sleep after a time delay, what
should this delay or Power Down Threshold be for a given
system? Keep in mind, there is a high energy cost associated
with waking up a processor from a sleep mode due to the
internal capacitances. If the threshold is too short, then the
CPU goes to sleep more often, and there is a stiff price to
be paid each time the CPU needs to be woken up. If the
threshold is too long, the CPU idles consuming energy waste-
fully. Nevertheless, there is an optimum threshold that results
in the least amount of energy consumption that strikes an
optimum balance between putting the CPU to sleep and
maintaining it in an active mode. This threshold can also be
referred to as break-even time [2].

Another example of emerging technology that can be
exploited in wireless sensor networks is the use of processors
that have dynamic voltage scaling capabilities. In these pro-
cessors, the voltage and clock frequency can be dynamically
adjusted to obtain a minimum clock frequency to complete
the task while using minimal energy [3, 4]. Currently the two
types of DVS systems available are those that stop execution
while changing voltage and frequency and those that are
capable of changing its operating parameters at run time [5,
6]. However, in order to begin investigating energy optimiza-
tion techniques, such as answering the questions given ear-
lier, we need to devise models that can be used to accurately
compute the energy consumption of a wireless sensor node.
This need motivates the research presented in this paper.

Currently, there are two classes of modeling and simu-
lating techniques: stochastic and simulation-based methods.
Each has its strengths and weaknesses. We propose another
method of modeling that has not been used in the past to
model WSNs: Petri nets. This paper studies two methods of
energy modeling: Markov chains, and Petri nets [7, 8]. These
modeling techniques will be compared against a program-
med simulation model. This paper makes the following con-
tributions.

(i) We successfully model a processor using a Markov
model based on supplementary variables; we also
model a processor using colored Petri nets. These
models are capable of estimating the average energy
consumption of a processor that can power down to
a sleep mode. While Markov models have long been
used for modeling systems, we show that for estimat-
ing CPU energy consumption, the Petri net is more
flexible and accurate than the Markov model.

(ii) Using Petri nets, we develop a model of a wireless
sensor node that can accurately estimate the energy
consumption. We successfully apply this model to

T0P0 P1

Figure 1: Example of Petri net.

identify the optimum powering down threshold for
a given wireless sensor network application.

(iii) Our model of a sensor node based on Petri net can be
utilized to construct a wireless sensor network. This
provides a platform that can be used to study energy
consumption at the network layer for application
such as cross-layer energy-aware routing.

The paper is organized as follows. Section 2 gives a short
introduction to Markov models and Petri nets and discusses
related work. Section 3 presents the CPU energy models and
Section 4 validates the CPU models. Section 6 presents the
model for a wireless sensor node and Section 4 uses this
model to study the energy optimal Power Down Threshold.
Section 8 introduces the use of Petri nets in modeling wireless
sensor networks. Section 9 concludes this paper.

2. Background and Related Work

2.1. Introduction to Markov Models and Petri Nets. Tradition-
ally, Markov models have been used; however, they are very
restrictive in the type of behaviors that can be modeled.
A Markov model is a discrete-time stochastic process com-
posed of event chains with Markov property, meaning that
the next state in a Markov model is only dependent upon the
current state instead of previous ones.

The advantage of using Markov chains for modeling sys-
tems is that once the appropriate equations are derived, the
average behavior can be easily obtained by evaluating the
appropriate equations. However, the task of obtaining the
equations relevant to the system can be time-consuming, if
not impossible.

Petri nets, on the other hand, are very powerful tools
that can be utilized to build statistical models of complicated
systems that would otherwise be very difficult. Petri nets is
a simulation-based approach for modeling. A Petri net is
a directed graph of nodes with arcs. Nodes are referred to
as places and are connected to transitions with arcs. In this
paper, arcs will be drawn as directed arrows.

An example of a simple Petri net is shown in Figure 1
that contains two places P1 and P0, and a transition T0. The
input place of T0 is P0, and the output place of T0 is P1. T0 is
enabled only if P0 contains as many tokens as specified by
the arc. In this example, T0 is enabled because it requires
only one token in P0. Once a transition is enabled, it will
fire according to a specified timing parameter. During the
process of firing, a transition will remove a number of tokens,
as specified by the arc, from the input place and deposit these
tokens in the output place. If an immediate transition is used,
the transition will fire as soon as it is enabled. Deterministic
transitions fire if some predetermined time has passed after
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it has been enabled, and exponential transitions fire if some
random time in some time interval has passed. A Petri net
can be used to model the behavior of a system utilizing this
flow of tokens to represent movement of control through the
different processes of the system. Statistical analysis of the
number of tokens in a specific place or the number of parti-
cular transitions can provide insights into the behavior of the
modeled system. Many software packages are available that
can be used to design and perform analysis upon Petri nets.
The software that will be used in this study is TimeNET 4.0
[9].

TimeNET 4.0 [9], written in JAVA, is a discrete event
simulator of Petri nets. A standalone GUI program called
Platform Independent Editor for Net Graphs (PENG) is used
to build the Petri net model. The model is translated to a
XML schema file which describes all the places, transitions,
tokens, and arcs. Thereafter, an executable is generated to
simulate the model. Depending on the model implemented
in TimeNET, different solution techniques are applied. For
example, TimeNET can compute the steady-state solutions
for Petri nets with mutually exclusive nonexponential firing
parameters. However, for models that result in more than
one deterministic transition becoming enabled at a time,
appropriate techniques are applied to maintain statistical
steady-state accuracy as the model is simulated over an
extended time.

2.2. Related Work. Many techniques have been proposed
for modeling embedded systems and minimizing the energy
consumption. As discussed earlier, existing method includes
stochastic Markov models and programmed simulation
methods. There are many proposed methods based on
Markov models [1, 10]. In [11], Markov models are used to
model active and sleep capabilities of a node and the resulting
energy and performance characteristics. Steady-state prob-
ability equations are derived that describe the number of
packets that must be serviced in different modes of opera-
tion.

Another proposed method [12] employs a stochastic
queueing model to develop a cross-layer framework. This
framework is utilized to find the distribution of energy con-
sumption for nodes for a given time period. When the
time period is long, it is demonstrated that the distribution
approaches a normal distribution. This information is then
used to predict node and network lifetime. This framework is
also used to identify relationships between energy consump-
tion and network characteristics such as network density,
duty cycle, and traffic throughput.

Jung et al. in [13] proposed the use of Markov models
to model nodes in a wireless sensor network. However,
Jung’s focus was on identifying the power consumption rates
between trigger-driven and schedule-driven modes of opera-
tion and, as a result, the lifetimes of node using these meth-
ods. We feel that the use of Markov models is cumbersome
and results in limitation of the model due to the inability of
Markov models to account for fixed constant arrival or ser-
vice rates.

Coleri et al. [14] have demonstrated the use of a Hybrid
Automata to model TinyOS and hence the resulting power

consumption of the nodes. Coleri was able to analyze the
nodes in the network on a much wider scale than what is pre-
sented in this paper. By utilizing the TinyOS framework, an
Automata model was constructed that resulted in the ability
to analyze power dissipation of a node based on its location
in the sensor network. Finite Automata have also been used
in [15].

Liu and Chou [2] present a model based on tasks, con-
straints, and schedules. Energy minimization is proposed
through the use of scheduling for DVS processors capable of
executing at different modes. Other works include [16, 17].

One of most common methods of modeling is through
the use of programmed simulation using tools such as NS2,
OMNet++, OPNET, and TOSSIM. Each of these tools have
their strengths and weakness as described in [18].

In [19], the author propose the use of Petri nets for
modeling the behavior and characteristics of WSN nodes
in what they define as intelligent wireless sensor networks
(IWSNs). Their Petri net models can be used to simulate the
actual applications, and they present results of a target track-
ing system prototype that they implement using a Petri net
tool called integrated net analyzer (INA).

We have not found any literature that discusses the use
of Petri nets for modeling energy consumption of nodes in a
wireless sensor network [7, 8]. We attempt to view the min-
imization of energy from a systems standpoint rather than
just focus on the CPU. Because the CPU is intricately associ-
ated with the system, all the other parameters of the system
affect the energy consumption associated with the CPU.

3. Evaluation of a CPU with a Markov Model and
Petri Net

Intrinsically, embedded systems operating in a wireless
sensor network offer great potential for power minimization.
Generally, the level of computation required is low and
usually interspersed with communication between other
nodes in the network. The power consumption of the CPU
can be minimized by moving to a low power mode and con-
serving energy when it is not directly involved in any com-
putation.

3.1. Open versus Close Workload Model. There are two types
of workload generators that are widely used for generating
jobs for a simulation. Both are used quite frequently depend-
ing upon the application. One is called the closed workload
generator and the other is called the open workload gener-
ator. In a closed workload generator, a new job cannot be
generated until the system has completed servicing the cur-
rent job. This can be used to model schedule-driven systems
that poll at given intervals for task requests. Since jobs are not
generated until the current job is processed, this workload
model is easy to implement and analyze. In open workload
generators, on the other hand, jobs arrive independent of the
state of the system. These can be used to model trigger-driven
systems that service requests when an interrupt occurs. How-
ever, since jobs can arrive at any time, a buffer needs to be
implemented to store those requests that arrive while the sys-
tem is busy with another request. This workload model can
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be more difficult to implement and analyze. Figure 2 depicts
both closed and open workload generators.

3.2. Modeling Energy Consumption of a CPU Using a Markov
Model. An example of a Markov model of a CPU is given in
Figure 3. The CPU “power-ups” (pu) from some low power
“standby” mode (ps) when jobs begin arriving. The Markov
model depicts the various increasing states (p01, p02, p03, etc.)
the CPU enters as the number of jobs increase under a given
job arrival rate λ. The CPU services the jobs at rate μ and
strives to move the CPU to lower states and eventually to
the “idle state” (pi). If the processor remains in the idle state
for some time interval greater than some threshold, the CPU
moves back to the “standby” (ps) state.

In this example, the following assumptions are made.

(1) The request arrivals follow a Poisson process with
mean rate λ.

(2) The service time is exponentially distributed with
mean 1/μ.

(3) The CPU enters the standby mode (state ps) if there
are no more jobs to be serviced for a time interval
longer than T .

(4) The power up process (state pu) takes a constant time
D.

The CPU model consists of a mix of deterministic and
exponential transitions. While all transitions shown as solid
lines in Figure 3 follow exponential time distributions, the
transitions shown as dashed lines are deterministic. This
includes the transition from the idle state to the standby state.

The CPU enters the standby state after idling for a constant
time threshold T . This power down transition depends on
its history and is not memoryless. Accordingly, the CPU
transitions cannot be modeled directly as a Markov process.
Using the method of supplementary variables proposed in
[20], we can derive an alterative set of state equations to
approximate the transitions for stationary analysis. Let X =
[x1, x2] denote two age variables representing how long a
deterministic transition has become enabled [21]. And let
Pi(x1) and Pu(x2) be the age density functions with respect
to x1 in the idle state and with respect to x2 in the power up
state, respectively.

The state equations for this mixed transition process can
be derived by the inclusion of two supplementary variables
X . The deterministic transition from the idle state to the
standby state can be modeled as below:

pi =
∫ T

0
Pi(x1)dx1,

d

dx1
Pi(x1) = −λPi(x1),

Pi(0) = μp01,

Pi(T) = λps,

(1)

where Pi is an exponential function with coefficient λ (pi is
the steady-state probability of being in the idle state).

The deterministic power up process can be modeled as
below:

pu =
∫ D

0
Pu (x2)dx2,

d

dx2
Pu(x2) = −λPu(x2),

(2)

Pu(0) = λps. (3)

In addition, when the system is stable, we have
(
λ + μ

)
p01 = λpi + μp02 + e−λDPu(0), (4)

(
λ + μ

)
p0n = λp0,n−1 + μp0,n+1

+ e−λD
(λD)n−1

(n− 1)!
Pu(0) for n ≥ 2,

(5)

1 =
∞∑

n=1

p0,n + pi + ps + pu. (6)

From (1), we can get

p01 = λ

μ
eλT ps,

pi =
(

eλT − 1
)

ps.

(7)

From (2), and (3), we have

pu =
(

1− e−λD
)

ps. (8)
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We define the generating function of p0,n (n = 1, 2, . . .) as

G0(z) =
∞∑

n=1

p0,nz
n. (9)

We multiply (4) by z and (5) by zn, add from n = 1 to∞,
use (3), (7), and (9), and get

G0(z) = λzps
μ− λz

(

eλT +
eλD(z−1) − 1

z − 1
z

)

. (10)

Thus, we get

G0(1) = λps
μ− λ

(

eλT + λD
)

. (11)

Substituting (7), (8), (9), and (11) into the normalization
equation (6) gives

ps = 1− ρ

eλT +
(
1− ρ

)
(1− e−λD) + ρλD

, (12)

where ρ = λ/μ.
Consequently,

pi =
(
1− ρ

)(

eλT − 1
)

eλT +
(
1− ρ

)
(1− e−λD) + ρλD

,

pu =
(
1− ρ

)(

1− e−λD
)

eλT +
(
1− ρ

)
(1− e−λD) + ρλD

.

(13)

And the utilization is

G0(1) =
ρ
(

eλT + λD
)

eλT +
(
1− ρ

)
(1− e−λD) + ρλD

. (14)

Let L(z) =∑∞
n=1 np0n zn, then L(1) is the total number of

jobs in the system:

L(z) =
∞∑

n=1

np0n zn

= z
d

dz

⎛

⎝
∞∑

n=1

P0n zn

⎞

⎠

= z
d

dz
G0(z).

(15)

Incorporating (10) into (15), we can get the total number of
jobs in the system as follows:

L(1) = ρ

1− ρ

eλT + (1/2)
(
1− ρ

)
λ2D2 +

(
2− ρ

)
λD

eλT +
(
1− ρ

)
(1− e−λD) + ρλD

. (16)

According to the Little’s Law, the average latency for each job
is

τ = L(1)
λ

. (17)

Thus, the total running time is

T = N

λ
+ L(1)τ

= N + L(1)2

λ
,

(18)

where N is the total number of jobs.
And the total energy consumption is

E =
(

piPidle + psPstandby + puPpowerup + G0(1)Pactive
)

× N + L(1)2

λ
,

(19)

where Pidle, Pstandby , Ppowerup, and Pactive are the power
consumption rate in the idle, standby, power up, and active
states, respectively; pi, pspu, and G0(1) are the probability
that the system stays in the corresponding state.

3.3. CPU Energy Modeling Using a Petri Net. As shown in
the last section, the development of a Markov model for
even a simple CPU is mathematically cumbersome especially
when dealing with deterministic transitions. Any slight
modifications to the model will entail that the equations be
rederived again. Petri net on the other hand offers a more
flexible approach.

Figure 4 shows an open model of an extended determin-
istic and stochastic Petri net (EDSPN) [22] modeling a min-
imizing power consumption system for a processor like the
Markov model described earlier. The Petri net models a CPU
that starts from some “stand by” state (Stand By) and moves
to an “on” state (CPU ON) when jobs are generated. The
CPU remains in the “on” state so long as there are jobs in the
CPU buffer. If there are no jobs in the CPU buffer for some
time interval as given by Power Down Delay, the CPU then
moves to the “stand by” mode (Stand By) to conserve power.

This model uses an open workload generator because
when transition T1 fires to deposit a task in the CPU Buffer,
a token is moved back to place P0 which enables transition
Arrival Rate and allows another task to be generated. Table 1
lists the parameters of all the transitions in the Petri net.
The names of the transitions in Figure 4 are listed in the
first column, followed by the type of transition. Transitions
that have a specified time parameter are listed in the “Delay”
column. The last column indicates the priority of a transition
in the event that there is a tie. Transitions with higher priority
fire before other transitions.

The CPU is simulated by executing the Petri net using the
following steps.

(1) Jobs are generated in place P1, when transition
Arrival Rate fires randomly in the interval [0, 1] using
an exponential distribution. A token in the place P0
is moved to P1 and enables T1.

(2) Transition T1 is an immediate transition and fires as
soon as it is enabled. Also since T1 has the highest
priority, it will fire before any other immediate tran-
sition if multiple immediate transitions are enabled
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Table 1: Petri net transition parameters for CPU jobs.

Transition Firing distribution Delay Priority

AR Exponential ArrivalRate NA

T1 Instantaneous — 4

T2 Instantaneous — 1

SR Exponential ServiceRate NA

PDT Deterministic PDD NA

T5 Instantaneous — 2

T6 Instantaneous — 3

PUD Deterministic PUD NA

concurrently. When T1 fires, a token is removed from
P1 and three tokens are generated and deposited in
places P0, P6, and CPU Buffer, respectively. Initially,
CPU is in the Stand By mode. When a job arrives, a
token is deposited in place P6 and transition T6 is
enabled.

(3) When T6 fires, one token from Stand By and P6
are removed, respectively. Two new tokens are then
generated, with one deposited in place Power Up and
the other in P6. The CPU has now moved to a
powering up state. Transition Power Up Delay is now
enabled with a token in Power Up and in P6.

(4) Since transition Power Up Delay has a deterministic
delay, the transition fires after a fixed time interval.
When this happens, the two tokens from Power Up
and P6 are removed, and a token is deposited in place
CPU ON. The CPU is now “on” and ready to process
job events.

(5) When T1 fires, a token is placed in CPU Buffer in
step 2. A token in CPU Buffer, a token in CPU ON,
and a token in Idle enable the immediate transition
T2. When T2 fires, one token, respectively from
CPU Buffer, CPU ON, and Idle are removed and two
new tokens are generated, with one deposited back
in CPU ON and the other in Active. The system is
now in the processing state. With a token in Active,
the transition Service Rate is enabled.

(6) Service Rate is an exponential delay and it will fire
randomly after some time in the interval [0, 0.1].
After Service Rate fires, the token is removed from
Active and placed in Idle.

(7) In the event that another task arrives while the CPU
is still “on” and processing other tasks (steps 1-2), a
token will be deposited in P6 and CPU Buffer. When
the CPU is already “on”, having a token in P6 will
enable T5 to fire immediately. The tokens from both
P6 and CPU ON will be removed and a single token
will be placed in CPU ON. This is necessary because
tokens cannot be allowed to accumulate infinitely in
any place.

(8) The token deposited to CPU Buffer will remain there
until the CPU is idle as determined by a token in Idle.
All jobs that arrive while the CPU is “on” will cause
the Petri net to cycle through steps 7 and 8.

(9) However, in the event that the job arrival rate is
very slow, the CPU may power down and move
to the Stand By state. This happens when there
is a token in CPU ON and no tokens in Active
and CPU Buffer, transition Power Down Threshold
becomes enabled. The small circle at the ends of
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Table 2: Simulation parameters.

Total simulated time 1000 seconds

Arrival rate 1 per second

Service rate 1 per second

the arcs from Active and CPU Buffer specify this
inverse logic. Since Power Down Threshold is a tran-
sition with deterministic delay, it will fire after a
specified period Power Down Delay (PDD). When
Power Down Threshold fires, a token from CPU ON
will be removed and transferred to Stand By. The
CPU has now moved to the Stand By state.

By computing the average number of tokens in a certain
place during the duration of the simulation time results in
the “steady-state” percentage of time the CPU spends in
that state. For example, the average number of tokens in
CPU ON will indicate the percentage of time the CPU was
“on.” The average number of tokens in Power Up will indicate
the “steady-state” percentage of time that the CPU was
“powering up.” Of course, these percentages are determined
by the ArrivalRate, Service Rate, Power Down Delay, and
Power Up Delay delays. Once the percentages are obtained,
they can be used to compute the total energy consumption
of the system over time as given in (20):

Total Energy =
(

Pstandby × pstandby + Ppowerup × pppowerup

+Pidle × pidle + Pactive × pactive
)× Time,

(20)

where Px is the power consumption rate and py is the steady-
state probability of a specific state.

4. Comparison between Simulation,
Markov Models, and Petri Net

We have developed a discrete event simulator that emulates
the timings of state transitions of CPU. Equation (20) will
be used to compute the total energy for the simulator as
well. Table 2 lists the simulation time, arrival rate, and service
rate parameters. The PXA271 Intel Processor whose power
parameters are given in Table 3 [13] is used in this paper. We
will compare the predicted steady-state probabilities and the
energy estimates of the event simulator, the Markov model
and the Petri net model while the Power Down Threshold is
varied from 0.001 to 1 second and the Power Up Delay is
fixed at 0.001, 0.3, and 10 seconds.

Figure 5 shows the percentage of time the CPU spends
in the different states when Power Up Delay or the time
for the CPU to “wake up” is fixed at 0.001 seconds. The
Power Down Threshold is the length of time that the CPU
waits in the Idle state before it transitions to the Stand By
mode.

Figure 5 allows us to study the effects of increasing
the Power Down Threshold. Intuitively, it is obvious that as
the Power Down Threshold increases, the Idle time increases
appropriately as indicated in the figure. The amount of

Table 3: System model Petri net power parameters.

State Power rate (mW)

CPU Stand By 17

CPU Idle 88

CPU Power Up 192.976

CPU Active 193

Radio Stand By 1.44e − 4

Radio Idle 0.712

Radio Power Up 0.034175

Radio Active 78
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Figure 5: Power U p Delay = 0.001 seconds.

time in Stand By decreases proportionally, and more and
more time is spent in Idle and the CPU moves to Stand By
fewer times. This means that the time spent in powering up
decreases as well because there are fewer times the CPU goes
to Stand By. Notice that the Active time remains constant
indicating that for the most part the Power Down Threshold
does not affect the utilization of the CPU.

In all of the figures, the simulator results are given by the
solid line. The Markov model is represented by the line with
squares, and the Petri net by the line with circles.

Figure 8 shows the energy consumption estimates for
each of the three methods. It is interesting to note that the
average difference between the Markov model energy esti-
mates compared to the simulator is equal to the average dif-
ference between the Petri net and the simulator as shown in
Table 4.

Figure 6 depicts the behavior of the CPU when the
Power Up Delay is fixed at 0.3 seconds. Although, the Petri
net model seems to overestimate the percentages of each of
the four states as compared to the simulator, it tends to be
a better indicator of the system than the Markov model.
Figure 9 shows the energy consumption estimates for each
of the three methods. It is interesting to note that the Petri
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Figure 6: Power U p Delay = 0.3 seconds.
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Figure 7: Power U p Delay = 10 seconds.

Table 4: ΔEnergy (Joules) estimates (Power U p Delay = 0.001
second).

Power down ΔSim-Markov ΔSim-Petri net ΔMarkov-Petri net

Avg. 7.37 7.37 0.05

Variance 11.88 12.18 0.00

STD DEV 3.45 3.49 0.03

RMSE 8.07 8.08 0.06

net energy estimates are now closer to the simulator results
than the Markov model. As Table 5 shows, the average energy
estimate difference for all estimates between the simulator
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Figure 8: Energy estimates for Power U p Delay = 0.001 seconds.
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Figure 9: Energy estimates for Power U p Delay = 0.3 seconds.

and the Markov model is 7.28 Joules, while the difference
between the simulator and the Petri net is only 4.99 Joules.

Figure 7 depicts the behavior of the CPU of an extreme
case when the Power Up Delay is fixed at 10 seconds. In this
scenario, the CPU spends a significant amount of time in
Power Up as it “wakes up.” In this setting, the Markov model
completely fails to estimate the behavior of the simulator.
The Petri net on the other hand seems to be in lock step with
the simulator results. The energy consumption comparison
in Figure 10 and Table 6 further shows that the Petri net
model is more accurate than the Markov model.

By comparing three different scenarios (Power Up Delay
of 0.001, 0.4, and 10 seconds) and of which two were extreme
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Figure 10: Energy estimates for Power U p Delay = 10 seconds.

Table 5: ΔEnergy (Joules) estimates (Power U p Delay = 0.3 sec-
ond).

Power down ΔSim-markov ΔSim-petri net ΔMarkov-petri net

Avg. 7.28 4.99 2.29

Variance 6.71 3.55 0.51

STD DEV 2.59 1.88 0.71

RMSE 7.69 5.30 2.39

cases (0.001, and 10 seconds), we were able to show that the
Petri net is better adept at predicting the behavior of the
simulator than the Markov model. The Petri net hence is a
better method of modeling a CPU.

Another interesting observation from these experiments
is that a Power Up Delay of 10 seconds results in an
energy consumption trend that actually decreases as the
Power Down Threshold increases (see Figure 10). This is
because the Power Up power rate is much higher than the Idle
rate. As the Power Down Threshold increases, the time spent
in Idle also increases, and hence decreases the number of time
the CPU goes to the Stand By state. As a result, the number
of power up transitions decreases, leading to reduced energy
usage. From this we can gather that it is more efficient to
allow a CPU to idle than to have it repeatedly move from
a power down state to active.

5. Evaluation of a Simple Sensor System

In this section, the energy prediction of a Petri net model for
a simple sensor system will be compared against real mea-
surements collected from an IMote2 node acting as a sensor
node. Figure 11 depicts the generic operating behaviour of a
sensor system node. The system remains in a wait state until
a random event occurs at which point, a message is received,
some computation is required, and then the results are

System states

Transmitting

Transmit_delay

Receive_delayReceiving

Computation_delay

Computation

Wait/receiving/computation/transmitting stage

Temp_place

Temp

Job_arrival

Wait

Figure 11: Simple system model of node in wireless sensor network.

Table 6: ΔEnergy (Joules) estimates (Power U p Delay = 10 sec-
onds).

Power down ΔSim-markov ΔSim-petri net ΔMarkov-petri net

Avg. 42.41 0.12 42.41

Variance 1.85 0.00 2.00

STD DEV 1.36 0.06 1.41

RMSE 42.43 0.13 42.43

Table 7: Measured power requirements for different IMote2 states.

State Mean power (mW)

Idle 1.216

Receiving 1.213

Computation 1.253

Transmission 1.028

transmitted to some other node. The transition Job Arrival
is the only one that fires randomly using an exponential
distribution; all others are deterministic transitions. The
transition Temp and place Temp Place are required in the
Petri net to account for the fact that the IMote2 node is not
capable of handling events that are less than 1 second apart;
the Temp transition fires after a fixed 1 second.

Figure 12(b) depicts how a power supply was used to
power the IMote2 node. The voltage across a 1.16 Ohm
resistor was monitored to determine the current draw of the
system. The power consumed by the IMote2 as seen at the
battery terminals was measured in four different states of
operation: computation, idle, transmission, and receiving.
The measured power values listed in Table 7 are the aver-
age power consumed in these states. It is interesting to note
that the transmission state has the least power consumption,
even than that of the Idle case. Although this might seem
counterintuitive, it must be borne in mind that while
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Figure 12: IMote2 power collection setup.

Table 8: Petri net transition parameters for a simple system.

Transition
Firing

distribution
Delay
(sec)

Steady state
probability (%)

Job Arrival Exponential 3.0 59.8

Temp Deterministic 1.0 19.7

Receive Delay Deterministic 0.00597 0.098

Computation Delay Deterministic 1.0274 20.2

Transmit Delay Deterministic 0.0059 19.7

Table 9: Steady-state probabilities for a simple system.

State/place Probability (%)

Wait 59.8

Temp place 19.7

Receiving 0.098

Computation 20.2

Transmitting 19.7

the IMote2 is idling, the receiver is actively “listening”
(although it is not receiving anything). The datasheet for the
CC2420 radio chip on the IMote2 lists the receive current
consumption at 18.8 mA, whereas for transmission, the
current draw is 17.4 mA. To obtain the power consumption
in the nonidle states, the IMote2 node executed programs
that either ran a sort routine repeatedly, transmitted packets,
or received packets. This data was collected for the time it
took to send or receive 50 packets.

Once the power parameters of the IMote2 were charac-
terized, the energy consumption of the IMote2 as a node in
a sensor network was found. This was done by triggering the
node randomly for 100 events while the power consumption
was monitored. These 100 events took 266.5 Seconds, and
resulted in an average power consumption of 1.261 mW.
The energy consumption of the IMote2 was found to be
0.336137 J as listed in Table 10.

Using the power parameters collected, the Petri net was
simulated until steady-state probability values were obtained.
This took about 10 minutes on a 2.80 GHz computer running
XP. Table 8 lists the transitions in the Petri net and the delays.
Table 9 lists the steady-state probabilities of the places for
the given transition parameters in Table 8. Equation (21)

Table 10: Results of actual system and petri net.

IMote2 execution time 266.5 sec

Average IMote2 power 1.261 mW

IMote2 energy usage 0.336137 J

Petri net energy usage 0.326519 J

Percent difference 2.95

was used to compute the energy consumption resulting from
these probabilities. As Table 10 indicates, the actual energy
consumed by the IMote2 and the energy predicted by the
Petri net vary only by about 3 percent.

Total Energy =
(

PWait ×
(

pWait + pTemp Place

)

+ PReceiving × pReceiving

+ PComputation × pComputation

+PTransmitting × pTransmitting

)

× Time.

(21)

6. Modeling a Sensor Node in
Wireless Sensor Networks

In this section, stochastic colored Petri nets are used to
model the energy consumption of a sensor node in a wireless
sensor network using open and closed workload generators
as shown in Figures 13 and 14. Generally, the behavior of
nodes in a wireless sensor network follows the same basic
pattern. First, a node in Idle or Stand By is “awoken” by either
an external event or a message from another node. This node
then proceeds to process the event or message that typically
involves some computation. The resulting information is
then transmitted to other sensor nodes or a centralized data
collector. Finally, the node moves either to Idle or Stand By if
no more events arrive for some time period. It then “waits”
for another event.

Unlike Markov models, the ease with which a Petri net
can be designed allows for complicated scenarios to be mod-
eled. Figures 13 and 14 describe Petri net models of a pro-
cessor capable of servicing multiple tasks. A colored Petri net
is capable of assigning numerical values or other attributes
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Figure 13: Closed system model of node in wireless sensor network.

to tokens to allow for enhanced decision making capabilit-
ies. The characteristics of a token can be checked, using
expressions called “local guards,” as the token is input to a
transition. Local guards can be used to allow or deny tokens
from activating a transition. For example, transitions DVS 1,
DVS 2, and DVS 3 have local guards associated with them
and the appropriate transition fires only if the token in its
input place (Execute) has a corresponding value of 1, 2, or
3 associated with it. This feature allows the model to simu-
late a DVS processor using a practical variable voltage sys-
tem where the processor stops executing while changing
operating parameters [5]. Tokens of different values result in
different execution speeds simulating the change in the oper-
ating parameters.

The Petri nets in this section model a system that services
jobs of a single type. As soon as a job is generated, a
token is placed in either place P0 for the closed workload
generator (Figure 13) or place Event Arrival for the open
workload generator (Figure 14). We use the processor and
radio parameters as given in Table 3 [13] for the iMote2
sensor platform to provide realistic analysis.

6.1. Energy Model Using a Closed Workload Generator.
Figure 13 demonstrates a stochastic colored Petri net (SCPN)
[22] model of a sensor node using a closed workload gen-
erator. The portion of the Petri net labeled “Workload Gen-
erator” generates the job events, while the portions marked
“Radio” and “CPU” refer to those respective components.

The system is composed of four states: “Wait,” “Receiving,”
“Computation,” and “Transmitting.” There are two states
associated with the CPU: “Sleep” and “Active.”

In addition, our model implemented based on TimeNET
utilize a feature called “global guards” to specify more
“global” conditions for the firing of transitions. We use global
guards in the forms of expressions at the transitions that
remove the need to provide connections using arcs. For
example, these conditions can be used to check for the num-
ber of tokens in a given place. This simplifies the drawing of
the Petri net significantly.

Simulation of the open workload Petri net given in
Figure 13 results in the movement of tokens as given below.

Global guards for the Petri net in Figure 13 are given in
Table 11.

The Petri nets in this section model a system that services
jobs of a single type. As soon as a job is generated, a token is
placed in either place P0 for the closed workload generator
(Figure 13) or place Event Arrival for the open workload
generator (Figure 14).

The system then moves from the “Wait” state to
the “Receiving” state using transition RadioStartUpDelay R
which simulates the time for the radio to start up. Once
the system is in the Receiving state, this allows the token in
Radio Jobs (Radio) to move to Listen. The Petri net begins
to simulate “Channel Listening” for an available communica-
tion slot. Thereafter, the radio proceeds to “receive” informa-
tion in the Communicate place, and after which, a token is
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Figure 14: Open system model of node in wireless sensor network.

deposited in the CPU Buffer for the purpose of awakening
the CPU for error checking the received packet. Any tokens
(jobs) in the Buffer cause the CPU to transition from the
Sleep state to the Active state.

If the CPU is Idle, the token moves from the place Buffer
to DVS Wait. The transition labeled DVS Delay simulates the
time for any overhead to execute a particular task. Finally, the
token moves to the Execute place to simulate the execution of
the job on the CPU. Depending on the value of the token,
either DVS 1, DVS 2, or DVS 3 is enabled. Once enabled,
the transitions will fire after fixed intervals that represent the
time to service the appropriate task. Thereafter, the CPU then
moves to Idle.

Once the CPU has “processed” the received packet, the
radio moves to an “idle” mode. The system then moves to the
Computation state. The token that was generated and placed
in TaskPerJob is moved to the Buffer and the CPU proceeds to
service the job simulating any computation required for the
event generated. The system then moves to the Transmitting
state using transition RadioStartUpDelay T to awaken the
radio, where the processed information is “transmitted” to
some base station using the same steps as for the Receiving
state. Finally, the state moves back to the Wait state. The
CPU Sleep/Active states operate independently of the system
states. The CPU is “woken” from sleep if any tokens are

placed in the Buffer; however, depending upon the CPU
PowerDownThreshold, the CPU may go back to “sleep”
during the communication stage. In which case, the CPU
may need to be woken up again.

The Petri net assumes that the radio is put to sleep
after the Transmitting state. However, between the Receiving
and Computation states the radio is idle. The Petri net
also assumes that the radio wake up cost is the same
whether the radio is awoken from sleep to active or idle
to active; RadioStartUpDelay R = RadioStartUpDelay T =
RadioStartUpDelay. We will present the simulation results
and analysis in Section 7.

6.2. Energy Model Using an Open Workload Generator.
Figure 14 demonstrates a stochastic colored Petri net (SCPN)
[22] model of a sensor node using an open workload
generator. This Petri net is very similar to the one with the
closed workload generator presented previously. Many of the
transitions and global guards given in Table 11 are also used
here. The three additional transitions unique to this model
are given in Table 12.

The main difference between the close model (see
Figure 13) and the open model (see Figure 14) is that events
arrive independently of the state of the system in the Petri net
given in the open model. When transition T0 fires randomly
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Table 11: Closed system model Petri net transition parameters.

Transition Type Delay Global guard

T0 DET AR (#Wait > 0)

RadioStartUpDelay R DET 0.000194 (#P0 > 0)

RadioTurnOn INST (3) — ((#Receiving > 0) ‖ (#Transmitting > 0))

Channel Listening DET 0.001 ((#Receiving > 0) ‖ (#Transmitting > 0))

Transmitting Receiving DET 0.000576 NA

Power Up Delay DET 0.253 (#Buffer > 0)

T3 INST (2) — (#Active > 0)

DVS Delay DET 0.05 NA

DVS 1 DET 0.03 dvs1 == 1.0 (Local Guard)

DVS 2 DET 0.01 dvs2 == 2.0 (Local Guard)

DVS 3 DET 0.081578 Comm == 3.0 (Local Guard)

T17 INST (3) —
((#Buffer == 0) && (#Idle > 0)

&& (#RJobsComplete == ComPackets))

T71 INST (2) —
((#Buffer == 0) && (#Idle > 0)

&& (#RJobsComplete == ComPackets))

T7 INST (1) — ((#Computation > 0) ‖ (#Wait > 0))

Task Delay Per Job DET 0.000001 #Computation > 0

RadioStartUpDelay T DET 0.000194
((#TaskPerJob == 0) && (#Buffer == 0)

&&(#Idle > 0))

T19 INST (3) —
((#Buffer == 0) && (#Idle > 0)

&& (#RJobsComplete == ComPackets))

Power Down Delay DET PDT ((#Buffer == 0) && (#Idle > 0))

Wait Transmitting INST (3) — (#Transmitting > 0)

Wait Begin INST (3) — (#Wait > 0)

using an exponential distribution, a token is deposited back
in place P2 and a new token is placed in place Event Arrival.
With a token in place P2, transition T0 can fire again at
any time. In order to assure that multiple but closely spaced
events each trigger a new system cycle, place Start Event and
transition T1 were needed.

As mentioned before, the ease of building Petri nets
allows one to simulate complex behavior. The Petri net in
Figure 14 describes just one particular scenario. Any varia-
tion of other scenarios can just as easily be simulated by slight
modifications to the Petri net. This flexibility and ease in
modeling a system can go a long way towards obtaining an
understanding of the system and hence exploiting power sav-
ing features.

Using the Petri net in Figure 14, the effects of the
Power Down Threshold of the CPU on the system can easily
be studied. The next section explores results obtained from
simulating the Petri net.

7. Energy Evaluation of a Sensor Node

Based on the Petri net models presented in the previous
section, this section evaluates the energy consumption of a
sensor node and discusses the potential applications of our
Petri net model. For all experimental results presented in
this section, we use our models to estimate the total energy
consumption for a time interval of 15 minutes unless speci-
fied otherwise.

7.1. Analysis Using Closed Workload. Figure 15 describes the
energy characteristics of a wireless sensor node with a closed
generator as Power Down Threshold increases. We aim to
use our model to address the question that was posed in
Section 1: what is the optimum Power Down Threshold that
yields minimum energy consumption in a wireless sensor
network?

In Figure 15, powering down the CPU immediately after
the computation does not result in the minimal energy
consumption, neither does always keeping the CPU active
achieve the optimal energy efficiency. The optimum energy
consumption of approximately 2432 Joules occurs at a
Power Down Threshold of 0.00177 seconds. This is a 35%
decrease in energy consumption that occurs when the CPU
is immediately powered down to a low power state. This
is also a 29% decrease in energy consumption that occurs
when the CPU is never powered down. Interestingly, it is no
coincidence that the minimal energy consumption occurs at
this point as will be illustrated.

In the closed model, all transitions are deterministic
including transition T0 for generating jobs as well as
transition Channel Listening. Although, the results of the
closed model are predictable, the results from this model can
be used to identify four classes of energy values due to three
boundaries that arise. These three boundaries delineate shifts
in energy consumption trends as Power Down Threshold
increases. The boundaries are generated because there are
three points in the system where the CPU can power
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Figure 15: Power down threshold versus energy requirement for a closed model with a job arrival rate of 1 event/second.

down after having been powered up. In other words, the
boundaries are the results of three different intervals in the
system where the CPU can power down after having been
powered up.

The first class of values are those associated when the
CPU is powered down after computation at a threshold less
than the sum of the least transition times between con-
secutive CPU usages. Hence, the system is required to power
up three times in one system cycle. From Table 11, this hap-
pens when Power Down Threshold < Tasks Delay Per Job
since this is the transition with the least time between con-
secutive CPU usages. The second class results when the CPU
powers down after some larger threshold and as a result is
required to power up twice during the system cycle. In the
third class, the CPU powers up once, and in the fourth class
the CPU powers up and never powers down again. Each will
be examined in detail in the following.

When Power Down Threshold is smaller than Tasks
Delay Per Job, that is, it is less than the time between the
Receiving and Computation states, the CPU powers down
and is then forced to power up 3 times per system cycle as
seen in Figure 16. The red depicts the CPU Power Up energy
cost, the green depicts the CPU Active energy cost, and the
aqua depicts the CPU Idle energy cost. The purple depicts
the radio energy costs.

However, when Power Down Threshold is larger than
Tasks Delay Per Job, then the CPU will not power down and
will not need to be powered up again between the Receiving
and Computation states. This deterministic transition deter-
mines how long the CPU remains idle between the Receiving
and Computation state. At this point, the CPU remains

Table 12: Open system model Petri net transition parameters.

Transition Type Delay Global guard

T1 INST (2) NA (#TaskPerJob > 0)

T2 INST (1) NA (#Wait > 0)

T171 INST (3) NA (#Wait == 0)

powered up between the Receiving and Computation states,
and as a result there is one less CPU power up.

Since Power Down Threshold is larger than Tasks Delay
Per Job, the CPU is powering down fewer times. Hence, the
time it takes to power up the CPU is being saved from the
cycle time as depicted in Figure 17.

Again, applying the same principal as above, select
the next minimum sum of transitions of deterministic
delays. From Table 12, this happens for RadioStartUpDelay
+ Channel Listening + Transmitting Receiving or the sum of
time when the radio is awoken, a wireless communication
slot found, and data is transmitted.

So when

Power Down Threshold > RadioStartU pDelay

+ Channel Listening

+ Transmitting Receiving,
(22)

the CPU now remains powered up between the Computation
and Transmitting states. There is no Power Up Delay in the
Transmitting state as shown in Figure 18.
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The final set of transitions between two consecutive CPU
usage requests are between the end of the current Trans-
mission state and the next Receiving state. This means that
when

Power Down Threshold > Job Arrival Rate

+ RadioStartU pDelay

+ Channel Listening

+ Transmitting Receiving,
(23)

the CPU now is always powered up. The CPU no longer
powers down between the end of the previous Transmitting
state and the next subsequent event.

The difference between this and the previous cases is that
Power Up Delay is no longer a factor. Power Down Threshold
is sufficiently large that the CPU does not power down after
it powers up for the first time between events for this arrival
rate as shown in Figure 19.

Each of these cases with the appropriate cycle times is
presented in Table 13.

As Table 13 indicates, a sudden shift in energy consump-
tion can be expected when

Power Down Threshold > RadioStartU pDelay

+ Channel Listening

+ Transmitting,

(24)

that is, Power Down Threshold > 0.00177 seconds. This
can be verified in Figure 15. When Power Down Threshold
is 0.00176 second, the system energy consumption is

Table 13: Power Down Threshold cases for a closed system and their
associated cycle times.

Power down threshold criteria
Delay

(second)
Power up

delays
Cycle time
(second)

=0 0 3 2.00254

>TDPJ 0.000001 2 1.74954

>RSUD+CL+TR 0.00177 1 1.49654

>AT+RSUD+CL+TR 1.00177 0 1.24354

3007.827 Joules. However, when Power Down Threshold is
set to 0.00177 second, the system energy consumption is
2431.95 Joules. This is a drop of 19.15% in energy con-
sumption just by increasing Power Down Threshold by
0.00001 seconds. This decrease in energy consumption
results from the fact that the CPU is powering up only once
per cycle as opposed to twice. The CPU is saving the heavy
Power Up energy penalty.

However, as Power Down Threshold continues to in-
crease, the system energy consumption increases steadily.
Upon closer inspection, the CPU Power Up energy remains
constant; however, it is the CPU Idle energy that contributes
to the overall increase in the system consumption. As
Power Down Threshold increases, the one Power Up penalty
is being avoided; however, the time the CPU is in the Idle
state is being increased and hence the greater system energy
consumption is.

This increase continues and even results in a maximum
energy consumption of 4501.96 Joules at a Power Down
Threshold of 1 second and then drops suddenly to 3429.92
Joules when Power Down Threshold increases by 0.00177
seconds. This abrupt change is, of course, due to the CPU
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remaining always on as opposed to powering down once
per cycle as indicated in Table 13. Although the CPU Idle
energy increased during this transition, the saving from the
heavy powering up penalty is sufficient to result in the system
energy consumption that is less than when the CPU was
powering down immediately after it finished computation or
when Power Down Threshold was zero.

We can also see how the tradeoff between the CPU Power
Up and Idle energy consumption of only one power up delay
results in the minimum energy consumption at a Power
Down Threshold of 0.00177 seconds. This is when

Power Down Threshold > RadioStartU pDelay

+ Channel Listening

+ Transmitting.

(25)

We can see from this exercise that powering down the
CPU immediately after it completes processing is not the best
solution. A careful analysis of the system parameters should
be conducted before deciding upon a Power Down Threshold
that will minimize overall energy consumption.

An interesting point to note is that as Power Down
Threshold is steadily increased, the Radio Active Energy
decreases. The reason for this is apparent because the energy
consumption of the Radio in the active state is the time
spent in the Receiving and Transmitting states. However, dur-
ing these states, after communication, the “received” packet
needs to be processed by the CPU for integrity checking
of the checksum. If the CPU has powered down by then,
the Radio needs to wait in an active state consuming the
active energy rate while the CPU powers up and then pro-
cesses the packet. This decrease in the RadioActiveEnergy
as Power Down Threshold is decreased is indicative of the
fact that the CPU is powering down fewer and fewer times

during each cycle, and as a result the Radio needs to spend
less time in an active state while the CPU powers up. When
Power Down Threshold increases to the point where the CPU
is always on, the energy consumption of 368.24 Joules is just
for the communication involved without the powering up
time overhead.

Although the cases where the system CPU moves from
powering up twice to only one time

Power Down Threshold > RadioStartU pDelay

+ Channel Listening

+ Transmitting Receiving
(26)

and powering up once to always staying on

Power Down Threshold > Arrival Time

+ RadioStartU pDelay

+ Channel Listening

+ Transmitting Receiving
(27)

can be clearly identified in Figure 15, it is a little harder
to identify the first case where Power Down Threshold >
Task Delay Per Job or 1e−6 Seconds. This is because Time
NET uses the float type and since it is a very small value
used during simulation, the value of the floating value and
the rounding error may have skewed the results of the simu-
lation.

By analyzing the closed model case, an understanding
of the internal workings of the Petri net and its resulting
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Figure 20: Power Down Threshold versus energy requirements of an open model for an arrival rate of 1 event/second.

behavior was obtained. This understanding can be applied
to the open model as well, however, while acknowledging
that the four cases in Table 13 are not as distinct for the open
model.

7.2. Analysis Using Open Workload. As Figure 20 shows,
having the CPU go to sleep immediately after processing
a task is not beneficial for this system either. This can be
seen when the Power Down Threshold is 1.00e − 9 seconds
or almost zero. The Power Up transitional energy to wake
the CPU becomes prohibitive. However, it is not beneficial
to always keep the CPU “on” either as indicated when
Power Down Threshold is five seconds or more. However,
when Power Down Threshold is approximately 0.01 seconds,
the energy requirement is approximately 2589 Joules which is
almost 55% less than the energy consumed when the CPU is
shut down immediately after every task. This is also less than
the energy consumed when the CPU is always on by almost
26%.

Figure 20 is not meant to present the minimum energy
level that can possibly be obtained, but this figure does
indicate the energy consumption in the four distinct classes.
Although Figure 20 is not plotted at even intervals of
Power Down Threshold, the energy trends seem to be rela-
tively smooth.

Except for transitions T0 and Channel Listening, all other
transitions are deterministic that fire after fixed intervals.
An exponential distribution was used for transitions T0 and
Channel Listening due to the random and sporadic nature of
these events. Assuming that the firing time of these exponent
transition can be treated as a random variable, this will
result in an average firing rate of (1/ArrivalRate). Since the
Channel Listening time is so small, it will be used as it is.

In the open model, transitions T0 and Channel Listening
fire randomly in the specified time interval as given by the
exponential distribution. A randomness is introduced that

Table 14: Power Down Threshold cases for an open system and
their associated cycle times.

Power down threshold criteria
Power up

delays
Cycle time
(second)

0 3 1.00254

>TDPJ 2 0.74954 (1.0)

>RSUD + CL + TR 1 0.49654 (1.0)

>AT + RSUD + CL + TR 0 0.24354 (1.0)

blurs the sharp boundaries in the energy consumption as
Power Down Threshold increases as was seen for the closed
model.

With open workload, there may not be a delay between
the current cycle and the next cycle because the transition
that dictates the arrival rate now fires randomly according
to an exponential distribution. As Figure 14 and Table 12
indicates after transition T0 fires, the token is returned back
to place P2 again which enables the transition again. T0 may
fire again immediately after it has just fired or it may fire after
waiting the full length of the interval. When T0 will fire will
be determined by the probabilistic nature of the exponential
distribution.

It is possible that when the system finishes servicing the
current “event” a new event is waiting for it. Therefore, there
is no Arrival Time delay between the current and the next
“event.” This can happen when the Arrival Time is less than
the Cycle Time minus the Arrival Time as was expressed
before. With an Arrival Rate of 1, event occurs every 1.0
seconds on average E[X] = 1/λ where λ is the Arrival Rate.
Table 13 can be used and the “Cycle Time” values can be
modified by removing the average Arrival Rate from the
original cycle times.

The cycle times have been adjusted in Table 14
to show the average cycle times of the system given
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Table 15: Power Down Threshold cases for an open system and
their associated down times.

Power down threshold criteria
Cycle time
(second)

Down time
(second)

0 1.00254 0

>TDPJ 0.74954 (1.0) 0.25046

>RSUD + CL + TR 0.49654 (1.0) 0.50346

>AT + RSUD + CL + TR 0.24354 (1.0) 0.75646

Power Down Threshold. However, it should be noted, that
since transition T0 fires every 1.0 seconds on average, when
Power Down Threshold is equal to 0, events are being gen-
erated at a faster rate than can be serviced as indicated by the
cycle time. The system is slightly saturated.

In the next three cases, the cycle time is shorter than the
average Arrival Rate implying that the average Arrival Rate
dictates how often events are serviced. In the latter three
cases, the system completes servicing the previous event and
waits for the next event to be generated. The length of the
time that the system waits in idle is given in the last column
“Down Time” in Table 15. In the closed model of the system,
since events always arrive after a fixed interval after the sys-
tem has completed servicing the previous event, the “Down
Time” is always 1.0 seconds. Unlike the closed model results
in Figure 15 where the minimum energy consumption

at the corresponding Power Down Threshold is apparent,
identification of this point for an open model system can
be challenging and can fall at a Power Down Threshold that
has not been simulated. The open model of the system pre-
sented in this paper contains only two transitions that use
exponentially distributed firing rate, and already their results
are unpredictable in terms of arriving at an expression to
analytically explain them.

If a larger combination of transitions using deterministic
and exponential distribution firing rates are used, the result-
ing outputs can be expected to be even more difficult to ana-
lytically derive. This indicates that Petri nets are a very
important tool in modeling and analyzing systems.

8. Modeling Wireless Sensor Networks

The Petri net models constructed for the sensor nodes can
also be used to create a network of sensors. TimeNET has the
capability of modularizing a Petri net so that a hierarchy of
Petri nets can be designed. For example, Figure 21 depicts a
sensor network composed of four nodes S1, S2, S3, and S4
with communication links as described. Slightly modifying
the Petri net shown in Figure 13 and substituting it for each
of the nodes the sensor network can be created as shown in
Figure 22. The filled-in box labeled Sensor 1 corresponds to
S1, and so forth. The box labeled LinkA 2 corresponds to
a Petri net simulating the distance link between S1 and S2
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which also incorporates bit error rate, propagation delay, and
channel availability.

Using this platform, the energy consumption of a wider
range of areas such as routing, network communications,
and even high level sensing applications can be modeled and
simulated. With such a detailed model from the physical layer
to the network layer, our platform allows for research that
require knowledge at all these levels such as energy-aware
cross-layer routing. In fact, this platform can be used for
almost an endless number of research areas.

9. Conclusion

Using stochastic colored Petri nets, this paper develops a
detailed and flexible energy model for a wireless sensor node.
The experimental results indicate that this model is more
accurate than the one based on Markov models. This is due
to the fact that a Markov model requires the modeled systems
have memoryless states. A wireless sensor node that relies on
time to dynamically change its power state does not satisfy
the Markov chain’s memoryless requirements. In addition,
the Petri net model is much more flexible than the Markov
model and can easily accommodate changes.

Further, in this paper, we have successfully demonstrated
using our model that immediately powering down a CPU
after every computation is not an energy minimal option and
nor is never powering down the CPU. However, using our
model, it is possible to identify a Power Down Threshold that
results in large power savings. Through this example, we were
able to show that our model is very useful and provides a
valuable platform for energy optimization in wireless sensor
networks.

The drawbacks of our Petri net model is that simulating
Petri nets can be computationally intensive and require rela-
tively long simulation time to achieve steady-state probabili-
ties. The models presented in this paper required between 10
and 15 minutes of simulation on a 2.8 GHz computer run-
ning Windows XP to stabilize. In comparison, evaluation of
closed-form Markov equations is almost instantaneous.
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Wireless sensor networks (WSNs) are considered as a suitable solution for long-time and large-scale outdoor environmental
monitoring. However, an important feature that distinguishes the WSNs from traditional monitoring systems is their energy
constraints. In fact, these nodes have often a limited and usually nonreplenishable power source. Therefore managing these limited
resources is a key challenge. In this paper we use an optimization scheme based on adaptive modulation and power control for
a green routing protocol. The optimization mechanism is subject to certain QoS requirements in terms of total end-to-end delay
time and bit error rate. The simulation results show that the proposed algorithm can, theoretically, reduce the consumed energy
of the sensor nodes almost to half.

1. Introduction

Wireless sensor networks (WSNs) are one of today’s most
interesting emerging technologies. WSN is made up of a
large number of inexpensive devices that are networked via
low-power wireless communications [1]. The development
of this attractive network has open many doors for a
several number of “new and exciting” applications, in which
flexibility, easy deployment, and configuration are important
properties. Amongst a diverse set of applications where WSN
can be used we can quote precision agriculture, environment
monitoring, fire detection, smart home, intrusion detection,
localization, medicine, and many others.

In addition, the wireless sensor networks are working
in ad hoc fashion. The self-configuring, self-healing char-
acteristics make a WSN autonomous wireless network, and
therefore allow them a great advantage in a large number of
situations.

A large number of WSN applications are composed of
stationary nodes. These nodes transmit the collected data at
relatively low rates, with a focus to route the data to a central
base station.

However, one important feature that distinguishes sensor
networks from traditional monitoring systems is their nonre-
plenishable energy, where the sensor nodes are battery-power
limited.

It is commonly accepted that the main design goal in
wireless sensor networks is the reduction of energy costs.
In fact, energy efficiency is an important point emphasized
in the vast majority of relevant publications, since energy
reserves are usually considered to be finite.

Energy consumption can be affected by all layers of the
network, ranging from physical to application layer. Several
energy management strategies have been investigated of a
WSN [2–6]. The main works focus on efficient topology
design (tier layer networks versus flat network) [2], link
adaptation [3], energy-efficient MAC [4], energy-aware rout-
ing protocol [5], or suitable power preserving physical layer
(by using green modulation and power control) [6].

However, this traditional layer-wise approach leads to
independent design of different layers and results in higher
margins. Interesting approaches, called cross-layer, have
been proposed to improve the whole network performance.



2 Journal of Computer Networks and Communications

Sleep Sleep

Synch

Active mode TX/RX Active mode TX/RX

Ttx Ttr
Ttx Ttr t

Figure 1: Flexible duty-cycling process.

Su and Lim [7] are the first who proposed a cross-layer design
and optimization framework, by providing experimental
results and analysis. The research done by the authors shows
promising results, and they strongly recommend cross-layer
design as a new methodology for designing and optimizing
the performance of future wireless networks.

The main idea behind the cross-layer design is the trans-
parency behavior between two or more layers. The interac-
tions and information exchange between various protocol
layers can achieve, generally, a good network performance.

In this paper we study design of a joint power and
the adaptive modulation scheme applied to a green energy
routing protocol. In addition, the proposed scheme used
a suitable power-saving MAC protocol with a sleep mode
mechanism.

The remainder of this paper is organized as follows.
In Section 2, several efforts on energy-related aspects at
different layers in WSNs are addressed. The Section 3 deals
with the proposed cross-layer assumptions and network
configuration. The Section 4 gives the mathematical for-
mulation of the proposed algorithm. Section 5 provides
numerical evaluations using the random WSN topology as
well as realistic node circuit sensor models to confirm our
analysis. We consider first energy-efficient communication
over a single communication link between the nodes. Multi-
hop routing will be analyzed using energy efficient routing
protocol. Finally Section 6 concludes the paper with some
direction for future works.

2. Related Works

Mainly, the sensor energy can be spent in two categories:
(1) the device consumption and (2) transmission energy
consumption. Even if the power consumption of wireless link
represents approximately 70% of the total power in a sensor
network, we take into consideration the hardware (or circuit)
energy consumption [8]. To optimize the communication
power consumption, much work has been conducted either
for PHY, MAC, or routing layer. In this section we define
the main areas where the sensor energy consumption can be
reduced.

2.1. Energy-Aware Physical Layer Protocols. At the physical
layer, the modulation and the power transmission are the
main adjustment parameters for an energy efficiency com-
munication. One of the pioneering works on energy-efficient
modulation has been presented in [9]. The authors focused

only on minimizing the energy consumption of transmitting
one bit.

The modulation scaling (which exhibits benefits similar
to those of voltage scaling) has been also presented. In [10]
an adaptive modulation scheme for WSN with an Additive
White Gaussian Noise (AWGN) channel has been investi-
gated.

Link adaptation can also achieve a good performance in
terms of energy saving in WSN. The results have shown that
the link adaptation can improve the performance of such
networks [11].

2.2. MAC Protocols. Many energy efficiency MAC protocols
have been proposed in literature. One of the primary
mechanisms for achieving low-energy operation in energy-
constrained WSNs is duty cycling [12].

In these approaches, each sensor node periodically cycles
between an active state and a sleep state. Key parameters that
characterize the duty cycle include sleep time, wake time, and
the energy consumed during the active state and the sleep
state. The period of a duty cycle is equivalent to its sleep time
plus the active time. On the basis of this reduced duty cycle
several protocols have been analyzed (S-MAC, B-MAC, RI-
MAC, X-MAC, and T-MAC).

Figure 1 shows the duty cycle mechanism, and the com-
municating nodes are synchronized with one another.

For this purpose, we use the system model according
to a flexible duty-cycling process utilized in practical sensor
devices.

Each node is at any time in one of three different states:
active (transmitting or receiving), sleeping (not communi-
cating), or transient (powering up from sleep to active).

We denote Ttr as the transient mode duration consisting
of the switching time from sleep mode to active mode. This
model will be adopted in this work.

We should take into consideration that the circuit
power consumption is dependent on the modulation order.
However, this power is different for each of the three states.
When the node is transmitting (i.e., active mode), the total
power consumption is found as the sum of the transmission
and circuit power consumption.

In addition we note that Tac is a key factor in choosing
the energy-efficient modulation, since it directly affects the
total energy consumption as we will show later.

2.3. Routing Protocol. Routing problems are usually consid-
ered to be the core of wireless sensor network design. How-
ever, in most application scenarios, WSN nodes are powered
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by small batteries, which are often in practice nonrecharge-
able. Therefore, a good routing protocol should be able
to select the routes that consume minimal global energy.
Hence, a software solution which combines cross-layer and
energy-aware system design to increase energy efficiency is a
promising way worth exploring.

A plethora of routing protocols has been developed for
WSNs and can be studied in detail in [13]. One reason
for such a huge number of protocols for WSNs is that
such networks are application specific, and a particular
routing protocol can only satisfy a class of WSN application
requirements. The shortest path and min-energy algorithm
are a typical WSN routing policy.

In [14], the authors have studied network life time maxi-
mization of WSN through joint routing and sleep scheduling.
The authors tackled the problem by transforming the non-
convex optimization routine into a special form of signomial
program (SP). The problem is then solved through an IGP
algorithm. Their proposed algorithm drastically outperforms
the performance of optimal iterative separate routing and
sleep scheduling method by an average of 29% over a large
range of traffic rates.

Yanwei et al. proposed an energy-efficient wake-up sche-
duling for data collection [15]. They have also proposed an
efficient method to construct energy-efficient data gathering
tree, whose energy cost and time span of the scheduling are
both within constant times of the optimum.

In [16], the authors have formulated the joint routing
and power control problem in wireless multihop networks as
a markov decision process. On the basis of the factorization
of the state transition probability, the authors derived a dis-
tributed computation method for finding the optimal policy.

3. System Model and Assumptions

Our work has been informed and influenced by a variety of
other research efforts [1, 3, 6, 8, 10, 12]. There are various
proposals in the area of power management, mostly validated
either using theoretical analysis or simulation.

In this work, we extend our previous work [8], to
provide, optimize, and analyze a cross-layer energy efficiency
model by jointly considering routing (maximum remaining
energy routing protocol), MAC, physical layer, and device
energy consumption. The works presented in [3, 6, 8, 10]
(physical layer), T-MAC (MAC layer), will be combined and
applied to a randomly generated multihop route in a network
of a given size and density; that is, the nodes in a multihop
route will be configured so that the total energy consumption
is minimized, subject to QoS requirements.

It is demonstrated that among various sinusoidal carrier-
based modulations, the noncoherent M-ary frequency shift
keying (NC-MFSK) is the most energy-efficient scheme [6].
Therefore, this modulation scheme was selected in this work.

Our aim is to develop an energy efficiency algorithm for
WSN over multi-hop route. The route is selected based on
the battery energy levels of each node. Each node uses a
modulation scaling and dynamic power transmission. The
both parameters are able to vary dynamically depending

on the QoS requirements (in terms of maximum end-to-
end delay and BER, bit error rate). In order to solve it, we
proposed a scenario with the following characteristics.

(i) The underlying wireless sensor network is going to be
modeled as multi-hop communication paths. In each
path, N sensor nodes will be involved.

(ii) Each node has the possibility of being part of several
paths at the same time. Therefore different nodes will
have more energy consumption per unit of time than
others.

(iii) Each node has several parameters. Most important
parameters in our analysis are node remaining ene-
rgy, modulation order, and transmission power.

(iv) Packet of size Q is going to be transmitted from the
sensor to sink with a given end-to-end latency con-
straint.

(v) The inference among nodes is assumed to be solved
by a synchronized T-MAC layer protocol.

(vi) We selected the NC-MFSK modulation scheme.
However the research made can be easily extended to
other modulation schemes.

4. Problem Formulation

We consider a communication link between adjacent nodes.
So that the analysis reflected in the best reality, the theoretical
energy consumption models in the transmitter and receiver
nodes along the route, for both communication and hard-
ware consumed energy, are taken into account.

4.1. Radio Link Model. The wireless channel model between
the sensors is assumed to be Rayleigh flat fading with path-
loss, which is a feasible model in static WSNs [6].

We denote the fading channel coefficient correspond to
the transmitted symbol i as hi where the amplitude |hi| is
Rayleigh distributed with probability density function given
according to

f|hi| =
2r
Ω

exp

(
−r2

Ω

)

, r > 0, (1)

where

Ω = E
[

|hi|2
]

. (2)

When transmitting over a ith link with transmission
power Ptx the received signal power, Prx, is given by

Prx,i = Ptx,i

G1dηMl
, ∀i, (3)

where d is the separation distance, G1 is the gain factor at
d = 1 m, which is calculated by

G1 = 10 log10

(
(4π)2

GtGr(λ)2

)

. (4)
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η is the path loss exponent, and Ml the link margin, which
are all assumed to be the same for all hops.

The corresponding average signal-to-noise ratio SNR (γ)

γ = Ω

G1dηMl

Ptx
2σ2B ·Nf

, (5)

where Ptx,i is the energy of the transmitted signal, B is
the system bandwidth, σ2 the power spectral density of the
AWGN on the channel, and Nf the receiver noise figure. The
measured SNR indicates the quality of a single wireless link.

4.2. Modulation Scheme. Actually the two schemes are play-
ing different and complementary roles while the M-ary
quadrature amplitude modulation M-QAM provides better
spectral efficiency, and M-ary frequency shift keying the
M-FSK assures power efficiency. The Noncoherent M-FSK
(NCMFSK) with a small order of constellation size M has
been considered the most energy-efficient modulation in
WSNs over Rayleigh and Rician fading channels [6].

In addition, using MFSK appears to be the most attractive
solution for sensor networks as it is the modulation scheme
that requires the least circuit complexity and apart from that
increasing M-ary results in small SNR and thus less-required
transmitted power needed for a given SER. On the Basis of
this criterion, NC M-FSK has been selected in this work.

It is shown that the bit error rate BER, Pb, conditioned
upon γi of a M-ary FSK is obtained as

Pb
(
γi
)=

∫∞

0
uI0

(√

2γiu
)[

1−
(

1− e−u
2/2
)M−1

]

e−(u2+2γi)/2du,

(6)

where I0(x) is the zeroth-order modified Bessel function. The
average SER of NC-MFSK is given by

Ps =
∫∞

0
Ps
(
γi
)
fγidγi. (7)

It is shown that Ps is upper bounded by

Ps ≤ 1−
(

1− 1
2 + γ

)M−1

. (8)

Since it aims to obtain the maximum energy consumption,
we approximate the above upper bound as equality:

γmin ≈
[(

1− (1− Ps)
1/(M−1)

)−1 − 2
]

. (9)

Combining (7) and (12) yields the expression for the req-
uired transmission power using modulation order M over a
link:

Ptx ≈
[(

1− (1− Ps)
1/(M−1)

)−1 − 2
]

· G1dηMl2σ2B ·Nf

Ω
.

(10)

4.3. Total Energy Consumption. As we described earlier, the
energy consumed of the transmitter nodes is caused by
two sources: one part is due to the RF signal generation,

which mostly depends on choosing modulation and target
distance and therefore on the transmission power Ptx. A
second part of consumed energy (called Phr) is due to the
hardware electronic components (filters, frequency synthesis
and amplifiers. . .).

In this work, we used an energy consumption model
for a generic (canonical) packet-based node-to node wireless
communication link. Although there are extensive assump-
tions and validations of these models by measurements in
various scenarios, this is beyond the scope of this work.

Since sensor nodes in a typical WSN are densely deploy-
ed, the distance between nodes is normally short. Thus, the
total circuit power consumption, defined by Phr = Pct +
Pcr, is comparable to the RF transmit power consumption
denoted by Ptx, where Pct and Pcr represent the circuit power
consumptions for the transmitting sensor and receiving
node, respectively.

To modeling the Phr, we use the similar model described
by Abouei et al. [6]. The optimum NC-MFSK demodulator
consists of a bank of M-matched filters, each followed by an
envelope detector. For the sensor node with the NC-MFSK
modulator, we denote the power consumption of frequency
synthesizer, filters, and power amplifier as PSys, PFilt and
PAmp, respectively. In this case

Pct = PSy + PFilt + PAmp. (11)

For transmitting circuit’s part, we considered that the
circuit consumption is depending on the modulation order.
In other words, an increase of modulation order yields an
increase of power consumption of node circuit. In addition,
we assume that the receiving node uses a low-noise amplifier
(LNA), which is generally placed at the front-end of an RF
receiver circuit, an intermediate-frequency amplifier (IFA),
and an ADC, regardless of type of deployed modulation.
Thus, denoting PLNA, PFilt, PED, PIFA, and PADC denoting
power consumption of LNA, filters, envelope detector, IF
amplifier, and ADC, respectively, the circuit power consump-
tion of the node is given by

Pcr = PLNA + M · (PFilt + PED) + PIFA + PADC. (12)

In addition, it is shown that the energy consumption during
transit time (Ttr) is obtained as Ptr = 2Psyn.

4.3.1. The Peak Power Constraint. The nodes are peak power
limited, that is, the instantaneous power that can be drained
from the batteries is limited by the constraint PMax. The peak
power constraint PMax limits the total power consumption in
each node, since (1 + α)Ptx + Pct ≤ PMax is required. For a
given modulation order M, the output transmission power is
then limited as follows:

Ptx,max = PMax − Pct

(1 + α)
∀i, (13)

where factor α = 1/ζ − 1 depends on the drain efficiency ζ of
the RF power amplifier and the peak-to-average power ratio
(PAPR) ζ of the transmitted signal as described in [6].
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Figure 2: Selection for the route based on maximum-minimum
available-energy routing protocol.

4.3.2. Active Transmitting Time. The time duration of the
transmission of one packet of length Q bits (including all
headers) can be modeled as

Tact = QM

B log2 M
, ∀i, (14)

where B is channel bandwidth.

4.3.3. Link Energy Consumption. The total energy consump-
tion for a packet transmission over the ith hop can now be
expressed as

Ei = Tact,i
(
Phr + Ptx,i

)
+ TtrPtr. (15)

Ei, Tact, Pc, and Ptx are all functions of the modulation order
M For easy writing, and this dependence will not be indicated
explicitly.

4.3.4. Route Selection. To this point, we have simply assumed
that a reliable path from source to sink has been found,
without discussing how. Let us consider a source node try
to forward the collected data to the sink node, and let us
assume, without loss of generality, that there are N disjoint
routes from source to sink (see Figure 1). Each route Ri,
i = 1, . . . ,X contains intermediate nodes ni j (1, . . . ,N). Let
us call ξi j , with 0 ≤ ξi j ≤ 1, the relative residual energy
of node ni j . The available energy Ei on route Ri is the
lowest energy level of all nodes forming this route, that
is, Ei = min (ξi j). Maximum-minimum available-energy
routing selects the route with maximum Ei, that is, route Rk

whose k satisfies

k = argmax
1≤i≤N

⎧
⎨

⎩
min

(

ξi j
)

1≤i≤N

⎫
⎬

⎭
. (16)

The route that has maximum-minimum available power is
preferred. Using (16), the total available energy is calculated
by summing the PAs of each node along the route. On the
basis of this approach, route (B-A) is selected in Figure 2.

4.3.5. QoS Requirements. The QoS requirements are given
per end-to-end packet transmission, in terms of the maxi-
mum allowed delay Tmax and Pb. The total transmission time
is calculated as the sum of the transmission and transit times
for all nodes. In addition, there might be a queuing delay
at each node, denoted Tq,i i = 1, 2, . . . ,L. If no other traffic
exists on the route, and all processing and buffering delays
associated with the forwarding of the packet are ignored.

This assumption is made in [17] and will be adopted
here. Although this assumption is not possible to fulfill in
an implementable system, it does provide a theoretical upper
performance bound.

For an end-to-end delay constraint Tmax, a valid configu-
ration must satisfy

Ti =
L∑

i=1

(Tact + 2Ttr) ≤ Tmax (17)

The probability for a successful end-to-end transmission
over L hops can be found as the product of the probability for
successful transmission for each hop, assuming that bit error
events are independent between the hops; that is, a decode-
and-forward scheme is used. The following product must be
satisfied:

L∏

i=1

(1− Pi) ≥
(

1− Preq

)

. (18)

The dedicated time to share key information between nodes
such as a routing protocol mechanism, remaining node’s
energy, and so forth could be transmitted during a fixed
time called Toverhead (i.e., packet headers). Since this time is
constant and not functions of any variables, it can be ignored
for purposes of optimization.

4.3.6. Optimization Algorithm. We consider a communica-
tion link between adjacent nodes. So that the analysis could
reflect the best reality, the theoretical energy consumption
models in the transmitter and receiver nodes along the route,
for both communication and hardware consumed energy, are
taken into account. Consider

Given : L,di j ,Tmax,Pb

Find : ptx,opt, bopt

Minimise : Etot =
L∑

i=1

QM

M log2 M

(
Phr + Ptx,i

)
+ 2TtrPt

(19)

subject to:

L∑

i=1

(Tact + 2Ttr) ≤ Tmax, (20a)

γi ≥ γmin ∀i (20b)

Ptx,i≤ Pmax ∀i (20c)

ξ1 > ξ2 > ξ3 · · · > ξL, (20d)
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where di j , is the distance between the nodes i and j. Tmax

is the end-to-end delay requirement, as we explain in the
next subsection, which is imposed on the whole path as a
constraint. Pb is the required BER, and this parameter is also
imposed on the whole path as a constraint. L is the route
length. ξj is the function of the current residual energy of
node j.

The first expression gives the total energy consumption
for each transmitting packet over all accessible routes
(described by (15)). The inequality (20a) ensures that the
packet should transmit through the route with minimum
time Tmax, while Tact is the individual transmission time of a
node. It should be noted that, in some sensor network appli-
cations, the latency is very crucial (monitoring, risk, or fire
detection). The third expression is the SNR constraint which
is proportional to the BER constraint (9). The third one is the
SNIR constraint which is proportional to the BER constraint.

The 4th line of (20c) means that each node transmits
with an adaptive power which is less than a certain fixed
power Pmax, where Pmax is the peak power constraint that
limits the total power consumption in each node (given in
(13)). The 5th line of (20d) denotes the energy consumption
of a node as a function of remaining energy (from rich node
to poor node).

The immediate solution for finding the optimal modu-
lation for each node is to study all possibilities and then to
determine the optimal modulation order. However, it is very
expensive in processing time to find the optimal modulation
by the examination of all possibilities. As solution which is
more efficient consists of finding the optimal modulation
of each node that respect all constraints without processing
all possibilities. Therefore, suboptimal solution by using a
greedy algorithm has been adopted to resolve the system of
(19).

5. Simulations Results

In this paper, we assume that each node is stationary and
knows its location via GPS or other localization services.
Localization is a basic service essential for many applications
that need to know the physical location of sensor readings.
We also assume that radios can adjust their transmission
power and modulation order. For example, the Chipcon
CC1000 radio can vary its transmission power between −20
dbm and 10 dbm. RPAR is designed to work with existing
simple CSMA/CA protocols such as the T-MAC protocol in
TinyOS.

5.1. Route Selection. We evaluate the performance of the
algorithm for dense WSN network. Therefore, we deployed
100 nodes over a flat square area of 100 m× 100 m according
to a uniform distribution. In order to represent a realistic
multihop WSN network, an exponential distribution of
node’s remaining energy is used.

Compared to the far-away nodes, the nodes close to the
sink use often their energies to relay the data. With the times,
these nodes drain overall energy. An exponential distribution
of energy consummation of a multi-hop path can represent

Table 1: The summarizes the system parameters for the simulation.

Parameter Value

Pmax 100 mW

G1 30 dB

η 2

Ml 40 dB

α2 −174 dBm/Hz

Nf 10 dB

B 62.5 Khz

Q 1024 ∗ 8 bit

ζ 0.35

Ω 1

PEd 3 mW

PSyn 10 mW

Pfil 3 mW

PADC 7 mW

PLNA 9 mW

PIFA 3 mW

ttr 5 μs

perfectly this scenario. To alleviate this responsibility, the
other nodes should help to balance the expenses of the
energy.

For our routing protocol, we use the maximum-mini-
mum available-power scheme (Section 4.3.4). First, the
energy was assigned to all nodes (using an exponential distri-
bution). The second step is to find all possible routes between
a node and the sink. From these founded routes, we chose
the path that respects (16). The selected green route will be
selected for our simulation. So, at this step, the data trans-
mitting node have all the information about the number of
hops, and the selected intermediate nodes relay the data.

5.2. Case of Single-Hop Communication. First, we present
some numerical results to evaluate the energy efficiency for
single hop. The system described has been simulated taking
as a reference IEEE 802.15.4 standard in order to make a
realistic choice of the simulation parameter values. For this
purpose, we assume that all modulation schemes operate in
B = 65.5 KHz and the f0 = 2.4 GHz Industrial Scientist and
Medical (ISM) band has been utilized for WSNs. According
to the Federal Communications Commission (FCC 15.247
RSS-210 standard) for United States/Canada, the maximum
allowed antenna gain is 6 dBi [7]. In this work, we assume
that Gt = Gr = 5 dBi.

To gain more insight to the above optimization problem,
we use a specific numerical example with the simulation
parameters summarized in Table 1 (for more details on the
simulation parameters, we refer the reader to [6] and its
references.). In addition, we assume the end-to-end bit error
probability of the route is Pb = 10−3 and path loss exponent
η equal to 2.

Figure 3 shows the consumed energy over single-hop
communication, in terms of energy per bit, as function of
modulation order and hop length, for hop lengths 1–50 m,
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Figure 3: Energy Ei for single-hop transmission as function of
modulation order b (b/symbol) and hop length.

modulation order 1–8 bits/symbol, and target BER 10−3. The
dark-blue area below the sharp threshold marks the region
for which no valid configuration exists, due to the peak-
power constraint.

From this figure, we can see that when the transmission
range increases the required energy to transmit a bit increase,
this seems evident. However, if we increase the modulation
order this would waste valuable energy for transmission
over shorter distances, where a higher modulation is higher
energy consumption. This important point will be useful in
multihop scenario. Generally speaking, the optimal config-
uration for each hop is found as the best tradeoff between
saving circuit energy at the cost of transmitting energy, and
vice versa.

5.3. Case of Multihop Communication. The solution found
in the Section 5.1 is encouraging; we analyze the impact of
our algorithm in the case of a multihop. We select one of the
routing algorithms given in Section 4.3 for the global study.

The problem is to find the optimally modulation order of
each node to balance the consumed energy between all nodes
across route without violating the end-to end mean latency
and packet loss constraints of the application. This should,
naturally, take into account the remaining battery level for
each node.

The simulation analises end-to-end packet transmissions
over multihop route. The folloing three important optimiza-
tion schemes are investigated:

(i) fixed modulation order (fixed rate) with a fixed trans-
mission power,

(ii) variable rate (variable modulation order) with a fixed
transmission power,

(iii) variable rate (variable modulation order) with a vari-
able transmission power.

For basic comparison we first evaluate the impact of
route length on the performance of each optimization
scheme.
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Figure 4: Simulation results for multihop communication averaged
over 1000 runs.

Averaging the results over a large number of iterations
gives a better picture of the system’s performance. Hence,
we use a Monte Carlo simulation with (the simulation was
evaluated for 1000 times) and varying the rough lengths from
2 to 5.

First of all, the simulation results show (Figure 4) that the
adaptive schemes can give huge energy savings. As one might
expect, transmitting at a fixed rate with maximum power
yields the largest energy consumption. For a route length
of 4 hops, the results show that, by allowing power control
(channel inversion), 37% of energy savings per bit can be
obtained over fixed rate and fixed transmission power.

However, the system can achieve up to 49% by using
adaptation modulation and power control. The variable rate
(variable modulation order) with a variable transmission
power adaptation scheme yields 19% of energy savings
compared to a fixed rate with power control.

5.4. Impact of Delay Constraint. We have seen that the trans-
mitting at high modulation order requires high consumed
energy compared to transmission with a low order of
modulation. The problem does not arise if there is not end-
to-end delay constraint (the user simply transmits with a low
modulation order). So it seems important to see the impact
of end-to-end delay on the performance of the system.

Figure 5 shows the results of a number of simulations,
where the delay constraint has gradually increased, while
all other parameters are kept the same (Pb = 10−3, and
number of hop = 5). The fixed-rate modulation was fixed
to b = 2. Form the same figure we note that setup error
(where there is not solution or when the constraints are not
respected) is much smaller for adaptive modulation than
fixed modulation. However, when the time delay constraint
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Figure 5: The impact delay constraint on the performance of the
system.

increases, the error decreases in both cases. After delay
constraint over 500 msec, the error setup becomes zeros.

6. Conclusion

The idea behind the energy-efficient wireless sensor networks
is that each node can only transmit to a limited number of
other nodes directly. The limited resources of nodes imply
that the transmission range is limited. In order to transfer
the data to the final destination, the traffic must be relayed
using intermediate nodes, creating a multihop route. The
total energy consumption associated with an end-to-end
transmission over such a route can be significantly reduced
if the nodes are correctly configured.

In this work, we investigate on the route optimization
problem for wireless sensor networks from the energy
management perspective. Our goal is to adapt all routes in
the networks to transmit the data from the node to the
sink with the best energy performance. This is calculated
according to certain quality of service (QoS) in order to
provide an energy-efficiency routing strategy.

The simulation shows that we can reduce the consumed
energy of a route up to 49% if the node selects the optimal
transmission and modulation order.
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Despite the well-known advantages of communication solutions based on energy harvesting, there are scenarios where the absence
of batteries (supercapacitor only) or the use of rechargeable batteries is not a realistic option. Therefore, the alternative is to extend
as much as possible the lifetime of primary cells (nonrechargeable batteries). By assuming low duty-cycle applications, three power-
management techniques are combined in a novel way to provide an efficient energy solution for wireless sensor networks nodes or
similar communication devices powered by primary cells. Accordingly, a customized node is designed and long-term experiments
in laboratory and outdoors are realized. Simulated and empirical results show that the battery lifetime can be drastically enhanced.
However, two trade-offs are identified: a significant increase of both data latency and hardware/software complexity. Unattended
nodes deployed in outdoors under extreme temperatures, buried sensors (underground communication), and nodes embedded
in the structure of buildings, bridges, and roads are some of the target scenarios for this work. Part of the provided guidelines can
be used to extend the battery lifetime of communication devices in general.

1. Introduction

Energy harvesting has been an intensive research area in
wireless sensor networks (WSNs). However, for many impor-
tant WSN scenarios, such energy option is not feasible, and
specific power-management strategies are necessary for WSN
nodes that are powered by nonrechargeable batteries. For
instance, when extreme temperatures are involved, the
charging process of rechargeable cells is strongly impacted,
as empirically demonstrated in our work. The behavior
observed in Figure 1 for a specific node was repeated by many
others and the network was impacted for many periods of
consecutive days.

Also, buried nodes used in wireless underground sensor
networks [1] and nodes embedded inside the walls of build-
ings [2], in the roads, or in the internal structures of a
bridge, typically cannot employ rechargeable cells. On the
other hand, when nonrechargeable batteries (or primary
cells) are considered for WSNs, a high operational cost is

usually expected [3]. This is typically the case even for very
low duty-cycle WSN applications. Two design areas can be
exploited in order to increase the lifetime of a battery in this
scenario: networking protocols and power management. The
focus of this work is on the latter area. More specifically, after
analyzing several current WSN node designs, we systema-
tically identified three power management aspects that allow
a significant extension of the battery lifetime.

After implementing a customized WSN solution follow-
ing the techniques proposed in this work, we observed that
the battery’s lifetime can be enhanced to almost 300% for
some cases. More specifically, when the role of a WSN node
is just taking and transmitting few measurements per day,
the battery exchange will realistically occur closer to its age
limit, typically between 5 to 10 years. With such results, a new
generation of WSN applications for low-cost and unat-
tended nodes becomes a reality. However, a trade-off to be
considered is the increase on the high software/hardware
complexity. Although the proposed techniques are tailored
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to some classes of WSN applications, some of the design
principles in this work can still be considered for generic
WSNs and ultra-low-power devices in general.

The rest of this paper is organized as follows. In Section 2,
the power-gating technique is investigated for the WSN
domain. In Section 3, another power-management strategy
for WSN nodes powered by nonrechargeable batteries is
presented: the avoidance of voltage regulators while the WSN
node is sleeping. In Section 4, the design of a basic power-
matching circuitry for WSN nodes, based on supercapaci-
tors, is presented. Analytical and empirical results combining
the 3 techniques are discussed. In Section 5, a comparison
between our approach and traditional power-managment
techniques is presented. The paper is concluded in Section 6.

2. Power-Gating Technique

In this section, the power-gating technique is compared with
the conventional power-saving approach. Next, the novel
concept of leakage gating is introduced as an extension of the
power-gating technique for any interconnection line that can
potentially allow leakage current while a module is inactive.

The power-gating technique applied to WSNs has been
proposed as a way to save energy for both active and sleep
modes of a device [4]. Such technique is basically the intro-
duction of an electronic switch between an electronic module
or chip and the power-supply line. Typically, a power gate
is implemented by a PMOS or NMOS transistor for cutting
the ground or power lines, respectively. Therefore, it is pos-
sible to temporarily shut down blocks of circuitries that are
not in use. For instance, while the sensor node is taking mea-
surements usually, the radio transceiver is not required and
it can be turned off.

Although the majority of the modules in a WSN node
have some sort of standby pin (sometimes called shutdown
or power save), such control typically cannot effectively
switch off all the internal circuitries of the module. In

general, the quiescent current for the power-saving mode
is small but still higher than 1 μA. The main reason why
manufacturers usually do not adopt a power-gating solution
is simple: using power-saving, the module can quickly return
to normal operation as soon as the standby pin returns to
disabled mode. However, if the delay caused by completely
turning off/on a device (e.g., 1 s) is not so critical for a given
WSN application, an impressive energy reduction can be
achieved by means of power-gating. This technique can be
implemented externally to the module provided that the
module does not have this functionality, as illustrated by the
switches SWA, SWB, and SWC in Figure 5.

2.1. Simulation Analysis. To highlight the significant energy
reduction achieved with the power-gating (PG) technique,
a simple architecture for a WSN node is considered. This
node is formed by a processor, a sensing module, and a radio
transceiver. It periodically wakes up, performs some pro-
cessing (1 s), takes measurements (5 s), sends/receives data
to/from the sink node (3 s), performs more processing (1 s),
and finally sleeps again. Two scenarios are compared: (a)
the power-saving technique, that is, the use of standby/sleep
pins already available at the sensing and radio modules, and
(b) the power-gating technique, implemented externally. It
is assumed that the power source (e.g., batteries) is directly
connected to the devices, that is, no additional loss due the
existence of a voltage regulator or DC-DC converter. The
values for the power consumed in each task/state are shown
in Table 1. These values are typical ones based on off-the-
shelf analog switches and modules used in WSN nodes.

In this simulation, we compare the total energy con-
sumption levels for a 24 h period when different application
duty cycles (expressed as number of measurements per day)
are considered, as shown in Figure 2. Note that, for the scope
of this work, we disregard the network impact on the energy
consumption. In Figure 2, the total energy consumption per
day for the power-saving mode can be inferred as the sum
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Table 1: Typical power profile for a WSN node.

MCU Sensors Radio

Active (regular operation) 5 mW 30 mW 350 mW

Inactive (power saving) 2 μW 5 μW 20 μW

Inactive (power gating) 2 μW 1 μW 1 μW
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Figure 2: Energy consumption of a WSN node in an ideal scenario for different application duty cycles. Modules not being used are disabled
using two techniques: power-saving and power-gating.

of the active and the inactive (power-saving) values. For the
power-gating mode, similarly it is the sum of active and the
inactive (power-gating) values.

As shown in Figure 2, as the frequency of measurements
increases, the active energy also increases, as expected. Simi-
larly, the inactive mode energy, corresponding to the inter-
vals when the node is sleeping or has some of its modules
disabled, must decrease when the number of cycles increases.
Although this is true, Figure 2 does not clearly show this
fact because such variations are very small compared to the
active energy. Such observation also give us the intuition that
the proposed PG technique does have a great impact on the
energy when the duty-cycle goes beyond a certain point.

The most important aspect to highlight in this simula-
tion is the significant energy reduction achieved with the
power-gating technique. When an extremely low duty-cycle
is considered, such as 0.02%, which corresponds to 2 mea-
surements per day in Figure 2, such reduction is close to
76%. As the application duty-cycle increases, the advantages
of the power-gating technique becomes less pronounced. For
instance, for 100 measurements per day (1.16% duty-cycle),
the energy consumption is only reduced by 7%.

Nonetheless, such low duty-cycle sense-send-sleep appli-
cations are not rare cases. Soil moisture measurements [5, 6]
and antimold or similar solutions to be installed inside the
walls of a building are some of such applications. Even when

a higher sampling rate is still required, multiple sensors
located at the same physical area can properly divide the
workload at the time domain resulting in an individual low
duty cycle. Although the concept of power-gating is not a
novelty, none of the current off-the-shelf WSN nodes use
such approach, with the exception of the Waspmote [7]. In
the next section, we provide the explanations for this fact in
conjunction with design guidelines.

2.2. Leakage Gating and WSNs. We investigated the possibi-
lity of adopting the power-gating technique on typical off-
the-shelf WSN nodes. The process is not simple because
the complexity of the hardware and software significantly
increases. For instance, due to the high time delay to effec-
tively activate the radio, the current WSN communication
protocols are typically impacted by the PG technique. After
designing the proper software modules, the proposed tech-
nique proved to be feasible. By using external analog
switches, the expected energy achievements shown in Fig-
ure 2 are confirmed.

Another factor that increases the complexity of the solu-
tion is the fact that not only power lines are associated with
leakage: if two modules are connected, such as MCU and
radio transceiver, any interface line between these modules
can potentially be a leakage point even when one of them
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is completely powered off. The issue can occur with I/O
lines and ADC channels. Typically, the interfaces lines must
be empirically measured, one-by-one, in relation to the
existence of leakage currents. To reach this goal, special low-
power instrumentation is necessary. In our work, we evalua-
ted the leakage influence of each MCU line using the special
instrumentation in order to detect current variations on the
order of nanoamperes [8].

Once a line with significant current leakage is detected,
an additional analog switch can be added to that circuitry.
We call such technique leakage gating, as an extension for the
power-gating not restricted to power lines. Unfortunately,
the choice of a PMOS or an NMOS transistor may not be
straightforward as in the case of power lines. It is necessary
to carefully verify the effects of the switch to the circuitry.
Switch parameters such as RDS ON may be not so important
in leakage gating as it is for a radio transceiver power gate. In
many cases, a less expensive analog switch can be effectively
used for leakage gating.

Nonetheless, the most important parameter to consider
for the switch is its own current leakage (ILEAK), also called
gate leakage. Ideally, this current must be a small fraction of
the leakage current which is expected to be controlled. In our
experiments, we investigated 21 different types of switches
and we opted for the use of a single optobased one with
ILEAK < 50 nA and RDS ON < 80 mΩ.

As expected, with the addition of more switches, the
complexity of the overall system significantly increases
because its proper operation depends on the correct sequ-
ence and timing to switch on/off multiple leakage gates. In
some cases, power lines and other correlated lines can be
switched by a single pin/command. However, in other cases,
the timing sequence is required, aggravating even more the
time delay necessary for the full operation of the system. In
fact, in our experiments using off-the-shelf MCU and radio
transceiver, the required time delay reaches values as high
as 0.5 s. Therefore, such leakage-control technique cannot be
used in WSN nodes without substantial modification of the
existing network software.

Fortunately, most I/O lines are connected to high impe-
dance loads and the associated leakage is negligible, not justi-
fying the leakage-gating switch. However, it was not the
case for one the transceiver modules we tested: XBee-Pro
(MaxStream Inc.). The reception line of this module has a
leakage current of around 30 μA, more than 40 times the
overall sleeping current of our final implementation of the
node. As already explained, for very low duty-cycle applica-
tions (e.g., <0.5%), such additional loss is significant and we
finally opted by using a switch for this line.

3. Avoiding Voltage Regulators

Voltage regulators are typically used for the proper operation
of radio transceivers and sensor modules in WSN nodes. The
energy efficiency of some of these regulators is very impres-
sive and reaches values higher than 95%. Therefore, the
inclusion of such regulators in the design of power modules
for WSN nodes is a well-known practice. With an increasing
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Figure 3: Battery level discharging profile. Experiment with a typi-
cal WSN node taking measurements and sending data every minute
(17 dBm TXpwr).

emphasis on energy harvesting, rechargeable batteries usu-
ally are the main choice for energy storage. In this scenario,
a voltage regulator for the processor (MCU) is typically a
requirement due to the dynamic range of the voltage level
of the cells and also to optimize the usage of the energy
remaining at the batteries. Once we turn our attention to
nonrechargeable batteries, it is not clear in the WSN litera-
ture if the discharging behavior of such primary cells also
requires a voltage regulator for the MCU. In this section,
we will demonstrate that in general this is not the case and
the avoidance of such regulators for powering the MCU is an
option to be evaluated.

If we temporarily disregard the effect of pulse currents,
a topic to be considered in Section 4, the voltage level of a
primary cell has a small variation during the lifetime of the
cell when compared with a rechargeable cell. For instance,
we intensively used in our experiments high-capacity/low-
current lithium thionyl chloride (LiSOCl2) cells [9]. With an
initial voltage level of around 3.65 V, the cell reaches its end
of life with a voltage level of 3.33 V, as shown in Figure 3.
Observe that such variation is typically acceptable for the
majority of low-power MCUs and processors available in the
industry. Therefore, no voltage regulator is required for this
specific module.

The long-term experiment in our work related to Figure 3
involves node performing and transmitting soil moisture
measurements (3 distinct sensors) every minute. Such high
duty cycle was used to speed up the experiment. We can
observe that the behavior of the battery is very stable. Also,
we can infer that in a typical WSN application with 15-min
cycle the battery used here would last more than 2 years. In
this controlled laboratory experiment, the MCU is directly
connected to the battery and the power-gating technique is
used. A single-size-D ER34615 (3.6 V), 19 Ah cell is used in a
WSN node with a power profile similar to the one in Table 1.
To avoid influence from the instrumentation, all sensing and
battery data are collected via wireless.
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In contrast with a primary cell, the dynamic voltage range
of a rechargeable cell is critical enough to require a voltage
regulator for the MCU, as shown in Figure 4. In Table 1,
we consider that the power consumption of the MCU
in sleep mode is only 2 μW. Although this value is in
agreement with the datasheet of many low-power MCUs, it
is important to highlight that no voltage regulator is being
considered in that scenario. If the regulator is included,
only the power consumption of this component would
typically be 1 or 2 orders of magnitude higher than the
sleeping power consumption of the MCU. In short, while
in sleep mode, the regulator typically dominates the power
budget of the node. It is important to highlight that in the
specifications of WSN nodes usually the sleeping power is
given without adding the contribution of a voltage regulator.
Unfortunately, due to the crescent focus on harvesting
systems for WSN nodes, typically the voltage regulator for
the MCU is always present and such approach is repeated
in many WSN designs even when the node is powered by
primary cells.

The avoidance of voltage regulators can be summarized
as an effort to use MCUs/processors that support the voltage
level variation of a nonrechargeable battery during all the
lifetime of the cell. In our studies, we figured out that the
implementation of this technique is relatively easy to be
achieved. Even when voltage regulators are still required,
such as the ones used for radio transceiver and for ADC
measurements (analog sensors), the power-gating technique
can be promptly used and these regulators will not contribute
significantly to the power consumption of inactive devices.

The main drawback of such technique is the potential
reduction of reliability of the system. For the solution
related to the Figure 3, a careful design is considered. More
specifically, it is very important to monitor if an expected low
battery level can cause problems to the modules of the node,
that is, to the stability of the system. For instance, in our first
design, we used an external real-time clock (RTC) chip that
presented problems when the battery level was close to its
end-of-life. That problem was not promptly identified based
on the datasheet information but we eventually solved the
issue by selecting a different model for the RTC device.

A second design limitation for the proposed approach is
to maintain all loads (i.e., MCU, sensor(s), radio transceiver),
directly or indirectly connected to the battery system, under
low-power level. For instance, due to the absence of a voltage
regulator, a short high-current pulse from any load may
restart the MCU. However, radio transceivers and sensors
modules can potentially have an intermittent high-power
profile. Moreover, when a low-current non-rechargeable bat-
tery drives high-current pulses, the lifetime of the cell is
drastically reduced [10]. Unfortunately, it is not possible to
accurately obtain such information from the battery’s data-
sheet [9]. In our outdoors experiments, we faced lifetime
reductions varying from 50 to 90%. Although high-power
primary cells are available, they are expensive and their
energy capacity are still drastically reduced. We tested 9
different models of LiSOCl2 cells and concluded that a low-
current model [9] can still be effectively adopted for WSNs.
However, an additional technique is required to extend the
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Figure 4: Typical-normalized discharging curves for primary and
secondary cells in WSN nodes.

lifetime of the system which is subject to high-current pulses.
This aspect is considered in the next section.

So far, the proposed power-management techniques con-
sidered a scenario where the WSN nodes operate in very low
duty-cycles and with primary cells. The main goal behind
those techniques is to reduce the active and inactive power
consumption as much as possible. By inactive power, we are
referring to the intervals when the module is not being used,
in special when the node is sleeping. However, intermittent
high currents from the sensors and radio modules are
expected, as shown in Table 1, and can potentially decrease
the lifetime of the primary cells. Therefore, the third tech-
nique presented in this section is not exactly a way to reduce
the energy consumption, but a low-cost strategy to avoid
the reduction of the nominal energy capacity of a primary
cell.

The fact that the nominal lifetime of a primary cell can be
affected by pulse currents [10] can be confirmed by analyz-
ing the Table 1 in conjunction with Figure 3. Assume a 15-
minute sampling rate, a total sleeping power of 4 μW, and
that the first 2 mentioned techniques are in use. Therefore,
the energy consumption for each cycle is around 1,114 mWs.
For a 19 Ah primary cell and 3.53 V average voltage level,
the theoretical maximum lifetime of the system is 2,258
days. Compare this value with 1,005 days extrapolated from
Figure 3 for a 15-minute sampling rate (67∗ 15). Therefore,
a lifetime reduction of around 55% is expected even for a
scenario where the temperature, self-discharging, and bat-
tery aging effects are highly minimized. In fact, based on
the datasheet of the manufacturers [9], intermittent high-
discharging currents from low-current primary cells can
extremely reduce the lifetime of the cell (pulse current
effect).
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city nonrechargeable battery.

4. Power-Matching Technique

As a rule of thumb, the higher is the energy capacity of a
cell, the smaller is its power capacity. For instance, an alkaline
battery can provide higher currents but its energy capacity is
many times smaller than the energy of a LiSOCl2 cell for the
same physical volume. For a very long lifetime, a low-current
profile cell (i.e., high energy capacity) is usually the proper
option. Due to the pulse current effect, a power matching
technique is proposed in order to allow the use of continuous
low currents no matter if high-power loads are intermittently
activated.

The typical component used for power matching is the
supercapacitor (SC) [11]. A longer time to charge the SC
(low-current charge) is traded in favor of a shorter high-
current discharge. The smaller is the charging current, typi-
cally limited to 5–35 mA for LiSOCl2 cells, the longer is the
charging process. By controlling that the maximum current
never goes beyond the recommended nominal, continuous
battery current as defined by the cell manufacturer, the men-
tioned pulse effect does not occur. However, as previously
mentioned, a significant time delay (e.g., seconds to minutes)
is introduced due to the need of slow-charging the SC(s).
As a result, such technique cannot be effectively employed
for WSNs or any other communication scenario where high
data rate and low data delays are required. Moreover, the
underlying network protocols must be very efficient and
highly deterministic: the usage of the radio transceiver must
be short and well defined.

Our proposed model for a power-matching circuitry is
shown in Figure 5. This configuration is highly optimized for
WSN nodes while maintaining relative low hardware com-
plexity. The first aspect to consider in this model is the
configuration for the SCs. The typical maximum voltage-
level range for SCs (2.5 to 2.7 V) is usually not sufficient to
power WSN radios. Even adopting a boost-converter bet-
ween the SC and the radio, the operation of the converter
would be mainly on a region with small energy efficiency.
Therefore, 2 SCs connected in series is proposed as the
ideal circuitry for this scenario. Although the effective capa-
citance decreases by 50%, the autodischarging issue is highly
minimized, as explained latter in this section. Observe that
the power-gating technique is applied for both SC charger

and the radio transceiver. The SC charger can be simply
implemented with a resistor. However, in order to reduce the
charging time and increase the efficiency of the charging
process, off-the-shelf solutions are recommended. In our
experiments, we opted by using a commercial 2-cell SC
charger (LTC3226 [12]).

Besides the introduction of a significant time delay, the
power-matching circuitry also presents inefficiencies in
terms of energy. There are multiple causes of losses even
for the relative simple circuitry shown in Figure 5. These
losses are very related to each other and also with the charac-
teristics of the application. Therefore, a simplified (worst-
case scenario) and systematic design approach is proposed
in this section specifically for low-date rate and sense-send-
sleep WSN applications.

Three Techniques Combined. As shown in Figure 5, the 3
techniques are combined for our final solution. The power-
gating is achieved with 3 analog switches. Omitted for
clarity, additional switches are used for some external lines
of the MCU (leakage-gating). Note that the MCU is directly
connected to the battery, that is, no voltage regulator is used
for the MCU. Finally, 2 SCs, the SCs charger, and a 3.3 V
boost-converter represents the power-matching circuitry.

Overall Strategy. Our ultimate goal is to verify if the total
energy losses due to the power-matching technique is still
smaller when compared with the loss due to the pulse current
effect. Accordingly, a systematic approach is proposed in
Figure 6. Next, we follow this approach using specific design
options as a complete example.

Steps 1 and 2. In our case, the maximum voltage across the
2 SCs in series is 5 V because we used 2.5 V SCs. Sometimes,
this value is limited by a smaller available battery level. This
is not our case because SC charger we selected (LTC3226) has
a charge pump: it charges SCs from 2.5 to 5.5 V. Therefore, in
this example, the maximum SC voltage (Vmax

SC ) is constrained
by 5 V. Next, we are interested in finding the optimum value
for Vmax

SC and the answer is directed related to the choice of
the voltage converter. We selected the MCP1640 3.3 V boost-
converter [13] and based on its empirical performance we
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Figure 6: Strategy for the power-matching circuitry design.

defined its dynamic input voltage range as 1 V (Vmin
SC ) to 3 V

(Vmax
SC ). The latter value can be adjusted by RCP1 and RCP2

shown in Figure 5.

Step 3. A small value of C may be not sufficient to store
the required energy for the load. However, a higher C may
require an excessive longer time for the SC charge. In this
step, we would like to select a high value for C associated with
a reasonable time delay for the application. The theoretical
maximum time to charge 2 SCs in series, each one with
capacitance C is 5R(C/2), where R is the virtual series resis-
tance of the charging system. We just need to evaluate the
worse case for this R, as expressed next. According to the final
SC charging implementation, the charging time can be only
a fraction of what we are estimating in this step. Considering
our primary cell, we opted by a maximum charging current
of 35 mA (Imax

charge) which can be adjusted by RPROG shown in
Figure 5. Assuming a maximum voltage of 3 V (Vmax

SC ), Tmax
charge

is given, in seconds, by

Tmax
charge = 5

VSCmax

Imax
charge

(
C

2

)

= 2.5C
3

.035
∼= 214C. (1)

In our design, we finally selected C = 2.2 F, thus, Tmax
charge =

470 s. However, we empirically determined that, for com-
pleted discharged SCs, Treal

charge = 165 s. Moreover, if the SCs
are not completely discharged, which is usually the case, this
time is much smaller. Nonetheless, it is already clear that if
we opted for C = 100 F, 15-minute cycle WSN application
would not be feasible. Therefore, establishing reasonable
boundaries for C is the goal of this step.

Step 4. We want to store sufficient energy in the SCs for
properly powering the load for a certain time. However, an
excessive nonused energy remained in the SCs represents
an important loss (i.e., autodischarge) that we want to
minimize. To this end, a worst-case scenario for the load
behavior is defined and the maximum consumed energy at
the load (Emax

load) is estimated accordingly. In our case, we
concluded that in the event of a communication failure, an
additional transmission must be supported. In other words,

the communication time must double, from 3 to 6 s. There-
fore, Emax

load is estimated as follows:

Emax
load = Pload ∗ Timeactive = (355 mW)(6 s) = 2.13 J. (2)

Step 5. Sometimes, it is necessary to empirically determine
the average efficiency of the converter (η

avg
conv) for the entire

input voltage range defined at Step 2. Alternatively, the
information from the converter datasheet can be used to
extrapolate η

avg
conv. We used the second approach to estimate

η
avg
conv ∼= 85%. Small errors in this estimation can be corrected

latter by adjusting the value of C (thus, Tmax
charge also). There-

fore, the maximum effective energy required from the SCs
(Eout) is given by

Eout = Emax
load

η
avg
conv

= 2.13
0.85

= 2.5 J. (3)

Step 6. From Step 3, a value for C was already selected. The
associated energy stored (Ein) at the 2 capacitors, as a whole,
is given by

Ein = 1
2
Ceq

(

V 2
SCmax −V 2

SCmin

)

= 1
2

(1.1)
(
32 − 12) = 4.4 J.

(4)

Step 7. Ein must be higher than Eout, otherwise, we must
return to Step 3 and choose a higher value for C (thus,
increasing the time to charge the SCs). In this example, the
goal is satisfied even if we consider a variation of the value of
C as high as 40%. A relative high gap between Ein and Eout

is usually necessary because the temperature and fabrication
process can cause fluctuations on the value of C.

Step 8. At Section 3, we figured out that lifetime of the
primary cell is reduced by 55%. It means that, for a 19 Ah
3.6 V cell, the pulse current effect causes an energy loss of
135 KJ. If during the battery’s lifetime, the losses due to
the power-matching circuitry becomes closer to this value,
the technique loses its attractiveness. In this step, we want
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to estimate these losses (E−PM) to confirm if the power-
matching technique is an option. One can empirically deter-
mine with accuracy E−PM, but this approach is not practical
for a scenario involving multiple years. An alternative is to
estimate the worst case (Emax

−PM): assume that all the energy at
the SCs related to the voltages 0 to Vmin

SC are completely lost
due to the autodischarge of the SCs. Therefore, if we assume
that the discharge occurs as soon as the SCs are charged,
Emax
−PM is given by

Emax
−PM =

1
2
CeqV

2
SCmin = 1

2
(1.1)

(
12) = 0.55 J. (5)

In our experiments, we actually verified that E−PM < 0.2 J for
each cycle, on the average. In fact, two factors contribute to
the low autodischarge effect in this scenario. First, the value
of C is relatively small and such effect is minimized. Second,
although the maximum voltage at each SC is 2.5 V, the actual
value is never beyond 1.5 V (Vmax

SC /2). The closer the voltage
level is to the upper limit, the higher the autodischarging.
However, we still need to estimate the cumulative losses for
all cycles (Etotal

−PM), which is given by (for 15-minute cycles):

Etotal
−PM = Ncycles ∗ Emax

−PM =
1005 days

15 min
(0.55) = 53 KJ. (6)

Even with a conservative approach, the power-matching
technique will reduce at least 60% of the pulse current effect
on primary cells. However, if this technique is found not to
be an option, multiple cells in parallel is a simplistic solution
that can potentially mitigate the mentioned issue. The trade-
offs of this alternate option are the higher cost and higher
physical volume of the node.

5. Comparison with Typical Power
Management Approaches

Due to the fact that some of the techniques presented in this
paper have been used in the industry in different scenarios,
the goal of this section is to highlight the contributions of our
work in particular for solutions based on WSNs.

Power-Gating Aspects. Although is a well-known technique,
for the best of our knowledge, we present the first real-world
implementation of the PG technique for a WSN node also
associated with the extension of this technique, called leakage
gating (LG). This latter technique is the application of the
PG concept to any other line that presents significant current
leakage when the node is in sleep mode. An important trade-
off of the PG/LG techniques is the larger form factor (and
higher cost) introduced with the additional power/signal
switches. However, because the total cost of a WSN node
is also associated with its support, the ultimate question
behind the PG/LG is if the higher cost of a node justify the
expected costs reduction associated to the frequent need of
exchanging batteries. For the antimold example mentioned
in this paper, the higher deployment cost due to PG/LG
seems to be justified. The same for a node deployed in an area
of difficult (or expensive) access. However, for certain cases,
the technique may not be justified or, at least, just a small

number of PG/LG switches can be realistically important to
save energy.

Regulator Avoidance Aspects. The proposed technique in this
paper is specifically associated with the main MCU and its
RTC, if available. In a WSN node, these two components
must be continuously connected to a power source when the
node is sleeping/hibernating. If a voltage regulator is used
in series with the power source, such regulator will always
contribute for the sleeping power of the WSN node. There-
fore, by eliminating this components we are minimizing the
total sleeping power of the node. We highlighted in this
paper that such approach is potentially feasible with primary
cells but not with secondary cells. Nonetheless, the ultimate
application of this technique is dependent on the choice of
the primary cell, MCU, and RTC components of the WSN
node. For instance, if the maximum supply voltage for an
ultra-low-power MCU is 1.8 V, it is clear that the inclusion
of a voltage regulator is a wise decision if a 3.6 V primary
cell is involved. With other chemical types of cells, different
voltage levels are provided and 3.6 V must not be considered
a fixed value for the mentioned technique. If the technique is
expected to be used, it is important to find the proper battery
type/configuration that is best tailored to the MCU and RTC.

Supercapacitor Charger. At the time this paper was written,
there were few off-the-shelf SC charger chips available.
However, the efficiency of the charger device used in our
work clearly justifies its adoption rather than designing the
circuitry for this task. In particular, the chip we used in our
implementation (LTC3226 from Linear Circuits, Inc.) takes
care of the charge balance between the SCs without the risk
of having a voltage across an SC which is higher than its
nominal maximum voltage.

Quiescent Current of a Voltage Regulator. When considering
the voltage regulator avoidance technique, one can highlight
that modern regulators have a very small quiescent current
(e.g., <1 μA) which prevents the adoption of the technique.
Such argument is potentially valid in relation to the PG
technique. For instance, if we assume that the 2.5 V LDO
in Figure 5 can be disabled and still maintain a very low
quiescent/shutdown current, then the PG switch SW B is not
justified. However, if we consider the argument again for the
voltage regulator technique, it is rarely valid. The goal of this
technique is to connect the MCU (and/or RTC) components
directly to the power source, such as a nonrechargeable
battery in order to reduce the sleeping power of the node.
Typically, the quiescent current in the datasheet of a voltage
regulator assumes no load or, in some cases, the complete
deactivation of the regulator. However, because the MCU still
requires a small current while sleeping, the nominal value of
the quiescent current may not be applied in this case and tests
must be conducted. On the other hand, if an active regulator
still has high efficiency (e.g., >80%) while supplying very
small currents to MCU and RTC modules (the former in
sleep mode), then the argument holds and the adoption of
the voltage regulator is justified. Therefore, such aspect must
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Table 2: Overview of the proposed power management techniques.

Technique Costs
Software Intrinsic energy Main Usage

complexity inefficiencies trade-off indication

Power gating (PG) Add + 10% High Very low High data latency
Very low

duty-cycle app

Voltage regulator
avoidance

None None
MCU w/high volt.

can be
energy-inefficient

MCU can be
unstable

Primary cells + low
duty-cycle app

Power matching (PM) Add + 15% High
May have + 30%

energy losses
High data latency

Primary cells + low
duty-cycle app

be evaluated case-by-case. In our implementation, we did not
find a regulator which satisfied the mentioned requirements
and it was not adopted, as shown in Figure 5.

Reducing Operating Voltage of the MCU. A technique so far
not mentioned in this work, but highlighted by the proces-
sors/MCUs manufacturers, is the reduction of the operating
voltage. Typically, this approach is also associated with a
smaller clock speed. Nonetheless, such technique basically
reduces the power consumption while the device is in active
mode. In general, the technique does not provide significant
advantages when the processor is in sleep mode. In other
words, if low duty cycle applications are not assumed, the
adoption of this technique is strongly recommended. That
is, a value such as 5 mW in Table 1, could be reduced to
smaller value, such as 1 mW. On the other hand, the adoption
of a smaller MCU voltage may require a voltage regulator
between the power source and the MCU. Because such device
can introduce significant loss when the MCU is sleeping,
there is a minimum application duty-cycle that supports the
adoption of the technique. In other words, the mentioned
voltage reduction technique would decrease the height of
the line Consumed Energy: active in Figure 2 but also would
increase the height of the other two lines (inactive) due to
the additional losses caused by the introduction of a voltage
regulator for the MCU. For the context of this work (low
duty-cycle applications) and the selected components used
in our sensor node implementation, the reduction of the
operating voltage of the MCU was not considered a proper
option.

Real-World Implementations in WSN Nodes. to the date,
there is no report about a WSN node that implements the
combined techniques mentioned in this work. The Wasp-
mode device (Libelium Comunicaciones Distribuidas S.L.)
[7] implements PG switches for multiple modules. Even
related to the avoidance of a voltage regulator, the models
of WSN modules that target rechargeable batteries, employ
a voltage regulator for the MCU. In our work, we designed
three different WSN nodes: Ripple-2A, Ripple-2D, and
Ripple-2D+. The first one is based on rechargeable batteries
and solar panel (Figure 1 and implements the PG technique
in 4 modules and also the regulator avoidance technique. The
second device is based on nonrechargeable battery (3.6 V)
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and implements the PG and regulator avoidance techniques.
The third node, the default node for our real-world deploy-
ments, implements the three techniques analyzed in this
paper. The first deployment (Matthaei Bothanical Gardens,
Ann Arbor, MI) was realized on August 2011 and involved
26 sensor nodes. The second deployment (Canton, OK) was
realized on September 2011 and involved 21 nodes. The third
deployment (Sacramento, CA) has started on August 2012
and involves 150 nodes spread in an area larger than 3×3 km2

[14].

This third deployment mentioned above is solely based
on Ripple-2D+ which employs PG by means of 4 analog
switches PS710-B (NEC Inc.). Beside the Turn-On Time
(TOT) due to the switch (up to 5 ms), each load has its own
TOT characteristic. For instance, we empirically determined
that the TOT of the radio transceiver XBee Pro SBP1 (Digi
Inc.) is higher than 200 ms. Such value is high enough to
prevent the use of the PG technique for the majority, if
not all, of the WSN protocols and new networking pro-
tocols must be designed considering PG. Similarly, the PM
technique can potentially increase the transmit delay because
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SC(s) must be charged before the realization of a radio com-
munication or similar high-power task. Therefore, a very det-
erministic network behavior is expected in order to properly
design the amount of charge regularly stored in the SCs. In
our sensor node implementation, more than 15% of the code
is related to the management of the PM technique. Also, the
SC circuitry corresponds to more 15% of the costs of our
sensor node.

6. Conclusions

Three power-management techniques are proposed specif-
ically for sensor nodes used in low duty-cycle WSN appli-
cations and powered by primary cells. Accordingly, a cus-
tomized node is designed and both laboratory and outdoor
experiments are performed. Semiempirical models are used
for the simulations and the results are summarized in
Figure 7. Disregarding network aspects, these simulations
consider worst-case scenarios and our empirical results show
significantly better results. In all cases, we conclude that the
lifetime of a node can be strongly extended by multiple folds
with the approaches proposed here.

The main trade-offs of the solution are the increase of
both data-latency and complexity. The third technique,
in particular, imposes operational delays on the order of
minutes constraining its application to some communica-
tion scenarios. Also, the effects due to aging and extreme
temperature variations are not considered in our models.
Accordingly, we envision two directions for our future work:
the development of novel WSN protocols to take advantage
of the proposed techniques and the realization of long-term
experiments (multiple years).

In general, only low (or very low) duty-cycle applications
can be indicated for these techniques, as shown in Table 2.
Nonetheless, we believe that the future of many networks
reside in the capability of dynamically changing between
multiple operational modes, being low duty-cycle one of
these modes. While in this mode, all the power-management
techniques discussed in this paper can be potentially can
be adopted as hardware modules that can be dynamically
activated and deactivated by software making the final WSN
node design very flexible for different and temporary needs.
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