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This article presents a secure performance metric of a downlink nonorthogonal multiple access (NOMA) in the presence of
interference from the traditional user. In the context of NOMA, we deploy two-hop transmission to improve the performance
of destinations. Further, multiple relays are implemented to aid robust signal-to-interference-plus-noise ratio (SINR) at
destinations. We derive a closed-form expression of secure outage probability (SOP) to characterize security concerns in the
case an eavesdropper exists in the overage of second hop transmission. We verify all expressions by employing Monte Carlo
simulations.

1. Introduction

1.1. Motivation. The nonorthogonal multiple access
(NOMA) procedures can progress the effectiveness of the
spectrum since it can allocate the same frequency band to
multiple users by differentiating the power levels of each
user in the cluster [1–5]. Successive interference cancellation
(SIC) is a technique that is achieved at the receiver’s end to
distinguish the received signals [6]. The addition of the
NOMA technique into cognitive radio (CR) networks has
shown advantages like improving better spectral efficiency
and also serving increased numerous secondary users, realiz-
ing 5th generation (5G) communication systems [7]. In [8],
the author mentioned repetition-based NOMA, which can
achieve high diversity gain by utilizing repetition. This
method is different compared to the conventional power
domain NOMA as all users possess the same power level
but a diverse number of repetitions. Since it has high diver-
sity gain, we can achieve low outage probability with no need
for instant channel state information (CSI) response for

power allocation. The key parameters are constrained to sus-
tain the outage probability (OP) lesser than the target value
by deriving a closed-form expression of OP. Moreover, in
[9] the authors examined the impact of imperfect CSI and
imperfect SIC on NOMA-enabled coordinated direct and
relay transmission (CDRT) network consisting of a base sta-
tion communicating directly with a cell-centered user and an
FD relay responsible for communicating with a user located
at the cell-edge. Here, the authors obtained exact OP and
ergodic rates for the users under the assumption of imperfect
CSI and SIC. Also, the authors considered the channel links
to be operating under Nakagami-m fading conditions.
Numerical results demonstrated the adverse impact of
imperfect CSI and SIC on the OP performance of the system.
To remedy this, the authors determined a suitable base-
station power allocation coefficient to ensure fair outage
for both network users under imperfect CSI and SIC condi-
tiIn [10], the authors studied the performance of downlink
NOMA in vehicular communication over double Rayleigh
fading channels, where a base station communicates with a
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far-user and a near-user. Due to the impact of mobility, the
authors derived OP expressions of the individual users as
well as for the overall system considering the scenario of
when the NOMA rate falls below the system target rate
and when Orthogonal Multiple Access (OMA) outperforms
the NOMA system. Additionally, the authors derived ergo-
dic capacity and Average Bit Error Rate (ABER) expressions.
Numerical results showed that in terms of OP and ergodic
capacity, NOMA outperforms OMA, however in terms of
ABER, OMA outperforms NOMA as OMA users lack
inter-user interferences.

In the presence of massive communications, security
becomes the major apprehension among the users. Because
of the diverse nature of radio propagation, the communica-
tion networks are exposed to the eavesdropper, and this also
becomes a major challenge for researchers to overcome [11].
We know that cognitive radio (CR) networks permit unli-
censed users in the spectrum that increases the risk of wire-
tapping, particularly when the users are malicious. In
previous generations, cryptographic algorithms are utilized
in the top layers to protect the data. But these algorithms
are time-consuming and complicated since they have to per-
form encryption and decryption to protect the data [12].
Whereas, Physical Layer Security (PLS) has become the single
utmost significant tactic to secure the data. Since the evolution
of CR networks, there has been a giant exploration going on to
enhance the performance of PLS [13–20]. Authors in [13, 14]
have designed CR networks user-scheduling schemes, to
improve the secrecy performance by achieving multiuser
diversity for a primary user under the Quality of Service
(QoS) limitation. Authors in [13] have shown that the scheme
can achieve maximum diversity, whereas in [14], the three
user-scheduling schemes show that the secrecy performance
rate is significantly enhanced by growing the number of cogni-
tive users. Authors in [15] have employed multiple relay selec-
tion policies where one relay aids in transmitting the
information and the other acts as a friendly jammer. This
way, the authors were able to obtain efficient performance in
terms of secrecy outage of the cognitive transmission system.
In [16], the authors proposed an Artificial Noise (AN) assisted
optimal beamforming scheme, in which the ergodic secrecy
rate is maximized by obtaining optimal power allocation
among data and AN signal.

Until now, all the works discussed are based on Rayleigh
fading channels, whereas the works in [17–20] are based on
Nakagami-m fading channels. In [17] the authors have pro-
vided a consistent method to identify the secrecy performance
of the framework by determining themathematical expression
of Secrecy Outage Probability (SOP) and nonzero secrecy
capacity probability. Authors in [18] have considered a multi-
antenna networks approach by proposing optimal and subop-
timal antenna selecting schemes for secured underlay CR
networks. The authors have also derived mathematical
descriptions of the exact and asymptotic SOP of both schemes.
In [19], the authors considered enhancing the secrecy perfor-
mance by increasing the number of relays or legitimate chan-
nel Nakagami parameters. In [20], the authors considered PLS
in a CR network with multiple primary and secondary users.
PLS also plays a pivotal role in NOMA communications in

terms of secure transmission [20–25]. Especially, the authors
in [24–26] mentioned that the secrecy performance of the
NOMA technique outperforms the Orthogonal Multiple
Access (OMA) technique. Authors in [24] optimized the
transmit power to achieve a maximum secrecy rate. Along
with these techniques, authors in [25, 26] have adopted beam-
forming and power allocation policies. In [25], the authors
considered a NOMA-assisted multicast-unicast system and
studied the risk of multicast receivers intercepting the unicast-
ing messages. Whereas, in [26], the cell-edge user is consid-
ered an eavesdropper who spies on the data and information
of a cell-center user. Authors in [27] have considered the user
pairing method to improve the security of the NOMA system.
In this model, the users are arranged according to their chan-
nel gains and paired with unlike channel gains to achieve the
NOMAprotocol. The outcomes explain that the secrecy diver-
sity order of the user is equal to the ascending direction of
channel ordering.

1.2. Related Works. Recently, several authors have been
interested in studying secrecy in NOMA-aided Full-Duplex
(FD) systems in the vicinity of eavesdroppers. One of these
works is found in [28], where the authors investigated the
SOP of NOMA-assisted dual-hop FD amplify-and-forward
networks in the presence of a colluding and noncolluding
wiretapping eavesdropper. This system comprised a base
station, a multiple antenna FD relay, an eavesdropper, and
multiple users. In [29], the authors studied the trade-off
between reliability and security of PLS techniques in cooper-
ative NOMA-enabled dual-hop Internet-of-Things (IoT)
systems under in-phase and quadrature-phase imbalance
(IQI) conditions at the transceivers. The system consisted
of a single source, a relay, an eavesdropper, and multiple
devices. Here, the authors derived closed-form OP and
Intercept Probability (IP) expressions. The simulation
results showed that IQI increases OP while reducing IP,
demonstrating that reliability is impacted but security is
enhanced. In [30], the author considered the PLS of a
dual-hop NOMA system consisting of a single source, relay,
an eavesdropper, and numerous users. The authors maxi-
mized the system’s secure sum rate over different source
subcarriers with optimal power allocation. Further, the
authors solved the nonconvex and mixed-integer program-
ming problem via duality theory. Simulation results demon-
strated that the proposed system outperforms OMA systems.
In [31], the authors examined the Strictly Positive Secrecy
Capacity (SPSC) and SOP of a NOMA-aided dual-hop DF
system under different scenarios of untrusted and trusted
relays. Here, the network is made up of a base station, a
DF relay, an eavesdropper, and a multiple users. The authors
derived exact expressions for SPSC and SOP under indepen-
dent Rayleigh fading. Moreover, numerical results compared
the secrecy performance of the proposed system against
OMA. Similarly, in [32], the authors examined the secrecy
performance of cooperative downlink and uplink NOMA-
aided network with an untrusted relay. To minimize secrecy
failure at the untrusted relay, the authors proposed adaptive
downlink and uplink jamming strategies. For each strategy,
the authors derived lower bound ergodic secrecy sum rates
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for the proposed system. Furthermore, in [33], the authors
considered different scenarios of single and multiple antenna
relay configurations at the source and the untrusted relay. In
this work, the authors derived closed-form lower bound ergo-
dic secrecy sum rate (ESSR) and proved via simulation results
how the proposed system outperforms OMA systems.

Differently, in [34], the authors considered the SOP of a
cooperative NOMA-aided system with multiple relays over
Nakagami-m fading channels in the presence of an eaves-
dropper. Here, the authors proposed three different types
of relay selection (RS) strategies which are Optimal Single
Relay Selection (OSRS), Two-Step Single Relay Selection
(TSRS), and Optimal Dual Relay Selection (ODRS). The
authors obtained closed-form SOP expressions under differ-
ent RS strategies. Similarly, in [35], the authors considered
the asymptotic SOP of NOMA-assisted multiple-DF relay
network over Rayleigh fading channels with two RS scheme-
s—OSRS and TSRS. The authors also derived exact asymp-
totic SOP for both RS schemes considering fixed and
dynamic power allocations. In [36], the authors investigated
a cooperative NOMA network with multiple relays, where
one relay transmits information and the other relays act as
jammers. Here, the authors considered two RS schemes, ran-
dom and max–min RS. The authors derived closed-form
SOP for both RS schemes. Simulation results proved that
in the moderate to high signal-to-noise ratio (SNR) region,
the proposed scheme obtains a lower SOP than systems
without jammers. Also, the max-min RS scheme enhances
the SOP in the low SNR range.

However, it would be unreasonable for us not to men-
tion the hidden cost of multiple relays in NOMA-aided mas-
sive IoT networks. Large CSI signaling overhead, power
allocation feedback, and computational complexity emerge
when there are a massive number of devices and relays in
NOMA-enabled multiple-relay networks [37, 38]. In such a
scenario, feedback delay from the multiple relays becomes
a critical issue resulting in channel estimation and synchro-
nization errors in the uplink [37, 38]. Therefore, obtaining
perfect CSI is difficult to achieve [37, 38]. These issues are
still open research problems, and we welcome more research
in this area to enable NOMA-enabled multiple relay net-
works to be implemented practically.

Furthermore, another area of interest this research work
did not consider, but is also worth researching, is the secu-
rity in simultaneous wireless information and power trans-
fer- (SWIPT-) enabled IoT networks. The authors in [39,
40] proposed a PLS approach for SWIPT-enabled multiple
relays IoT network. Additionally, the authors investigated
the impact of static power splitting relaying (SPSR) and
dynamic power splitting relaying (DPSR) on secure commu-
nications in the presence of an eavesdropper. Similarly, in
[41], the authors also considered the impact of SPSR and
DPSR on the outage and throughput performance for a DF
relay SWIPT system, consisting of a single source, multiple
relays, and a destination. Differently, in [42], the authors
proposed partial and full relay selection techniques for self-
energy recycling (S-ER) FD multiple-relay networks, in
which the self-interference energy is harvested back at the
relay for future use.

1.3. Contributions. In several works, such as [34–36], the
authors considered systems with multiple relays and differ-
ent RS strategies when examining the SOP of such proposed
systems. However, the practical issue of interference was not
investigated in those works. Therefore, in this work, we pro-
pose a NOMA-enabled multiple-relay communication net-
work reliant on partial relay selection (PRS) and investigate
the SOP performance of the proposed system. In particular,
we take into consideration the aspect of interferences on the
NOMA-aided communication system. Table 1 provides a
comparison of this work versus the works in [28–36]. Our
contributions are listed as follows:

(i) We consider transmission assisted by NOMA where
a single antenna base station communicates with
two devices arranged in a near and far position from
the base station in the presence of an eavesdropper,
multiple relays, and interference causing conven-
tional user equipment (CUE). The proposed system
employs a partial relay selection (PRS) scheme. We
study the secrecy performance to determine the
downlink SOP and SPSC performance under Ray-
leigh fading channels

(ii) We then determine the signal-to-interference-plus-
noise ratios (SINRs) of the two devices and use
them to formulate exact SOP and SPSC formulas
over Rayleigh fading channels. The derived expres-
sions are validated by Monte Carlo simulations

(iii) We analyze and compare the SOP and SPSC under
various conditions. In particular, we find that trans-
mit SNR at source, interference channel, the num-
ber of relays, and power allocation factors are the
main impacts on SOP and SPSC. The obtained
numerical results demonstrate that the proposed
scheme can increase secrecy and achieve significant
SOP via many practical scenarios

1.4. Organization. The rest of this paper is organized as fol-
lows. Section 2 describes the downlink NOMA under Ray-
leigh channels in the dual-hop multiple-relay network in
the presence of an eavesdropper and interference. In Section
3, we consider the scenario of NOMA in terms of secrecy
outage performance. In Section 4, we consider strictly posi-
tive secrecy capacity. In Section 5, we provide extensive
numerical simulations, and Section 6 concludes the paper.

2. System Model

A downlink NOMA cooperative relay network is studied, as
shown in Figure 1. In particular, we consider a base station
ðSÞ, a K DF relays, two main destinations ðDiÞ, an eaves-
dropper ðEÞ, and a conventional user equipment (CUE).
This CUE causes interference to the two main users ðDiÞ
as in Figure 1. In addition, the channel coefficient from S
to Rk, ðk = 1,⋯, KÞ, from Rk to Di, from Rk to E, and from
the CUE to Di are gSRk

, gRkDi
, gRkE ,

and gCUi
, respectively.

All channels experience Rayleigh fading, i.e., channel g with
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parameter CNð0,ΩÞ. Moreover, we assume all channels fol-
low perfect CSI as in [4].

In the first time slot, the source ðSÞ transmits the signalffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2 to the selected relay Rk in which a1 and a2

are the power allocation coefficient and a1 < a2, and xi is

the signal dedicated to Di. Therefore, the received signal Rk
is given by

rSRk
=

ffiffiffiffiffi
PS

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð ÞgSRk

+ nRk
, ð1Þ

Table 1: A comparison of existing works on PLS for dual-hop transmission and multiple relays.

System setup Reference Major contributions Scenario

Dual-hop FD-AF-NOMA [28] Closed-form SOP expressions
Colluding and noncolluding
wiretapping eavesdropper

Dual-hop DF-NOMA-IoT [29] Closed-form OP and IP expressions
In-phase and quadrature-phase imbalance

(IQI) conditions at the transceivers

Dual-hop AF-NOMA [30]
Secure sum rate maximization over
different source subcarriers with

optimal power allocation
Single eavesdropper

Dual-hop untrusted DF-NOMA [31] Closed-form SPSC and SOP expressions Untrusted and trusted relays

Dual-hop untrusted AF-NOMA [32] Closed-form lower bound ESSR
Untrusted AF relay engaged in both

relaying and eavesdropping

Dual-hop untrusted AF-NOMA [33] Closed-form lower bound ESSR Untrusted relay

Dual-hop relay-selection
DF-HD-NOMA

[34]
Closed-form SOP expressions under

different RS strategies
Single eavesdropper

Dual-hop relay-selection
DF-NOMA

[35]
Closed-form asymptotic SOP for

both RS schemes considering fixed and
dynamic power allocations.

Single eavesdropper

Dual-hop jamming
HD-DF-NOMA

[36]
Closed-form SOP under different

RS schemes
Jamming relay

Dual-hop interference
DF-NOMA-IoT

Our work
Closed-form SOP and SPSC

under PRS setup
Single eavesdropper, interference causing
conventional user equipment (CUE)

R1

R2

RK

…

D2

D1

…

Eaves dropper

CUE

Main link

Eaves dropper link

Interference link

Base station

gSR1 gCU1

gCU2

gSR2

gSRK
gRKD2

gRKD1

gRKE

Figure 1: Downlink dual-hop NOMA-aided multiple-relay network in the presence of an eavesdropper and interference.
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where PS is the transmit power at S, and nRk
is CNð0, σ2

Rk
Þ.

When Rk decodes x2, the signal-to-interference-plus-noise
ratio (SINR) is formulated by

ϑRk⟶x2
=

PSa2 gSRk

��� ���2
PSa1 gSRk

��� ���2 + σ2Rk

=
ρSa2 gSRk

��� ���2
ρSa1 gSRk

��� ���2 + 1
, ð2Þ

where ρS = ððPSÞ/ðσ2Rk
ÞÞ. Following the principle of the

NOMA scheme [4], the instantaneous signal-to-noise-ratio
(SNR) after using successive interference cancellation (SIC)
to detect x1 at Rk is given by

ϑRk⟶x1
= ρSa1 gSRk

��� ���2: ð3Þ

In the second time slot, the relay Rk forwards the signal
from source S to Di. As a result, the received signal Di is for-
mulated by

rRDi
=

ffiffiffiffiffi
PR

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð ÞgRkDi

+ PCEgCUi
+ ni, ð4Þ

where PR is the transmit power at Rk, PCE is the power of the
CUE, and ni is CNð0, σ2

i Þ. Next, the SINR at D2 when detect-
ing its own signal x2 is given as

ϑD2⟶x2
=

PRa2 gRkD2

��� ���2
PRa1 gRkD2

��� ���2 + PCE gCU2

��� ���2 + σ22

=
ρRa2 gRkD2

��� ���2
ρRa1 gRkD2

��� ���2 + ρCE gCU2

��� ���2 + 1
,

ð5Þ

where ρR = ððPRÞ/ðσ2i ÞÞ, ρCE = ððPCEÞ/ðσ2
i ÞÞ. Next the SINR

at D1 when detecting signal x2 is expressed by

ϑD1⟶x2
=

ρRa2 gRkD1

��� ���2
ρRa1 gRkD1

��� ���2 + ρCE gCU1

��� ���2 + 1
: ð6Þ

By conducting SIC, the SINR to detect signal x1 at D1 is
expressed by

ϑD1⟶x1
=

ρRa1 gRkD1

��� ���2
ρCE gCU1

��� ���2 + 1
: ð7Þ

To consider the impact of the eavesdropper, we need to
compute the received signal at E as

rE =
ffiffiffiffiffi
PR

p ffiffiffiffiffi
a1

p
x1 +

ffiffiffiffiffi
a2

p
x2ð ÞgRkE

+ nE, ð8Þ

where nE is CNð0, σ2EÞ and ρE = ððPEÞ/ðσ2EÞÞ. Similar to [43],
the instantaneous SNR of detecting the signal Di are given as

ϑE⟶xi
= ρEai gRkE

��� ���2: ð9Þ

By employing partial relay selection (PRS), the selected
relay Rk is chosen as follows based on criteria [44].

k∗ = arg max
k=1,⋯,K

gSRk

��� ���2: ð10Þ

3. Performance Analysis

In this section, we derive the closed-form of Secrecy Outage
Probability (SOP) for Di. The secrecy rate of Di is given as

Ci =
1
2 log2 1 + min ϑRk∗⟶x2

, ϑD2⟶x2

� �� �
−
1
2 log2 1 + ϑE⟶x2

� �� �+
,

ð11Þ

where ½x�k =max ðx, 0Þ.
3.1. Secrecy Outage Probability of D2. Following the result
reported in [45], the cumulative distribution functions
(CDF) of jgSRk∗

j2 = max
k=1,⋯,K

jgSRk
j2 is given as

F
gSRk∗j j2 xð Þ = 1 − e− x/ ΩSRk∗ð Þð Þ� 	K

= 1 − 〠
K

k=1

K

k

 !
−1ð Þk−1e− kxð Þ/ ΩSRk∗ð Þð Þ:

ð12Þ

Then, the SOP of D2 is computed by

SOPD2
= Pr C2 < R2ð Þ

= Pr
1 + min ϑRk∗⟶x2

, ϑD2⟶x2

� �
1 + ϑE⟶x2

< γ2

 !

= 1 − Pr
1 + ϑRk∗⟶x2

1 + ϑE⟶x2

> γ2,
1 + ϑD2⟶x2

1 + ϑE⟶x2

> γ2

 !
,

ð13Þ

where γi = 22Ri and Ri is the targeted secrecy rate. Substituting
(2), (5), and (9) into (12), it can be written such SOP for D2 as
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where βi = γiaiρE, δi = γi − 1. Then, the SOP of D2 can be
rewritten by

where χ2 = ð1/ða1β2ÞÞ − ððγ2Þ/ðβ2ÞÞ, θ1 =ΩRk∗D2
a1ρRβ2, θ2

=ΩSRk∗
a1ρSβ2 , and θ3 = ððΩCU2

ρCEÞ/ðθ1ÞÞ. Using
Gaussian-Chebyshev Quad with ϕn = cos ðð2n − 1Þ/ð2NÞÞ,
SOPD2

is given by

3.2. Secrecy Outage Probability of D1. In here, the SOP of D1
is given by

SOPD1
= Pr C1 < R1ð Þ

= Pr
1 + min ϑRk∗⟶x1

, ϑD1⟶x1

� �
1 + ϑE⟶x1

< γ1

 !

= 1 − Pr ϑRk∗⟶x1
> γ1 1 + ϑE⟶x1

� �
− 1, ϑD1⟶x1

> γ1 1 + ϑE⟶x1

� �
− 1

� �
:

ð17Þ

Proposition 1. The expression SOP of D1 is given by

SOPD1
= 1 + 〠

K

k=1

K

k

 !
−1ð Þk−1μ2e−δ1μ1

ΩRk∗E

� e μ3 β1μ1ΩRk∗E
+1ð Þð Þ/ ΩRk∗Eð Þð ÞEi −

μ3 β1μ1ΩRk∗E
+ 1

� �
ΩRk∗E

 !
:

ð18Þ

Proof. Putting (3), (7), and (9) into (17), we have

SOPD2
= 1 − Pr ϑRk∗⟶x2

> δ2 + γ2ϑE⟶x2
, ϑD2⟶x2

> δ2 + γ2ϑE⟶x2

� �

= 1 − Pr gSRk∗

��� ���2 > δ2 + β2 gRk∗E

��� ���2
a1ρSβ2 χ2 − gRk∗E

��� ���2
 � , gRk∗D2

��� ���2 > δ2 + β2 gRk∗E

��� ���2
 �
ρCE gCU2

��� ���2 + 1

 �

a1ρRβ2 χ2 − gRk∗E

��� ���2
 �
0
BB@

1
CCA,

ð14Þ

SOPD2
= 1 − 〠

K

k=1

K

k

 !
−1ð Þk−1

ΩCU2
ΩRk∗E

ðχ2
0
e− δ2+β2zð Þkð Þ/ θ2 χ2−zð Þð Þð Þe− δ2+β2zð Þ/ θ1 χ2−zð Þð Þð Þe− z/ ΩRk∗Eð Þð Þ

ð∞
0
e− ρCE δ2+β2zð Þyð Þ/ θ1 χ2−zð Þð Þð Þe− y/ ΩCU2ð Þð Þdydz

= 1 − 〠
K

k=1

K

k

 !
−1ð Þk−1
ΩRk∗E

ðχ2
0

e− δ2+β2zð Þkð Þ/ θ2 χ2−zð Þð Þð Þe− δ2+β2zð Þ/ θ1 χ2−zð Þð Þð Þe− zð Þ/ ΩRk∗Eð Þð Þ
1 + θ3 δ2 + β2zð Þ/χ2 − zð Þ dz,

ð15Þ

SOPD2
≈ 1 − π

2N 〠
K

k=1

K

k

 !
χ2 −1ð Þk−1
ΩRk∗E

〠
N

n=1

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2n

q e− 2δ2+β2χ2 1+ϕnð Þð Þkð Þ/ θ2χ2 1−ϕnð Þð Þð Þe− 2δ2+β2χ2 1+ϕnð Þð Þ/ θ1χ2 1−ϕnð Þð Þð Þe− χ2 1+ϕnð Þð Þ/ 2ΩRk∗Eð Þð Þ
1 + θ3 2δ2 + β2χ2 1 + ϕnð Þð Þð Þ/ χ2 1 − ϕnð Þð Þð Þ :

ð16Þ

SOPD1
= 1 − Pr gSRk∗

��� ���2 > δ1 + β1 gRk∗E

��� ���2
a1ρS

, gRk∗D1

��� ���2 > δ1 + β1 gRk∗E

��� ���2
 �
ρCE gCU1

��� ���2 + 1

 �

a1ρR

0
BB@

1
CCA,

= 1 −
ð∞
0

ð∞
0
f

gRk∗Ej j2 zð Þf gCU1j j2 yð Þ 1 − F
gSRk∗j j2

δ1 + β1z
a1ρS


 �
 �
1 − F

gRk∗D1j j2
δ1 + β1zð Þ ρCEy + 1ð Þ

a1ρR


 �
 �
dydz:

ð19Þ

6 Journal of Sensors



After some variable substitutions and manipulations,
(19) can be transformed by

SOPD1
= 1 − 〠

K

k=1

K

k

 !
−1ð Þk−1e−δ1μ1
ΩCU1

ΩRk∗E

ð∞
0
e−β1μ1ze− z/ ΩRk∗Eð Þð Þ

�
ð∞
0
e− ρCE δ1+β1zð Þð Þ/ ΩRk∗D1a1ρRð Þð Þye− y/ ΩCU1ð Þð Þdyd

= 1 − 〠
K

k=1

K

k

 !
−1ð Þk−1μ2e−δ1μ1

ΩRk∗E

ð∞
0

e− β1μ1+ 1/ ΩRk∗Eð Þð Þð Þz
μ3 + z

dz,

ð20Þ

whereμ1 = ð1/ðΩSRk∗
a1ρSÞÞ + ð1/ðΩRk∗D1

a1ρRÞÞ,μ2 = ððΩRk∗D1
a1ρRÞ/ðρCEΩCU1

β1ÞÞ, and μ3 = μ2 + ððδ1Þ/ðβ1ÞÞ. Using ([46],
3.352.4), (18)canbeobtained.

The proof is completed.

3.3. Asymptotic SOP Analysis. In this section, the asymptotic
SOP expression could be derived at high SNR ρS = ρR ⟶∞
to provide more insights of performance analysis. It can be
performed by applying the first-order Maclaurin’s series
expansions e−x = 1 − x and use Eið−xÞ = ln ðxÞ + C as [46].
The asymptotic SOP of D2 and D1 are expressed as, respec-
tively,

SOPD2
≈ 1 − π

2N 〠
K

k=1

K

k

 !
χ2 −1ð Þk−1
ΩRk∗E

〠
N

n=1

ffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2n

q

� 1 + θ3 2δ2 + β2χ2 1 + ϕnð Þð Þ
χ2 1 − ϕnð Þ


 �−1

× 1 − 2δ2 + β2χ2 1 + ϕnð Þð Þ k + 1ð Þ
θ2χ2 1 − ϕnð Þ −

χ2 1 + ϕnð Þ
2ΩRk∗E

 !
,

ð21Þ

SOPD1
= 1 + 〠

K

k=1

K

k

 !
−1ð Þk−1μ2
ΩRk∗E

1 +
μ3 β1μ1ΩRk∗E

+ 1
� �

ΩRk∗E
− δ1μ1

 !

� ln
μ3 β1μ1ΩRk∗E

+ 1
� �

ΩRk∗E

 !
+ C

 !
:

ð22Þ

4. Strictly Positive Secrecy Capacity Analysis

In this section, we analyze the strictly positive secrecy capac-
ity (SPSC). Then, the SPSC of the system is given as [47].

SPCPout = Pr C1 > 0, C2 > 0ð Þ: ð23Þ

Proposition 2. The close-form of SPSC is given by

SPCPout = −〠
K

k=1

K

k

 !
−1ð Þk−1ΩRk∗D1

ρR
ρCEρEΩCU1

ΩRk∗E
e ϖ1/ ΩCU1ð Þð ÞEi

� −
ϖ1

ΩCU1

 !
× 〠

K

k1=1

K

k1

 !
−1ð Þk1−1

2ρEa1ΩRk∗E

π

N
〠
N

n=1

�
ffiffiffiffiffiffiffiffiffiffiffiffi
1 − ϕ2n

q
e−ϖ2 1+ϕnð Þ

1 + 1 + ϕnð ÞρCEΩCU2

� �
/ 1 − ϕnð ÞρRa1ΩRk∗D2

� �� � :
ð24Þ

Proof. See Appendix.

5. Simulation Results

In this section, we present the numerical analysis of our SOP
of Di along with the corroboration of analytical results. The
parameters of the system can be expressed in Table 2.

Figure 2 considers the SOP versus transmit SNR
while varying K DF relays. Different values of SOP
can be seen for the two destinations. For D1 and D2
, the best SOP is achieved with K = 2. This shows that
the addition of more relays is beneficial to SOP. Fur-
thermore, we observe that the different values of SOP
for D2 converge to a single floor at high SNR values.
This is due to the absence of SIC at D2, therefore,
the SOP is impacted in high SNR regions despite
the number of relays. In addition, D2 NOMA performs
better than OMA in the range of SNR from 0 to
30 dB. And D1 NOMA performs better than OMA in
all SNR.

In Figure 3, we consider the SOP versus transmit SNR
while varying ρE . Different values of SOP can be seen for
the two destinations. For D1 and D2 , the best SOP is
achieved with ρE = −5(dB). This shows that increasing ρE
impacts on SOP. Also, in Figure 3, the analytical and simu-
lated results closely match. Looking closely at the results,
we can see that the SOP of D2 is impacted the most by larger
ρE values. Furthermore, we observe that the SOP for D2
approaches a floor at high SNR values for ρE = 1 (dB). As
in Figure 2, this can be attributed to the lack of SIC at D2.

Table 2: Table of parameter.

System parameters Value

The power allocation a1 = 0:2 and a2 = 0:8
The number of relay K = 2
The power of CUE ρCU = 1
The parameter
of channel

ΩSRk∗
=ΩRk∗Di

=ΩRk∗E
=ΩCU1

=ΩCU2
= 1

The target rate R1 = 1 and R2 = 0:1 bit per channel use
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In Figure 4, we consider the SOP versus transmit SNR
while varying ρCU . Different values of SOP can be seen for
the two destinations. For D1 and D2 , the best SOP is
achieved with ρCU = −5 (dB). In Figure 4, the analytical
and simulated results closely match. Furthermore, we
observe that the different SOP values for D2 converge at a
floor at high SNR values, this is due to the absence of SIC
at the far user D2. Hence, D2 is impacted by the interference
of the CUE, unlike D1 which employs SIC. Figure 4, clearly

shows the impact of SIC on SOP at the different NOMA
devices.

In Figure 5, we consider the SOP versus a2 varying ρ in
dB with ρE = 1 (dB). Different values of SOP can be seen for
the two destinations. For D1 and D2 , the best SOP is
achieved with an SNR of 30 dB. Furthermore, the analytical
and simulated results closely match. Figure 5 clearly shows
the impact of power allocation on SOP at the different
NOMA devices.
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Figure 3: The SOP versus ρ in dB varying ρE .
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In Figure 6, we consider the SPSC versus transmit SNR
while varying K . Different values of SPSC can be observed
depending on the value of K . The best SPSC curve is

achieved with K = 3. In Figure 6, the analytical and simu-
lated results closely match. Furthermore, we observe that
the different SPSC values converge at a ceiling at high SNR
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Figure 5: The SOP versus a2 in dB varying ρ with ρE = 1 (dB).
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Figure 4: The SOP versus ρ in dB varying ρCU with ρE = 1 (dB).
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values. Demonstrating that at moderate to high SNR values,
the number of relays has no significant impact on the SPSC
of the proposed system.

In Figure 7, we consider the SPSC versus transmit SNR
while varying ρE . Different values of SPSC can be observed
depending on the value of ρE. In Figure 7, the analytical
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Figure 7: The SPSC versus ρ in dB varying ρE .

10–2

10–1

100

St
ric

tly
 p

os
iti

ve
 se

cr
ec

y 
ca

pa
ci

ty

0 10 20 30 40 50

𝜌 in dB

K = 1 Sim.
K = 2 Sim.

K = 3 Sim.
Analytical

Figure 6: The SPSC versus ρ in dB varying K with ρE = 1 (dB).

10 Journal of Sensors



and simulated results closely match. Furthermore, we
observe that the different SPSC values approach ceilings at
high SNR values. Also, for Figure 7, it is clear that a tenfold
increase in ρE significantly reduces the ceiling of SPSC of our
system in the moderate to high SNR region. This is due to
the increased signal strength at the eavesdropper affecting
the proposed system.

In Figure 8, we consider the SPSC versus transmit SNR
while varying ρCU . Different values of SPSC can be observed
depending on the value of ρCU . In Figure 8, the analytical
and simulated results closely match. Furthermore, we observe
that the different SPSC values converge at a similar ceiling at
high SNR values. For this figure, unlike in Figure 6, a tenfold
increase in interference power ρCU does not significantly
reduce the ceiling of the SPSC of our system. Demonstrating
the reliability and security of our proposed system in the mod-
erate to high SNR region in the presence of interference.

6. Conclusions

In this paper, the PLS problem of two destinations (NOMA
users) has been studied in the context of downlink NOMA

network under the presence of interference from traditional
user CUE. Once an eavesdropper can overhear a signal in
second hop transmission, SOP can be evaluated to verify
the security of the dual-hop downlink transmission. By
designing multiple relays, we can have a higher chance to
improve SOP. We found that better SOP can be achieved
by having more relays to forward signals. We derived the
closed-form expressions SOP and lots of scenarios are pre-
sented in numerical simulation to confirm the impact of
the studied parameters on secrecy performance. Simulation
results are presented to examine the impact of the following
parameters, i.e., transmit SNR at source, interference chan-
nel, the number of relays, and power allocation factors, on
system performance. In future work, we may consider the
secure performance of multiple NOMA users.

Appendix

A. Proof of Proposition 2

The SPSC can be expressed as
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Figure 8: The SPSC versus ρ in dB varying ρCU with ρE = 1 (dB).
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Next, the first term of I1 can be calculated by
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In addition, the second term I2 is given by
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Similar in above, it can be rewritten by
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Then, using Gaussian-Chebyshev Quad we can approxi-
mate I2 as
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where ϖ2 = ð1/ð2ρEa1ΩRk∗E
ÞÞ + ðk1/ðð1 − ϕnÞρSa1ΩSRk∗

ÞÞ + ð
1/ðð1 − ϕnÞρRa1ΩRk∗D2

ÞÞ. Putting (A.5) and (A.7) into
(A.1), the proof is completed.
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Wireless Sensor Networks (WSNs) consist of a spatially distributed set of autonomous connected sensor nodes. The deployed
sensor nodes are extensively used for sensing and monitoring for environmental surveillance, military operations,
transportation monitoring, and healthcare monitoring. The sensor nodes in these networks have limited resources in terms of
battery, storage, and processing. In some scenarios, the sensor nodes are deployed closer to the base station and responsible to
forward their own and neighbor nodes’ data towards the base station and depleted energy. This issue is called a hotspot in the
network. Hotspot issues mainly appear in those locations where traffic load is more on the sensor nodes. The dynamic and
unequal clustering techniques have been used and mitigate the hotspot issues. However, with few benefits, these solutions have
suffered from coverage overhead, network connection issues, unbalanced energy utilization among the sink nodes, and network
stability issues. In this paper, a comprehensive review of various equal clustering, unequal clustering, and hybrid clustering
approaches with their clustering attributes is presented to mitigate hotspot issues in heterogeneous WSNs by using various
parameters such as cluster head selection, number of clusters, zone formation, transmission, and routing parameters. This
review provides a detailed platform for new researchers to explore the new and novel solutions to solve the hotspot issues in
these networks.

1. Introduction

Wireless Sensor Networks (WSNs) are developed for sensing
and monitoring vital signs of the environment and area by
using distributed and connected sensor nodes. The sensor
nodes are further classified into normal nodes, sink nodes
(SNs), and Gateway Nodes (GN). The sensor nodes are tiny
in size and have inadequate resources in terms of energy,
processing, and storage space [1–3]. In most cases, the sen-
sor nodes are deployed in a very intense and harsh environ-
ment [4, 5]. The main objective of this deployment is to
sense the data remotely and forward it to the end-user or
system for decision-making. For data forwarding, there is a

need for more efficient mechanisms to manage the node’s
energy system and improve the network lifetime [6].

The sensor nodes are sensing and perceiving the infor-
mation from the surrounding environment and process
and transmit it to the closest node till the data reached the
base station (BS) [7]. In WSN, due to the limited energy
resources of sensor nodes, there is an essential requirement
of well-efficient and balanced data aggregation mechanism
and energy-efficient routing protocols [8]. The energy factor
is always one of the considerable factors to design any solu-
tion for WSNs [9, 10]. Several types of routing protocols
have been proposed to conserve the sensor nodes’ energy
[7, 11, 12]. The clustering technique is an efficient
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topological control mechanism that can effectively improve
the scalability period and lifespan of WSNs [10]. The WSN
applications have gained popularity including target tracking
[13, 14], environmental monitoring [8], security [15–19],
disaster response [5], and health monitoring [20, 21].

In a clustering environment, the data is engaged from
one node to another node and causes hotspots or energy
hole problems. A hotspot is caused by the node deployed
closest to the BS and quickly drains its energy due to traffic
coming from other nodes and forwarded from it. These sen-
sor nodes do not only send their data but also transmit the
data from other sources due to which early death of nodes
causes hotspot issues. In this paper, Heterogeneous Wireless
Sensor Networks (HWSN) are discussed in terms of network
lifetime primarily based on hotspot issues [22]. Figure 1
shows the architecture of WSN.

The other objectives of this paper are as follows.
Clustering is the most popular energy-efficient technique

and has proven benefits, but it also suffered from hotspot issues.

(i) The absence of current and detailed survey articles
on hotspot approaches motivated us to accomplish
this research. To the best of our knowledge, this is
the only review performed on hotspot issues

(ii) First, we introduce a detailed classification of
HWSN considering all the foremost characteristics
of clustering algorithms, which includes types of
clustering protocol, clustering design process, and
data transmission for general understanding of clus-
tering algorithms

(iii) Secondly, an assessment of the clustering protocols is
executed and highlights the hotspot issues based on
equal, unequal, and hybrid cluster size, considering
all the design and data transmission aspects of the pro-
tocols, i.e., cluster size, CH selection, data transmis-
sion, data aggregation, type of clustering, and zones

The rest of the paper is organized as follows: Section 2
presents the introduction to clustering. Section 3 presents
the clustering attribute classification. Section 4 addresses
the hotspot issue and classification of protocols based on
equal, unequal, and hybrid clustering protocols. The last sec-
tion concludes the paper with a future direction.

2. Clustering in WSN

In WSNs, clustering refers to the division of nodes into
groups based on some characteristics. Clusters could be
formed based on residual energy [23], location [7], and net-
work topology. Normally, a node that takes more responsi-
bilities is called the CH. The CH formation techniques are
distributed [8] or centralized [23] in WSNs. In the former
techniques, every node broadcasts information (residual
energy) to the one-hop neighbor, and eventually, the node
with greater value becomes CH. In the latter techniques,
every node is responsible for sharing information back to
BS which does computation and selects CHs in the network.
BS then informs all the nodes about their respective CHs.

WSN is comprised of nested clusters in a supercluster.
CHs in small clusters gather data from sensor nodes and for-
ward to super CH in a hierarchy. By using this way, the net-
work works in a multihop fashion, and the role of the node
as CH is rotated in a cluster, depending on the hierarchy.

After deployment of the sensor nodes in the network,
there are normally two ways to transmit sensed data to the
BS. First is direct communication or single-hop [8] between
the sensor nodes and the BS. This consumes more energy of
the sensor node and shortens the network lifetime. The sec-
ond one is multihop communication [23], in which the sen-
sor node forwards the data to another nearby node that is
comparatively nearer to the BS. The nodes near the BS
always serve as intermediate nodes, creating energy holes,
which is a problem in WSN when a node cannot find the
next forwarder node for multihop communication.
Figure 2 shows the clustering process in WSNs.

2.1. Why Clustering Is Needed? The clustering mechanism
provides a hierarchal grouping of the sensor nodes and pro-
vides scalability, efficiency, and collaboration in the network.
It is a promising approach which not only decreases the total
number of transmissions required towards BS but also saves
energy in the clusters [10], because CHs aggregate data from
its cluster members and forward it to BS. Furthermore, main-
tenance costs are incurred by dynamic topology after using the
clustering technique. Reconfiguration is normally done on the
CH level where the remaining cluster nodes are not affected.
In short, clustering achieves the following objectives:

(i) Better utilization of resources

(ii) Scalability improvements

The network life can be enhanced to a greater extent if
utilizing the network energy uniformly.

3. Clustering Attribute Classification

The categorization of cluster protocols is based on various
clustering mechanisms, clustering types, and cluster design
processes.

Nodes

Field

Base station

Figure 1: Wireless Sensor Network architecture [7].
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3.1. Clustering Mechanism. Topology control is one of the
most significant issues in ad hoc networks due to the massive
number of sensor nodes and the inconsistency of the net-
work infrastructure. In ad hoc networks, topology manage-
ment strategies, choosing appropriate neighbors to
establish links, and selecting the optimal neighbors for
hop-by-hop data delivery are vital to enhancing scalability,
resource utilization, and stability [25]. The clustering mech-
anism [10] is one of the most vital solutions which has been
developed and proposed by a lot of researchers in WSNs. To
enhance the network lifespan and network stability, the clus-
tering technique is improving resource utilization. The clus-
tering mechanism can manage and organized the network
system into a set of clusters for topological control.
Figure 3 shows the clustering protocol classification.

3.2. Clustering Types. The clustering protocols are divided
into two types including homogenous [26] and heteroge-
neous [27]. In the former, all network nodes have the same
initial energy while in the latter, network nodes are equipped
with different initial energy levels. In the homogenous type
of clustering, the network nodes have the same initial
energy, processing capabilities, and sensing range. The
homogenous networks require high hardware costs. To
overcome the limitation of homogenous networks, heteroge-
neous networks are proposed in which two types of sensor
nodes are introduced. Generally, the heterogeneous network
has two types of nodes having different energy levels termed
as high energy or advanced nodes and low energy or normal
nodes. The advanced nodes have maximum energy than the
normal nodes. Depending on node heterogeneity, the het-
erogeneous network can be classified into two-tier or multi-
tier heterogeneous networks.

3.3. Clustering Design Process. The clustering process in
WSN maximizes the network lifetime, and it is mainly due
to the whole network being partitioned into different clusters
and each set of a cluster-defined set of nodes. The cluster
formation process and the number of clusters are very
important factors in clustering protocols. The clusters

should be well balanced, and the number of messages
exchanged during cluster formation should be minimized.
The complexity of the algorithm should increase linearly
when the network grows. CH selection is another important
challenge that directly affects network performance. The best
possible node should be selected so that the network stability
period and overall network lifetime should be maximized
[27]. The clustering process is divided into three steps, i.e.,
CH selection, cluster formation, and data transmission [27].

3.3.1. Cluster Head Selection. As CH is primarily used for
aggregating and distributing the information to the SN,
CH selection plays a very crucial part in optimizing energy
consumption. However, the appropriate CH selection
enhances the network lifetime. In a cluster-based network,
CH near the BS quickly exhausts its energy, which leads to
hotspot problems. Unequal clustering algorithms are utilized
[28] to overcome this problem. The CH selection is based on
various parameters such as probability [29], distance [30],
residual energy [23], RSSI [31], cluster density [32], node
degree [33], initial energy [34], threshold [35], and hybrid
method [36]. The energy utilization of the CH is more
extensive as compared to the normal sensor nodes. After
the CH selection, nodes joined their CH based on the mini-
mum distance forming a cluster. Figure 4 shows the cluster-
ing design process.

3.3.2. Cluster Formation. The cluster formation can be clas-
sified into two categories, centralization by the BS or distrib-
utive by the nodes themselves [37]. The clustering algorithm
uses the network’s global knowledge in centralized
approaches, while in distributed approaches, local knowl-
edge is used to create clusters. In the distributive approach,
the CHs declare their selection to the network nodes by
broadcasting advertisement messages where each network
node responds by sending a join message to the CH. Each
type of cluster comprises a cluster member (CM), and each
cluster has a leader whose task is to transmit the data to
the other neighbor nodes or BS. The cluster size can be
equal, unequal, or hybrid. After the cluster formation, the

Base station

Super cluster head
Mini cluster head

Mini clusters

Super clusters

Figure 2: Clustering in WSNs [24].
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CH receives the data from the CM, and after, the data aggre-
gation/fusion process forwards the data to the BS via single
or multihop transmission for the end-user processing.

3.3.3. Data Transmission. In the clustering technique, both
communication models such as single [8] and multihop
[23] communication, chain-based [38], or tree-based [39]
have unavoidable energy dissipation among the cluster
members. This situation arises when some sensor nodes
die permanently and hence reduces the lifespan of the net-
work. In clustering protocols, the energy depletion of the
sensor nodes which are deployed near to the BS is higher
as compared to other nodes, which leads to a hotspot prob-
lem [40] or energy hole problem. Due to this hotspot prob-
lem, a set of data is forwarded to the BS and collapse the
complete network system. Experiment results in [26] indi-
cated the vital information that over ninety percent (90%)
of the energy of the whole network remains unutilized if
the lifetime of the network is dropped out due to the hotspot
issues.

4. Hotspot Issue

The hotspot problem [40] degrades the network transmis-
sion. Transmission is interrupted because the number of
nodes drains out their energy due to the excess of transmis-
sion from that nodes. To alleviate the hotspot issue, many
authors have discussed the energy imbalance issue by imple-
menting the unequal type of clustering techniques. Most of
the dynamic unequal cluster techniques improve the hotspot
issues, but they have also a lot of other issues like overhead
along with coverage, connectivity, and network stability
issues. So, static or equal clustering [41] technique is used,
and this technique can consume a minimal amount of
energy and less overhead. But static clustering techniques
also have issues while mitigating hotspot and balancing the
energy utilization among the SNs. The number of clusters
in a zone is the main issue in the static clustering technique
while mitigating the hotspot problem increases the lifetime
and the network. Increasing the cluster size makes the node
closest to the BS deplete their energy fast and causes hotspot
issues. A decrease in cluster size increases the intracluster

communication cost where nodes die due to excess commu-
nication and the cause of hotspot issues. Figure 5 shows the
classification of protocols.

In this paper, we present some parameters of architec-
tures and investigate the hotspot issues. Conducting research
based on eliminating hotspot or energy hole issues, we clas-
sified protocols according to different clustering techniques
including equal [41], unequal [28], and hybrid [36]. In equal
clustering, the size of the clusters is consistent throughout
the network. Conversely, in unequal clustering, the size of
clusters differs throughout the network based on the dis-
tance to the BS.

4.1. Equal/Static Clustering Protocols. In this section, equal
clustering protocols are discussed whereas Table 1 summa-
rizes static protocols and their performance parameters
and comparison.

4.1.1. HUCL. The HUCL [42] protocol comprises both
dynamic and unequal clustering static and equal clustering.
In this protocol, CHs are nominated based on the principle
of residual energy, distance from the BS, and the number
of engaged SMS. To avoid the overhead in the network,
the set of data transmission stages consists of major slots,
and slots are partitioned into several minor slots, and each
set of minor slots has sets of CMs, which forward the data
to the CH. This CH sends the aggregated data to the BS,
and each major slot consists of a new CH, and also, the cur-
rent CH informs the new CH about its sensor nodes and all
information in the transmission phase.

4.1.2. EADUC. An efficient clustering protocol for elevating
hotspot or energy hole issues is discussed in [43], in which
the authors proposed the protocol called Energy-Aware Dis-
tributed Unequal Clustering (EADUC). This protocol elects
the CH on the principle of average residual energy of the
surrounding sensor nodes and the residual energy of the
SN itself. It developed a cluster of uneven sizes to mitigate
the hotspot issues. The CH which is closest to the BS has a
smaller number of clusters which are used to efficiently bal-
ance the energy consumption and make the network energy
preserved for intercluster communication.

4.1.3. IEADUC. In [44], the authors proposed an Improved
Energy-Aware Distributed Unequal Clustering protocol
(IEADUC) as an improved version of [43]. In IEADUC,
one step is included when electing CH, and that is consider-
ing the neighbor nodes. In this protocol, the selection of the
next hop for data forwarding the Relay Node (RN) is used.
The RN can formulate the set of tables that consists of
energy utilization of nodes instead of location and distance
information used in the EADUC protocol.

4.1.4. ZECR. In [45], the authors proposed a protocol called
Zone divided and Energy Balanced Clustering Routing pro-
tocol (ZECR). This algorithm partitions the area into several
types of zones and uses unequal clustering techniques to
alleviate the hotspot issues. These types of hotspot issues
are produced by the nodes which are closer to the BS and
send the data passing through it. Due to this factor, nodes

Heterogeneous

Cluster head
selection

Cluster
formation

Data
transmission

Homogeneous

Clustering
protocols

Clustering design
process

Figure 3: Clustering protocol classification [26, 27].
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deplete their energy faster and created hotspot issues. The
technique of CH selection is based on the principle where
the nodes can only be selected as a CH that has an energy
that is defined in the protocol. The energy should be equal
to the respective standard defined in the protocol. RN for
intercluster communication is selected based on high resid-
ual energy, and data is transferred to the BS efficiently.

4.1.5. IEEUC. In [46], the authors proposed Improved
Energy-Efficient Unequal Clustering (IEEUC). The IEEUC
protocol is the improved and extended version of the EEUC
protocol [33], which does not only depend upon the physical
orientation of the SNs but also depend upon the distance of
the SNs to the BS. The number of clusters closest to the BS
has a small size and preserves more energy in contrast to
the cluster far away from the BS.

4.1.6. LUCA. In [47], the authors proposed a Location-based
Unequal Clustering Algorithm (LUCA). In this protocol,
there is an unequal cluster mechanism that is established
based on the location factor. Due to this location factor,
the clusters are changed, respectively. The cluster size in
the protocol changes concerning the distance of the SNs
from the BS. This protocol forms the smaller clusters close
to the BS to preserve the energy and balances the energy
among the sensor nodes whereas the larger clusters are dis-
tant from the BS and the whole process is done to alleviate
the hotspot issues.

4.1.7. EBCAG. An efficient clustering protocol called Energy
Balancing Unequal Clustering Approach for Gradient-based
routing (EBCAG) using gradient-based routing for eliminat-

ing the hotspot issue is discussed in [48]. The protocol
divided the nodes into an unequal set of clusters where each
set of SNs can preserve a gradient value. The gradient value
in the protocol is set to be formulated as the minimum num-
ber of hops to BS. The size of the cluster in this protocol is
depending on the set of gradient values of the CH of respec-
tive clusters. The selection of the CH is based on the princi-
ple that first a tentative CH is selected with a random
probability of the nodes and becoming a CH. If a CH that
is tentatively selected has maximum remaining energy, it is
set to be updated as a final CH. The CH in an unequal clus-
tering collects the data from the SNs of its respective clusters
and sends the data to the BS on the descendent gradient of
the CH.

4.1.8. EBUCP. In [49], the authors suggested an algorithm
called the Energy Balanced Unequal Clustering Protocol
(EBUCP). This algorithm confirms the nonexistence of iso-
lated nodes for the formation of unequal clusters. This pro-
tocol consists of two steps, where in the first step the radius
of the cluster is formulated. In the second step, the CH selec-
tion process is contained and provides the detail that there
are no isolated nodes in the network system. The protocol
is partitioned into a multilayer mechanism in which the cir-
cular area is divided into a set of multilayers. In these types
of multilayers in circular rings, each layer has a balanced
energy consumption mechanism.

4.1.9. Dynamic Unequal Clustering Protocol. In [50], the
researchers proposed an energy-aware protocol called the
dynamic unequal clustering protocol. The main purpose of
this protocol is to avoid hotspot issues and prolong the
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Figure 4: Clustering design process [23, 29–36].
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network lifetime and network stability. In this protocol, the
cluster size is variable. It means that unequal clustering is
used for preserving the energy of the sensor nodes. In this
protocol, the CH selection mechanism is based on the node’s
residual energy and the distance of the nodes to the BS. The
CH nomination mechanism is established on the remaining
energy and the distance of the nodes to the BS.

4.1.10. UCMR. In [51], the authors proposed a protocol
called the Unequal Clustering Multihop Routing protocol
(UCMR). In this protocol, each set of the cluster has differ-
ent cluster sizes; this cluster size is grounded on its distance
from the BS. This protocol reduces the hotspot or energy
hole issues with the help of an unequal clustering process.
In this protocol, the unequal clustering process manages
the network with cluster sizes. The cluster near the BS has
a small size to preserve energy as likened to the cluster which
is distant away from the BS. Table 1 shows the comparison
of the static protocol.

4.1.11. ZBRP. In [52], the authors proposed a protocol called
the Zone-Based Routing Protocol (ZBRP). It consists of clus-
tering technique and network space aspect to eliminate the
hotspot issues. In this protocol, the CH selection is depend-
ing on the random back of time in each round. The set of
nodes closer to the BS having higher residual energy and
previously sending less data is selected as the RN. The proto-
col formulates uneven-sized clusters, and these types of clus-
ters have very small overhead while considering the location
information.

4.1.12. EEUGCR. In [53], the authors proposed a protocol
called the Energy-Efficient Uneven Grid-based Clustering
Routing protocol (EEUGCR). This protocol uses a central-
ized technique in which the BS is responsible for all types
of tasks such as CH nomination, cluster establishment, and
RN selection criteria. The BS in this protocol partitioned
the entire network into a set of unequal-sized clusters. The
cluster size is based on its distance from the BS. Greater

Clustering protocols based upon hot-spot hole issues
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distance from the BS increases the size of clusters, and closer
to the BS decreases the size of the cluster for preserving more
energy. Due to a lot of energy dissipation of the cluster near
the BS, the grid clustering method is introduced where the
hotspot issues are alleviated. In the end, data is sent to the
most upper-level layer, and from this layer, data is sent to
the BS through data mules.

4.1.13. EUCA. In [54], the authors suggested a protocol
called the Enhanced Unequal Clustering Algorithm (EUCA)
based on the UCA protocol. In this protocol, the authors
have enhanced the UCA protocol to overcome the hotspot
issue. The basic idea behind this solution is placing the BS
closer to the clusters and BS nodes which are tiny in size
placed far away from the clusters. This strategy enhances
the network lifetime by consuming less energy in the
network.

4.1.14. MRPUC. In [55], the authors proposed the protocol
called Multihop Routing Protocol with Unequal Clustering
(MRPUC). The main purpose of this protocol is to develop
an unequal clustering technique to enhance the network life-
time and network stability. Nodes nearer the BS have a tiny
cluster size to evade hotspot issues. The selection of CH is
based on the node which has higher residual energy in the

system. The number of clusters that are closest to the BS is
kept small where they preserved the energy in intracluster
communication and forward the packets for intercluster
communication.

4.2. Unequal Clustering Protocol. In this section, unequal
clustering protocols are discussed.

4.2.1. EDDUCA. In [56], the authors suggested a protocol
called Energy Degree Distance-based Unequal Clustering
(EDDUCA). CH election is centered on outstanding energy,
the degree of the node, and the distance of the CH from the
BS. This solution consists of an unequal clustering technique
for preserving the energy of the nodes closer to the BS. Due
to the unequal clustering mechanism, the size of the cluster
closer to the BS is kept smaller as compared to the clusters
which are far away from the BS.

4.2.2. EC. In [57], the authors presented a disseminated pro-
tocol called Energy-efficient Clustering (EC). This solution
maintains the sizes of the clusters founded on the distance
of the clusters from the BS. In this protocol, uncertain CHs
are selected arbitrarily, and the concluding CH is selected
based on the highest leftover energy. The intercluster routing
protocol developed the balanced energy scenario and

Table 1: Static protocols.

Sr.
no.

Protocol
Data

transmission
Node type Clustering type CH selection

1 HUCL Multihop Homogeneous
Hybrid

clustering
Distance to the BS and adjacent nodes,

energy

2 EADUC Multihop Heterogeneous
Unequal
clustering

Deterministic

3 IEADUC Multihop Heterogeneous
Unequal
clustering

Residual energy, surrounding nodes

4 ZECR Multihop Heterogeneous
Unequal
clustering

Residual energy

5 IEEUC Multihop Homogeneous
Unequal
clustering

Hybrid

6 LUCA Multihop Homogeneous
Unequal
clustering

Random

7 EBCAG Multihop Homogeneous
Unequal
clustering

Deterministic

8 EBUCP Multihop Heterogeneous
Unequal
clustering

Remaining energy, average energy

9
Dynamic unequal clustering

protocol
Multihop Homogeneous

Unequal
clustering

Remaining energy

10 UCMR Multihop Homogeneous
Unequal
clustering

Deterministic

11 ZBRP Multihop Homogeneous
Hybrid

clustering
Remaining energy

12 EEUGCR Multihop Homogeneous
Unequal
clustering

Centrality factor

13 EUCA Multihop Homogeneous
Unequal
clustering

Residual energy

14 MRPUC Multihop Homogeneous
Unequal
clustering

Deterministic
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produces less amount of overhead due to the route discovery
mechanism.

4.2.3. EDUC. In [58], the authors presented an Energy-
Driven Unequal-based Clustering protocol (EDUC). The
protocol consists of the unequal clustering method and CH
rotation mechanism. In this solution, an unequal set of clus-
tering methods is responsible for the balance of energy con-
sumption among the nodes. The CH rotation mechanism is
used for the dissipation of energy among the cluster nodes.
The number of clusters that are contiguous to the BS has a
smaller size and thus preserves the energy. While in another
case, the clusters which are distant from the BS have a larger
size.

4.2.4. EBUC. In [59], the authors proposed and evaluated an
algorithm called the Energy Balance Unequal Clustering
(EBUC). This algorithm consists of an unequal clustering
technique that is most often used for periodic data collec-
tion. This protocol provides the mechanism in which the
CH preserves more energy and avoided hotspot issues. This
protocol adopts both inter- and intracluster routing. For
intercluster routing, the CH can relay the data with the help
of RN. This RN gathers the accumulated data from the CHs
and relays this data to the BS.

4.2.5. UCS. In [60], the authors proposed a protocol called
Unequal Clustering Size (UCS). The protocol provides the
mechanism that CH nodes can completely adjust their loca-
tion and the cluster size and the load balancing among dif-
ferent CHs should be managed properly.

4.2.6. EUCS. In [61], the authors presented an Enhanced
Unequal Clustering (EUCS). In [61], the clusters which are
closer to the BS have tiny cluster sizes as related to the clus-
ters which are distant from the BS. The CH selection mech-
anism consists of the nodes which have the highest residual
energy and also the distance of it from the BS, to balance the
energy utilization between the SNs and the CH reelection
mechanism. So, in this scheme, the CH reelection mecha-
nism is initiated when the CH energy becomes less than
the set threshold. Table 2 shows the static protocols, their
performance parameters, and their comparison.

4.2.7. HEED. In [62], the authors proposed a Hybrid Energy-
Efficient Distributed clustering (HEED). The HEED proto-
col uses a hybrid scheme for CH selection and comprises
outstanding power of the nodes and the degree of the
respected nodes in an equal clustering manner.

4.2.8. UHEED. In [63], the authors presented an algorithm
called Unequal Clustering Hybrid Energy-Efficient Distrib-
uted (UHEED) based on [62]. This protocol can mitigate
the hotspot issues and improve the energy utilization among
the nodes and prolong the network lifespan and stability. In
[63], the CH selection is based on the unequal size cluster
mechanism. These types of clusters are formed with a set
of parameters such as distance among CH and BS. In this
scheme, the size of the clusters is kept smaller near the BS
as compared to the size of the clusters which are far away

from the BS. Due to this type of cluster formation, the
intracluster communication cost closer to the BS reduces.
The clusters are smaller near the BS, and there is less burden
on the CHs as compared to the CHs which are far away from
the BS.

4.2.9. RUHEED. In [64], the authors proposed a Rotated
Unequal clustering protocol (RUHEED). This protocol is
the extended form of [63], with a more rotating CH node
for the CH election mechanism. The CH is rotated in a spe-
cific manner among the nodes of the identical cluster. This
CH rotation is depending upon the node which has the
highest outstanding energy in the cluster.

4.2.10. Fuzzy-Based Clustering. In [65], the authors proposed
a protocol called fuzzy-based clustering mechanism for mit-
igating hotspot issues in WSNs. This protocol can develop a
systematic unequal clustering technique using the fuzzy logic
mechanism. In this protocol, the selection of CH is not only
dependent upon the residual energy of the nodes but also
dependent upon other systematic information of the set of
nodes. In this protocol, the cluster size adjacent to the BS
is lesser in contrast to the clusters which are distant from
the BS. These adjacent clusters preserved their energy in
intracluster routing and use this energy for intercluster com-
munication and balance the load among the nodes.

4.2.11. COCA. In [66], the authors proposed a Construction
of Optimal Clustering Architecture (COCA) for WSNs. This
protocol developed a mechanism for optimal cluster forma-
tion in which the energy utilization mechanism in all clus-
ters is even. Due to this even energy utilization, the
hotspot issues are alleviated systematically. In the second
part of the protocol, a CH rotation mechanism is developed
in such a way that the energy which is consumed during
intracluster communication lessens, and hence, it overcomes
the hotspot issues.

4.2.12. Improved LEACH. In [67], the authors proposed a
protocol called the Improved Low Energy Adaptive Cluster-
ing Hierarchy (Improved LEACH) protocol for WSNs. The
CH sends the data directly to the BS without any assistance
from any other nodes. The CH selection is centered on the
round-robin principle, and the selection of time slots is pre-
defined. In the data transmission phase, the SNs of the
respective cluster use the TDMA time slot scheme to send
the data to the CHs and the CHs use the CSMA technique
to send the collected data to the BS.

4.2.13. ACT. In [68], the authors proposed a protocol called
Arranging Cluster size and Transmission range (ACT) for
WSNs. This protocol provides an extension mechanism for
arranging the set of clusters and their transmission. This
scheme describes that size of clusters is depending upon
the distance of the clusters from the BS. Clusters that are
closer to the BS have a tiny cluster size in contrast to the
clusters which are distant from the BS which reduces the
extra burden on the nodes near the BS.
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4.2.14. EEDUC. In [69], the author suggested a protocol
called Energy-Efficient Distributed Unequal Clustering
(EEDUC) for WSN. The protocol systematically collects
the periodical data to balance the energy utilization among
the SNs. In this protocol, CH is selected based upon some
type of efficient intracluster parameters. Each type of SN in
a cluster established a waiting time. This waiting time con-
sists of the residual energy of the SNs and also the number
of adjacent nodes in a cluster. With the help of this waiting
time selection, the CH is selected. While removing the hot-
spot, there is an unequal clustering mechanism that clusters
adjacent to the BS have reduced cluster size as matched to
the clusters which are distant from the BS, and hence, load
on CHs near the BS is lessened. But there is a defect in this
technique which is a lot of energy utilization while relaying
the data from CH to RN and RN to BS.

4.3. Hybrid Protocols. In this section, hybrid clustering pro-
tocols are discussed.

4.3.1. Hotspot Aware Energy. In [70], the authors proposed a
hotspot aware energy resourceful clustering approach for
WSN. In this protocol, an unequal clustering mechanism is
formulated where unequal clustering depends upon the dis-
tance from the BS. In this protocol, there is a two-tier mech-
anism in which CH is put under the higher tier and the SNs
put under the lower tier. Each set of SNs can send the data to
the higher tier which is CH, and the CH can send the gath-
ered data to the BS. Initially, the CH is selected centered on
the remaining energy of the node. If a node fell in more than
the individual cluster range, then sensor nodes can select the
CH which has low intracluster communication.

4.3.2. UCAPN. In [71], the authors proposed an energy
responsive imbalanced clustering algorithm for prolonging
the network lifetime (UCAPN). This protocol partitioned
the network into unequal cluster sizes. This protocol selects
the CHs built on the set of outstanding energy of the adja-

cent nodes and developed an unequal clustering mechanism.
In this protocol, the set of clusters that are close to the BS has
smaller cluster sizes as compared to the clusters which are
distant from the BS and minimized the energy consumption.

4.3.3. MHRP. In [72], the author proposed energy effective
Multi-Hop Routing Protocol (MHRP) for WSNs. In [72],
the CH election process is based on SNs with the highest
outstanding energy and a systematic set of routing paths that
are selected for the outstanding energy and the distance
among the nodes. This protocol divides the network area
into a different set of regions or zones where CH is selected
based on the remaining energy of the SNs and for the data
forwarding process. This protocol has a mechanism for mul-
tihop communication.

4.3.4. ERA. In [73], the authors proposed an Energy-
conscious Routing Algorithm (ERA) for WSNs. The CH
selection is established on the remaining energy. For the
selection of CHs, initially, each node uses a time slot based
on the set of residual energy of the nodes. For the cluster for-
mation process, this protocol uses the set of SNs which are
sending a message to the adjacent CH created on the
remaining energy and its distance from the BS. Data for-
warding from CH to BS is based on a series of CHs where
the data is forwarded and reached the BS.

4.3.5. ZEEHC. In [74], the authors presented a Zone-based
Energy Proficient Hierarchical Clustering convention
(ZEEHC) protocol for WSNs. In this type of protocol, the
network system is divided efficiently into the desirable size
of zones to raise the stability and network lifetime of the net-
work system. In this protocol, there is a concept of multihop
propagation of information from CH or ZH to RN and then
to BS. Table 3 shows the hybrid protocol comparison and
performance metrics.

4.3.6. EZ-LEACH. In [75], the authors proposed an improve-
ment on LEACH called Energy-Zone-LEACH (EZ-LEACH)

Table 2: Unequal clustering protocols.

Sr. no. Protocol Data transmission Node type Clustering type CH election

1 EDDUCA Multihop Homogeneous Unequal clustering Compound

2 EC Multihop Homogeneous Unequal clustering Hybrid

3 EDUC Multihop Heterogeneous Unequal clustering Random

4 EBUC Multihop Homogeneous Unequal clustering Heuristic

5 UCS Multihop Homogeneous and heterogeneous Unequal clustering Preset

6 EUCS Multihop Homogeneous Unequal clustering High residual energy

7 HEED Multihop Homogeneous Static and equal clustering Hybrid

8 UHEED Multihop Homogeneous Unequal clustering Hybrid

9 RUHEED Multihop Homogeneous Unequal clustering Hybrid

10 UCF Multihop Homogeneous Unequal clustering Fuzzy

11 COCA Multihop Homogeneous Unequal clustering Hybrid

12 Improved LEACH Single-hop Homogeneous Unequal clustering Hybrid

13 ACT Multihop Homogeneous Unequal clustering Deterministic

14 EEDUC Multihop Homogeneous Unequal clustering Hybrid
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protocol for WSNs. The first step of the protocol is network
formation in which the network is divided into a set of four
logical zones. CH is selected in this protocol where the node
which has a centrality factor can send its location to the BS.
Then, BS selects the CH node which is closed to the central
node. The residual and average energy is also considered for
the selection of CH.

4.3.7. HEEC. In [76], the authors proposed a Hierarchical
Energy-Efficient Clustering algorithm (HEEC) for WSNs.
The CH is selected grounded on the set of outstanding
energy of the SNs and the distance to the BS. The CH selec-
tion process also consists of the node alive status where the
node can transmit data to the BS. This protocol also intro-
duces the reelecting of the CH. The BS check after the first
round the energy status of the CH and compare it to the
other node. If it has less energy like aliveness and residual
energy, then the reelecting process is continued. This load
balance makes the network system energy efficient.

4.3.8. EADC Scheme. In [77], the authors presented a proto-
col with nonuniform node distribution for WSNs. This
scheme consists of two main parts: the first is the Energy-
Aware Clustering algorithm (EADC) and the second is
cluster-based routing phenomena. This EADC scheme has
the ability to establish clusters that are even sized and use
the process of competition ranges. There are balanced
energy consumptions among the node systematically. In
the second part of the protocol, to balance the energy con-
sumption among the CHs, a cluster-based systematic rout-
ing protocol is developed. In this protocol, to
systematically balance the energy consumption among the
CH, there is a set of mechanisms that are established for
intracluster and intercluster energy consumption adjust-
ment. The CH selection mechanism consists of nodes with
the highest residual energy, and also, the average remaining
energy of the adjacent node is set to be considered for the
selection of CH.

4.3.9. DHCS. In [78], the authors proposed the energy
resourceful Dual-Head Clustering Scheme (DHCS) for
WSNs. The dual CH mechanism is established in which
two CHs are considered which has the ability of network
route management, data relaying, data aggregation process,
cluster maintenance process, and set of intracluster and
intercluster communication mechanisms. The addition of
these two CHs makes the network system efficient, and there
is a load balance in the network system, and also, the CH
reelection mechanism is removed. The dual CH selection
mechanism consists of a set of criteria in which the first
CH is selected based on the residual energy of the node.
The node with maximum residual energy is selected as the
first CH. The second CH which is called the aggregated head
is selected by the first CH and is used for data aggregation,
cluster formation, and another set of clustering operations.

4.3.10. ESDCH. In [79], the authors proposed an Energy-
Saving Dual-Cluster Head protocol (ESDCH) for WSNs. In
this protocol, each set of SNs can arrange itself into clusters
and set the states of the SN into sleep state or active state
established on the outstanding energy of the nodes. This
protocol considers the dual CH mechanism, and the purpose
of this dual CH is to balance the load in the whole network
system systematically. Primary CH is chosen which has the
maximum remaining energy in the cluster, and after that,
secondary CH is chosen from the remaining nodes in the
cluster which are nearer to the primary CH. Primary CH
can collect all the data from the SNs and provide some
aggregation mechanism and send this to the BS. Secondary
CH is only active when the working of the primary CH is
interrupted. This protocol can balance the energy intake
among the nodes systematically.

4.3.11. DHCM. In [80], the authors proposed a protocol
called the Dual-Head Clustering Mechanism (DHCM) for
WSNs. This protocol can use the dual CH mechanism. This
dual CH mechanism balances the load in the whole network

Table 3: Hybrid protocols.

Sr. no. Protocol Data transmission Node type Clustering type CH election

1 [52] Multihop Homogeneous Unequal clustering Residual energy

2 UCAPN Multihop Homogeneous Unequal clustering Residual energy

3 MHRP Multihop Homogeneous Optimal and equal clustering Residual energy

4 LEACH Single-hop Homogeneous Dynamic clustering Random

5 ERA Multihop Homogeneous Optimal clustering Hybrid

6 ZEEHC Multihop Homogeneous Static and equal clustering Residual energy

7 EZ-LEACH Multihop Homogeneous Static and equal clustering Hybrid

8 HEEC Multihop Homogeneous Optimal clustering Hybrid

9 EADC Multihop Heterogeneous Dynamic clustering Hybrid

10 DHCS Multihop Homogeneous Dynamic clustering Hybrid

11 ESDCH Multihop Homogeneous Optimal clustering Hybrid

12 DHCM Multihop Homogeneous Optimal clustering Hybrid

13 DCH-NPSO Multihop Homogeneous Optimal clustering Hybrid

14 PSO-DH Multihop Homogeneous Optimal clustering Hybrid
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system and makes the network system energy efficient. The
set of communication between CHs and the BS uses the
multihop mechanism, and due to this, CHs which are nearer
to the BS get burden with heavy relay traffic where nodes die
out, and the network system gets partitioned. To overcome
these issues, the authors developed a dual CH mechanism,
and this mechanism balanced the load and makes the net-
work system energy efficient. Both CHs have different
responsibilities in the network system. One CH is used for
data collection from all the nodes; then, another CH has
the responsibility of data relaying and also data aggregation
mechanism.

4.3.12. DCH-NPSO. In [24], the authors presented Dual
Cluster Heads using Niching Particle Swarm Optimization
(DCH-NPSO). In this protocol dual CH, the mechanism is
established and balances the energy utilization in the whole
network system. Two CHs are selected in the individual
cluster, and these CHs balanced the load in each cluster.
Master CH and Slave CH are two CHs that are selected in
each cluster. Master CH can collect all the data from the
CMs and provide some type of aggregation mechanism
and send this data to the Slave CH. Slave CH can send the
data to the BS. Master CH cannot transfer data straight to
the BS and hence balance the energy utilization in the net-
work system.

4.3.13. PSO-DH. In [31], the authors proposed a protocol
called the Double Cluster Heads clustering algorithm using
Particle Swarm Optimization (PSO-DH). This protocol pro-
vides a mechanism for selecting two CHs using the PSO
technique. This protocol does not only provide a systematic
mechanism for CH selection but also provide a balanced
energy consumption mechanism among the nodes. Two
types of CHs are selected which are master CH and vice
CH. Master CH collects the data from all the CMs and pro-
vides some aggregation mechanism and sends it to the vice
CH. Vice CH receives this aggregated data and relays it to
the BS. Master CH cannot directly communicate with the
BS, and in this case, there is a balance of energy consump-
tion in the clusters.

5. Conclusion

We may deduce from the aforesaid analyses that routing
strategies may improve sensor network energy efficiency or
extend network life. However, the hotspot issues are still
under consideration. This research alleviated the hotspot
problem in WSN. The hotspot problem refers to that where
the sensor nodes are close to the BS and consume more
energy and depleted faster than the other placed sensor
nodes. Due to significant data traffic from CMs and other
CHs towards the BS, the areas around BS are hotspots. In
WSNs, hotspot issues are still an open challenge. Hotspot
or energy hole issues make the network system halt, parti-
tion the network system, disappear the coverage area, reduce
the efficiency of the system, and in addition decrease the net-
work lifetime. Many existing clustering protocols like
dynamic and unequal clustering techniques have tried to

overcome hotspot issues. However, while tackling the hot-
spot issue, these protocols have suffered from other issues
like overhead and connectivity. This research reveals that
static and equal clustering techniques are more efficient for
avoiding hotspots. There is a pressing need to design a more
efficient and smart clustering protocol for WSN to tackle the
hotspot issue. In the future, we will review some other issues
in WSN and relate those with hotspot issues.
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For a long time, the development strategy of remote areas is basically resource-oriented. Large-scale exploitation of resources not
only damages the corresponding balance of resource reserves but also causes serious damage to the ecological environment. To
this end, this paper has carried out research on the construction of ecological environment civilization in remote areas based
on multidata collection and edge computing. Based on the understanding of the connotation, composition, and characteristics
of ecological civilization, this paper selects representative indicators to reflect the specific requirements of ecological
civilization, constructs an evaluation index system for the construction of ecological civilization in remote areas, and uses the
evaluation indicators analysis and sorting. Second, edge computing and sensor technologies are applied to the process of data
collection and information transmission and providing solutions for data collection and transmission in remote areas. This
paper also presents the security method to protect the information transmission. Through testing, the program has shown
good adaptability and can provide ideas for the construction of ecological environment in remote areas.

1. Introduction

New technologies are implemented in every field of life and
make the services more convenient and feasible for people
life. Wireless sensor networks (WSN), Internet of Things
(IoT), smart cities, and cloud/edge based networks are few
examples of technologies. These technologies are also
adopted for eco-environmental civilization construction sys-
tems for data monitoring and analysis [1]. In the industrial
society, the productivity of human society has been greatly
improved and huge wealth has been created, and a major
social transformation has been fundamentally completed.
The economic, political, cultural, spiritual, social structure,
and the way of life have all been greatly changed. Human
beings have the ability to plunder the natural resources [2,
3]. In the middle of the last century, as the conflict between
humans and the environment intensified, a series of envi-
ronmental problems brought serious consequences, and
humans began to reflect on the impact of industrial civiliza-

tion [4]. Righteousness has entered a new stage. Mankind
recognizes that in the choice of development path, it is nec-
essary to take the path of sustainable development that is in
harmony with the ecological environment, and a new way of
civilization should be established [5, 6]. Therefore, ecological
civilization came into being. Ecological civilization is a
choice made by mankind on the basis of reflection on indus-
trial civilization. The index system of ecological civilization
plays a very important role in measuring and evaluating
the development status and situation of various regions,
especially remote areas, helping decision-makers to monitor
and evaluate past and present development, and formulating
future development goals [7].

At the same time, the establishment of ecological civili-
zation development ideas has also raised a new major issue
for the academic community, how to define the theoretical,
and how to better implement the practice of ecological civi-
lization. Some other challenges are data analysis, data mon-
itoring, security, and resource allocations. Roy Morrison of
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the United States clearly put forward the concept of “ecolog-
ical civilization” in 1995. He regarded “ecological civiliza-
tion” as a form of civilization after “industrial civilization”.
[8]. Since the 1960s and 1970s, Western countries have
taken the lead in environmental protection and ecological
construction. International organizations such as the United
Nations (UN) have subsequently put forward the concept of
sustainable development. More and more countries have
joined the ranks of ecological civilization construction,
although they may not use the term “ecological civilization”
[9]. There are many studies on ecological civilization, mainly
focusing on the sustainable development indicator system.
After entering the 21st century, Albert Weir proposed a
new theory “Ecological Modernization Theory,” which
changed people’s views on environmental policy [10]. The
ecological footprint method is the concept and model pro-
posed in [11] to calculate the carrying capacity of the ecosys-
tem to humans. Authors in [12] believed that the
construction of ecological civilization is the inevitable path
of national development and suggestions from the aspects
of improving ecological awareness and developing circular
economy. Authors in [13] pointed out that it is necessary
to establish an ecological civilization development mecha-
nism from the perspective of the country, society, enter-
prises, and the whole people. In the quantitative analysis,
the fuzzy neural network model is mainly used to screen
the indicators, and the set pair analysis and the direct value
method are used to carry out the static evaluation construc-
tion [14].

The main purpose of this paper is to introducing the
background and significance of constructing. Construct an
evaluation index system for the construction of ecological
civilization in remote areas on the basis of understanding
the connotation, composition, and characteristics of ecolog-
ical civilization. This evaluation index is used to analyze and
rank the level of ecological civilization construction among
regions. In addition, this paper discusses the main factors
that affect the changes in the remote areas from the growth
of various indicators and comprehensive levels of construc-
tion. Using spatial statistical analysis in this study to level
the ecological civilization construction, and introducing a
data development model to dynamically simulate the opera-
tion trajectory of ecological civilization construction, good
results have been achieved. This paper also discusses the
technologies aspect and its security issues for data monitor-
ing and analysis. The main contributions of this paper are as
follows:

(i) Proposed a model for construction of ecological
environment civilization in remote areas based on
multidata collection and edge computing

(ii) Proposed a model based on edge computing and
sensor technologies for data processing and
collection

(iii) Proposed a security model to protect the process
and analyzed data at the edge computing side

The rest of the paper is organized as follows: Section 2
presents the related technologies. Section 3 discusses the

ecological environment monitoring based on fuzzy neural
network. Section 4 presents the model evaluation based on
data development. The paper concludes with future direc-
tion in the last section.

2. Related Technologies

2.1. Edge Computing and Sensor Technology. Edge comput-
ing and sensor technologies are applied to the process of
data collection and information transmission, providing
solutions for data collection and transmission in remote
areas [15]. Traditional cloud computing requires front-
end equipment to return the collected data from the net-
work to the cloud. As computing nodes increase, it will
inevitably lead to increased network load and insufficient
bandwidth resources, which will lead to system response
delays. This is in the era of high real-time requirements
for the Internet of Everything. It is a fatal flaw [16,
17]. Edge computing is to offload part of the computing
tasks in the cloud center to the edge of the network,
effectively reducing the loss of network bandwidth and
improving the real-time response of the system. Edge
computing and sensor technology are applied in the pro-
cess of data collection and information transmission, pro-
viding solutions for data collection and transmission in
remote areas [18, 19]. Use edge computing to build an
efficient network computing paradigm, comprehensively
analyze and process data collected by smart devices in
different fields, realize information query, prediction,
abnormal signal detection, and other functions, and pro-
vide city managers with comprehensive and practical
information that is conducive to decision-making. Realize
the optimization and promotion of urban management
and also provide low-latency and high-quality services
for the majority of users [20, 21]. Figure 1 describes
the risk monitoring process from the cloud to the edge
and then to the user end.

Node monitoring system and edge computing network
system architecture, this paper constructs a three-tier con-
tainer risk monitoring model from the cloud to the edge to
the user side, as shown in Figure 1. This article makes full
use of network resources and meets all user needs, achieving
the goal of the least total deployment cost [22, 23]. Different
from the service function chain deployment problem under
the traditional single platform, the underlying network ele-
ments of the heterogeneous NFV environment are diversi-
fied. Each NFV platform can be installed on a common
server to realize multiple types of virtual network functions.
However, the processing power, resource consumption,
deployment cost, and distribution of the data are not the
same [24].

2.2. Construction of Ecological Environment Civilization. The
establishment of indicators for ecological civilization con-
struction is not only a concrete manifestation of the civiliza-
tion but also an assessment of the current success of
ecological civilization construction [25]. By referring to a
large number of documents, this article will start from three
aspects: ecological economy, ecological environment, and
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ecological people’s livelihood. The research methods used in
this article include comprehensive literature analysis, investi-
gation, empirical research, and quantitative analysis. In
the quantitative analysis, the fuzzy neural network model
is mainly used to screen the indicators, the set pair analy-
sis and the direct value method are used to carry out the
static evaluation, the spatial statistical analysis is used to
study the spatial distribution pattern of the level of ecolog-
ical civilization construction, and the data package is intro-
duced. The network model dynamically simulates the
operation trajectory and has achieved good results [26,
27]. The sustainable development evaluation index system
is the basic content of sustainable development research
and the core issue of sustainable development guiding
regional development practice. Many scholars have been
committed to establishing a more scientific and accurate
evaluation index system, but there is still no set of truly
widely accepted and recognized index system [28]. At pres-
ent, two types, four main research directions, and three
types of construction models have emerged in the interna-
tional sustainable development evaluation index system.
Figure 2 describes the technical roadmap for the construc-
tion of ecological environment civilization.

Through the combing of foreign sustainable develop-
ment evaluation research, we can learn from the successful
experience of some researches. First of all, we must adhere
to the process of national economic development and fully
implement it in the whole process of government decision-
making, social progress, and economic development. It can
be reflected in people’s daily life and in national policies
and regulations [28]. Second, sustainable development eval-
uation focuses on coordinated development, whether it is
urban and rural overall or regional coordination, it can be
reflected in the indicator system.

3. Ecological Environment Monitoring Based
on Fuzzy Neural Network

As a systematic project, regional ecological civilization
involves the construction of many aspects such as society,
economy, and culture. The effectiveness of regional ecologi-
cal civilization is difficult to directly measure with a single
indicator, and the simple aggregation of multiple indicator
sets cannot be reflected [29]. Therefore, the establishment
of a scientific and effective evaluation model, and the inte-
gration of the selected evaluation index system into a whole,
has become an important content of the evaluation of the
construction of regional ecological civilization [30, 31]. The
basic neural network structure is shown in Figure 3.

The second stage adjusts the connection weights between
nodes according to the propagation direction opposite to
stage one, that is, according to the error between the actual
output and the expected output of the output layer, and
finally makes the error to the minimum value. In order to
make the function continuous and differentiable, the root
mean square difference is minimized here, and the loss func-
tion is defined as follows:

L eð Þ = 1
2 SSE = 1

2〠
k

j=0
e2j =

1
2〠

k

j=0
yj − yj

� �2
: ð1Þ

This paper uses stochastic gradient descent to minimize
L, that is, for each training sample, the weight changes in
the direction of its negative gradient. We use the following
formula to solve the gradient of L to the connection weight
W. The critical value can be determined according to the
average value of the corresponding index in the area, that
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Figure 1: Risk monitoring from the cloud to the edge to the client.
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is, the average level of the index in the study area.

ϑL
ϑω1

ij

= ϑL
ϑs1j

∙
ϑs1j
ϑω1

ij

: ð2Þ

Among them, s2j represents the input of the jth node of
the output layer, where 1 represents the connection weight
of the first layer.

s2j = 〠
m

i=1
xi∙ω

1
ij, ð3Þ

ϑs1j
ϑω1

ij

= xi: ð4Þ

Substituting the previous formula can get

ϑL

ϑω1
ij

= xi
ϑL

ϑs1j
: ð5Þ

Then, just ask for ϑL/ϑs1j . Since s1j has an effect on all out-
put layers, so

ϑL

ϑs1j
= 〠

k

i=1

ϑL

ϑs2j
∙
ϑs1j
ϑs2j

, ð6Þ

s2i = 〠
n

j=0
θ s1j
� �

∙ω1
ij, ð7Þ

ϑs1i
ϑs1j

= ϑs2i

ϑθ s1j
� � ∙

ϑθ s1j
� �

ϑs1j
= ω1

ijθ′ s1j
� �

: ð8Þ
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Figure 2: Technical roadmap for the ecological environment civilization.
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Figure 3: Schematic diagram of the basic neural network structure.
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Substituting the previous formula can get

ϑL
ϑs1j

= 〠
k

i=1

ϑL
ϑs2i

∙ω2
ijθ′ s1j

� �
= θ′ s1j

� �
· 〠

k

i=1

ϑL
ϑs2i

∙ω2
ij, ð9Þ

δ1j =
ϑL
ϑs1i

: ð10Þ

The hidden layer is

δ1j = θ′ s1j
� �

〠
k

i=1
δ1j ∙ω

2
ij: ð11Þ

The output layer δ is

δ1j =
ϑL
ϑs1i

= ei∙θ′ s1i
� �

: ð12Þ

The back propagation process is that each node in the
output layer will get an error e, and use e as the reverse input
of the output layer. At this time, then the output layer δ is
transmitted to the hidden layer according to the connection
weight.

s1j = θ′ s1j
� �

· 〠
k

i=1
δ1i ω

2
ij: ð13Þ

Now let us look at the gradient of the first layer of
weight:

ϑL

ϑω2
ij

= xi∙δ
1
j : ð14Þ

The second layer of weight gradient:

ϑL
ϑω2

ij

= ϑL
ϑs2j

∙
ϑs2j
ϑω2

ij

= δ1j · θ s1i
� �

: ð15Þ

You can see a rule: the gradient of each weight is equal to
the output of the node of the previous layer connected to it
multiplied by the output of the backpropagation of the next
layer connected to it. Some of the rule knowledge bases for-
mulated on this basis are shown in Table 1.

From the given rules through multiple learning, all pos-
sible combinations of rules are obtained, and take the learn-
ing rate α = 0:7, β = 0:8, and iteratively follow the learning
rules to get the following randomly selected the predicted
value of the optimal unit price of the task package.

4. Security Model

In section presents the security model by using the neural
network due to its more powerful features and high accuracy
and classification mechanism [32]. This method also uses its
internal state which is also called memory to process vari-
ables length for the sequence of inputs. The output value

of the input sequence depends on past computed value
[33]. In the proposed security model, the first step is dataset
collection and creation. The used dataset contains twelve
classes and called CICDDOS 2019. This dataset already has
a number of distributed denial of services (DDoS) attacks
and categorized as either exploitation-based or reflection-
based attacks at edge computing level. Figure 4 shows the
proposed security model.

Dataset exists sin raw form and has many redundant
values and zeros. The feature extraction is started and then
selection process began by using different learning algo-
rithms. For the filter method, the univariant is selected to
identify the significant features from dataset. The SVM,
LSTM, and Naive Bayes methods are used in to select the k
best features from dataset. Feature selection is applied on
twenty-two data mining and ML applications to remove
the overfitting, reducing training time and improve accuracy
[34]. The different feature method is used to check the accu-
racy and remove the columns which are greater than the
given threshold, which has only one unique value and
remove collinear features which are greater than the given
value and remove the features which have 0.0 importance
from a gradient boosting machine. The proposed security
model performs better in terms of accuracy by using five
classification methods and different feature ranges. The
accuracy achieved between total instances analyzed and total
correctly identified instances in a dataset. Accuracy is com-
pared against every algorithm in each data set.

5. Model Evaluation Based on
Data Development

This module takes remote areas as an application case. Based
on the collection of a large amount of statistical data, the use
of data envelopment and fuzzy neural network is used to fil-
ter and obtain the evaluation index system of regional eco-
logical civilization construction, and the entropy method is
used to assign weights to the index system. The sustainable
development evaluation index system is the basic content
of sustainable development research and the core issue of
sustainable development guiding regional development
practice as shown in Equations (16) and (17).

max hj0 =
∑n

r=1uryrj0
∑m

i=1vrxrj0
, ð16Þ

t = 1
∑m

i=1vixij
,wi = tvi, μr = tur: ð17Þ

By referring to a large number of documents, this article
will start from three aspects: ecological economy, ecological
environment, and ecological people’s livelihood. Different
from the service function chain deployment problem under
the traditional single platform, the underlying network ele-
ments of the heterogeneous NFV environment are diversi-
fied. Sustainable development evaluation focuses on
coordinated development, whether it is urban and rural
overall or regional coordination, it can be reflected in the
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indicator system. Figures 5 and 6, respectively, show the
training accuracy of the original data and the training accu-
racy of the newly added variable data.

The indicators designed in this paper not only meet the
needs of the government’s macromanagement but also be
widely recognized by the society, and should not be too

much; it should not only be combined with the actual eco-
nomic and social development of the western region in
recent years but also consider its future development. It is
necessary not only to objectively and dynamically reflect
the remote areas but also from the perspective of adapting
and perfecting the weights of indicators with changes in
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Figure 4: Proposed security model.
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Figure 5: Training accuracy of original data.
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Figure 6: Training accuracy of new variable data.

Table 1: Part of the rule knowledge base.

If Then
Serial number x1λ1 = 1 x2λ2 = 1 x3λ3 = 1 x4λ4 = 0:95 x5λ5 = 0:45 x6λ6 = 0:84 x7λ7 = 0:91
1 1 1

2 1 1

3 1 -1

4 1 -1

5 1 -1

6 1 1

7 1 -1

6 Journal of Sensors



economic and social development, making them representa-
tive, maneuverable, and innovative, guiding, practical, scien-
tific, and forward-looking indicator system for the
construction of ecological civilization. Many scholars have
been committed to establishing a more scientific and accu-
rate evaluation index system, but there is still no set of truly
widely accepted and recognized index system. This paper
uses SPSS software to process a large amount of data to get
the following analysis (Table 2). Table 2 describes the results
of the analysis of variables related environmental
civilization.

This module takes remote areas as an application case.
Based on the collection of a large amount of statistical data,
the use of data envelopment and fuzzy neural network is
used to filter and obtain the evaluation index system of
regional ecological civilization construction, and the entropy
method is used to assign weights to the index system. Using
the evaluation index system of regional ecological civiliza-
tion construction in this remote area, an evaluation model
of regional ecological civilization construction based on set
pair analysis was established, and the evaluation results of
each subsystem and the overall were obtained. It can be seen
from Table 2 that each indicator has an upper limit, a lower
limit, and a value; compared with the traditional simple
weighting method, there is no need for the size of the
expert’s subjective judgment weight coefficient, and to
reduce subjective arbitrariness. Righteousness has entered a
new stage. Mankind recognizes that in the choice of develop-
ment path, it is necessary to take the path of sustainable
development that is in harmony with the ecological environ-
ment, and a new way of civilization should be established.

The lower limit of the index can be determined accord-
ing to the minimum value of the corresponding index in
the study area, the upper limit of the index can be deter-
mined according to the highest target, and the critical value
can be determined according to the average value of the cor-
responding index in the area, that is, the average level of the
index in the study area. Each value can also be determined
according to the planning goal and make appropriate adjust-
ments to local conditions. The last attempt of this chapter
introduces a simplified data envelopment model to simulate
the development. Actual calculations show that the data
envelopment model can be applied to complex systems such

as regional ecological civilization construction. The analysis
results obtained are not only helpful for grasping the devel-
opment direction of regional ecological civilization construc-
tion but also for analyzing the evolution of the complex
system of economic-society-ecological environment pro-
vides new ideas.

6. Conclusion

At present, the theoretical research on the civilization con-
struction is almost all from the perspective of traditional
ecology and economics, and the conclusions drawn have
two biases, one is biased towards ecological protection, and
the other is biased towards development. Traditional cloud
computing requires front-end equipment to return collected
data from the network to the cloud. As computing nodes
increase, it will inevitably lead to increased network load
and insufficient bandwidth resources, which will lead to sys-
tem response delays. A large number of studies are homog-
enized seriously, and simply apply indicators and methods,
and the evaluation results obtained cannot guide the work
and practice of ecological civilization construction. Based
on the understanding of the connotation, composition, and
characteristics of ecological civilization, this paper selects
representative indicators to reflect the specific requirements
of ecological civilization, constructs an evaluation index sys-
tem for the construction of ecological civilization in remote
areas, and analysis and sorting. The model constructed by
the indicator system is still subjective. How to further
improve the scientificity of indicator construction and
strengthen the reliability of the constructed model is still
the focus of research work for a long time. How to strike a
balance between the availability, applicability, and scientifi-
city of the indicators, how to make the indicators meet the
needs of future development, and have better foresight and
guidance, are all difficult points for research. Although this
paper tries to introduce fuzzy neural network and data
envelopment model, it is only a simple model that simplifies
the conversion rules. It can not only further improve the
application of this model but also can be combined with
other models to achieve more powerful analysis and evalua-
tion capabilities. The paper also presented the security

Table 2: Analysis of relevant variables in environment civilization.

B S.E. Wals DF Sig. Exp (B)
95% of EXP(B) C.I.

Lower limit Upper limit

V1 -0.609 0.076 63.549 1 0.000 0.544 0.468 0.632

V2 0.036 0.007 24.422 1 0.000 1.036 1.022 1.051

V3 -0.326 0.084 14.962 1 0.000 0.722 0.612 0.851

V4 -0.202 0.060 11.098 1 0.001 0.817 0.726 0.920

V5 0.174 0.080 4.747 1 0.029 1.190 1.018 1.392

V6 -0.310 0.122 6.433 1 0.011 0.733 0.577 0.932

V7 -0.468 0.191 5.998 1 0.014 0.627 0.431 0.911

V8 -0.309 0.122 6.382 1 0.012 0.734 0.578 0.933

Constant 2.693 0.654 16.963 1 0.000 14.775
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model by using some methods at the edge network side to
protect the data from unauthorized access and users.
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In traditional wireless sensor networks, information transmission usually uses data encryption methods to prevent information
from being stolen illegally. However, once the encryption methods are leaked, eavesdropping nodes can easily obtain
information. LT codes are rateless codes; if it is attacked by random channel noise, the decoding process will change and the
decoding overhead will also randomly change. When it is used for physical layer communication of wireless sensor networks,
it ensures that the destination node recovers all the information without adding the key, while the eavesdropping node can
only obtain part of the information to achieve wireless information security transmission. To reduce the intercept efficiency of
eavesdropping nodes, a physical layer security (PLS) method of LT codes with double encoding matrix reorder (DEMR-LT
codes) is proposed. This method performs two consecutive LT code concatenated encoding on the source symbol, and part of
the encoding matrix is reordered according to the degree value of each column from large to small, which reduces the
probability of eavesdropping nodes recovering the source information. Experimental results show that compared with other LT
code PLS schemes, DEMR-LT codes only increase the decoding overhead by a small amount. However, it can effectively
reduce the intercept efficiency of eavesdropping nodes and improve information transmission security.

1. Introduction

In wireless sensor networks, limited by the cost of current
sensor equipment and computing power, traditional encryp-
tion technology cannot effectively secure information trans-
mission in wireless sensor networks. As a result of this
problem, PLS technology based on information theory
[1–3] has attracted increasing attention from researchers
because PLS technology can realize secure transmission
without keys. In contrast to the traditional encryption
methods used in the network layer and in the above layers,
PLS utilizes the wireless channel’s characteristics combined
with wireless communication technology to reduce the
eavesdroppers’ signal receiving quality to realize the secure
transmission of information.

The concept of PLS can be traced back to 1949. Shannon
proposed the principle of secure communication and the
concept of perfect secrecy in [4]. Later, Wyner proposed
the wiretap channel model [5] and defined the secrecy
capacity of degraded wiretap channels based on information

theory in 1975. These two works set the information theory
foundation for the development of PLS technology. Accord-
ing to the definition of secrecy capacity, secure communica-
tion can be realized in the transmission process of the
wiretap channel when the channel capacity of the main
channel is higher than that of the wiretap channel. There-
fore, most of the existing PLS technologies is aimed at
improving the security capacity. The commonly used
methods include artificial noise [6], cooperative relay [7],
and beamforming [8]. Among them, artificial noise is an
important application direction of PLS. Putting artificial
noise in the null space of the main channel can reduce the
eavesdroppers’ signal reception quality without affecting
the signal reception of legitimate receivers. For example, an
artificial noise design method based on secrecy capacity opti-
mization was proposed in [9]. On the basis of the traditional
artificial noise method, local artificial noise was added to
transform the antinoise ability of the wireless communica-
tion system into secrecy capacity. [10] proposed a PLS
scheme based on joint feedback and artificial noise without
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any eavesdropper’s channel state information, and the
secrecy capacity was maximized by optimizing the power
distribution ratio between the secret information and artifi-
cial noise.

In recent years, PLS technology has become an important
solution to the problemwith the security of wireless sensor net-
works. For example, [11] proposed a cooperative jamming
scheme for wireless sensor networks, where cooperative jam-
ming nodes disturb the eavesdropper by sending noise, and
legitimate receivers can effectively eliminate the noise by using
the orthogonality of orthogonal vectors, thus improving the
confidentiality of information transmission. [12] proposed a
physical layer network coding scheme for confidential data
transmission in wireless sensor networks, where the source
node sends data to the destination node through the relay node.
By applying physical layer network coding, the signal received
by the relay node is guaranteed to be inseparable to prevent
attacks by external eavesdroppers. Compared with traditional
encryption technology, although PLS technology can achieve
stronger security performance, it has transmission rate defects.
[13] proposed that under the limitation of physical layer secu-
rity capacity, the information transmission rate would be con-
siderably reduced, which would cause the delay of the
legitimate receiver’s information reception. To solve this prob-
lem, [14] first introduced fountain codes [15] into PLS technol-
ogy and proposed a transmit power control strategy to improve
the signal-to-noise ratio of legitimate receivers. When the qual-
ity of the main channel is worse than that of the wiretap chan-
nel, the legitimate receiver can have a faster rate of information
reception. According to the working principle of fountain
codes, supposing that the source symbols have been grouped,
each group of sources contains k symbols. After fountain code
encoding, an infinite number of encoded symbols can be gen-
erated. As long as the receivers receive n encoded symbols, k
source symbols can be recovered, and n is only slightly higher
than k. In the wiretap channel, the security of information
transmission in the main channel can be guaranteed as long
as the legitimate receiver receives n encoded symbols before
the eavesdropper and completes the decoding by taking advan-
tage of this characteristic of fountain codes.

To reduce the intercept efficiency of eavesdropping
nodes in wireless sensor networks, a PLS scheme is proposed
based on encoding matrix reordering according to the
degree value of each column from large to small and through
secondary LT concatenated encoding. The main contribu-
tions of this work can be summarized as follows:

(1) This paper proposes a PLS transmission method of
wireless sensor networks using LT codes as antiea-
vesdropping codes and establishes a DEMR-LT code
PLS encoding model. In addition, an encoding
matrix reorder method in DEMR-LT codes is pro-
posed to reduce the probability that the eavesdrop-
ping node completes the decoding before the
destination node in each decoding

(2) In this paper, the decoding start time and the num-
ber of decoding symbols of DEMR-LT codes are
deduced and verified by simulation experiments. It

is proven that DEMR-LT codes can reduce the inter-
cept efficiency of eavesdropping nodes while increas-
ing the decoding overhead by a small amount

The rest of this paper is organized as follows. Section 2
introduces the related work of the latest research on wireless
sensor networks. Section 3 briefly introduces the system
model and LT codes. Section 4 presents the encoding and
decoding method design of DEMR-LT codes. Section 5 pro-
vides the performance analysis of DEMR-LT codes. The final
conclusions are provided in Section 6.

All mathematical symbols used in this paper are shown
in Table 1.

2. Related Work

Traditional wireless sensor network security technology is
mostly based on cryptography. For example, [16] proposed
a secure efficient hierarchical key management scheme
(SEHKM) for wireless sensor networks. In this scheme, a
network key, group key, and pairwise key are established to
encrypt messages sent among sensor nodes, which not only
ensures the security of information transmission but also
improves the computing and storage efficiency of wireless
sensor networks. [17] proposed an efficient dynamic authen-
tication and key management scheme for heterogeneous
wireless sensor networks (HWSNs). The key distribution
algorithm generates dynamic keys based on existing infor-
mation without any secure channel and sharing phase and
improves the security of information transmission. [18] pro-
posed a local dynamic scheme based on the layer cluster
topology to complete the key management process in wire-
less sensor networks, and the number of nodes that need
to update the key during the dynamic key agreement process
is reduced under the conditions to protect the security of the
network.

With the development of computer technology, the
attack ability of eavesdroppers is also constantly improving,
and thus, more complex encryption algorithms are required
to maintain the information security between sensor nodes.
However, in the actual working process of sensor nodes,
due to its weak computing power, a single node is unable
to carry out complex encryption calculations. Thus, the tra-
ditional encryption algorithm faces great challenges. In
recent years, PLS has gradually become a common research
topic within wireless sensor network security due to its low
computational complexity and the ability to directly apply
existing PLS technologies, such as artificial noise and coop-
erative relay for sensor networks. For example, [19] applied
cooperative communication technology in PLS to wireless
sensor networks and designed a security protocol suitable
for sensor networks, which improved the performance of
information security transmission between nodes. [20] pro-
posed exploiting opportunistic scheduling schemes and
wireless power transmission based on multihop transmis-
sion to improve the PLS in wireless sensor networks,
enabling the data to be safely transmitted in the presence
of an eavesdropper.
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Table 1: Mathematical symbols and descriptions.

Mathematical symbols Descriptions

ρ dð Þ The probability of degree d in ISD degree distribution function

τ dð Þ Enhancement factor in RSD degree distribution function

μ dð Þ The probability of degree d in RSD degree distribution function

M Source symbol

k After the source symbols are grouped, the number of source symbols in each group

PAB Legitimate channel erasure probability in Figures 1 and 2

PAE Wiretap channel erasure probability in Figures 1 and 2

G1 ′ LT-1 encoding matrix in DEMR-LT codes

G11 The first k/ 1 − PABð Þ columns of the LT-1 encoding matrix G1 ′
G12 Columns k/ 1 − PABð Þ + 1 to w1 in the LT-1 encoding matrix G1 ′
G11−1 The nondegree 1 columns in the partial LT-1 encoding matrix G11

G11−2 The degree 1 columns in the partial LT-1 encoding matrix G11

w1 The number of columns in the LT-1 encoding matrix G1 ′
μ 1ð Þ The probability of degree 1 in the RSD degree distribution function

G2 ′ LT-2 encoding matrix of DEMR-LT codes

G21 The first k 1 − μ1 1ð Þð Þ/ 1 − PABð Þ2 columns in the LT-2 encoding matrix G2 ′

G22 Columns k 1 − μ1 1ð Þð Þ/ 1 − PABð Þ2� �
+ 1 to w2 in the LT-2 encoding matrix G2 ′

w2 The number of columns in the LT-2 encoding matrix G2 ′
C11 The partial LT-1 encoding symbols obtained by G11−1

C1 The partial LT-1 encoding symbols obtained by G11−2 and G12

C2 LT-2 encoding symbols obtained by G2 ′
Ĉ1 The symbol of C1 received by Bob after being transmitted through the legitimate channel

Ĉ2 The symbol of C2 received by Bob after being transmitted through the legitimate channel

C∧1 ′ The symbol of C1 received by Eve after being transmitted through the wiretap channel

C∧2 ′ The symbol of C2 received by Eve after being transmitted through the wiretap channel

ACK1 Feedback information after LT-1 decoding in the DEMR-LT codes

ACK2 Feedback information after LT-2 decoding in the DEMR-LT codes

tLT Decoding start time of traditional LT codes

tLT‐1 Decoding start time of LT-1 codes

tLT‐2 The time that the degree 1 symbol first appeared in LT-2 decoding

tLT‐2 degree−1ð Þ LT-2 degree 1 symbol reception time in DEMR-LT codes

tDEMR‐LT Decoding start time of DEMR-LT codes

mLT The number of decoding symbols in traditional LT codes

mLT‐1 The number of decoding symbols in LT-1 codes

m1 The number of Ĉ1 symbols in LT-1 decoding

mLT‐2 The number of Ĉ2 symbols in LT-2 decoding

mDEMR‐LT The number of decoding symbols in DEMR-LT codes

ε Decoding overhead of traditional LT codes

ε1 Decoding overhead of LT-1 decoding in DEMR-LT codes

ε2 Decoding overhead of LT-2 decoding in DEMR-LT codes
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Combining fountain codes with PLS technology can
increase the information transmission rate while ensuring
the security of the system. For example, [21] proposed a
PLS method based on fountain coding aided by combining
fountain codes with cooperative interference technology.
The signal reception quality of eavesdroppers is reduced,
and a constellation rotation approach is used to reduce the
impact of interference on legitimate receivers. [22, 23] pro-
posed using the feedback information of legitimate receivers
to dynamically adjust the encoding mechanism of fountain
codes to improve the decoding rate of legitimate receivers.
[24] proposed a fountain coding-aided secure transmission
scheme with delay and content awareness, which also used
feedback to adjust the number and priority of encoded sym-
bols, and successfully applied this scheme to image transmis-
sion. In [25, 26], the authors proposed sending the degree 1
symbol in advance by reordering the encoding matrix of the
fountain code according to the degree value of each column
from small to large. The start of the decoding was advanced
to improve the recovery rate of intermediate symbols of
online fountain codes. Therefore, combining the advantages
of fountain codes and PLS technology could further improve
the information security transmission performance of wire-
less sensor networks.

3. System Model and LT Codes

3.1. Wiretap Channel Model of Wireless Sensor Networks
Based on LT Codes. The wireless sensor network is a wireless
network composed of a large number of sensors in a self-
organizing and multihop manner. The source node (Alice)
collects information and sends the information to the desti-
nation node (Bob) through the wireless network, while the
eavesdropping node (Eve) uses the open structure of the
wireless network to obtain a large amount of information
by monitoring the wireless sensor networks. LT codes are a
kind of fountain code that has the advantages of simple
encoding and decoding and low decoding overhead. When
combined with the wiretap channel model [5], channel cod-
ing at the physical layer of wireless transmission can achieve
a better antieavesdropping effect. The wiretap channel
model of wireless sensor networks based on LT codes is
shown in Figure 1.

In Figure 1, the wiretap channel model of wireless sensor
networks based on LT codes mainly consists of the source
node Alice, the destination node Bob, and the eavesdropping
node Eve. The channel between Alice and Bob is called the
legitimate channel, and the channel between Alice and Eve
is called the wiretap channel. LT codes are selected as the
antieavesdropping code, and the receiver nodes use belief
propagation (BP) decoding. Assume that Eve knows all the
decoding rules of Bob. In Figure 1, Alice first groups the
source symbols and then continuously sends the encoded
symbols to Bob through the LT encoder, while Eve steals
the LT encoded symbols in the legitimate channel through
the wiretap channel. When Bob receives enough LT encoded
symbols and finishes decoding, Bob sends an ACK instruc-
tion to Alice and tells Alice to stop sending source symbols.
If Eve has not fully recovered the source information at this

time, the incomplete LT encoded symbols received by Eve
cannot continue the decoding process, thus reducing Eve’s
intercept efficiency.

3.2. LT Code Degree Distribution. LT codes are a kind of
fountain code designed by using the robust soliton distribu-
tion (RSD) degree distribution function [15], and the RSD
degree distribution function is composed of the ideal soliton
distribution (ISD) and the enhancement factor τðdÞ after
normalization. The definition of ISD is shown in

ρ dð Þ =
1
k
, d = 1,

1
d d − 1ð Þ , d = 2, 3,⋯, k,

8>><
>>: ð1Þ

where k represents the number of original source symbols
and d represents the degree of encoded symbols.

τðdÞ is expressed as follows:

τ dð Þ =

s
k
⋅
1
d
, d = 1, 2, 3,⋯,

k
s

� �
− 1,

s
k
ln

s
δ

� �
, d = k/s,

0, d > k/s,

8>>>>><
>>>>>:

ð2Þ

where s = c ln ðk/δÞ ffiffiffi
k

p
, c is a constant, c > 0, and δ repre-

sents the maximum probability of decoding failure.
Normalize equations (1) and (2), and the RSD degree

distribution function can be obtained as follows:

μ dð Þ = ρ dð Þ + τ dð Þ
z

, d = 1, 2,⋯, k, ð3Þ

where z =∑dðρðdÞ + τðdÞÞ and μð1Þ represents the probabil-
ity of degree 1 symbols.

3.3. LT Code Encoding Matrix in the Erasure Channel. We
group the source symbols, and each group of source symbols
M contains k symbols. In the channel with the erasure prob-
ability PAB, the LT encoding matrix G is designed according
to equation (3), which is shown in

G =

1 1 0 1 0 ⋯ 1 ⋯

0 0 1 1 0 ⋯ 1 ⋯

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

1 0 1 0 1 ⋯ 0 ⋯

0
BBBBB@

1
CCCCCA

k×w

: ð4Þ

In equation (4), G is the k ×wmatrix, the position of ele-
ment “1” in each column of the LT encoding matrix G rep-
resents the position of the corresponding source symbol, and
the number represents the degree value of the corresponding
encoded symbol.
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LT codes encode symbols C =M ×G. To recover a group
of source symbols, the number of correctly encoded symbols
that the destination node needs to receive is aða ≥ kÞ. How-
ever, affected by the erasure channel, the number of encoded
symbols received by the destination node is m = a/ð1 − PABÞ.
Since the LT codes are rateless codes, to ensure that there are
enough encoded symbols for decoding, the number of col-
umns in G satisfies w≫m.

4. The Encoding and Decoding Method
Design of DEMR-LT Codes

In the traditional LT code antieavesdropping method, since
the degree 1 symbol appears early, it takes a long time for
the destination node Bob to decode from the beginning to
the end. Therefore, the eavesdropping node Eve is given
more time to receive the encoded symbols for decoding,
and Eve may complete the decoding before Bob. In response
to this problem, this paper proposes DEMR-LT codes on the
basis of Figure 1. Since we need to carry out secondary LT
cascade encoding for k source symbols, the first LT encoding
process is called LT-1 encoding. Then, the second LT encod-
ing process for the first kð1 − μ1ð1ÞÞ/ð1 − PABÞ encoding
symbols obtained in LT-1 encoding is called LT-2 encoding,
and part of the encoding matrix is reordered according to
the degree value of each column from large to small in two
encoding processes, to delay the decoding start time of the
receiving node and achieve antieavesdropping.

4.1. The DEMR-LT Code Encoding Matrix Design for the
Erasure Channel. To obtain the encoding symbols of the
DEMR-LT codes, the encoding matrix needs to be designed.
First, the source symbols are grouped, the number of source
symbols in each group is k, and the number of encoding
symbols required to complete LT-1 and LT-2 decoding is
mLT‐1 and mLT‐2, respectively. The number of encoding sym-
bols is determined by the number of encoding matrix col-
umns, in order to ensure that the destination node receives
enough decoding symbols for decoding, the number of LT-
1 encoding matrix columns w1 ≫mLT‐1, and the number of
LT-2 encoding matrix columns w2 ≫mLT‐2.

4.1.1. LT-1 Encoding Matrix. According to equation (4) to
obtain the encoding matrix G1, the encoding matrix G11 is
obtained by reordering the encoding matrix of the first col-
umn k/ð1 − PABÞ in G1 according to the degree value of each
column from large to small. To ensure that the k source
symbols in LT-1 can be fully recovered in the final decoding,
we continue to obtain the encoding matrix G12 of columns

ðk/ð1 − PABÞÞ + 1 to m1/ð1 − PABÞ in G1 according to the
RSD degree distribution. Thus, we can get the LT-1 encod-
ing matrix G1 ′ as follows:

G1 ′ = G11,G12ð Þk×w1
, ð5Þ

where G11 is the k × ðk/ð1 − PABÞÞ matrix and G12 is the k
× ðw1 − ðk/ð1 − PABÞÞÞ matrix.

In equation (5), after the encoding matrix G11 is reor-
dered according to the degree value, the degree 1 column
is arranged in the latter part of the encoding matrix G11.
By setting the nondegree 1 column and the degree 1 column
matrix reordered according to the degree value as G11−1 and
G11−2, respectively, the LT-1 encoding matrix G1 ′ of equa-
tion (5) can be written as follows:

G1 ′ = G11−1,G11−2,G12ð Þk×w1
, ð6Þ

where G11−1 is the k × ðkð1 − μ1ð1ÞÞ/ð1 − PABÞÞ matrix, G11−2
is the k × ðkμ1ð1Þ/ð1 − PABÞÞ matrix, and μ1ð1Þ is the proba-
bility distribution of degree d = 1 obtained from equation (3)
when the number of source symbols is k.

4.1.2. LT-2 Encoding Matrix. The number of LT encoding
symbols cannot be determined. This paper proposes select-
ing the first kð1 − μ1ð1ÞÞ/ð1 − PABÞ encoding symbols of
LT-1 as the source symbols to conduct the second LT encod-
ing. The number of LT-2 decoding symbols mLT‐2 is also dif-
ficult to determine, but it is greater than or equal to
kð1 − μ1ð1ÞÞ/ð1 − PABÞ, according to equation (4) to obtain
the encoding matrix G2, and G2 is the ðkð1 − μ1ð1ÞÞ/ð1 −
PABÞÞ ×w2 matrix.

Similar to the construction of the LT-1 encodingmatrix, we
divide G2 into two parts and reorder the first kð1 − μ1ð1ÞÞ/
ð1 − PABÞ2 columns in G2 according to the degree value d of
each column from large to small to obtain G21. In order to
recover the source symbol of LT-2, i.e., the first kð1 − μ1ð1ÞÞ/
ð1 − PABÞ encoding symbol of LT-1, according to the RSD
degree distribution function, to obtain the ðkð1 − μ1ð1ÞÞ/
ð1 − PABÞ2Þ + 1 to w2 columns encodes matrix G22. Then, we
obtain the LT-2 encoding matrix G2 ′ as follows:

G2 ′ = G21,G22ð Þk 1−μ1 1ð Þð Þ/ 1−PABð Þ×w2
, ð7Þ
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Figure 1: Wiretap channel model of wireless sensor networks based on LT codes.
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where G21 is the kð1 − μ1ð1ÞÞ/ð1 − PABÞ × kð1 − μ1ð1ÞÞ/
ð1 − PABÞ2 matrix and G22 is the kð1 − μ1ð1ÞÞ/ð1 − PABÞ × ð
w2 − ðkð1 − μ1ð1ÞÞ/ð1 − PABÞ2ÞÞ matrix.

4.2. The DEMR-LT Code Encoding and Decoding Method.
Suppose the source symbol is M, the LT-1 encoding matrix
G1 ′ is composed of G11−1, G11−2, and G12, and the LT-2
encoding matrix is G2 ′. C11 is the partial LT-1 encoded sym-
bol obtained through encoding matrix G11−1; C1 is the
another partial LT-1 encoded symbol obtained through the
encoding matrix G11−2 and G12; C2 is the LT-2 encoded sym-
bol obtained from C11 through the LT-2 encoding matrix
G2 ′; ACK1 and ACK2 are the feedback information after
the decoding of the LT-1 codes and LT-2 codes, respectively.
The DEMR-LT codes’ physical layer security encoding
model is shown in Figure 2.

The specific encoding and decoding methods of the
DEMR-LT codes are as follows:

(1) We group the source symbols, and each group con-
tains k symbols. We obtain the LT-1 encoding sym-
bol C11 according to G11−1 and obtain C1 according
to G11−2 and G12. Then, we use C11 as the LT-2
source to obtain the LT-2 encoding symbol C2
through the encoding matrix G2 ′

(2) The Alice control switch first selects “2.” Then, Alice
sends C2 to Bob and checks whether ACK2 has been
received; if not, Alice keeps sending C2 to Bob

(3) The Bob control switch selects “2” to receive Ĉ2 over
the legitimate channel and chooses the correct sym-
bol Ĉ2 for BP decoding. When C11 is recovered,
ACK2 is sent to Alice, and at the same time, the
Bob control switch selects “1”

(4) When Alice receives ACK2, it stops sending C2; at
the same time, the Alice control switch selects “1”
and starts sending C1 to Bob

(5) Bob receives Ĉ1 through the legitimate channel and
combines C11 recovered in step (3) for LT-1 decod-
ing together. When the message M is recovered,
Bob sent ACK1 to Alice

(6) Alice stops sending C1 after receiving ACK1 and
continues to send the next group of DEMR-LT code
encoding symbols

(7) Repeat the above steps until the source symbols of all
groups are recovered

The algorithm flowchart of the DEMR-LT codes’ physi-
cal layer security encoding is shown in Figure 3.

Due to wireless communication, when Alice sends
encoded symbols, both Eve and Bob can receive Alice’s
encoded symbols. Suppose Eve knows the decoding rules with
Bob and decodes the received Alice encoding symbols.
According to the DEMR-LT code decoding rule, the Eve con-

trol switch selects “2” first to receive the encoded symbol C∧2 ′
sent by Alice through the wiretap channel and decodes Ĉ11 as
much as possible before Bob sends ACK2. After receiving
ACK2 sent by Bob, the Eve control switch selects “1,” then
receives C∧1 ′ through the wiretap channel, and recovers the
message M together with the translated part of Ĉ11.

During the process of Alice sending a group of encoded
symbols, due to the influence from the noise of the legal
channel and the wiretap channel, there are some errors in
the Ĉ2 received by Bob and the C∧2 ′ received by Eve. How-
ever, the randomness of the noise leads to different error
symbols received by Bob and Eve, and the differences also
occur in the process of BP decoding, which makes it difficult
for Eve and Bob to recover C11 at the same time.

If Bob recovers all C11 symbols and decodes them
together with Ĉ1, Eve only recovers part of Ĉ11 symbols.
Since there is no degree 1 encoded symbol in Ĉ11, Eve can-
not start decoding before Bob and needs to continue receiv-
ing C∧1 ′ for decoding together. Then, there is a situation
where Bob’s decoding ends, but Eve has not yet acquired
enough symbols, and thus, Eve cannot continue to receive
C∧1 ′ and enter the “waterfall area” of BP decoding to
recover a large number of source symbols. As a result, Eve
can only obtain a small intercept rate or even zero. Of
course, there are also cases where Eve recovers information
before Bob and obtains a 100% intercept rate, but it is usu-
ally necessary to send multiple groups of symbols to trans-
mit a complete message. Therefore, Eve can only intercept
a fraction of the total source message.

5. Performance Analysis of DEMR-LT Codes

The hardware environment required for the simulation
experiment in this section is as follows: Intel™Core™ i5,
8GB running memory, Windows™ 10 operating system,
and MATLAB™ R2016a application software.

Experimental conditions: we assume that the wireless
sensor network model structure is shown in Figure 1, where
there is a source node Alice, a destination node Bob, and an
eavesdropping node Eve existing around them to steal the
information between Alice and Bob. In addition, we do not
consider the data encryption between sensor nodes. Both
Bob and Eve use the BP decoding method for LT decoding,
and Eve knows all of Bob’s decoding rules.

Experimental parameters: the source symbol number is
k = 2000, the transmission group number is 5000, RSD
degree distribution is set to c = 0:03, and δ = 0:05.

5.1. Decoding Start Time of Destination Node. LT codes gener-
ally adopt BP decoding and begin decoding when the degree 1
symbol is received. In the traditional LT code encodingmatrix,
the columns of degree 1 are not reordered, and the starting
decoding time tLT is uncertain, but the number of columns
in the LT encoding matrix is greater than or equal to k/ð1 −
PABÞ. According to equation (5), the number of degree 1 col-
umns in the first k/ð1 − PABÞ columns is kμð1Þ/ð1 − PABÞ. If
there is no rearrangement of the degree 1 column, then the
decoding start time tLT is as follows:
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tLT ≤
k 1 − μ 1ð Þð Þ
1 − PAB

+ 1
� �

T , ð8Þ

where μð1Þ represents the degree 1 probability that the num-
ber of the source symbols is k.

If only LT-1 codes are used for transmission, the number
of columns with degree 1 in the first k/ð1 − PABÞ columns of
equation (5) is kμ1ð1Þ/ð1 − PABÞ. After rearrangement,
degree 1 columns are listed in columns ððkð1 − μ1ð1ÞÞ/ð1 −
PABÞÞ + 1Þ ~ k/ð1 − PABÞ of equation (6). Affected by the era-
sure channel, the destination node receives the degree 1
symbol with errors, so the decoding start time tLT‐1 of LT-
1 codes satisfies

t1 ≥
k 1 − μ1 1ð Þð Þ
1 − PAB

+ 1
� �

T , ð9Þ

where T is the time period of each symbol and μ1ð1Þ repre-
sents the probability distribution of degree d = 1 obtained by
equation (3) when the number of source symbols is k.

In the LT-2 encoding of DEMR-LT codes, C11 is the
source of LT-2, the number of source symbols is kð1 − μ1ð1
ÞÞ/ð1 − PABÞ, and the time of the first appearance of the
degree 1 encoding symbol is tLT‐2. Then, tLT‐2 satisfies

tLT‐2 ≥
k 1 − μ1 1ð Þð Þ 1 − μ2 1ð Þð Þ

1 − PABð Þ2 + 1
 !

T , ð10Þ

where μ2ð1Þ represents the probability distribution of degree
d = 1 obtained by equation (3) when the number of source
symbols is kð1 − μ1ð1ÞÞ/ð1 − PABÞ.

In the process of DEMR-LT code decoding, first, it is
necessary to receive the LT-2 degree 1 symbol to start LT-1
decoding, and the number of decoded symbols required is
greater than or equal to kð1 − μ1ð1ÞÞ/ð1 − PABÞ. Since there
is no degree 1 encoded symbol in C11, LT-1 decoding cannot
be started, and thus, it is necessary to obtain the degree 1
symbol from C1 to start LT-1 decoding. LT-2 degree 1 sym-
bol reception time is tLT‐2ðdegree−1Þ = ðkð1 − μ1ð1ÞÞμ2ð1Þ/
ð1 − PABÞ2ÞT , and the decoding start time of DEMR-LT
codes satisfies

tDEMR‐LT ≥ tLT‐2 + tLT‐2 degree−1ð Þ

=
k 1 − μ1 1ð Þð Þ 1 − μ2 1ð Þð Þ

1 − PABð Þ2 +
k 1 − μ1 1ð Þð Þμ2 1ð Þ

1 − PABð Þ2 + 1
 !

T

=
k 1 − μ1 1ð Þð Þ
1 − PABð Þ2 + 1

 !
T:

ð11Þ

Equations (9) and (11) are taken as equal signs to com-
pare their sizes, i.e.,

tDEMR‐LT − tLT‐1 =
k 1 − μ1 1ð Þð Þ
1 − PABð Þ2 −

k 1 − μ1 1ð Þð Þ
1 − PAB

 !
T =

k 1 − μ1 1ð Þð Þ
1 − PABð Þ

1
1 − PABð Þ − 1

� �
T:

ð12Þ

According to equation (12), when PAB = 0, then
tDEMR‐LT = tLT‐1, and with the increase in PAB, then
tDEMR‐LT > tLT‐1. Thus, there is a case where DEMR-LT codes
start decoding later than LT-1 codes or decoding
simultaneously.

Comparing equations (8), (9), and (12), we can get the
following: tDEMR‐LT ≥ tLT‐1 ≥ tLT.

When the legitimate channel erasure probability is PAB
= 0:3 and the wiretap channel erasure probability is PAE,
the comparison result of the decoding start time of the tradi-
tional LT codes, LT-1 codes, and DEMR-LT codes is shown
in Figure 4.

According to Figure 4, traditional LT codes, LT-1 codes,
and DEMR-LT codes receive on average 252, 2822, and 2824
symbols to begin decoding, and the decoding time of
DEMR-LT codes is delayed by 2 symbols compared with
LT-1 codes.

In traditional LT codes, the receiving nodes can start
decoding as long as the degree 1 symbol is received, and
the decoding start time is earlier. In LT-1 codes, the receiv-
ing time of the degree 1 symbol is delayed because the
encoding matrix is reordered once. Thus, the decoding suc-
cess probability before receiving the degree 1 symbol is 0,
and the decoding start time is later than that of traditional
LT codes. However, in DEMR-LT codes, the receiving time
of the degree 1 symbol is further delayed due to the reorder-
ing of matrixes G1 and G2. Therefore, the decoding start
time is the latest compared with that of the other two
schemes.

In addition, Figure 4 shows that the curves of DEMR-LT
codes and LT-1 codes basically coincide before the 2822nd
symbol is received. The main reason for this is that both of
these encoding methods rearrange part of the encoding
matrix for different times. Thus, the decoding process can-
not start before receiving the symbol of degree 1, and the
probability of success of decoding is 0.

5.2. Intercept Efficiency of the Eavesdropping Node. The
experimental conditions are the same as above and compare
the influence of changes in the wiretap channel erasure
probability and the legitimate channel erasure probability
of three different LT code schemes on the intercept efficiency
of the eavesdropping node. The experimental results are
shown in Figures 5 and 6.

According to Figure 5, when PAB = 0:3, the Eve intercept
efficiencies of the three schemes all decrease with increasing
PAE, and the Eve intercept efficiencies of the DEMR-LT
codes are the lowest.

Figure 6 shows that the value of PAB ranges from 0 to 0.8,
and the difference between PAB and PAE is different; the rela-
tionship between Eve’s intercept efficiency and PAB is com-
pared using three different schemes. As shown in Figure 6,
Eve has the lowest intercept efficiency compared with the
other two schemes in three channel conditions. In
Figure 6(a), under the condition of the degraded wiretap
channel, Eve’s intercept efficiency always decreases with
increasing PAB. In Figure 6(b), the intercept efficiency of
Eve decreases first and then slightly increases with increasing
PAB. However, as shown in Figure 6(c), even under the
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condition that the wiretap channel condition is superior to
the legitimate channel, DEMR-LT codes can also consider-
ably reduce Eve’s intercept efficiency.

According to the experimental results in Figures 5 and 6,
the scheme proposed in this paper makes the intercept effi-
ciency of eavesdropping nodes low. The main reason for this
is that DEMR-LT codes contain two decoding stages in total.
In LT-2, Bob receives the encoded symbol Ĉ2 and decodes
C11. Then, it sends ACK2 to Alice and stops sending C2.
Eve can only decode the Ĉ11 symbol by stealing enough

C∧2 ′ before Bob sends ACK2 and continues with LT-1
decoding; otherwise, the message M cannot be recovered.
By reordering the encoding matrixes G1 ′ and G2 ′ in
descending order according to the degree value of each col-
umn, DEMR-LT codes delay the receiving time of degree 1
symbols and shorten the receiving time for Eve to receive
more C∧2 ′ symbols. As a result, the probability that Eve
completes decoding before Bob is reduced, leading to a fur-
ther decline in Eve’s intercept efficiency.

In addition, the reason for the phenomenon that Eve’s
intercept efficiency first drops and then rises in the other
schemes of Figure 6 is that the encoded symbols received
by Eve and Bob are the same when PAB = PAE = 0. Both of
them have the same decoding process and complete decod-
ing at the same time, and thus, Eve’s intercept efficiency is
100%. With the increase in PAB and PAE, the difference
between the encoded symbols received by Eve and Bob grad-
ually increases; Eve cannot continue to decode according to
Bob’s decoding order, which may be earlier or later than
Bob’s decoding. Thus, Eve’ intercept efficiency begins to
decrease. When PAB and PAE increase to a large value, the
correct symbol intercepted by Eve is quite different from
Bob. As long as Eve receives the degree 1 symbol before
Bob, it can decode according to its own decoding order.
Then, Eve’s intercept efficiency increases to a certain extent.
In addition, the increase range is affected by the difference
between PAB and PAE. According to Figure 6, the better the
wiretap channel is, the higher the probability that Eve will
receive the degree 1 symbol before Bob and the greater the
increase in intercept efficiency.

5.3. DEMR-LT Code Decoding Symbol Number. In the tradi-
tional LT code, assuming that a group of source symbol
numbers is k, decoding overhead is ε (ε ≥ 1 and ε⟶ 1),
and the legitimate channel erasure probability is PAB. Then,
the number of decoding symbols mLT required to decode the
messageMis as follows:

mLT =
kε

1 − PAB
: ð13Þ

In LT-1 decoding, we assume that a group of source
symbol numbers is k and the decoding overhead is ε1
(ε1 ≥ 1). The number of LT code decoding symbols has
nothing to do with the order of received symbols, and LT-
1 codes only change the order of decoded symbols, so ε1 ≈
ε. If only LT-1 codes are used for encoding, the number of
decoding symbols mLT‐1 is as follows:

mLT‐1 =
kε

1 − PAB
: ð14Þ

According to Figure 2, the decoding symbol of DEMR-
LT codes is composed of Ĉ2 and Ĉ1. Then, the number of
decoded symbols m1 for Ĉ1 is as follows:

m1 =
kμ1 1ð Þ
1 − PAB

+
kε1 − k
1 − PAB

: ð15Þ
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In LT-2 decoding, we let kð1 − μ1ð1ÞÞ/ð1 − PABÞ encod-
ing symbol C11 be the source, and the decoding overhead
is ε2 (ε2 ≥ 1 and ε2 ⟶ 1). In LT-2 decoding, according to
equation (13), the number of Ĉ2 required to recover encoded
symbol C11 can be expressed as follows:

mLT‐2 =
k 1 − μ1 1ð Þð Þε2

1 − PABð Þ2 : ð16Þ

After combining equations (15) and (16), the number of
decoding symbols mDEMR‐LT required to decode the message
M with the DEMR-LT codes is as follows:

mDEMR‐LT =m1 +mLT‐2

=
kμ1 1ð Þ
1 − PAB

+
kε1 − k
1 − PAB

+
k 1 − μ1 1ð Þð Þε2

1 − PABð Þ2 :
ð17Þ
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According to equations (13), (14), and (17), the numbers
of decoded symbols of the three encoding schemes all
increase with increasing PAB. According to equation (16),
when PAB ⟶ 0, mDEMR‐LT = kðε1 + ε2 + μ1ð1Þð1 − ε2Þ − 1Þ;
DEMR-LT codes have the largest value. According to equa-
tion (3), the value of μ1ð1Þ is small, ε ≈ ε1 ⟶ 1, and ε2 ⟶ 1
, and thus, mDEMR‐LT is close to LT codes and LT-1 codes.
However, since the square term ð1 − PABÞ2 of the denomina-
tor in equation (17) is less than 1, with the increase in PAB,
the increase rate of mDEMR‐LT is faster than that of mLT‐1
and mLT. Therefore, when the legitimate channel is good,
the number of DEMR-LT code decoding symbols is close
to mLT. In contrast, when the channel is poor, the number
of decoding symbols is larger.

Figure 7 studies the number of encoded symbols that the
destination node needs to receive to complete the decoding
under the different PAB in three schemes, where PAB ranges
from 0 to 0.8, and other conditions remain unchanged.

According to Figure 7, the number of decoding symbols
in the three schemes all increases with the increase in PAB,
and the number of decoding symbols from small to large is
traditional LT codes, LT-1 codes, and DEMR-LT codes.
When PAB is larger, DEMR-LT codes increase faster.

6. Conclusions

In wireless sensor networks, aiming at the problem that tra-
ditional encryption algorithms are easy to decipher or leak,
this paper proposes a DEMR-LT code PLS transmission
scheme and gives the DEMR-LT code encoding matrix
design method, as well as the encoding and decoding
method. The research results are as follows:

(1) By comparing the start-to-end time of the DEMR-
LT codes with other LT codes, the decoding process

time is shortened, which shows that this method can
effectively prevent eavesdropping node Eve from
recovering the message symbol

(2) By comparing the intercept efficiency of DEMR-LT
codes with other LT code schemes, this scheme can
further reduce the intercept efficiency of Eve. Even
if the wiretap channel is better than the legitimate
channel, it can also reduce the intercept efficiency
of eavesdroppers

(3) The mathematical expression of the decoded symbol
number of DEMR-LT codes is derived. According to
the experimental simulation results, the number of
decoded symbols in this method increases slightly
compared with those in other methods, but the num-
ber of decoded symbols does not increase much under
the condition of low channel erasure probability.
While ensuring the secure transmission of informa-
tion, it will not excessively increase the information
transmission delay of the wireless sensor networks

It can be concluded that for wireless sensor network
information transmission, when the eavesdropping node
obtains the same decoding conditions as the destination
node, the scheme in this paper can ensure the secure trans-
mission of information.

In future work, considering the limited computing
capacity of sensor nodes, further improvements can be made
in reducing the encoding and decoding complexity of the
DEMR-LT codes to ensure secure information transmission
performance of sensor nodes and improve transmission effi-
ciency. In terms of future applications, the proposed encod-
ing scheme can provide a reference for other physical layer
encoding methods in wireless sensor networks to further
improve the security performance of wireless sensor
networks.
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The development of the smart cities with new and integrated information and communication technologies has changed the
traditional industries’ processes. One of the domains is construction industry which plays an important supporting role for the
economic development of a country, but at the same time, the construction industry is also an industry with high energy
consumption and high pollution. Therefore, in order to alleviate the contradiction between economic development and
resources and the environment, the construction industry must achieve sustainable development and take the road of green
construction. In order to carry out the evaluation of the design effect of colleges and universities, this paper introduces the
multisensor perception and fuzzy comprehensive evaluation methods. First, through the design and analysis of the sensor
perception system used in the building environment, the collection, acquisition, analysis, and processing of complex
information of heterogeneous multiterminals are obtained. Secondly, cluster analysis and genetic algorithms are used in the
processing and analysis process of building multiterminal sensor data. The security aspect is also taking into account to design
the methods. The system test verifies the performance of the university building design effect evaluation model, which can
provide a reference for the sustainable development of the construction industry.

1. Introduction

People’s requirements for buildings are getting higher and
higher, and the complexity of buildings is increasing. Huge
changes have taken place in the types, scales, and forms of
modern architecture. This is also the requirement of the
rapid development of modern sciences and technologies
and social economy and is the inevitable result of the devel-
opment of the discipline of architecture [1–3]. The complex-
ity of building functions and the diversification of usage
requirements have increased the technical problems
involved in the use of indoor spaces. The development of
architecture inevitably requires the cooperation of various
disciplines. In the design stage, different disciplines are con-
sidered the construction of buildings from different angles,
so as to continuously improve indoor space environment
[4, 5]. The work related to building construction includes
construction, structure, water supply and drainage, electri-
cal, heating, ventilation, and other professional content. All

majors determine all aspects of the building in the design,
and most of the energy-related design decisions occur in
the early design stage [6]. When a building reaches the con-
struction stage, the significance of building energy saving
and emission reduction is only whether it can meet the
requirements of building design. The characteristics of the
building have been basically determined in the design stage
and realized through the construction process [7–9].

Modern technologies have gradually refined the division
of human activities. Architectural design is also completed
by the cooperation of multiple disciplines, and more and
more factors are considered by each discipline. Architects
should not only consider space requirements and architec-
ture. The aesthetic principles of form also need to consider
building energy-saving design [10]. Authors in [11] analyzed
the energy consumption costs of 12 types of buildings in 16
cities and calculated that traditional energy-saving technolo-
gies can save energy by 20% to 30%, and some buildings can
even achieve energy saving of 40%. Further, confirm the
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necessity and feasibility of energy saving and emission
reduction. Authors in [12] discussed the sensitivity of build-
ing envelopes, including the impact of multilayered wall
buildings (36 categories) and different sizes of glass (10-
90%) on building energy consumption, and studied the
impact of envelopes on building low-carbon impact of devel-
opment. Authors in [13] took the development of a commu-
nity in Northern Europe as an example, studied the resource
input and carbon emissions of high-energy-efficiency build-
ings in the construction phase, and proposed excessively
improving the energy efficiency of buildings, increasing the
input of building materials and energy during the construc-
tion phase. Increasing carbon emissions during the con-
struction period and forming a peak of carbon emissions
before the building are used and are not conducive to the
realization of the short-term carbon reduction target. Atten-
tion should be paid to the emission reduction during the
construction phase and included in relevant policy formula-
tion. Shaikh et al. [14] conducted research and verification
on existing building energy consumption simulation soft-
ware and believed that climate parameters are the main
parameters that affect building energy consumption simula-
tion. For the energy consumption simulation of the entire
building, accurate climate data is to achieve accurate quanti-
fication. It is an important component of the analysis and
discusses that different simulation targets should be selected
by different climate data.

Architectural design, as planning before building con-
struction, integrates the requirements of architectural func-
tion, architectural technology, and architectural art and is a
comprehensive display of various technical means on the
basis of satisfying the use of functions [15, 16]. Human
requirements for the indoor and outdoor space functions
of buildings always change with the development of the
times. To meet these ever-changing and increasing require-
ments, all participants are researching and improving the
design. From ancient craftsmen at home and abroad to
today’s engineers and scholars in many fields such as archi-
tecture, engineering, environment, and materials, a lot of
research on architectural design has been carried out [17,
18]. However, the construction industry is also an industry
with high energy consumption and high pollution. There-
fore, in order to alleviate the contradiction between eco-
nomic development and resources and environment, the
construction industry must achieve sustainable development
and take the road of green building. In order to carry out the
evaluation of the design effect of colleges and universities,
this paper introduces the multisensor perception and fuzzy
comprehensive evaluation methods. The system test verifies
the performance of the university building design effect
evaluation model, which can provide a reference for the
sustainable development of the construction industry. The
paper also presents the security architecture to secure the
data of the model. The main objectives of this paper are as
follows:

(i) Design multisensor perception and fuzzy compre-
hensive evaluation methods for the sustainable
development of the construction industry

(ii) Design a security model for the sustainable
development-related data security

The rest of the paper is organized as follows: Section 2
discusses the architecture design effects and its evaluation.
Section 3 presents the multisensor sensing model. Section 4
discusses the evaluation of the effect of college building
design based on multisensor perception. Section 5 presents
the security model for development data. Section 6 con-
cludes the paper with future direction.

2. Overview of Architectural Design
Effect Evaluation

Due to the lack of bottom-up postuse evaluation applica-
tions, the above-mentioned problems have further lost the
opportunity to give feedback to planning builders and
designers. Friedman defined it as a “degree” evaluation in
his POE (Post Occupancy Evaluation) book [19, 20]. How
to support and meet people’s expressly or implicitly
expressed needs after the completion of the environment.
Each construction practice project is a complete system
composed of five stages, which is divided into construction
project approval, stationing planning, architectural design,
building construction, building operation, and post-use eval-
uation [21]. The postuse evaluation of penetration at various
stages continuously provides feedback and corrections for
the smooth implementation and good operation of an engi-
neering construction project [4, 22]. However, as far as the
existing research is concerned, the postuse evaluation is
mainly used by architects, and only feeds back to the “archi-
tectural design” stage, while ignoring the remaining four
stages. But only if these five stages are consistently revised
can the final architectural quality be improved. Figure 1
shows the closed-loop diagram of the whole process of archi-
tectural creation.

Postuse evaluation has three values: short-term, mid-
term, and long-term. The short-term value lies in the timely
assessment of the existing problems in the building and the
proposal of targeted correction strategies to avoid loss and
expansion; the medium-term value lies in the collection of
preliminary project data for large-scale renovation or recon-
struction; the long-term value lies in summarizing the design
experience of the same type of project and forming available
reference basis or industry norms [23, 24]. The evaluation
method includes two aspects: quantitative analysis and qual-
itative analysis. For the construction industry, quantitative
analysis is the main method adopted for objective evalua-
tion, while qualitative analysis is the main method adopted
for subjective evaluation. The objective evaluation is based
on the building design specification documents of different
building types, and the data contained in the specifications
are determined in a certain period of time. Subjective evalu-
ation refers to the psychological feelings of people entering
the building after it is completed. Subjective evaluation has
individual differences and is related to people’s educational
level, personal accomplishment, experience, and rationality.
Evaluation is based on people, and people’s subjective evalu-
ation of a commercial building is often more direct and
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specific. This is something that designers tend to ignore. The
content of the evaluation for commercial buildings includes
the age of the evaluator, culture, outdoor environment
design of the building, the integrated design of the traffic
around the building, the circulation, space, function of the
building, the parking design of the building, and the age of
the evaluator.

3. Multisensor Sensing

Sensors play an important role in smart transportation,
smart home, smart agriculture, and national defense secu-
rity. These applications have one thing in common, that is,
a wide coverage. Therefore, in order to realize these distrib-
uted applications, the system must first have a key function,
that is, the information sharing capability of the sensor [25].
At present, most sensor application systems usually use dif-
ferent devices to build sensors, which is an important part of
the wireless sensor network. It can be seen from the above
that the realization of perception depends on sensitive
devices, although researchers in the field of materials have
been striving to find suitable production materials. However,
sensitive devices will be greatly affected in certain environ-
ments, such as high temperature, corrosion, humidity, dust,
and electromagnetic fields [26]. Figure 2 shows a schematic
diagram of a typical sensor component.

Therefore, static characteristics can use range and mea-
surement range, linearity, hysteresis, repeatability, sensitiv-
ity, etc., as its indicators. The dynamic characteristic refers
to the response characteristic that the output of the sensor
changes accordingly when the input quantity changes
dynamically with time [27]. The dynamic characteristic of
the sensor firstly depends on the sensor itself, which is deter-
mined by the dynamic characteristic of the link that plays a
major role in the sensor. The bottom node directly contacts
the analog signal in the physical world environment to col-
lect and uses the embedded processor architecture to realize
the perception function [28]. The middle layer is responsible
for the collection and integration of the bottom-level section
information with only a single intelligent combination and
high-speed real-time upload. At the same time, the high-
level decision information is downloaded to the correspond-
ing node and executed. This layer can be a module, or it can
be set as a powerful module according to system require-

ments. The uppermost layer gathers all perceptual informa-
tion and has threshold judgment and decision-making
functions, and the PC can be used as a decision support
node.

4. Evaluation of the Effect of College Building
Design Based on Multisensor Perception

4.1. Cluster Analysis of Building Location. This paper selects
the data of the geographical location of the completed build-
ing and makes a cluster analysis of its latitude and longitude.
Cluster analysis is a multivariate statistical analysis to quan-
titatively study classification problems according to the char-
acteristics of things themselves [29]. It is a classification
method of multivariate statistics “things to cluster.” The
basic idea is to divide the location into several categories
according to the distance, so that the difference of the data
within the category is as small as possible, and the difference
between the categories is as large as possible.

Step 1. Data standardization.
Supposing domain x = fx1, x2,⋯xng is the object to be

classified, and each object is represented by m indicators,
then each variable can be expressed as xij.

Mean:

xj =
1
n
〠
n

i=1
xij: ð1Þ

Standard deviation:

sij =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n − 1〠
n

i=1
xij − xij
� �2:

s
ð2Þ

After standardization:

x∗ij =
xij − xj

sj
sj ≠ 0
� �

: ð3Þ

Step 2. Determine the similarity coefficient rij using the
Euclidean distance method for cluster analysis.

Each task position can be regarded as a point in the
three-dimensional space. The task position constitutes the

Feedback Feedback Feedback Feedback Feedback

Regulation

Architectural
planning

Architectural
design

Building
construction

Building
operations

Correction 
feedback

Correction
feedback

Construction
project

Figure 1: Closed-loop diagram of the whole process of architectural creation.

3Journal of Sensors



point in the three-dimensional space. A matrix is formed
between the task position and the cluster center, and the
Euclidean distance between the task position and the cluster
center is calculated. Let xi denote the ith cluster center i =
1, 2, 3, 4, 5 and denote the distance between the ith cluster
point and the jth task position, the Euclidean distance calcu-
lation method is

dij 2ð Þ = 〠
n

k=1
xik − xjk
� �2" #1/2

i, j = 1, 2,⋯,nð Þ: ð4Þ

Step 3. Use SPSS to analyze the data completed by the
tasks in Annex 1, and we have obtained the latitude and lon-
gitude coordinates of the cluster center point and the num-
ber of tasks in each category. The latitude and longitude
coordinates of the clustering points and the number of tasks
are shown in Table 1.

4.2. Establishment and Solution of Multiple Regression
Model. First, analyze the Pearson correlation coefficient of
the four indicators to determine whether they are linearly
correlated [30]. First, integrate the data to calculate the Pear-
son correlation coefficient of each indicator and the rest of
the indicators, and then obtain the average of the square
sum of the Pearson correlation coefficients of a certain indi-
cator and the rest of the indicators and obtain the A of each
indicator R2

vi.
The definition of Pearson’s correlation coefficient is B:

R = 1
n
〠
n

i=1

yi − y
sy

 !
xi − x
sx

� �
= cov Y , Xð Þ

sysx
: ð5Þ

If jRj ≈ 0, it indicates that there is no linear correlation
between the two variables. If jRj ≈ 1, it shows that the two
variables are completely linearly related. The direction of lin-
ear correlation is indicated by the sign of the correlation

coefficient, “+” means positive correlation, and “-” means
negative correlation.

�Rvi
2 =

∑m
j=1R

2
vivj

m − 1 , j = 1, 2,⋯m, j ≠ i: ð6Þ

In the formula, vi is the index code, v1 is the task loca-
tion, v2 is the member density, v3 is the distance between
the task and the member, and v4 is the reputation value

within a certain range. �R2
vi represents the average of the

sum of squares of the Pearson correlation coefficient R of
the indicator vi and the remaining variables vjði ≠ jÞ. m is
the number of variables.

Finally, it is determined whether there is a linear rela-
tionship between the three indicators of building geographic
location, personnel density, and the distance between build-
ing geographic location and personnel and task pricing. The
postuse evaluation of penetration at various stages continu-
ously provides feedback and corrections for the smooth
implementation and good operation of an engineering con-
struction project. Table 2 describes the mean value of the
sum of squares of the correlation coefficients of each indica-
tor and the other indicators.

It can be seen from Table 2 that the minimum value of
�R2
vi is 0.625, and the linear relationship between various var-

iables is strong. The linear relationship between v1, v2, v3,
and v4 and task pricing y can be expressed by the linear
regression equation.

y = b0 + b1x1+⋯+bpxp + ε, ε ~N 0, σ2
� �

: ð7Þ

Sensitive
components

Signal conditioning and
conversion circuit

Auxiliary power

Conversion
element

Measured

Basic components

Electricity 

W
eak signal

Figure 2: Schematic diagram of sensor components.

Table 1: The latitude and longitude coordinates of the clustering points and the number of various tasks.

Cluster points 1 2 3 4 5

Latitude of cluster points 23.066 23.565 22.958 22.713 23.101

Cluster point longitude 113.03 113.55 113.75 114.06 113.30

Number of buildings in cluster area 80 23 159 72 187

Table 2: The mean value of the sum of squares of the correlation
coefficients of each indicator and the other indicators.

Index v1 v2 v3 v4
Mean sum of squares 0.856 0.758 0.625 0.791
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In the formula, b0, b1,⋯bp, σ is an unknown parameter
that has nothing to do with x1, x2,⋯, xp.

Let ðx11, x12,⋯,x1p, y1Þ,⋯ðxn1, xn2,⋯,xnp, ynÞ be a sam-
ple. Estimate the parameters using the least square method.

Q = 〠
n

i=1
yi − b0 − b1xn−⋯−bpx1p
� �2

: ð8Þ

Take the partial derivatives of Q with respect to b0, b1,
⋯bp, and set them equal to zero, we get

∂Q
∂bj

= −2〠
n

i=0
yi − b0 − b1xi1−⋯−bpxip
� �

xij = 0,  j = 1, 2,⋯:,pð Þ:

ð9Þ

Simplify the above formula to

b0 〠
n

i=1
xi1 + b1 〠

n

i=1
xi1

2 + b2 〠
n

i=1
xi2xi1+⋯+bp 〠

n

i=1
xipxi1 = 〠

n

i=1
yixi1,

ð10Þ

that is, the maximum likelihood estimation of the
unknown parameter ðb0, b1,⋯,bpÞ. So the linear regression
equation is

ŷ = b0 + b1x1+⋯+bpxp: ð11Þ

Calculated with SPSS19.0 software:

y = −23:56 + 0:35v1 − 0:64v2 + 0:26v3 + 0:15v4,
R2 = 0:58:

ð12Þ

R2 = 0:58 indicates that 58% of the relationship between
the geographic location of the building and the four indica-
tors can be determined by the regression equation.

Assume that the functional relationship between task
pricing on the 4 indicators is

y = a1v1 + a2v2 + a3v3 + a4v4 + b: ð13Þ

Among them, ai is the parameter to be estimated, and b
is a constant. Estimated by the least square method: y = −
23:56 + 0:35v1 − 0:64v2 + 0:26v3 + 0:15v4; the p value corre-
sponding to parameter v1, v2, v3, and v4 is 0.46, 0.47,
0.008, and 0.097. Perform a heteroscedasticity test on the
model to get p = 0:891. The original hypothesis is that the
model is homoscedastic. Accept the original condition, that
is, there is no heteroscedasticity. The serial correlation test
DW = d = 1:85, du = 1:83 satisfies du < d < 4 − du, and it is
judged that there is no serial autocorrelation in this regres-
sion equation. Use the least square method to find the
regression estimation equations for each explanatory vari-
able one by one, and the results are shown in Table 3.

When the significance level is 0.05, Fð1, 29Þ = 4:18 is
found. Because the independent variable v4 is F = 1:41 <

F0:05ð1, 29Þ = 4:18, and the p value of the parameter estima-
tion is too large, it shows that the regression model of v4 to y
is not significant, indicating that the member reputation
value has no great relationship with task pricing. Regarding
the independent variable v2, the regression significance is
not high, but for the variable v1, you can continue to the next
step of regression. Select v1 with better test results in all
aspects as the first selected variable, remove the influence
of v4 on y, and do the second time return. Table 4 shows
the results of the second regression analysis.

When the significance level is 0.05, F0:05ð2, 28Þ = 3:34
and F0:05ð1, 28Þ = 4:20 are obtained by looking up the table.
As the variables are added one by one, the improvement of
the variable y equation is basically unchanged. Since F1 =
42:1 and F2 = 51:2, and both are greater than F0:05ð1, 18Þ
= 4:41, it shows that the model is significant as a whole.
The heterogeneous test of the model is p = 0:87, which
means that there is no variance in the model; the serial cor-
relation test is performed on the model. Since DW = d = 2:02
and du = 1:67 meet du < d < 4 − d, it means that the model
does not have serial autocorrelation. So this model is the
optimal model.

4.3. Optimization of Geographical Location of Buildings
Based on Genetic Algorithm. Objective function expression:

max f =〠
i∈m

〠
j∈m

xjkyijkz − 〠
g∈n

pg∀k ∈ p, ð14Þ

where m is the node set, f0, 1, 2⋯ ig, n is the node
collection of the task point, f1, 2,⋯,gg, p is a collection of
crowdsourced member tasks participating in the task, f1, 2; ;
⋯,kg, xjk is the amount of tasks the member accepts at the
task point, and z is the member’s income for each task
completed.

Constraints on task points, membership amount, and
completion ability at each point. The amount of tasks

Table 3: Results of the first regression.

Equation R2
The estimated p
value of the
parameter

F
Residual
sum of
squares

y = 23:16 + 56:12v1 0.056 0.2589 14.55 304.12

y = 14:23 − 15:89v2 0.325 0.2345 9.36 204.23

y = 0:258 + 0:68v3 0.256 0.025 17.58 160.25

Table 4: The second regression analysis.

Equation R2

The
estimated p
value of
the

parameter

F
Residual
sum of
squares

y = 0:561v1 − 0:398v2 + 0:256 0.741 0.063 42.1 58.1

y = 0:38v1 + 0:24v3 − 0:368 0.76 0.025 51.2 87.9
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completed by new members in a single time must not be less
than the minimum amount of tasks completed:

〠
i∈m

〠
j∈m

xjkyjk ≥N: ð15Þ

The sum of the tasks accepted by all members is not
greater than the sum of the tasks generated by the positions
of all the characters:

〠
i∈m

〠
j∈m

〠
k∈p

xjkyjk ≤Q: ð16Þ

The task accepted by each task person is not greater than
its maximum task completion ability:

〠
i∈m

〠
j∈m∪N∗

〠
k∈p

xjkyjk ≤M: ð17Þ

Time window constraints:

T jk = yjk T jk + tij + ti ′
� �

, ð18Þ

T jk = yjgkt jgThk = yghk T jk + T jgk + tgh
� �

toj = 0: ð19Þ

Relational constraints between sets:

L = L′ +〠
e∈E

Le,

R = R′ +〠
e∈E

Le:
ð20Þ

Penalty function constraint:

Pg =
β × Thk − LThð Þ,
0,

(
Thk ≻ LTh,
Thk ≤ LTh:

ð21Þ

Decision variable constraints:

yjgk =min yijk, yghk
n o

,

yijk, yjgk, yghk ∈ 0, 1f g:
ð22Þ

The genetic algorithm is used to solve the problem by
programming, and the iterative process of the solution of
the model is shown in Figure 3.

The genetic algorithm used in this paper has been iterated
100 times and found that after roughly 27 iterations, the solu-
tion obtained has stabilized. The results obtained clearly solve
the problems of optimizing paths and merging tasks. Table 5
shows the solution results of the optimization model.

According to the above optimization results, a compari-
son between before and after optimization can be obtained.
Table 6 shows the comparison between before and after
optimization.

Cluster analysis and genetic algorithm are used in the
processing and analysis process of building multiterminal
sensor data. In this paper, a genetic algorithm is used to pro-
cess and optimize the sensor information, and the perfor-
mance of the university building design effect evaluation
model is verified through system testing, which can provide
a reference for the sustainable development of the construc-
tion industry.
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Figure 3: Evolution process of genetic algorithm.
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5. Security Model for the Sustainable
Development-Related Data Security

The huge data is collected from the systems and sensor
nodes. The centralized database stores all the data for further
processing and analyzing. The data is collected from the
construction activities that start from planning and comple-
tion phases [31, 32]. As security is one of the challenge espe-
cially when the data transmitted to the edge computing or to
the cloud for further decision making, we proposed a IDS
solution at the edge computing side to protect all the data
coming from ground network and sensor devices. The Intru-
sion Detection System (IDS) is installed at the edge comput-
ing side to filter the data and detection and prevent the data

from any sort of malicious activities in the network. Figure 4
shows the IDS deployment at the edge side to protect the
building data from unauthorized access.

6. Conclusion

The buildings obtained from the construction activities
according to the drawings are the true manifestation of the
design results. The goals must be determined in the project
planning stage, and the specific implementation plan must
be determined in the design stage. Through a reasonable
design plan, the carbon emissions of the building’s life cycle
can be reduced. Architectural design, as a planning before
building construction, integrates the requirements of

Table 6: Comparison of before and after optimization.

Before optimization Optimized

The number of members needed (person) 68 46

Average single task evaluation (%) 66.5 86

Mission completion 62.39% 60.23%

Table 5: Solution results of the optimized model.

Personnel number Member task completion path after optimization Number of tasks Member income Completion

1 A9⟶ A1⟶ B1⟶ B3⟶ B11 5 325 1 + 1 + 1 + 1 + 1
2 A8⟶A9⟶ A2 3 210 1 + 1 + 1
3 A9⟶ A6⟶ B4⟶ B1 4 199.5 1 + 1 + 1
4 A3⟶A5⟶ A4⟶ B5⟶ B2 5 268 1 + 1 + 1 + 1
5 A1⟶ A6⟶ B3⟶ B10 4 240 1 + 1 + 1

Cloud servers

Edge servers

Sensor devices

Data storage Encryption computing Computation 
executer

Data sensing and gathering Gas
concentration

Temperature Humidity

Host based IDS
installed in

database server
Database server FirewallRouterSwitch

Figure 4: IDS system for edge computing.
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architectural function, architectural technology, and archi-
tectural art and is a comprehensive display of various techni-
cal means on the basis of satisfying the use of functions.
Therefore, this article has carried out an evaluation of the
effect of architectural design. At present, the research on
building energy efficiency mainly focuses on building design
or the whole life cycle. There are not many researches on the
operation phase. The existing research mainly includes the
discussion of the owner and property management mode
and the development of the energy-consuming equipment
database during the operation. The research on energy con-
sumption evaluation standards needs to be further in-depth.
Building energy efficiency is a hot topic today. In the face of
my country’s current national conditions, the most direct
and effective energy saving should start from the operation
of existing buildings. The research done on this subject still
needs to be expanded in the following aspects. The research
on the energy-saving coefficient during operation still needs
to be further explored, guided by practicality, operability,
and effectiveness, to provide effective theoretical tools and
measurement scales for building energy saving. This paper
also presented the IDS system deployment model at the edge
computing side for data traffic detection and prevention
form any malicious activities in the network. Based on the
research content of this article, in the next step, we will try
to place the sensing method in different experimental envi-
ronments, further enrich the sensing model, establish a com-
plete sensor information database, and facilitate the addition
and identification of various sensors, while also standardiz-
ing the manufacture of sensors.
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Wireless communication systems have evolved and offered more smart and advanced systems like ad hoc and sensor-based
infrastructure fewer networks. These networks are evaluated with two fundamental parameters including data rate and spectral
efficiency. To achieve a high data rate and robust wireless communication, the most significant task is channel equalization at
the receiver side. The transmitted data symbols when passing through the wireless channel suffer from various types of
impairments, such as fading, Doppler shifts, and Intersymbol Interference (ISI), and degraded the overall network
performance. To mitigate channel-related impairments, many channel equalization algorithms have been proposed for
communication systems. The channel equalization problem can also be solved as a classification problem by using Machine
Learning (ML) methods. In this paper, channel equalization is performed by using ML techniques in terms of Bit Error Rate
(BER) analysis and comparison. Radial Basis Functions (RBFs), Multilayer Perceptron (MLP), Support Vector Machines
(SVM), Functional Link Artificial Neural Network (FLANN), Long-Short Term Memory (LSTM), and Polynomial-based
Neural Networks (NNs) are adopted for channel equalization.

1. Introduction

In wireless communication systems [1–3], the performance
may be severely degraded because of wireless channel issues.
The transmitted signal passes through the communication
channel and has faced various impairment issues such as
Intersymbol Interference (ISI), Doppler shift, and fading
effects. All these effects tend to degrade and limit the data
throughput during data communication [4]. To achieve
higher data rates, it is mandatory to mitigate the effects of
channel-induced impairments. This requires an adaptive fil-
ter for equalization to nullify the effects of the wireless chan-
nel and recover the originally transmitted data. Recently, the
use of Machine Learning (ML) [5, 6] techniques especially

Artificial Neural Network- (ANN-) based methods has
gained interest due to its remarkable success in the fields of
Computer Vision (CV), speech recognition, and Natural
Language Processing (NLP). These techniques although
invented in the mid-20th century were not very popular
due to the lack of required computational power. The avail-
ability of high-speed computational resources and the suc-
cess of ML in various other fields have provoked its
applications for the development of robust communication
systems [7]. Many researchers have proposed the use of
ML for designing communication systems and have demon-
strated improved results in terms of Bit Error Rate (BER).
However, still, there are some concerns and questions which
require answers such as the following:
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(i) What will be the maximum performance gain in
terms of BER by using NN and its variants such as
Multilayer Perceptron (MLP), Radial Basis Func-
tions (RBFs), Functional Link Artificial Neural Net-
work (FLANN), Support Vector Machines (SVM),
and Long-Short Term Memory (LSTM)

(ii) Is it possible to train the NN to estimate a wireless
channel in real time as required by the modern-day
channel equalizers to mitigate the channel in real
time? Typically, an equalizer is required to train its
taps in less than a few microseconds. What possible
methods can be used to achieve this task

During data transmission, networks have experienced
various types of impairments such as path loss which results
in attenuation of the signal, AWGN, and multipath effects
caused by the reflections of the electromagnetic waves from
various obstacles. The input digital data is fed into the source
encoder which effectively transforms the bitstream into the
compressed form by using Huffman encoding. The input
can be an audio source, text, binary, or any other sensor
input, which may require A/D conversion before feeding to
the source encoder block [8].

The digital data at this stage can also be secured using
encryption algorithms.

The resulting data sequence at the output of the source
encoder is passed to the channel encoder which adds redun-
dancy in a controlled manner, to help the receiver to detect
and correct the channel-induced errors. This step should
make the data robust against harsh channel conditions. In
the next step, the output of a channel encoder is given to a
modulator that applies digital modulation methods such as
BPSK, QPSK, or some variants of FSK. The output of the
modulator is fed to the frequency upconverter which trans-
lates the baseband signals to passband frequency, and finally,
the signal is amplified to the appropriate levels and then
transmitted through the antenna. The motivation of this
research work is as follows.

(i) To identify the performance metrics for the existing
channel estimation and equalization techniques

(ii) To identify an improved channel equalization tech-
nique for the selected wireless channel

To critically assess the performance of various channel
equalization techniques by performing simulations, the
mathematical formulation is presented in [8] for the com-
munication system where they considered sðtÞ to be the
transmitted signal. It is represented mathematically in
Equation (1). Figure 1 shows the transmitter and receiver
block:

s tð Þ = Re x tð Þejωct
� �

, ð1Þ

where xðtÞ is the baseband signal and “ωc = 2πf c” is the
center frequency of the passband signal. The received
signal is given as in

r tð Þ = 〠
N−1

m=0
γm tð Þs t − τmð Þ +w tð Þ, ð2Þ

where γmðtÞ represents the complex amplitude of the
channel, τm is the delay of the mth multipath, and N rep-
resents the total number of multipaths. wðtÞ represents the
AWGN. The resulting received signal can be written as in

r tð Þ = 〠
N−1

m=0
γm tð Þejωcτmx t − τmð Þ +w tð Þ, ð3Þ

r tð Þ =
ð∞
−∞

h τ, tð Þx t − τð Þdτ +w tð Þ, ð4Þ

where hðτ, tÞ =∑N−1
m=0γmðtÞejωcτmδðt − τÞ is the impulse

response of the time-varying channel. It is the main goal
of wireless communication systems to estimate hðτ, tÞ
which is the channel impulse response for the desired level
of performance.

1.1. Performance Issues in Wireless Communications. One of
the primary goals while designing a communication system
is to achieve the performance as closer to Shannon’s capacity
definition [9] as given in

C = B 1 + γð Þ, ð5Þ

where C is the capacity of the wireless channel, B represents
the bandwidth, and “γ” represents the Signal to Noise Ratio
(SNR). This theorem gives the fundamental bound on the
achievable capacity of the wireless channel. All communica-
tion systems tend to achieve Shannon’s capacity. As of
today, this goal has not been fully achieved due to many rea-
sons. Amongst the most notable reasons are

(i) the wireless channel

(ii) Signal to Noise Ratio (SNR)

(iii) link budget

Transmitter

Source
encoder

Receiver

ModulatorChannel
encoder

De-
modulator

Source
decoder

Channel
decoder

Figure 1: Transmitter and receiver block [8].
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Assuming the availability of the required bandwidth,
these three objectives must be served to achieve the desired
performance in wireless communication. SNR and link bud-
get can be improved using high gain antennas, more trans-
mit power, and better antennas; however, the effects caused
by the channel require more sophisticated handling. Its
effects must be mitigated using the channel equalization
method.

1.2. Channel Estimation Techniques. Channel estimation
techniques are broadly categorized into three main types,
the Pilot-Aided Channel Estimation (PACE) techniques,
Blind and Semiblind Channel Estimation (BSB) techniques,
and Decision-Directed Channel Estimation (DDCE) tech-
niques [10]. In [10], an estimation technique was presented
for the transmitter sending a known sequence of data sym-
bols to the receiver called pilot symbols. The receiver esti-
mates the channel with the help of received pilots using
mathematical techniques.

In [11], the receiver has no information about the input
signal of the channel. This technique uses the data symbols
for channel estimation by employing the precoding of the
symbols at the transmitter. The receiver knows the parame-
ters of the precoding used at the transmitter and then uses
correlation-based methods to estimate the channel informa-
tion [12–14]. In [15], the authors used the pilot symbols and
the demodulated symbols for the channel estimation. In the
absence of bit errors, the symbols can be used for estimation
of the channel impairments and start acting as the pilot sym-
bols. This technique proves to be more efficient as compared
to the pilot symbol based on channel estimation techniques
because it reduces the bandwidth by saving the number of
pilots required in pilot-based channel estimation techniques.

1.3. Channel Equalization. Channel equalization and chan-
nel estimation are interdependent. The inverse of the chan-
nel estimate can be used for channel equalization. The
performance of the equalizer is proportional to the accuracy
of the channel estimation.

The equalization mechanism can be divided into two
modes including a training mode and a decision-directed
mode. In the first mode, the equalizer is trained by sending a
training sequence. The training sequence is known as a priori
to the receiver. Equalizer weights are learned using the training

sequence. In the second mode, the equalizer is operated on the
channel to estimate the channel. Various types of equalizers
are used in the digital communication receiver. Figure 2
depicts the classification of the equalizers [16].

Equalization is generally divided into two categories
including linear equalizers and nonlinear equalizers. The lin-
ear equalizers employ only a feedforward path and do not
use the output of the equalizer in the equalization process.
On the other hand, the nonlinear equalizers use the output
of the equalizer in the determination of the future samples.
Both the linear and nonlinear equalizers employ adaptive
algorithms such as LMS, NLMS, RLS, and Kalman filtering
for the adaptation of the equalizer weights. Amongst the
nonlinear equalizers, it is the Maximum Likelihood
Sequence Estimator (MLSE). This type of equalizer does
not use the filter for equalizing the channel but instead uses
the Viterbi algorithm to decode the sequence and chooses
the sequence with maximum probability as the output.

2. Machine Learning-Based Channel
Equalization Technique Results

ML is a subfield of computer science that focuses on the
development of algorithms to learn and solve complex prob-
lems. Unlike the traditional approach, it does not use prede-
fined models or a set of equations to solve the given
problem; instead, it learns to solve the problem. It consists
of the human brain-like neurons termed “perceptrons.” A
perceptron is a simple mathematical model (function) that
maps the set of inputs to the set of outputs and performs
three basic operations: multiplication, summation, and acti-
vation. Each input value is multiplied by its corresponding
weight.

The previously weighted inputs are then summed up and
passed through the activation function. The activation func-
tion determines the output of the neuron concerning its
input. The commonly used activation functions are thresh-
old, linear, sigmoid, and “ReLU.” Mathematically, a percep-
tron can be defined in Equation (6). By subtitling the values,
Equation (6) becomes (8):

y xð Þ = φ wTx + b
� �

: ð6Þ

Equalizer

Traversal Lattice DFE ML Symbol
detector

Linear

DFE MLSE

Non linear

Figure 2: The classification of equalization techniques [16].
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Here, w is a weight vector, b is a bias, and wTx is a dot
product of w and x as represented in Equation (7):

z = 〠
N

i=1
wixi, ð7Þ

y xð Þ = φ 〠
N

i=1
wixi + b

 !
: ð8Þ

φð·Þ is the activation function. A sigmoid and “ReLU”
functions are defined in

φ xð Þ = 1
1 + e−x

, ð9Þ

φ xð Þ =max 0, xð Þ: ð10Þ

3. Related Work

NNs are capable of processing nonlinear data and can pro-
duce complex decision regions. A new framework based on
exploiting feature selection and neural network techniques
has been proposed for identifing focal and nonfocal Electro-
encephalogram signals in TQWT domain [17]. Therefore,
NNs can be employed for equalization purposes to over-
come the difficulties associated with channel nonlinearities
[18–20]. The performance of NN-based equalizers has been
reported as superior to other conventional adaptive equal-
izers. In the recent past, the use of NNs has gained popular-
ity in the design of software-defined radios where DNN,
CNN, and RNN have been applied for classical radio opera-
tions [21–24]. In [25], the deep NNs have been used for the
channel estimation of doubly selective channels which expe-
rience variations both in time and frequency. The deep
learning-based algorithm is trained in three steps including
the pretraining step, training stage, and testing stage. During
the first two steps, the model is developed offline using train-
ing data. During the testing stage, the channel is estimated
and equalized. The results show improved BER performance
as compared to Linear Minimum Mean Square Error
(MiMeSqEr). In [26], the ML and NN have been used in
the Frequency Division Duplexing (FDD) system which is
a double selective channel, and the results showed improve-
ments in terms of MiMeSqEr in the prediction of the
channel.

In [27], the NN and DL methods have been used to pre-
dict the behavior of the Rayleigh channel, and it has been
reported through simulations that the MSE performance
compared with the traditional algorithms has improved. In
[22, 28], DL has been thoroughly investigated and provided
a review of the various ML-based techniques for wireless
communication. It has been shown that traditional theories
do not meet the higher data rate requirements of communi-
cation and limit the efficiency due to complex undefined
channel requirements, fast processing, and limited block
structure. On the other hand, AI-based communication sys-
tems face some challenges that need to be addressed. These
challenges include the availability of a large amount of data

and how easily it can be integrated into classical infrastructure
[29]. Similarly, ML has been applied to the physical layer for
modulation recognition and classification [26, 30–33].

An MLP is a feedforward NN that consists of an input
layer, a hidden layer, and an output layer. It has nonlinear
decision-making capabilities. The training of MLP is done
through the backpropagation algorithm [34]. The MLP is
the first neural network used for channel equalization [19,
20, 35–38]. Gibson et al. [20] introduced an MLP-based
nonlinear equalizer structure and demonstrated its superior
performance over the linear equalizer (LMS). The major
drawback of the MLP network is its slow convergence [39].
This is due to the backpropagation algorithm which operates
based on first-order information. A genetic algorithm [40]
can be used to solve this problem. The convergence can be
improved by using the second-order data like the Hessian
matrix, which is defined as the second-order partial deriva-
tives of the error performance. In [41], the authors proposed
an MLP-based DF equalizer with a lattice filter to overcome
the convergence problem to improve the performance of
MLP. However, this improvement increased the complexity
of the MLP structure.

The RBFNN is a three-layer network that comprises an
input layer, a nonlinear hidden layer, and a linear output
layer. The input layer contains the source symbols. In the
hidden layer, the input space is transformed into a high-
dimensional space by using nonlinear basis functions. The
output layer linearly combines the output of the previous
layers. RBFNN provides an appealing alternative to MLP
for channel equalization.

Many techniques have been developed to solve the
equalization problem using RBF [42–44]. In 1991 [19], the
authors used RBFNN for equalization. Similarly, an RBF-
based equalizer has been reported which showed satisfactory
performance [45, 46]. Another work has demonstrated the
use of RBFNN for equalization and found an improvement
in BER [47]. The performance of RBFNN is compared with
the Maximum Likelihood Sequence Estimator (MLSE) over
the Rayleigh fading channel [45, 48, 49]. Simulations have
confirmed that RBFNN is a reasonable choice with low com-
putational complexity. The authors in [50, 51] proposed a
complex RBF (CRBF) network, and improved performance
is observed. The drawback of RBFNN is that it is not suitable
for hardware implementation. The network needs a large
number of hidden nodes to achieve the desired performance.

In the last few years, FLANN is very famous [52]. It is a
single-layer NN that can form complex decision boundaries.
FLANN provides less computational complexity and greater
convergence speed than other traditional NNs. From the
perspective of hardware implementation, FLANN has a sim-
ple design, less computational complexity, and higher com-
putation performance [53, 54].

The input dimension is expanded by using nonlinear
functions which may lead to better nonlinear approxima-
tion. The expansion is done using three commonly used
functions, i.e., trigonometric, Chebyshev expansion, and
Legendre expansion. A traditional FLANN uses trigonomet-
ric functions, whereas the other two expansions are based on
Legendre [55, 56] and Chebyshev [57] polynomials. Ch-
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FLANN is another computational efficient network. It has
many applications in functional approximation [58], nonlin-
ear dynamic system identification [59, 60], and nonlinear
channel equalization [61]. In these networks, the expansion
is performed using Chebyshev polynomials.

RNN is a popular DL technique that was first introduced
for processing sequential data [24] and gained a lot of atten-
tion in the recent past. They have been proven better than
traditional signal processing methods in modeling and pre-
dicting nonlinear and time series [62] in a wide variety of
applications ranging from speech processing and adaptive
channel equalization [63–67].

Unlike ANN, which does not have memory and cannot
deal with temporal data, RNN has feedback loops which
make them attractive for the equalization of nonlinear chan-
nels. This means data can be fed back to the same layers. It
has been demonstrated through simulations that a reason-
able size of RNN can model the inverse of the channel.
RNNs are known to outperform FLANN, MLP, and RBF
[68, 69]. In [70], the authors discussed that equalizers based
on CNN and RNN reduce the channel’s fading effects but
also increase the overall coding gain by more than 1.5 dB.

RNN has one problem of exploding and vanishing gradi-
ent [71]. This problem arises when there is a long depen-
dency in a sequence. To solve this problem, LSTM is
proposed [72]. LSTM is slightly different from RNN. It has
some special units in addition to standard units. These spe-
cial units are called memory cells. These units can retain the
information for a long period. This means that LSTM
detected the patterns even in a long sequence. The sequence
problems can be efficiently solved by LSTM and can also
solve the channel equalization problem. In this case, future
samples can be predicted by taking previous symbols into
account. This means that variations in a channel can be eas-
ily tracked. We can specify the number of samples that
LSTM can hold for the prediction of future sequences. If it
is selected according to the delay spread of a channel, more
accurate results may be observed.

SVM lies in the category of supervised learning. Origi-
nally, it is developed for binary classification. Then, it has
been extended to perform regression and multiclass classifi-
cation problems [73–75]. It has the potential to generalize
well in classification problems by maximizing the margin.
The trained classifier contains support vectors on the margin
boundary and summarizes the information required to sep-
arate the data. It uses the parametric learning algorithm, in
which a model has fixed learnable parameters which are
adapted during the training process. Once the model is
trained, these parameters are then used exclusively for test-
ing while discarding all the training examples.

This makes the SVM more computationally efficient. On
the other hand, NNs are nonparametric as the number of
parameters increases with the number of layers. NN intro-
duces nonlinearity by using nonlinear activation function
whereas SVM uses kernel methods that implicitly transform
the input space into higher dimensions. RBF kernel is the
most commonly used kernel method. The SVM is suggested
to address the number of digital communication issues due
to its nonlinear processing capability. A DFE based on

SVM is proposed, and it is observed that the performance
of this equalizer is superior to MiMeSqEr DFE [76]. Similar
work is done in [77].

This section provides a comprehensive overview of the
channel estimation and equalization techniques. Different
neural network structures are discussed in the context of
channel equalization. The MLP network implementation is
simple, but training takes a lot of time. The main disadvan-
tage of the FLANN structure is its computational and time
complexity which gradually increases as the number of input
nodes increases. The RBF-based neural network equalizer is
an interesting alternative and is successfully used for blind
equalization. LSTM equalizers are superior to NN feedfor-
wards, including MLPs, RBFs, and FLANNs.

4. Performance Comparison of NN-Based
Channel Equalization Schemes

Channel equalization methods of the respective systems are
highlighted. A critical review of the methods is provided.
All the methods are found to perform well in Rayleigh com-
munication channels. However, there is a need to compare
the schemes and highlight the best possible NN scheme for
channel equalization. To the best of the knowledge of the
authors, this work is not being carried out in the literature.
In this work, the selected NNs are used for channel equaliza-
tion and their performance is compared.

4.1. Implementation of NN-Based Equalizers. ML techniques
are setting a path to replace the conventional communica-
tion techniques, and the combination of these two fields
has led to a lot of successful work. NNs are capable of pro-
cessing nonlinear data and can produce complex decision
regions. Therefore, NNs can be employed for equalization
to overcome the difficulties associated with channel nonlin-
earities [18–20]. The simulation setup is depicted in
Figure 3.

A typical NN-based channel equalizer is depicted in
Figure 4. The transmitter first transmits the training symbols
which are known to both the receiver and transmitter and
then transmits the actual data. The equalizer uses the
received training symbols to learn the equalizer weights.
The optimization criterion is to minimize the MSE.
Figure 4 shows the NN-based equalizer.

4.2. Data Generation and QPSK Modulation. Data is ran-
domly generated using the MATLAB rand function. It gen-
erates uniformly distributed data between 0 and 1. The
data is QPSK-modulated and then passed through the chan-
nel filter. QPSK uses two signals I and Q, where I is an in-
phase signal and Q is a quadrature signal. Both of these sig-
nals are at a 90° phase difference. This modulation is popular
due to its simpler design and efficient hardware realization.

The following steps are performed to produce a QPSK-
modulated signal.

(i) The incoming digital data is converted into two
streams. One stream contains the odd bits, and the
other takes the even bits from the original stream
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(ii) The streams are then pulse-shaped using root-raised
cosine pulses. The duration of the pulse determines
the data rate of the transmitter. In this phase, the
incoming data is first upsampled by a factor “N”
which corresponds to the symbol duration and then
convolved with the RRC pulse. The resulting signal
is termed a baseband signal

(iii) The resulting I and Q streams are then multiplied
with I/Q carrier signals. In other words, these
streams are amplitude-modulating using I/Q signals

(iv) Finally, the two modulated signals are summed up
to form a QPSK-modulated signal. In QPSK, two
bits are used in one symbol

Mathematically, QPSK modulation can be derived as
follows.

Let mk represent the message signal, where mk = xi + jyi
is the complex representation of the ith message signal. This
complex representation represents the group of bits
together. One is represented as real, and the second one rep-
resents the imaginary bit. The message signal is QPSK-
modulated as presented in Equation (11):

sQPSK tð Þ = Re mke
j2πf ot

n o
, ð11Þ

sQPSK tð Þ = Re xi + jyið Þ coscos 2πf otð Þ + j sin 2πf otð Þð Þf g,
ð12Þ

sQPSK tð Þ = xicoscos 2πf otð Þ − yi sin 2πf otð Þ, ð13Þ
where xi = 0:7071A and yi = 0:7071A are the amplitudes of
the pulses. By substituting the values of xi and yi in Equation
(11), Equation (14) becomes

sQPSK tð Þ = 0:7071Acoscos 2πf otð Þ − 0:7071A sin 2πf otð Þ:
ð14Þ

Using trigonometric relations, the equation can be sim-
plified as

sQPSK tð Þ = Acoscos 2πf ot +
π

4
� �

: ð15Þ

From Equation (15), the four reference constellation
points of QPSK modulation are given in

Input digital
stream

Channel Equalization PSK demod Output digital
streamPSK mod

ReceiverNoiseTransmitter

Figure 3: The simulation setup.
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Figure 4: NN-based equalizer.
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mi = 0:7071 + j0:7071 − 0:7071 + j0:7071 − 0:7071f
− j0:7071 0:7071 − j0:7071:

ð16Þ

The received signal is demodulated as follows. The
received QPSK signal is multiplied with the local oscillators
which are at 90 degrees’ phase differences and are called I
and Q. The resulting signals are low pass filtered using the
RRC filters. This results in the recovery of the baseband
pulses which are further downsampled by N , and the signal
is received.

The received signal can be expressed mathematically in

r tð Þ = s tð Þ ∗ h tð Þ + η tð Þ: ð17Þ

Equation (17) shows that the received signal “rðtÞ” is the
sum of convolution of “hðtÞ” with transmitted signal “sðtÞ”
and with noise “nðtÞ” added.
4.3. Wireless Channel Model. The wireless channel model
describes the underlying communication medium. The per-
formance of the communication system is dependent on the
condition of the channel. Rayleigh and Rician fading chan-
nel models are widely used to simulate the channel in that
realistic wireless environment. The Rayleigh fading channel
[78–80] is the conceptual model assuming the fact that there
are several objects in the atmosphere. Due to these objects,
the transmitted signal may be dispersed and replicated. It
is also presumed that there is no direct path between the
transmitter and the receiver. On the other hand, the Rician
channel [78, 79, 81] assumes that there is a direct path
between the transmitter and the receiver. The received signal
contains both the dispersed and scattered (or reflected)
paths. In this case, the scattered (or reflected) paths appear
to be weaker than the direct path.

We have considered a complex-valued multipath chan-
nel mentioned in [51]. The coefficients of this channel are
defined as in

c = 1 − 0:3434j 0:5 + 0:2912j½ �, ð18Þ

H zð Þ = c1X zð Þ + c2z
−1X zð Þ: ð19Þ

5. Experimental Setup and Modeling

5.1. Simulation Setup

5.1.1. Simulation Parameters of NN. Different NN equalizers
are plugged into the configuration of Figure 4, and results
are obtained. These configurations and the respective results
are discussed in the sequel. The primary performance cri-
teria are used in BER. Loss function analysis and the compu-
tational complexity are also calculated. The detailed results
are compared and discussed in the later sections. The flow-
chart of the NN-based equalizer is depicted in Figure 5.

5.1.2. MLP-Based Equalizer.MLP is a simple three-layer net-
work that maps the input to the output. MLP is designed
using the “nntraintool” of MATLAB. It comprises an input
layer, a hidden layer, and an output layer. The input layer

contains two vectors. One vector is the real part of the input
signal (X), and another is the complex part of the signal. The
output layer generates four vectors “Y0” to Y3. The MLP is
trained with these parameters as shown in Table 1.

5.1.3. RBFNN. RBFNN is a three-layer network that com-
prises an input layer, a nonlinear hidden layer, and a linear
output layer. Radial functions are used as an activation func-
tion. Radial functions are special functions. The output of
these functions increases or decreases monotonically with
distance from a center. The K-means algorithm is used to

Start

Generate
data

PSK
mod

Rayleigh
channel

Last SNR

AWGN

Tarin

Predict

PSK
demod

Calculate
BER

End

Figure 5: The flowchart of NN-based equalizer.

Table 1: The simulation parameters of MLP.

Parameter Value

Hidden nodes 30

Input size (X) 1,000,000

Training algorithm Scaled conjugate gradient (SCG) [77]

Table 2: Simulation parameters of the RBFNN.

Parameter Value

Data set size 2000

Noise variance 0.01

Centers 16
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find the centers. So first, centers of clusters are determined in
an unsupervised manner, and then, classification is per-
formed to recover the signal. We have implemented this
work [51] and observed the improved BER. The simulation
parameters of RBFNN are shown in Table 2.

5.1.4. FLANN. FLANN is a single-layer neural network. The
main concept of FLANN is to convert the input data to a
higher dimension by using different functional expansions.
Due to the absence of hidden layers, these networks have
the following advantages: low computational complexity
with very few adjustable parameters:

(i) Faster training time

(ii) Simple design that can be implemented on hardware

Using the work in [54, 55], we have implemented the
FLANN-based equalizer. The block diagram of the equalizer
is shown in Figure 6.

The simulation parameters of FLANN, Le-FLANN, and
Ch-FLANN are given in Table 3.

5.1.5. SVM-Based Channel Equalizer. SVM is a supervised
algorithm used for classification problems. Channel estima-
tion is a classification problem, so it can be used to deal with
the nonlinear channel effects. In this work, we have imple-
mented a basic SVM model equalization. Simulation param-
eters of the SVM are shown in Table 4. The generalization
error computed during simulations is 0.00001 which indi-
cates the best performance.

5.1.6. LSTM Channel Equalizers. LSTM is a popular RNN-
based DL technique. It is different from feedforward NN
which does not have memory and cannot deal with temporal
data. The simulation parameters are given in Table 5. The
training model of LSTM is illustrated in Figure 7.

5.2. Simulation Analysis. All the simulations are executed
and compared in this section. Figure 8 depicts the BER com-
parison of all the simulated NNs. Generally, the trend ver-

ifies already established theories. As the SNR increases, the
BER performance is getting better and better. The perfor-
mance of FLANN is slightly worse as compared to the rest
of the schemes due to its single-layer architecture. The per-
formance of the traditional LMS algorithm is the worst. In
[51], similar results are observed. All the other ML-based
schemes are having the same BER performance.

In Figure 9, the zoomed version of the BER graph is
depicted. The LSTM is slightly bearing higher BER than
SVM and RBF-based ML methods. The performance of
FLANN when compared with the rest is almost 4 dB poorer
than the rest. The performance of LSTM is about 0.7 dB
poorer than the RBF and SVM and MLP. This may be

Transmitter

Input
digital
stream

Desired real
input Receiver

Output
digital
stream

PSK
demod

FLANN

FLANN

Imag
input

Imag
outputDesired

imag input

PSK mod Channel

Real
output

Real
input

Figure 6: The block diagram of the implemented FLANN-based equalizer.

Table 3: Simulation parameters.

Parameters Value

Length of input 2000

FLANN order 30

Input size 4

μ 0.01

No. of iterations 10

Channel noise variance 0.01

Table 4: Simulation parameters of SVM.

Parameters Value

Input size 1,000,000

Kernel function KNN

Table 5: Simulation parameters of LSTM model.

Parameters Value

Training SNR 12 dB

Channel noise variance 0.01

LSTM nodes 16

Learning rate 0.01
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reduced by further tuning or by increasing the size of the
neural network. However, this will be at the cost of time
and computational resources which can be very expensive
in the communication systems.

The loss function is an important parameter of the opti-
mization and is therefore discussed. The lesser the value of
the loss function, the better performance is considered. In
Table 6, the values of the loss function for all the algorithms
used in this text are depicted. It shows that all the NNs are
well trained.

The minimum value of the loss function achieved is in
the case of SVN where the value is 0.00001. The BER results
depicted in Figure 9 are very much in line with these results.
The loss function values of RBF, FLANN, and LSTM can be
further reduced by using more training data and by using
better optimization algorithms.

5.3. Computational Complexity. Computational complexity
analysis of the algorithms is presented. This presents the
number of computation resources required to perform the

Input
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Input IQ
samples

BiLSTM
layer

Fully
connected

layer
Softmax

Predicted
IQ

symbols

Figure 7: The LSTM model.
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respective ANN. Table 7 presents the computational com-
plexity of various algorithms. The number of additions, mul-
tiplications, and other computational resources such as
exponentiation, powers, and trigonometric functions is
enlisted [82]. This analysis is useful for the HW implemen-
tations and for estimating the computational requirements
for embedded systems.

The computational complexity analysis of the mentioned
algorithms is verified by timing the MATLAB® implementa-
tions. The time of all the algorithms used in this work is
measured using the MATLAB® built-in function called
“timeit.” The number of iterations performed for each algo-

rithm is 106. The machine used for the computation is
DELL® 7920 running MATLAB® 2019b. The CPU is Intel®
Xeon® Silver 4116 CPU running at 2.1GHz. The time is
enlisted in Table 8. The computational time computed
endorses the computational complexity as given in Table 7.
The minimum computational time achieved is for the
SVM. SVM is running a KNN algorithm that is computa-
tionally efficient. Its BER results are also amongst the best.
RBF and MLP bear good performance, but their computa-
tional time is more.

6. Conclusions

The communication system is an ever-evolving, well-
established field of research and has shown major advances
in signal estimation, equalization, and other fields such as
channel coding. Channel equalization is very critical for
achieving high data rates and improved spectral efficiency
and has been achieved using the traditional theory of least
squares estimation and minimum mean squares estimation
techniques such as LMS, NLMS, RLS, and Kalman filtering.
The use of NN- and SVM-based channel equalization

10–2

10–3

10–4

8 10 14
SNR (dB)

SNR Vs BER

BE
R

12 16 18 20

RBF
SVM
MLP

FLANN
LSTM

Figure 9: The zoomed comparison plot of BER.

Table 6: Loss function values.

ANN Loss function value

Radial Basis Function 0.001

SVN (KNN-based) 0.00001

MLP 0.003

FLANN 0.005

LSTM 0.003
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methods is currently under research and is proving to be
performing better than the conventional methods men-
tioned above.

In this article, we have addressed the application of
information theory-based methods for channel equalization
comprising of neural networks and SVM techniques. It
revealed that the methods used in traditional communica-
tion systems are difficult to understand and implement as
compared to the ANN-based methods. Channel equalization
when treated as a classification problem using ANN tech-
niques resulted in simpler receiver structures especially in
the case of OFDM. The results achieved are also found to
be improved in terms of BER. Another advantage with the
use of ANN-based methods is that this has resulted in a rel-
atively simpler way to understand the communication sys-
tems, and many of the computer scientists who are not
well versed with the communication system theories can also
attempt to develop better communication systems by using
their computer science and software development skills.

This work can be extended in many ways. The following
is the list of possible emerging research areas. Computa-
tional complexity analysis and computing platform optimi-
zations of the algorithms are mandatory for efficient
implementation on hardware platforms such as ARM pro-
cessors and FPGA and GPUs. In this work, the preliminary
computational complexity analysis has been worked out.
However, this can be further extended when the implemen-
tation of these algorithms will be carried out on the FPGAs
or when optimized for the implementation on the microcon-
trollers and DSP processors. Two-dimensional treatment of
the received signal is similar to time-frequency analysis
where several frames are gathered and then processed as a

block. This will enable the use of advanced neural network
methods such as CNN, DNN, and RNN methods. Existing
frameworks such as AlexNet may also be used. Currently,
performance evaluation is performed using QPSK modula-
tion. Performance evaluation using higher-order constella-
tions such as 16QAM, 64QAM, and 8PSK may also be
carried out in the future. Validation by developing hardware
may be carried out.
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Wireless sensor networks (WSNs) have attracted much more attention in recent years. Hence, nowadays, WSN is considered one
of the most popular technologies in the networking field. The reason behind its increasing rate is only for its adaptability as it
works through batteries which are energy efficient, and for these characteristics, it has covered a wide market worldwide.
Transmission collision is one of the key reasons for the decrease in performance in WSNs which results in excessive delay and
packet loss. The collision range should be minimized in order to mitigate the risk of these packet collisions. The WSNs that
contribute to minimize the collision area and the statistics show that the collision area which exceeds equivalents transmission
power has been significantly reduced by this technique. This proposed paper optimally reduced the power consumption and
data loss through proper routing of packets and the method of congestion detection. WSNs typically require high data
reliability to preserve identification and responsiveness capacity while also improving data reliability, transmission, and
redundancy. Retransmission is determined by the probability of packet arrival as well as the average energy consumption.

1. Introduction

In a recent situation, the most important part of WSNs is
data transmission, as it is used for transferring the message
from the source to the destination. Data transmission is an
energy-intensive activity that necessitates an efficient routing
mechanism to avoid data loss [1]. WSN was originated from
the technology named distributed sensing technology.
WSNs were one of the valuable technologies that the
researchers came up with, and it was a huge success [2, 3].
This helps many types of physical situations, processing
data, etc. WSN also helps in monitoring environmental con-
ditions from distant locations with perfection [4, 5]. The

most important part of data transmission is the flow of data
in WSNs, because each data packet consists of events (energy
consumption, storage capacity with some security features,
etc.) that aremore important for some applications [6].WSNs,
a subset of larger IoT networks, are wirelessly interconnected
networks of small low-power sensor devices that sense envi-
ronmental parameters at regular intervals and send them to
some central storage or database [7, 8]. WSN protocols that
maximise sensor node performance, minimise communica-
tion latency, and reduce power consumption are currently
being researched. In this section, we will look at various works
and research on traditional and core networking concepts, as
well as wireless sensor networks [9].
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As a result, data transmission should be secure; however,
the fundamental difficulty is that data nodes have limited
energy due to their low memory capacities, making main-
taining security extremely challenging [3]. To make a safe
data transfer, certain components of security must be main-
tained during transmission. Retransmission is done for a
variety of reasons, the most important of which is to ensure
that data is not lost during wireless connection [10, 11]. The
retransmitting method is primarily used by WSN to ensure
that reliability is a top priority. As a result, the higher the
dependability of prioritising data packets, the higher the
maximum number of retransmissions, and if the delay is
more than multiple retransmissions will occur [12–14]. In
a WSN, sensor nodes are comprised of a maximum number
of sensing data packets that combined perceive, collect the
information, and process it from the sensing objects, and
then, it transfers required data to the receiver or the user
through the medium of wireless communication [15–17].
The wireless sensor network’s working period is limited
due to the limited power of the battery, and as a result, there
is a congestion of data transmission [18]. Hence, during
transmission, if the data meant for reliable and complete,
then in that case, many nodes are required. The most nec-
essary part of WSN is to update the codes that are run-
ning on the sensors and these codes require a reliable
circulation of huge data to each sensor along with energy
efficiency [19, 20].

As there is a sleep schedule operated in sensors for
energy efficiency, some of the sensors will be in sleep mode
for which they miss out on some packets during the data cir-
culation [21]. At some time, the sensor may not receive the
packets successfully due to the unreliable state of wireless
links, hence, for which retransmission of messages of those
sensors is necessary, and for this, more amount of power is
consumed. Due to that, the advanced research trend area
of the IoT is applied to build the automaton process with
the help of an energy-optimized range of sensors that pro-
vides better performance at the time of processing [22, 23].

1.1. Motivation. At present, wireless sensors are being
deployed on roads, in cities, and in many other sectors of
application for an optimal way of sensing and monitoring
the data packets, which is explained below:

(1) Whenever the data packets are forwarded from the
sending end to receiving end then there are more
chances of loss of packets due to collision

(2) However, this collision is primarily caused by
increased energy consumption, which causes signifi-
cant interruption during transmission in WSNs

(3) So, this paper proposed optimal energy harvesting
method, data reliability with retransmission of cor-
rupted, or delayed data packet in the transmission
which acts through optimal power consumption

The remaining part of the paper is structured as, in Sec-
tion 2, we discuss the literature review. Section 3 highlights
on the proposed model and methodology. In Section 4, we

describe the simulation setup and result analysis. Finally,
Section 5 suggests for future research and conclusion.

2. Literature Survey

Mamun-Or-Rashid [24] and other authors proposed for
“reliable event detection and congestion avoidance in
WSNs.” wireless sensor networks (WSNs) are implemented
by dense and endless signaling at the time of data communi-
cation. So, this paper introduced a collision avoidance proto-
col like source count-based HMAC and WRRF.

Wan [25] and other authors proposed for “congestion
detection and avoidance networks.” The authors provide a
simulation and exploration for strategy, execution, and mea-
surement of CODA by using three techniques such as
receiver side congestion detection, hop-by-hop open-loop
backpressure, and multisource closed-loop control.

Sankarasubramaniam [26] and other authors proposed
for “ESRT in WSNs.” WSNs are event-based systems which
rely on several microsensor nodes’ collective efforts. Reliable
event detection at the sink is based on information collected.
Source nodes were provided and not on a single article. This
paper describes the reliable ESRT protocol. It is a new trans-
port scheme that is designed with minimal energy costs to
achieve efficient event detection in WSNs. It contains a col-
lision control component designed to achieve reliability and
energy conservation.

Intanagonwiwat [27] and other authors proposed “a
scalable and robust communication networks.” The develop-
ments in processor, memory, and radio technology would
make it possible to detect, communicate, and compute small
or inexpensive nodes. The purpose of this paper is to explore
the directed model of this coordination. Wang [28] and
other authors proposed “a study of transport protocols.”
First, the authors of the study of WSNs on transport proto-
cols highlight many specific features of WSN and identify
the simple design requirements and transport protocol tasks,
with effectiveness of power, service quality, reliability, and
collision management.

Woo and Culler [29] proposed a transmission control
scheme that is applied for media access in WSNs. In a novel
sensor network regime, the authors examine the issue of
control over media access. Sensor network media access
control should not only be energy efficient, they should also
allow the equal allotment of all nodes within a multihop net-
work to the infrastructure. The author proposes to support
these two objectives an adaptive rate control system and
considers that it is very successful in achieving our objective
for justice, while being power efficient for both low- and
high-speed network transport cycles.

Alzahrani and Bouabdallah [30] proposed a method
QMMAC protocol for multichannel data transmission con-
cept in the WSNs. This paper provided a method to enhance
the level of throughput while consuming power. By using
this protocol avoided the cause of the collision and overhear-
ing with the help of a multichannel communication feature,
the consequence of this paper performed optimal energy
efficiency and end to end delay. Thus, this paper was exam-
ined by taking very limited parameters, but it requires
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increasing the range of parameters to get good performance
in multiple parameters.

3. Proposed Model and Methodology

WSNs consist of a huge amount of battery-driven nodes
which should be taken into account in terms of power
efficiency, failure tolerance, and scalability during WSN
architecture design. However, during a state of emergency,
urgent info should be delivered as soon as possible, keeping
reliability low latency as the main aspects. Many works had
been done on data gathering schemes which are applied dur-
ing a normal situation like ample. We approach the integra-
tion by any scheme for data collection that is well configured
for application-oriented communication of mechanisms for
quick delivery. In evolving circumstances, a certain number
of measures are taken to provide urgent information to BS
and any information which does not occur in an emergency
remains in a natural position.

3.1. Optimal Reliability and Low Latency. The reliability and
delay of urgent delivery are the most critical concerns. As it
stands, the material should be designated as urgent and sub-
ject to preferred restrictions [31]. Keep in mind that the
energy efficiency during transmission can be sacrificed for
some time. Nodes with a small memory capacity and mech-
anisms to facilitate rapid and efficient urgent data transmis-
sion low energy consumption also lead to simplicity, with
fewer errors of programming [32].

3.2. Technical Approach

3.2.1. Retransmission in Wireless Sensor Networks (WSNs).
Retransmission is based on packet arrival probability,
including average energy consumption. As WSNs require
high data reliability for better performance in maintaining
detection and response capability and to enhance this data
reliability, retransmission is used. For each single-hop trans-
mission, a recognition packet is sent after receiving a single
data packet, and retransmission is caused by loss of the
acknowledgement packet [33, 34].

One-hop loss probability Phl for the loss of information
acknowledgement (ACK) packet is expressed as

Phl = 1 − π2
0: ð1Þ

The relation between Phl and retransmission time x is
represented by

Pr
hl = 1 − Phlð Þx: ð2Þ

And here,

x = logPhl 1 − Pr
hlð Þ: ð3Þ

Then, average energy consumed by a failed one-hop
transmission during the event of loss is

Eh ′ = ε × π1 × 1 + ε π0π1ð Þ × 2 = επ1 1 + 2π0ð Þ: ð4Þ

Here, επ1 = energy consumption during data packet loss.
2επ0π1 = energy consumption during ACK packet is
dropped. So, average of energy consumed for one data
packet through one hop is

Eh
r = Phlð Þt tEh ′ + Σt

i=1 Phlð Þi−1π0
2 i − 1ð ÞEh ′ + 2ε
h i

, ð5Þ

where ðPhlÞt = process probability for all t transmission
failed through single hop.

tEh ′ = corresponding power consumption.

Pði−1Þ
hl π2

0 = event probability for ith transmission.
ði − 1ÞEh′ + 2ε = corresponding energy consumption. So,

overall power consumption for “n” hops is

Er
e = Σn

i=1N Pr
hlð Þi−1Er

h, ð6Þ

where NðPr
hlÞi−1 = no. of arrival packets after ith hop. Hence,

for one successful arrival packet, the average energy con-
sumption will be

Er
avg =

Er
e

M Pr
hð Þn = Σn

i=1 Pr
hð Þi−n−1Er

h: ð7Þ

Figure 1 shows retransmission in wireless sensor
networks.

3.2.2. Optimal Power Allocation in WSNs. The power alloca-
tion is the major topic in WSN, where a lot of remote sen-
sors send data to the fusion centre via several channels in a
high-traffic environment [35].

3.2.3. Routing of WSNs and Flow Conservation. We are dis-
cussing the rate of message packet communication and mes-
sage packet routing via the network flow conservation
equation here.

ΣaεSb xab tð Þ − tð Þð Þ = Xab tð Þ, ∀bεS, aεSb,

ΣbεSa xab tð Þ − tð Þð Þ = Xab tð Þ, ∀aεSb, bSa,
ð8Þ

where xab = amount of flow of energy from node.
Xab = sum information collected at source node to the

sink node jε.
S = sensor nodes set.
a = incoming sensor node.
b = outgoing sensor node.

3.2.4. Energy Cost Model. Lifetime of the network is depend-
able on utilization amount of power from the sensor node Pi
and active time slot Ti of anode. ERXðtsÞ and ETXðtsÞ are the
energy transmitted by EtransðtsÞ time slot. The computed
energy consists ðtsÞ and EðtsÞ. Assume ðtsÞ 0 represents our
whole leftover energy, the power consumption for t is

Pa tsð Þ = Σrab tsð ÞETX tsð Þ + Σrab tsð ÞERX tsð ÞaεNb

+ ΣRab tsð ÞEPR tsð ÞΣRab tsð ÞESN tsð Þ, ð9Þ
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where PaðtsÞ = power consumption in ðtsÞ

ETX tð Þ = Transmitted energy tð Þ
ERX tð Þ = Receiver energy tð Þ
EPR tð Þ = Processing energy tð Þ
ESN tð Þ = Sensing energy tð Þ

ð10Þ

For sending a one bit of data by sender energy from aε
Nb to bεNa over a distance (dt) is

ETX = a1 + a2 ∗ dy , ð11Þ

where y = path loss exponent.
d = distance of communication; a1and a2 = constants

depending upon Tc.

3.2.5. Loss in Packet and Retransmission of Data. Anatomy
of packet error: the data is decrypted through a technique
called CRC by

PARQ = 1 − 1 − Pbeð ÞLpt , ð12Þ

where Lpt = packet size

Plr = loss rate of packets

Pbe = Bit error rate:
ð13Þ

3.2.6. Analysis of Packet Error: (ECC Scheme). In this exam-
ple, the packets are transferred between the sink node and
the sensor node. The rate of packet loss at the sink node is

PECC
lr = 1 − 1 − Σn

i=a+1
m
i

� �
Pi
b 1 − Pbð Þm−i

� �Lpt/k
: ð14Þ

Let Plr be the probability of an event. The number of
retransmissions is calculated as follows:

EN Rtð Þ = 1
1 − Plrð Þ , ð15Þ

where ENðRtÞ = expected number of retransmissions. The
packet loss rate of ARQ or ECC schemes is denoted Plr.
Packet loss rate for the h-hop state when every node is com-
municated independently.

E Rt , hð Þ = h
1 − Plrð Þ , ð16Þ

where h = number of hops.

3.2.7. Error Correction Scheme through RRA. A residue sys-
tem of number is truly a prime base as modules set over
Galois field of b-bits (GF ð2bÞ).

It is a set of β modules from m1, m2, and mβ. Let “A” be
an integer data which is represented by Γ1, Γ2, and Γβ.

Γj = Bmodmj, j = 1, 2,⋯n, ð17Þ

Θ =Π
β
j=1mj: ð18Þ

The highest operational range of the RNS is Θ specified
by Equation (18).

The theorem of Chinese remainder as:

B = Σt
j=1Γj ∗MI−1j ∗MIj,

MIJ =
Θ

mj
,

ð19Þ

whereMI−1j = integers are the multiplicative inverses ofMIj.
In Pseudocode 1, at the top of the following page is

shown pseudocode for the Proposed Move Right algorithm
(PMR-Algo) which is a nonmonotonic energy method to
resolve offline structured tree of PTP. In the pseudocode,
τxa represents the value of ain the ath repetition and the sink
(a,m) is set to min fΓ, nag for transmission time to each of
the links, but the rest of the links is set to 0 for the transmis-
sion time (steps 2 and 3). The initial times of packet trans-
mission (moving right) are iteratively increased so that
every step locally optimizes the overall power method. This
local optimization finally leads to an optimum consequence
worldwide.

The transmission of all links not included in the subtree,
i.e., transmissions for an initial period from n sensor nodes
(Sn) children and the subtree, is finding the end period of
transmission by the best.

ð•Þ function around the Sn. We may prove that Sn start
times are never reduced through the best

ð•Þ function which provides a binary search between the
actual initial and the end time of the transmission for a
locally optimal initial time for the transmission from Sn.
Step 10 is critical as the entire transmission time on the sink
links moves correctly. When the latency limit is reached, this
movement ceases.

Sender Receiver

Original transmission

ACK

Retransmission

Double timeout a�er each retransmission

Sample RIT

Figure 1: Retransmission in wireless sensor networks.
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3.3. Collision in Wireless Sensor Networks. WSN’s impact
happens with at least two nodes of their information over
the organization simultaneously. For evading crash in
WSN, the information must be surrendered and, afterward,
retransmitted.

3.4. Collision Minimization. A collision during data trans-
mission is one of the prime causes for the degradation of
performance, which is practically expected in wireless sensor
networks [36]. This collision could lead to unnecessary delay
and loss of the packet. In order to reduce the risk of a packet
collision, the area where the data packet crash occurs should
be minimised.

Cooperative transmissions and optimal power alloca-
tions are used for minimizing the probability of collision
during data transmission [37, 38]. Network collision is
avoided by incorporating optimised algorithms, which can
be achieved by using parameters such as the number of
sources to maximise the size of the containment windows.
If a node has a low containment window, it causes a colli-
sion, and if the containment window sizes of a node are
high, then an average delay of access and a crash-free trans-
mission are created [39].

(a) Congestion detection strategies: the most popular
techniques of congestion detection are packet loss,
queue length, service time, and time delay

(b) Packet loss: the receiver with the number of
sequence used will calculate the packet loss. The
congestion detection packet CTS (Clear to Send)
can be used. It can be used as a signal for congestion
to repair losses. Wireless errors are causing losses
instead of packet collision

(c) Queue length: each node has a buffer to allow its
duration to indicate congestion easily and properly.
Congestion is indicated when the duration of the
buffer reaches the fixed threshold. The excess rate
is the rate of traffic. The rate of traffic is the differ-
ence between the output and the number of the rates
supplied and forwarded. Several nonempty tails may
show the degree of congestion

(d) Packet service period: packet’s service period is dif-
ferent from the packet rate; the interval of the packet
reaches the MAC layer and its efficient transmission.
Incoming traffic through the overloaded channel is
equal or less than the outgoing traffic

(e) Delay: delay quantifies the time required from the
sender to the endpoint receipt from packet genera-

tion. The greatest delay is due to the usage of MAC
responsibilities, which costs sleep latency

(f) Congestion detection and avoidance in sensor
networks (CODA): it is a WSN-specific energy-
efficient congestion control method. It helps with
the detection of congestion by observing the sensor
node buffer size and the use of a wireless channel.
It is made up of three mechanisms

When a large number of messages are used for transmis-
sion, the crossover condition occurs, and messages are
queued based on their priorities. The successors are gener-
ated during processing by crossover action. It requires opti-
mal scheduling, so we can select crossover probability 1.0.
Again, this process has improved the optimization by using
efficient transformation probability as follows:

3.5. Congestion Detection. Precise and efficient detection of
congestion in wireless network congestion is critical [40].
CODA uses an efficient congestion detection on every low-
priced recipient to derive a combination of present and past
channel load and current buffer occupancy [41]. Since the
transmitters are shared and traffic between other devices is
congested in the neighbourhood [42], the channel state must
be recognized by sensor networks. When the channel is lis-
tened to in order for local loading to be measured, the cost
of energy is high. CODA uses a sampling system, therefore,
which initiates local channel monitoring, to reduce costs
while forming a reliable estimate at the appropriate time.
Upon detection of congestion, nodes signal their upstream
neighbours through a backpressure system.

(a) Channel loading

It provides the optimal data about how busy the adjacent
network is, but it is a local modification mechanism. It has a
limited effect.

(b) Buffer queue length

In conventional data networks, tail management is also
used to detect congestion [43]. Nevertheless, the buffer use
or queue size cannot be followed as a congestion signal with-
out a connector layer admissions (some applications do not
need this and thus will not use it to save its overhead). Since
conventional methods for congestive recognition are not up
to the mark, other techniques such as hop backpressure and
multisource control in the closed-loop are needed.

(c) Use buffer and weighted buffer difference for conges-
tion detection

Start 1:Setx ⟵02 : For(a,m) εP, setτxa⟵min {Γ, na}3:Forða,mÞεP,such that b m,set τxa04 : Set f ⟵05 :While f = 06 :x x + 1
7 :ForeachV_a withaf romm − 1downtoN + 18 : ðfτxagða,bÞεP , τxaÞbest ({_a^x − 1},_a^x − 1)9 :For(a,m) P10:Set_

a^xmin{na, Γ − ðmax Vaa
fLbg − τxaÞ}11:IF k= k-1,f ⟵ 1

Stop

Pseudocode 1: For Proposed Move Right algorithm (PRM-Algo) (PMR) algorithm (PMR-Algo)
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Congestion detection uses queue management. The con-
gestion cannot be detected by the buffer. Nodes directly or
implicitly send backpressure messages to their neighbour
using a congestion sensing buffer. The solution for the detec-
tion of congestion [44] is to adjust the buffer and weighted
buffer gap. Figure 2 represents network topology for source
node arrangement.

A buffer and weighted buffer variation to detect conges-
tion are used to solve this problem. If we take the weight of
high, medium, and low priority data to be Ph=3, Pm=2, Pl=1,
as shown in Figure 2, the node6 is considered as a length of a
weighted buffer WBL6 by

WBL6 = 2 ∗ Ph + 1 ∗ Pm + 3 ∗ Pl = 2 ∗ 3 + 1 ∗ 2 + 3 ∗ 1 = 11:
ð20Þ

If we denote weighted buffer variance as WBV
WBVðnode6, node3Þ = 6,

WBV node4, node3ð Þ = 5,

WBV node4, node8ð Þ = 7,

WBV node4, node2ð Þ = 9,

WBV node8, node4ð Þ = −7,

WBV node3, node4ð Þ = −5:

ð21Þ

We propose buffer and weighted buffer differences in
congestion detection for two local congestion measuring
levels at each node. The length of weighted queue is
expressed as:

WB= ΣN
j=1DP Packetj

� �
, ð22Þ

where the priority of data packet dynamic is defined as:

DP Packð Þ = α∗hop + SP Packð Þ
1 + β∗delay

: ð23Þ

N is the total number of buffer packets. A weighted
buffer with length WB (b), after Δb, it becomes

WB b + Δbð Þ =WB bð ÞWR ∗ Δb: ð24Þ

The weighted buffer difference at time t + Δt is

WBDnodei p + Δpð Þ = ΣN
j=1DP Pack j

� �
−Max WBk p + Δpð Þð Þ:

ð25Þ

If WBDnodeiðp + ΔpÞ,it means that the data of nodei is
the most important among its neighbors.

3.6. Open-Loop Hop-by-Hop Back Pressure. Sensor network
CODA uses a backpressure to message anywhere congestion
is detected [45, 46]. Backpressure signals pass to the source
point directly. Backpressure is directly at the source in the
case of impulse data in dense network conditions. The back-
pressure nodes of the recipient raise the rate of return of
local congelation and settle on a method based upon the
local network situation when an upstream node receives
the backpressure node (backpressure nodes).

3.7. Regulation of Closed-Loop Multisource. It helps regulate
congestion from a sink under persistent congestion over mul-
tiple sources. If the rate of source events is smaller in a channel,
then the source controls itself, and the value is greater, so there
is a greater likelihood of congestion [47, 48]. Only when a cer-
tain threshold is reached will the source reach the sink. This
means that in order to maintain its rate, the source requires
continuous, slow-term input from the sink. ACKs here act as
a self-clocking system to keep the current rate of events.

4. Simulation Setup and Result Discussion

Consider each node in networking having a higher number
of packets for transforming towards downstream nodes in
the network. For this, there should be a small contention
window; hence, its size is increased, and hence, it is found
that congestion is diminished. Consequently, a small quan-
tity of power is stored through a reduction in idle listening
when a medium access delay happens. This reduces the
energy loss feature. This simulation is performed in two dis-
tinct setups with several nodes like 0 to 8 and also 9 to 17 in
various measuring factors which are discussed below.

4.1. Nodes vs. Contention Window. Figures 3(a) and 3(b)
depicted that contention window is a time bound parameter.
It specifies the flow rate and medium time of access of the
data packets. In the communication process, the contention
window value is considered for each node. Now, in this fig-
ure, one contention window initial value and idealized value
is plotted for each of the nodes. Contention window value is
evaluated by

19 20 21 22 23 24 25 26 27 28 29 30 31 32 33 34
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Figure 2: Network topology for source node arrangement.
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CW xð Þ = CWmin
Sn
SCx

� �
, ð26Þ

where CWðxÞ = contention window value for any node x,

CWmin = minimum contentionwindow value,

Sn = estimated number of nodes within the detecting radius,

SCx = source count value of any node x:
ð27Þ

4.2. Nodes vs. Energy Lost (J). In Figures 4(a) and 4(b),
energy loss at each node is plotted for various conditions like
with and without source-count, with combining source-
count, contention window, and ideal listening.

4.3. Nodes vs. Collision. To minimise the collision of network
packets. The source value prioritises data packet communi-
cation of each sensor node, which decreases the congestion
of data packets and the access time for the medium node.
The value of the source count priority is to communicate
packets from every node, hence, reducing data packet con-
gestion and medium node access time. Figures 5(a) and
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5(b) display before and after variation of collision in respec-
tive nodes.

4.4. Nodes vs. Source Count (SC). The whole number of
source nodes to which data can be transmitted, the value
of any node x, referred to as SC, is specified. Because when
a node has packets to transmit, it needs to understand its
source count (SC); it is enough to transmit SC value along
with the packet. Figures 6(a) and 6(b) depicted that the SC
for each node is represented.

The contention window should be greater than the user
for each node with a smaller amount of data packets that
can be forwarded to downstream nodes in the network.

The situation varies in a way which makes medium access
delay insignificant and ultimately prevents collisions. It has
been observed that medium access delays and the impact
of collisions have been reduced which have contributed to
increased network performance.

4.5. Nodes vs. Network Lifetime (NL). The standard simple
network topology is explained about the improvement of
performance for the proposed condition method attains
globally optimal solution by allocating the traffic into each
node equally, then it is required to maximize the network
lifetime (NL). Figures 7(a) and 7(b) show the effect of the
number of nodes on the output of NL under this condition
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method. While the number of nodes rises, the NL drops
exponentially. It will be therefore easy and effective to extend
the NL by limiting the network utilization in the small case.

5. Conclusion and Future Work

In this assessment work, an audit on WSN and their
developments, standards, and applications were finished.
Far off sensor networks include little centre with identifying,
estimation, and wireless trade limits. Many coordinating,
power the chiefs, and data communication shows have been
unequivocally expected for WSNs where imperativeness care
is a basic arrangement issue. WSNs include little centre points
with recognizing, computation, and wireless correspondence
limits. Many coordinating, power the heads, and data corre-
spondence shows have been expressly proposed for WSNs
where imperativeness care is a crucial arrangement issue.
Future work is focused on a more optimal power efficiency
model for cloud servers, smart devices, and wireless sensors
that would improve the accuracy of the simulation results.
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The development of supply chain finance, its pricing strategy for bilateral business cooperation between e-commerce, banking
institutions, and fourth-party logistics services providers has gained the attention of researchers. This paper combines the
heterogeneous network location verification technology, starting from information asymmetry and Rubens bargaining game
ideas, and combines it with game theory methods to provide a reference for bilateral cooperation decision-making on e-
commerce platforms. The experiment results indicated the pricing decisions of e-commerce platforms which are affected by
the efforts of the other party and the ability of bargaining. The quoted price increases with the decrease of the bank’s
ability and the increase of the service provider’s ability. The pricing decisions of banks and service providers are only
affected by the direct proportion of their respective business costs. When considering the introduction of incentive
mechanism conditions, it is found that appropriate incentive conditions can increase the quotation of the e-commerce
platform. The price quoted by the e-commerce platform that chooses to bargain with the bank is higher than the price
quoted by the bank after negotiating with the service provider, which will help to better realize the benefits. Finally, the
paper numerically analyzes the results of the bargaining game between e-commerce platforms and banks and fourth-party
logistics service providers, and the numerical results verify the better performance.

1. Introduction

In recent years, with the rapid development of Information
and Communication Technologies (ICTs), Internet of
Things (IoTs), new retail, and digital finance, the supply
chain finance model has been innovated. This strategy helps
further to ease the financing difficulties and financial pres-
sures in small and medium-sized enterprises [1]. The collab-
orative development model of e-commerce platforms,
finance, and logistics systems has gradually emerged. The
main links of the supply chain operation are completed
online and promote the circulation of data information
and resources between different enterprise entities. The mul-
tiagent collaboration platform-based supply chain finance
has gradually become a development trend. At the same
time, e-commerce platforms play an increasingly important
role in the operation of supply chain finance and promote
the optimal allocation of online and offline resources and

information sharing. This development trend towards multi-
platform cooperation has gained the interest. Business coop-
eration channels continue to expand [2, 3]. However, the
development of supply chain finance has been still faced
challenges and has certain operational and cooperation risks.
The problems of cooperative relations and benefit distribu-
tion among multiple entities have become more compli-
cated, and related business cooperation pricing issues are
worthy and need further discussion and research [4]. Since
banks and fourth-party logistics service providers are,
respectively, the main funders and logistics service providers
for the online operation of supply chain finance. It is impor-
tant to coordinate the cooperative pricing relationship
between the e-commerce platform and the two parties to
improve online resource circulation and business efficiency.

In the context of the gradual development of e-com-
merce, the government encourages the innovation of supply
chain financial models that coordinate the development of e-
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commerce platforms with banks and logistics service pro-
viders. The relevant analysis of the cooperative pricing strat-
egy of e-commerce platforms helps to reduce the
cooperation crisis of participants and increase economic
benefits [5, 6]. At present, many scholars have carried out
research on relevant aspects of supply chain finance, and
their main content is concentrated on model development
and operation, online, and offline risk management issues
but there are few studies on bilateral cooperation pricing of
e-commerce platforms. First of all, in the research on the
development of the supply chain finance model, authors in
[7] showed that the supply chain finance network structure
shows the characteristics of platform and network, which
promotes the information sharing and the improvement of
the credit quality of small and medium-sized enterprises.
Authors believed that the e-commerce environment pro-
vides opportunities for banks and financial institutions for
innovate using technology and business practices [8].
Authors in [9] discussed that the logistics service providers
in the supply chain can help to improve the organizational
efficiency of enterprises and the level of supply chain
management.

In [10], the authors found that the improvement of sup-
ply chain management has a positive impact on banks’ par-
ticipation in supply chain finance, the establishment of bank
credit mechanisms, and risk management. Authors in [11]
pointed out that the development of digital credit has the
advantage of reducing transaction costs. Second, a reason-
able pricing strategy will help to achieve multiplatform
cooperation in the supply chain to effectively improve the
efficiency of supply chain operations and corporate financ-
ing efficiency and promote the further extension of the sup-
ply chain industry chain. The authors in [12] used system
dynamics to improve the supply chain of product distribu-
tion systems. The authors in [13] used the analytic hierarchy
process and fuzzy set theory to study the supply chain per-
formance and strategy issues of the purchasing department.
By introducing contracts to coordinate the supply chain with
capital constraints, the total benefits under centralized
decision-making can be realized, and the overall efficiency
of the supply chain and the cooperation and win-win of
the main body can be improved. At the same time, game
theory research methods have been well used, including
the study of the profit distribution game model of upstream
and downstream enterprises in the supply chain [14, 15].
Use the optimized game model to study corporate financing
operation decisions and build a Stackelberg game model to
discuss the collaborative innovation of supply chain compa-
nies [16, 17].

This paper combines the heterogeneous network loca-
tion verification technology and draws the idea of dynamic
bargaining game to analyze the bilateral pricing strategy of
e-commerce platforms. To sum up, although the existing lit-
erature studies mostly focused on the traditional supply
chain finance model and its development, supply chain
financing and risk issues, and product distribution strategies
and discussed the cooperation model of the participants and
the platform distribution channels. But still, from the per-
spective of e-commerce platforms, it is rare to use bilateral

bargaining models to analyze the pricing issues of cooperat-
ing with banking institutions and service providers at the
same time. Based on this, the main contribution of the paper
is combining the heterogeneous network location verifica-
tion technology, drawing on the idea of dynamic bargaining
game, and analyzing the bilateral pricing strategy of e-
commerce platforms.

The structure of the paper is organized as follows: Sec-
tion 1 presents the model description and model assump-
tions, explaining the brief process of parameter setting and
bargaining on the e-commerce platform. Section 2 discusses
the game model of bargaining with fourth-party service pro-
viders and banking institutions and analyzes the results of
the e-commerce platform. Section 3 illustrates the numerical
analysis, combining the research results to analyze the influ-
ence of relevant factors on the pricing decisions of the part-
ners. Section 4 presents the conclusion, which puts forward
the deficiencies and prospects of the research in this paper,
and tries to make relevant suggestions based on the
conclusion.

2. Model Description and Model Assumptions

2.1. Heterogeneous Network Location Verification. The loca-
tion management technology of heterogeneous networks is
one of the research area. There are various studies that dis-
cussed the location management technology for heteroge-
neous wireless networks, including link layer location
management technology, network layer location manage-
ment technology, and application layer location manage-
ment technology [18]. In the network architecture of wide
local area network (WLAN) and mobile communication
network interconnection, 3Gpp and 3GppZ both decided
to adopt the mobile Internet Protocol (IP) proposed by
Internet Engineering Task Force (IETF) to realize the loca-
tion management of WLAN terminal [19, 20]. However,
the mobile communication network itself has a very mature
mechanism for location management, and the network
architecture of the mobile communication network is con-
stantly evolving. In this case, how to use the mobile IP pro-
tocol to realize the location management function of WLAN
and mobile communication network interconnection still
needs a lot of research work [21–23]. However, in the
HMIPv6 mobility architecture, all packets sent by the com-
munication peer to all mobile nodes (MNs) in the anchor
area network and must pass through a fixed MAP. The
MAP receives all the data packets on behalf of the mobile
terminal it serves and encapsulates these data packets and
forward to the current address of the terminal [24, 25].
Therefore, MAP consumes a lot of processing power in route
search and packet forwarding, which seriously affect the
overall performance of the network. The performance of
MAP becomes a bottleneck for the entire network. In the
future heterogeneous and convergent network environment,
existing wireless access technologies are evolving with an
advanced stage, new wireless access technologies continue
to emerge, and they complement each other to form a net-
work with overlapping coverage. Figure 1 reflects the

2 Journal of Sensors



schematic diagram of the future heterogeneous converged
network environment.

From the current technology perspective, mobile IP-
based network layer mobility management is adopted for
terminal roaming in a heterogeneous network environment,
which can better shield various lower-layer wireless commu-
nication technologies and realize seamless user roaming and
unified mobility management to achieve the ultimate goal of
personal communication [26]. For the movement within the
anchor domain, the MN only moves between subnets, and
the MAP to which the MN belongs before and after the
movement does not change. For the movement between
the anchor domains, the MAP that the MN belongs to before
and after the movement changes, but the MAP before and
after the movement still belongs to the same access network
and is controlled by the same CMAP (Or HA) management
[27]. For the movement between visiting networks, the
MAPs before and after the MN moves are in different visits
and are managed by different CMAPs.

2.2. E-Commerce Platform Supply Chain Model Description.
This paper is based on the important position of e-
commerce platform in the supply chain financial business,
and it is playing an increasingly important role in the multi-

platform cooperation model. Based on the e-commerce plat-
form undertaking the credit entrusted business of banking
institutions and the logistics integrated service business out-
sourcing to the fourth-party logistics service provider, this
paper establishes the bilateral bargaining model of the e-
commerce platform in business cooperation and discusses
the different bargaining orders. That is, the platform first
bargained with service providers, and then with the banking
institutions bargaining strategy, and the platform first bar-
gained with banking institutions, and then bargaining strat-
egies with service providers, and based on the relevant
conclusions drawn, consider the introduction of incentive
mechanism conditions for analysis. This will not only help
banks expand their customer base and business channels
but also promote fourth-party service providers to further
build a comprehensive service system that integrates ware-
housing and transportation, circulation processing, technical
consultation, and resource integration. The brief schematic
flow of bilateral bargaining on the e-commerce platform
can be represented in Figure 2.

Using the bargaining game method, we can simulate and
solve the real transaction and interest coordination issues
through negotiation between the two parties. For the party
undertaking bilateral bargaining, the reasonable pricing

Communications
satellite

Satellite ground
station

Broadcast network

AR

IP backbone network

Mobile terminal

Firewall

Database Flow media
services

Network
management File server

Figure 1: Future heterogeneous converged network environment.
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issues discussed are also affected by the game decisions of
other parties. From the perspective of revenue, e-commerce
platforms play an important role in information sharing and
resource integration, building a bridge for cooperation
between multiple platforms in supply chain finance. When
establishing the game model, this paper considers that the
platform revenue is mainly derived from the pricing income
of the bank’s credit entrustment business and deducts the
pricing expenses of the product logistics service business
with the fourth-party service provider. In addition, it does
not consider the business cooperation to the parties. The
related hidden income is brought by it, such as the trust
and satisfaction of the client enterprise, the stickiness and
intensity of cooperation between the parties and the bank,
the improvement of platform information management
level, the improvement of transportation logistics, and prod-
uct quality service system.

2.3. Model Assumptions and Parameter Description

Hypothesis 1. E-commerce platforms, banks, and fourth-
party service providers have the ability to learn in the game
and can make decisions and anticipate adjustments based on
the behavior of another game party. The pricing and cooper-
ation plans reached by the parties in the bargaining game are
mainly affected by factors such as their respective business
costs, effort level, affordability, bargaining ability, and order.

Hypothesis 2. E-commerce platforms can obtain certain ben-
efits from participating in cooperation and promote the cir-
culation and sharing of information resources in the supply
chain. In addition, in the information age, banks gradually
give way to the e-commerce platform and the fourth party
in cooperation. Here, Cb can be used to indicate that the
bank alone bears the cost of the business, including the col-
lection and review of customer enterprise credit informa-
tion, product pledge, and supervision [28]. Let Ce denote
the final business price reached between the e-commerce
platform and the bank. If the incentive mechanism is consid-
ered, the bank sets incentive coefficients αα ≥ 1 for the e-
commerce platform, that is, αCe is used to represent the
bank’s subsidies and sharing of costs such as technical input
and information management when developing business on
the e-commerce platform, which can also mobilize electric-
ity. The investment enthusiasm and effort level of the busi-
ness platform can obtain hidden benefits. At the same
time, by setting an incentive factor T , it means the amount
of penalties imposed by banks on e-commerce platforms

withdrawing from cooperation or business violations, in
order to deal with online operations and moral hazards that
may be involved in e-commerce platforms, or to seek better
partners and withdraw from the constraints of the coopera-
tion [29].

Hypothesis 3. In cooperation with fourth-party service pro-
viders, e-commerce platforms can not only use the advan-
tages of service providers in product pledge, circulation
processing, quality and safety, technical consultation, and
resource integration, to entrust enterprise product circula-
tion services. Here, Cf is used to represent the business cost
of the fourth party service provider. Let Cs denote the final
business price reached between the e-commerce platform
and the fourth-party service provider. If the incentive mech-
anism is considered, the e-commerce platform has an incen-
tive coefficient β, β ≥ 1 for the fourth-party service provider,
that is, βC is used to represent the subsidy of the e-
commerce platform to the service provider’s business cost
or the reward in the supervision process, which can also pro-
mote service providers actively promote business processes
and improve logistics management to obtain hidden bene-
fits; at the same time, by setting up incentive factors, it
means that the e-commerce platform imposes penalties on
fourth-party service providers’ withdrawal from cooperation
or business violations to provide services The business risks
and issues that may be involved in the cooperation are
constrained.

Hypothesis 4. Each party in the game can estimate the cost of
benefits of other parties based on experience. Therefore, it is
assumed that the e-commerce platform can estimate Cb, Cf

according to experience. All follow the uniform distribution
of F. The bank estimates that F obeys the uniform distribu-
tion of ½m, n�. Fourth, the service provider estimates that Cs
obeys the uniform distribution of ½m, n�. If there is Cb ≥ Ce
≥ Cs, the intermediate business transaction will be reached,
and vice versa.

Hypothesis 5. Taking λe, λb, λf as the discount factor for e-
commerce platforms, banks, and fourth-party service pro-
viders, respectively, it can be regarded as the degree of coop-
eration and bargaining power of all parties in the game
process, and 0 < λe, λb, λf < 1 mainly refers to the fact that
all parties are if the cooperation agreement is reached late,
the price will be paid, otherwise, the parties will tend to
reach the cooperation late [30].

Hypothesis 6. In terms of revenue, the revenue of the e-
commerce platform mainly comes from the pricing revenue
of the bank and the difference between the pricing expendi-
ture of the fourth-party service provider, and other hidden
benefits and other costs are not considered here. When
choosing a strategy, when the e-commerce platform chooses
to bargain with the bank first, the quoted price is represented
by Peiði = 1, 3, 5⋯ Þ, and Pbjðj = 2, 4, 6⋯ Þ is the quoted
price when the bank is playing with the e-commerce plat-
form. At this time, if the price quoted by the e-commerce

Banking institution

Bargain Bargain 

Credit entrusted 
business

Credit entrusted 
business

Electronic business 
platform

Fourth party logistics 
service provider

Incentive conditions Incentive conditions

Figure 2: Schematic diagram of bilateral bargaining on e-
commerce platforms.
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platform is higher than the bank’s expectations estimate that
the bank may choose not to cooperate and complete the
business on its own. Then, the e-commerce platform then
bargained with the fourth-party service provider’s quotation
is represented by Psiði = 1, 3, 5⋯ Þ, Pf jðj = 2, 4, 6⋯ Þ is the
quotation provided by the fourth-party service provider in
the game with the e-commerce platform, if the e-
commerce platform first communicates with the bank, the
price offered is low, and it may have a weaker advantage
when bargaining with service providers. The paper mainly
analyzes the two-stage game model of the parties to the
game, regardless of the situation of the financing company.
The symbols and meanings of the relevant parameters can
be seen in Table 1.

3. Model Establishment and Analysis

(a) The e-commerce platform first negotiates with the
fourth-party logistics service provider

In this strategy, if the two parties first reach a deal, it is
equivalent to that the e-commerce platform can have relative
psychological expectations and estimates when it knows its
own cost function and then bargain with the bank, which
can guarantee better returns; on the contrary, if the two
parties do not reach a deal, the game ends.

(b) The game between e-commerce platforms and
fourth-party logistics service providers

In the first stage of the game, if the fourth-party logistics
service provider does not accept the offer from the e-
commerce platform, the two parties enter the second stage
of the game and the service provider will make an offer.
Use the reverse induction method to solve, first discuss the
second stage of the game [31]. If the quotation Pf 2 provided
by the service provider satisfies the condition that the
income of the e-commerce platform is positive, that is, λeð
Ce − Pf 2Þq ≥ 0, Ce ≥ Pf 2, where q is the workload of the two
parties to undertake the business, the e-commerce platform
will accept the quotation and the game process ends. There-
fore, the service provider can use condition Ce ≥ Pf 2 as the
criterion for judging whether the e-commerce platform
chooses to accept, and modify the estimate that Ce is a uni-
form distribution in the Ps1, n interval. If πf is used to repre-
sent the service provider’s own income, Pea, Per is the e-
commerce platform’s choice to accept and reject the proba-
bility of quotation, then:

max
Pf 2

π = 0 Per + λf Pf 2 − Cf
� �

qPea, ð1Þ

Pea = P Ce ≥ Pf 2
� �

=
n − Pf 2
n − Ps1

, ð2Þ

Per = P Ce < Pf 2
� �

=
Pf 2 − Ps1
n − Ps1

: ð3Þ

Substituting formulas (2) and (3) into formula (1), the

maximum profit that the service provider can guarantee
can be found, the two sides of the obtained formula are
derived from Pf 2, and the service provider’s quotation in
the second stage of the game can be obtained as

max
Pf 2

πf= max
Pf 2

λf Pf 2 − Cf

� �
q
n − Pf 2
n − Ps1

� �
, ð4Þ

Pf 2 =
n + Cf

� �
2 : ð5Þ

If the e-commerce platform chooses to accept, the e-
commerce platform and the service provider will obtain
the following benefits:

λf Pf 2 − Cf

� �
q = λf

n − Cf

� �
q

2 , ð6Þ

λe Ce − Pf 2
� �

q = λe
2Ce − n − Cf

� �
q

2 : ð7Þ

When looking at the first stage of the game between the
two parties and the e-commerce platform proposes a quota-
tion Ps1, the service provider obtains revenue ðPs1 − Cf Þq. In
order to satisfy the higher revenue obtained by the service
provider at this stage, it should be at Ps1, that is, ðPs1 − Cf Þ
q ≥ λf ðn − Cf Þq/2. The service provider will tend to choose
accept [32]. If E is used to represent the revenue πe of the
e-commerce platform, and Pf a, Pf ra is the probability that
the service provider chooses to accept the quotation in the
first stage and the second stage, respectively, then,

max
Ps1

πe = Ce − Ps1ð ÞqPf a + λe 2Ce − n − Cf

� � q
2

h i
Pf ra, ð8Þ

Pf a = P Cf ≤
2Ps1 − λf n

2 − λf

 !
=

2 Ps1 −mð Þ − λf n −mð Þ� �
2 − λf

� �
n −mð Þ ,

ð9Þ

Pf ra = P Cf >
2Ps1 − λf n

2 − λf

 !
P Ce ≥ Pf 2
� �

=
2 n − Pf 2
� �

2 − λf

� �
n −mð Þ :

ð10Þ
Substituting equations (5) and (6) into equation (4) can

find the maximum benefit that the e-commerce platform
can guarantee, and deriving the two sides of the obtained
formula with respect to Ps1, we can get

Ps1 =
2 Ce +mð Þ + λf n −mð Þ� �

4 : ð11Þ

That is, under normal circumstances, the quotation of
the e-commerce platform in the first stage, the condition
that is met at this time is Cf ≤ ½2ðCe +mÞ − λf ðn +mÞ�/2ð2
− λf Þ. If considering the addition of incentive factors, let

the quotation be Ps1 ′, Ps1 ′ = ½2ðαCe − T +mÞ + λf ðn −mÞ�/
4, and the condition that is satisfied at this time is Cf ≤ ½2ð
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αCe − T +mÞ − λf ðn +mÞ�/2ð2 − λf Þ, so considering the
incentive mechanism will have a certain impact on the final
price reached by the cooperation. In summary, the equilib-
rium solution results of the game between the two parties
can be seen in Table 2.

(c) The game between e-commerce platforms and banks

The research in this section is based on the situation that
the abovementioned fourth-party logistics service providers
first choose to accept the e-commerce platform quotation,
that is, under condition Cf ≤ ð2Ps1 − λf nÞ/ð2 − λf Þ, discuss
the bargaining game between the e-commerce platform
and the bank. For the same reason, refer to the above section
for the solution process, and the game results can be seen in
Table 2.

Proposition 7. Combined with the above analysis, it can be
seen that in the process of bilateral bargaining, e-commerce
platforms need to combine the pricing decisions of fourth-
party service providers and the business pricing decisions of
banks to ensure profit.

Proposition 8. In the strategy of bargaining between the e-
commerce platform and the fourth-party service provider,
the service price of the first stage of the e-commerce platform
is Ps1, and the price under the condition of considering the
incentive factor is Ps1 ′. The comparison can be obtained:

Ps1 ′ =
2 αCe − T +mð Þ + λf n −mð Þ� �

4
, ð12Þ

Ps1 ′ − Ps1 =
Ce α − 1ð ÞT

2
: ð13Þ

And there is α ≥ 1.
Proposition 8 shows that under normal circumstances

and considering incentive conditions, the cooperative pric-

ing proposed by the e-commerce platform is different.
Incentive factors have a certain impact on the behavioral
decision-making of the e-commerce platform, and only
affect the pricing reached in the first stage of the game
between the two parties. If it is shown that the higher the
subsidy and allocation amount between the incentive factors
set by the bank for the e-commerce platform, and the higher
the penalty amount, the greater the e-commerce revenue
function platform will be. Under the premise of guarantee-
ing income, the price of the fourth-party service provider
will be higher, which is conducive to increasing the service
provider’s business income [31]. If there is T > Ceðα − 1Þ >
0 at Ps1 ′ < Ps1, it means that when the amount of subsidy
and sharing is lower and lower than the amount of penalty
imposed, the income function of the e-commerce platform
is smaller, and the cost and benefit protection considerations
will restrict the provision price the service provider’s
business.

3.1. E-Commerce Platform First Bargaining Strategy with
Banks. In this strategy, if the two parties first reach a deal,
the e-commerce platform will be more cautious in bargain-
ing because they cannot determine whether they can accept
the fourth-party logistics service provider’s quotation later;
otherwise, if the two parties do not reach a deal, the game
ends.

(a) The game between e-commerce platforms and banks

In the same way, use the reverse induction method to
solve the problem, first discuss the second stage of the game
and let the bank make a quotation first. If the bank’s quota-
tion Pb2 meets the condition that the income of the e-
commerce platform is positive, that is, at time λeðPb2 − CsÞ
q ≥ 0 Pb2 ≥ Cs, where q is the workload of the two parties to
undertake the business, the e-commerce platform will accept
the quotation and the game process ends [33]. Therefore, the
bank can modify the estimation that ½m, Pei� is a uniform

Table 1: Parameter symbols and their description.

Parameter Meaning

Cb Cost borne by the bank

Cf Costs borne by fourth-party logistics service providers

Ce E-commerce platform and bank bargaining the final price

a, T Respectively, the bank’s incentives for e-commerce platforms

Cs The e-commerce platform negotiates the final price with the fourth-party logistics service provider

β, I Respectively, the incentive factors of e-commerce platforms for fourth-party logistics service providers

λe, λb, λf The discount factors of e-commerce platforms, banks, and fourth-party logistics service providers, respectively

Pei i = 1, 3, 5⋯ð Þ
Quotations made by the e-commerce platform in the game with the bank game with the fourth-party logistics service

provider
Quotations made by the e-commerce platform in the game with the bank

Psi i = 1, 3, 5⋯ð Þ The price quoted by the e-commerce platform during the game with the fourth-party logistics service provider

Pbj j = 2, 4, 6⋯ð Þ Quotations made by banks in gaming with e-commerce platforms

Pf j j = 2, 4, 6⋯ð Þ Quotations made by a fourth-party logistics service provider in a game with an e-commerce platform
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distribution in the Cs interval. If πb is used to represent
the bank’s own income, and Pea,Per is the probability that
the e-commerce platform chooses to accept and reject the
offer, then

max
Pb2

πb = 0 Per + λb Cb − Pb2ð ÞqPea, ð14Þ

Pea = P Pb2 ≥ Csð Þ = Pb2 −m
Pe1 −m

, ð15Þ

Per = P Pb2 < Csð Þ = Pe1 − Pb2
Pe1 −m

: ð16Þ

Substituting equations (8) and (9) into equation (7)
can find the maximum income that the bank can guaran-
tee, and deriving the two sides of the obtained formula,
we can get the bank’s quotation in the second stage of
the game:

Pb2 =
Cb +mð Þ

2 , ð17Þ

If the e-commerce platform chooses to accept, the
bank and the e-commerce platform will obtain the fol-
lowing benefits:

λb Cb − Pb2ð Þq = λb
Cb −mð Þq

2 , ð18Þ

λe Pb2 − Csð Þq = λe
Cb +m − 2Csð Þq

2 : ð19Þ

Looking at the first stage of the game between the
two parties and the e-commerce platform proposes a
quotation Pe1, the bank will obtain income ðCb − Pe1Þq.
In order to satisfy the bank’s higher income at this stage,
it should be at ðCb − Pe1Þq ≥ λbðCb −mÞq/2, that is, Cb ≥
ð2Pe1 − λbmÞ/ð2 − λbÞ, the bank will choose to accept. If
πe is used to represent the income of the e-commerce
platform itself, and Pba, Pbra is the probability that the
bank chooses to accept the quotation in the first and sec-

ond stages, respectively, then,

max
Pe1

πe = Pe1 − Csð ÞqPba + λe
Cb +m − 2Csð ÞqPbra

2 , ð20Þ

Pba = P Cb ≥
2Pe1 − λbm

2 − λb

� 	
= 2 n − Pe1ð Þ + λb m − nð Þ½ �

2 − λbð Þ n −mð Þ ,

ð21Þ

Pbra = P Cb <
2Pe1 − λbm

2 − λb

� 	
P Pb2 ≥ Csð Þ = 2 Pb2 −mð Þ

2 − λbð Þ n −mð Þ :

ð22Þ
Substituting equations (11) and (12) into equation

(10) to find the maximum profit that the e-commerce
platform can guarantee, and deriving the two sides of
the formula to Pe1, we can get

Pe1 =
2 n + Csð Þ + λb m − nð Þ½ �

4 : ð23Þ

That is, in general, the quotation of the e-commerce
platform in the first stage, the condition that is satisfied
at this time is Cb ≥ ½2ðCs + nÞ − λbðn +mÞ/2ð2 − λbÞ�; if
the condition of adding an incentive factor is considered,
the quotation is set to Pe1 ′, Pe1 ′ = ½2n + 2ðβCs − IÞ + λbðm
− nÞ�/4. The condition that is satisfied at this time is
Cb ≥ ½2ðn + βCs − IÞ − λbðm + nÞ�/2ð2 − λbÞ, so consider
the incentive The mechanism will have an impact on
the final price of the cooperation. In summary, the equi-
librium solution results of the game between the two
parties can be seen in Table 3.

3.1.1. The Game between E-Commerce Platforms and Fourth-
Party Logistics Service Providers. This study is based on the
abovementioned bank’s acceptance of e-commerce platform
quotations in the first stage of the game, that is, under con-
dition Cb ≥ ½2ðCs + nÞ − λbðn +mÞ/2ð2 − λbÞ�, discussing the
bargaining game between the e-commerce platform and
the fourth-party logistics service provider. Refer to the above
section for the process. The game results can be seen in
Table 3.

Table 2: Results of bargaining strategies between E-commerce platforms and service providers and banks.

E-commerce platform first game with service provider

Phase 1

E-commerce platform
quotation

Ps1 = 2 Ce +mð Þ + λf n −mð Þ� �
/4

To meet the conditions Cf ≤ 2 Ce +mð Þ − λf n +mð Þ� �
/2 2 − λf

� �

Phase 2
Service provider quotation Pf 2 = n + Cf

� �
/2

To meet the conditions Ce ≥ Pf 2

E-commerce platform and silver game again

Phase 3

E-commerce platform
quotation

Pe1 = λb m − nð Þ + 2 n + Ceð Þ½ �/4

To meet the conditions Cb ≥ 2Pe1 − λbmð Þ/ 2 − λbð Þ

Phase 4
Bank quote Pb2 = Cb +mð Þ/2

To meet the conditions Pb2 ≥ Ce
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Proposition 9. In the strategy of bargaining with banks on
the e-commerce platform, the first stage of the e-commerce
platform’s business pricing is Pe1, and the pricing under the
condition of incentive factors is Pe1 ′. The comparison can be

Pe1 =
2 n + Csð Þ + λb m − nð Þ½ �

4
, ð24Þ

Pe1 ′ =
2n + 2 βCs − Ið Þ + λb m − nð Þ½ �

4
, ð25Þ

Pe1 ′ − Pe1 =
Cs β − 1ð Þ − I

2
: ð26Þ

And there is β ≥ 1.
Proposition 9 indicates that no matter which strategy is

chosen, the cooperative pricing proposed by the e-
commerce platform will be different in general and under
consideration of incentive conditions, indicating that the
incentive factor has a certain impact on the behavioral
decision-making of the e-commerce platform and only
affects the game between the two parties. The pricing
reached in the first stage has an impact. Among them, if 0
≤ I < Csðβ − 1Þ, there is Pe1 ′ ≥ Pe1, indicating that the higher
the amount of subsidies and rewards, and the higher the
amount of penalty imposed by the e-commerce platform,
the higher the cost of the e-commerce platform. The func-
tion is larger, and the constraint and punishment on the ser-
vice provider are smaller. In order to protect the platform’s
revenue, the bank will offer a higher price. If there is I > Cs

ðβ − 1Þ > 0 at Pe1 ′ < Pe1, it means that when the amount of
subsidies and rewards is lower and lower than the amount
of penalties levied, for the e-commerce platform, through
the restraint and supervision of service providers, a certain
amount of income is guaranteed, which helps to increase
the enthusiasm of the e-commerce platform for cooperation
and investment also reflects that it has a relatively small
impact on the platform’s bargaining attitude with the bank,
which makes it easier for the bank to consider the
decision-making problem of determining reasonable pricing
from its own perspective. This also shows that the e-
commerce platform in Proposition 7 needs to be considered
in conjunction with bilateral bargaining links. The results of

bargaining with one party and incentive factors will have an
impact on the results of bargaining with the other party.

Proposition 10. Based on the above analysis, it is known that
the e-commerce platform in the bilateral bargaining price
proposed by the fourth-party logistics service provider and
the bank are, respectively, Ps1 and Pe1. Taking the derivation
of λf and λb on both sides of the formula, we can get

∂Ps1

∂λf
= n −m

4
≥ 0, ∂Pe1

∂λb
= m − n

4
≤ 0: ð27Þ

Proposition 10 shows that no matter which strategy the
e-commerce platform chooses, its pricing decision is not
affected by its own factors, but by the bargaining ability fac-
tors (λf , λb) of the counterparty in the game. Among them,
the e-commerce platform’s pricing of service providers is
positively correlated with the counterparty’s bargaining
power, and the bank’s pricing is negatively correlated with
the counterparty’s ability factors; while the pricing decisions
of the service provider and the bank are related to their
respective business costs (Cf , Cb). It is positively correlated.

Proposition 11. First of all, in strategy 1, it is known that Ps1
is the quotation of the e-commerce platform and the fourth-
party logistics service provider, and Ce is the final business
price negotiated between the e-commerce platform and the
bank. Since the e-commerce platform and the bank’s quota-
tion are Pe1, so substituting it into the G formula to get the
final price Ps1 reached by the e-commerce platform and the
service provider Ps1 ′:

Ps1 =
2 Ce +mð Þ + λf n −mð Þ� �

4
, ð28Þ

Pe1 =
λb m − nð Þ + 2 n + Ceð Þ½ �

4
, ð29Þ

Ps1 ′ =
n −mð Þ 2λf − λb

� �
+ 4m + 2 n + Ceð Þ� �

8
: ð30Þ

And if the e-commerce platform offers the same

Table 3: Results of bargaining strategies between E-commerce platforms and banks and service providers.

E-commerce platform first game with banks

Phase 1

E-commerce platform
quotation

Pe1 = 2 n + Csð Þ + λb m − nð Þ½ �/4

To meet the conditions Cb ≥ 2 Cs + nð Þ − λb n +mð Þ½ �/2 2 − λbð Þ

Phase 2
Service provider quotation Pb2 = Cb +mð Þ/2
To meet the conditions Pb2 ≥ Cs

E-commerce platform and service provider game again

Phase 3

E-commerce platform
quotation

Ps1 = 2 Ce +mð Þ + λf n −mð Þ� �
/4

To meet the conditions Cf ≤ 2Ps1 − λf n
� �

/ 2 − λf

� �

Phase 4
Bank quote Pf 2 = Cf + n

� �
/2

To meet the conditions Ce ≥ Pf 2
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quotation to the service provider in the first stage, Ce = ½2n
− ðn −mÞλb�/2 can be obtained. It can be seen that in the
second stage of the game, under condition Cf ≤ ½ðn −mÞð
λf − λbÞ + 2ðn +mÞ − 2λf n�/2ð2 − λf Þ, the service provider
will choose to accept the quotation offered by the e-
commerce platform and reach cooperation in the first stage
of the game.

Similarly, in strategy two, it is known that Pe1 is the quo-
tation of the e-commerce platform and the bank, and Cs is
the business price reached by the bargaining between the
e-commerce platform and the fourth-party logistics service
provider. Substitute the quotation Pe1 of the e-commerce
platform and the service provider into the formula Pe1 ′.
Available business pricing finally reached between the e-
commerce platform and the bank:

Pe1 =
2 n + Csð Þ + λb m − nð Þ½ �

4 , ð31Þ

Ps1 =
2 Ce +mð Þ + λf n −mð Þ� �

4 , ð32Þ

Pe1 ′ =
n −mð Þ λf − 2λb

� �
+ 2 Ce +mð Þ + 4n

� �
8 : ð33Þ

And if the e-commerce platform offers the same quota-
tion for the bank in the first stage, Ce = ½2m + ðn −mÞλ f �/2
can be obtained. From this, it can be seen that in the first
stage of strategy Cb ≥ ½ðn −mÞðλf − λbÞ + 2ðn +mÞ − 2λbm�/
2ð2 − λbÞ, if the conditions are met, the bank will choose to
accept and reach cooperation in the first stage of the game.

Compare the pricing of banks in different strategies by
the e-commerce platform, that is, strategy one, after the e-
commerce platform makes a quotation to the service pro-
vider, and then the quotation Pe1 to the bank; and strategy
two, the e-commerce platform to the service provider, the
first stage the quotation of is substituted into the quotation
for the first stage of the bank, and the quotation provided
by the e-commerce platform to the bank first, that is, the
final price Pe1 ′ reached by the two parties, can be compared:

Pe1 =
n −mð Þ λf − λb

� �
+ 2 n +mð Þ� �

4 , ð34Þ

Pe1 ′ =
n −mð Þ λf − 3λb

� �
+ 6n + 2m

�
8 , ð35Þ

Pe1 ′ − Pe1 =
n −mð Þ 2 − λb − λf

� �� �
8 : ð36Þ

Because of 0 < λb, λf < 1, so Pe1 ′ > Pe1. In the same way,
the pricing of service providers on e-commerce platforms is
different in different strategies.

Proposition 11 indicates that the e-commerce platform’s
pricing decisions for banks and service providers need to
consider the issues in bilateral pricing strategies at the same
time. In different strategies, the price offered by the e-
commerce platform to the game player is different. The price
offered by the e-commerce platform to the bank will be

higher than the price offered to the bank after the service
provider. Therefore, for e-commerce platforms, in the pro-
cess of participating in the cooperation, first determining
the cooperative pricing with the bank will help achieve better
returns.

Proposition 12. In strategy 1, if the e-commerce platform can
complete the game with the fourth-party logistics service pro-
vider and the bank in the first stage:

Cf ≤
2 − λf

� �
n + 3mð Þ + λb m − nð Þ� �
4 2 − λf

� � = r, ð37Þ

Cb ≥
n −mð Þ λf − λb

� �
+ 2 n +mð Þ − 2λbm

� �
2 2 − λbð Þ = k: ð38Þ

Because of k − r > 0, Cb ≥ Cf can be obtained; and it can
be analyzed that the income of the e-commerce platform is
positive, that is, the difference between the price Pe1 of the
e-commerce platform and the bank and the price Ps1 ′ of
the service provider is positive, where Ps1 ′ is determined
by substituting Pe1 into Ps1 to get, namely,

Ps1 =
2 Ce +mð Þ + λf n −mð Þ� �

4 , ð39Þ

Pe1 =
2 n +mð Þ + n −mð Þ λf − λb

� �� �
4 , ð40Þ

Ps1 ′ =
n −mð Þ 3λf − λb

� �
+ 2n + 6m

� �
8 : ð41Þ

Because of Pe1 − Ps1 ′ > 0, the income of the e-commerce
platform is positive under this condition. Similarly, in the
second strategy, if the e-commerce platform can complete
the game with the bank and the service provider in the first
stage:

Cf ≥
n +mð Þ 2 − 2λbð Þ + n −mð Þ λf − λb

� �
+ 4n

� �
4 2 − λbð Þ = ε,

ð42Þ

Cf ≤
n −mð Þ λf − λb

� �
+ 2 n +mð Þ − 2λf n

� �
2 2 − λf

� � = μ: ð43Þ

There may be Cb ≥ Cf , and the e-commerce platform
income may be positive.

Proposition 12 shows that if condition Cb ≥ k, Cf ≤ r,
Cf ≤ Cb is met, the e-commerce platform can first complete
the game with the service provider in one stage and then
complete the game with the bank in one stage, and the
return is positive. Under condition Cb ≥ εCf ≤ μ, the e-
commerce platform can first complete the game with the
bank in one stage and then complete the game with the ser-
vice provider in one stage.
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Proposition 13. In strategy 1, if the e-commerce platform
first completes the game with the fourth-party logistics service
provider in the first stage, and then completes the game with
the bank in the second stage, it will exist when the game pro-
cess between the e-commerce platform and the bank enters
the second stage condition:

Pb2 =
Cb +mð Þ

2
≥

2m + n −mð Þλf

� �
2

, ð44Þ

Cb <
n −mð Þ λf − λb

� �
+ 2 n +mð Þ − 2λbm

� �
2 2 − λbð Þ = ω: ð45Þ

Therefore, there is inequality ðn −mÞλf +m ≤ Cb < ½ðn
−mÞλf + ðn +mÞð2 − λbÞ�/ð4 − 2λbÞ, and the condition ½λf

ð3 − 2λbÞ + λb�/2 < 1 can be established by observing both
sides of the inequality. The first-stage game condition
between the e-commerce platform and the service provider
is Cf ≤ v, combined with the condition Cf ≤ Cb, the second
inequality about Cb can be obtained as follows:

Cf ≤
Cb + 3m − λf n +mð Þ� �

2 2 − λf

� � = v, ð46Þ

Cb ≥
3m − λf n +mð Þ� �

3 − 2λf

� � : ð47Þ

After comparing the two inequalities, it is found that

3m − λf n +mð Þ� �
3 − 2λf

� � −
n −mð Þλf + n +mð Þ 2 − λbð Þ� �

4 − 2λbð Þ < 0 : ð48Þ

Therefore, there is an intersection between inequalities,
there is t ≤ Cb < ½ðn −mÞλf + ðn +mÞð2 − λbÞ�/ð4 − 2λbÞ,
where t =max ½ðn −mÞλf +m, ½3m − λf ðn +mÞ�/ð3 − 2λf Þ�

Proposition 13 shows that when condition Cf ≤ v, t ≤
Cb < ω is met, the e-commerce platform can also choose to
complete the bargaining game with the service provider in
the first stage and then complete the game with the bank
in the second stage.

4. Numerical Analysis

Combining the above analysis, the results of the bargaining
game between e-commerce platforms and banks and
fourth-party logistics service provider platforms are numer-
ically analyzed. Suppose that the basic parameters are taken
as m = 10, n = 30, λf , λb is in the interval (0,1), α, β ≥ 1, T ,
I ≥ 0. The setting of parameters needs to meet the con-
straints of the above propositions. Suppose that Ps1 and
Ps11 ′ are used to represent the quotation of the service pro-
vider in the first stage of the game under normal circum-
stances and with the addition of incentive factors,
respectively, and Pe1 represents the general situation, the e-
commerce platform first offers the quotation to the service
provider, and then the quotation offered by the bank in the
first stage of the game. Pb2 represents the quotation offered

by the bank during the second stage of the game between
the e-commerce platform and the bank, and Pe11 and Pe11 ′,
respectively, represent general under the circumstances and
with the addition of incentive factors, the e-commerce plat-
form first quotes the bank’s quotation in the first stage. Pe1 ′
indicates that considering the e-commerce platform’s subse-
quent transaction with the service provider, the bank’s first
stage of the game offer.

4.1. The Impact of Incentive Factors on the Pricing Strategy of
E-Commerce Platforms. When considering the inclusion of
incentive factors, it will have a certain impact on the pricing
behavior of the e-commerce platform. The incentive factors
added by one party in the cooperation will affect the pricing
decision of the other party in other cooperation. Figure 3
reflects the changes in e-commerce platform’s decision-
making for service providers under the influence of
incentives.

According to the results of the numerical analysis, it can
be seen from Figure 3 that if the amount of cost subsidies
and sharing incentives invested by the bank on the e-
commerce platform is higher than the amount of penalty
incentives levied in advance for the platform cooperation
crisis, when it meets 0 ≤ T < Ceðα − 1Þ, there is Ps11 ′ > Ps1,
that is, the e-commerce platform will increase the price of
the service provider, so that the service provider can get
higher cooperation rewards in the negotiation with it. In
addition, the platform’s offer Ps11 ′ to the service provider
will increase as α increases. Conversely, the platform’s offer
to service providers will decrease with the increase of. When
T > Ceðα − 1Þ > 0 is met and the penalty parameter is higher
than the value of the subsidy parameter, the platform’s offer
to the service provider will be reduced. The analysis is
mainly due to the decrease in the pricing income obtained
by the e-commerce platform from the negotiation with the
bank, and the platform is out of interest. The angle of view
will reduce the cost of outsourcing by lowering the quotation
of service providers. For banks, the restriction and supervi-
sion of the platform can better reduce transaction costs,
mobilize the enthusiasm in the supply chain finance busi-
ness, and promote the development of client enterprise
financing projects on the platform. In addition, from the
numerical analysis, it can be concluded that the quotation
Ps11 ′ of the e-commerce platform to the service provider will
not be affected by the change of the β value. Figure 4 reflects
the changes in e-commerce platforms’ pricing decisions for
banks under the influence of incentives.

It can be seen from Figure 3 that if the amount of subsi-
dies or business rewards invested by the e-commerce plat-
form to the service provider is higher than the amount of
penalties levied in advance, when it meets 0 ≤ I < Csðβ − 1Þ,
there is Pe11 ′ > Pe11, that is, the e-commerce platform will
propose a higher level to the bank. Quotation, which is con-
ducive to obtaining higher cooperation rewards. In addition,
the platform’s offer Pe11 ′ to the bank will increase as β
increases. Conversely, the quotation Pe11 ′ of the platform
to the bank will decrease with the increase of I; when I >
Csðβ − 1Þ > 0 is met and the value of the penalty parameter
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is higher, the quotation of the platform to the bank will
decrease. The analysis is mainly because the platform can
reach the service provider well. The purpose of the supervi-
sion of the business development process is to ensure that
the bank’s quotation is less demanding on the premise of
ensuring its own benefits, which is beneficial to stimulate
the bank’s cooperation initiative. In addition, from the
numerical analysis, it can be concluded that the e-

commerce platform’s offer Pe11 ′ to the bank will not be
affected by the change in the value of α. Therefore, each par-
ticipant can make relevant pricing decisions from the per-
spective of their own benefits and cooperation, which is in
line with the calculation results of Propositions 8 and 9. At
the same time, it also shows that e-commerce platforms need
to consider decision-making in conjunction with bilateral
bargaining links and make timely adjustments. The results
of the bargaining game with one party and the incentive
conditions will affect the results of the game with the other
party, which conforms to the conclusion of Proposition 7.

4.2. The Influence of the Bargaining Power of Banks and
Service Providers on the Pricing Strategy of E-Commerce
Platforms.While keeping the value of λf unchanged, observ-
ing the pricing trends of the e-commerce platform when the
value of λb is different, it can be seen that as the value of λb
continues to increase, no matter which pricing strategy the
e-commerce platform chooses, the platform’s trend of pric-
ing Pe1 will continue to decrease, which is negatively corre-
lated with factors related to bank bargaining power. The
impact on the pricing of the platform and the service pro-
vider is relatively small, that is, the change trend of Ps1 is rel-
atively flat. Figure 5 reflects the influence of banks’
bargaining power on the pricing decisions of e-commerce
platforms.

At the same time, when the platform chooses the strat-
egy of bargaining with the service provider first and then
with the bank, the ability influencing factor has less impact
on the platform’s pricing behavior, that is, the change trend
of B is relatively flat. Comply with the calculation result of
Proposition 10. In addition, under different values of Pe1 ′,
the e-commerce platform’s first offer to the bank Pe1 will
be higher than the first offer to the service provider, and then
the offer to the bank E. Therefore, if the pricing strategy can
be achieved, the platform chooses to first determine the pric-
ing of business cooperation with the bank, which will help it
obtain better returns, which is in line with the calculation
results of Propositions 11 and 12. Figure 6 reflects the influ-
ence of service providers’ bargaining power on the pricing
decisions of e-commerce platforms.

As shown in Figure 6, while keeping the value of λb
unchanged, observing the changing trend of e-commerce
platform pricing with different values of λf , it can be seen
that as the value of λf continues to increase, the platform’s
pricing trend for service providers will constantly rise, and
it is positively correlated with the bargaining power factor
of service providers.

4.3. The Impact of Bank and Service Provider Cost Factors on
E-Commerce Platform Pricing Strategies. According to the
analysis of Proposition 13, observe the pricing decision of
the e-commerce platform under the condition of conform-
ing to Cf ≤ v, l ≤ Cb < ω, and the relationship ½λf ð3 − 2λbÞ
+ λb�/2 < 1 is established. It can be seen that no matter in
general or in the presence of incentive factors, the e-
commerce platform can choose to first offer a quotation with
the service provider, and then offer a quotation with the
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Figure 3: The changing trend of e-commerce platform’s pricing of
service providers under different incentive factors α, T .
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Figure 4: The changing trend of bank pricing by E-commerce
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bank in a stage of the game, and the return is positive. You
can also choose to accept the quotation proposed by the
bank in the second-stage game with the bank and complete
the transaction. At this time, it must conform to the rela-
tional formula of λf , λb and the calculation result of Propo-
sition 13. Figure 7 reflects the impact on the pricing strategy
of e-commerce platforms under the conditions of changing
the business costs of banks and service providers.

From the perspective of e-commerce platforms, this
paper discussed the strategic issues of bilateral business
cooperation pricing between e-commerce platforms, bank-
ing institutions, and service providers in supply chain
finance and discussed the pricing decisions of e-commerce
platforms under different bargaining orders. Analyze the
influence of partners’ bargaining power, cost and incentive
factors on pricing decisions, and draw the following conclu-
sions: first, the pricing decisions of e-commerce platforms
are related to the efforts of partners, bargaining power and
other factors, and e-commerce platforms. The higher the
negotiated price, the more helpful it is to strengthen the
cooperation between the service provider and the platform;
the quotation proposed by the platform to the bank
increases with the decrease of the counterpart’s ability, and
the negotiated price increases. High, the more helpful it is
to strengthen the cooperation between the platform and
banking institutions. It shows that e-commerce platforms
can explore multiplatform pricing cooperation and revenue
coordination strategies based on their expected benefits
and partner negotiation capabilities. The second conclusion
is the pricing decisions of service which providers and banks
change with changes in their respective costs. Both parties
can proceed from reality and adjust their decisions by
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Figure 5: The changing trend of E-commerce platform pricing
under different bargaining power λb.
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controlling relevant business costs. It shows the importance
of reducing costs and improving risk control capabilities to
all parties. With the introduction of incentive mechanisms
for partners, under certain conditions, the cost pressure of
the other party can be alleviated, playing a role in coopera-
tion incentives and behavioral restraints, indicating that
appropriate incentive conditions are considered, such as
subsidies for partners’ costs or risks. And incentives, con-
straints on cooperative business processes, etc., will help
realize multiplatform mutual profit and promote coopera-
tive alliances. In terms of strategic choice, if the e-
commerce platform chooses to negotiate pricing with the
bank first, the pricing reward will be higher than the reward
it would obtain after negotiating the pricing with the service
provider and then negotiating the pricing with the bank; at
the same time, the platform can make a decision with refer-
ence to the value range and conditions of the partner’s cost
coefficient.

5. Conclusion

The research paper concludes that the realistic for online
supply chain financial services, especially those in which e-
commerce platforms, banking institutions, and fourth-
party logistics service providers participate in cooperation,
and coordinate the pricing decisions and interest relation-
ships between e-commerce platforms and partners signifi-
cance, help to improve the overall cooperation intensity
and efficiency, and promote the optimal allocation and inte-
gration of upstream and downstream resources. However,
this article also has some limitations. It does not consider
the risk factors involved in the business. The value and inter-
val uniform distribution of parameters and other ways of
cooperation need to be further explored. This is also the
direction of follow-up research and will be in future
research. Look at the problem with a developmental per-
spective. Combining the research content, try to put forward
the following suggestions for the development of supply
chain finance and the cooperation strategy of e-commerce
platforms: first, for e-commerce platforms, they should
make better use of their unique network technology advan-
tages in bilateral business cooperation and expand customer
groups. Strengthen the construction of information plat-
forms, further promote the flow of upstream and down-
stream information, improve the collection and
management of customer enterprise information and credit
evaluation, and improve bank credit entrustment services,
thereby helping banks reduce transaction risks and improve
review efficiency. On the other hand, it will strengthen coop-
eration with service providers in logistics and product ser-
vices, and strengthen standardization work such as e-
commerce and logistics docking and data sharing, so as to
optimize the transportation and circulation efficiency of
online products and improve the basic service level of prod-
ucts. Second, for banks, further improve financial services,
achieve customer segmentation and precise marketing,
reduce the cost of information asymmetry, and improve
the efficiency of credit and risk management; for service pro-
viders, pay more attention to technology and resource opti-

mization. Improve the efficiency of product operation by
improving the smart logistics service system and product
sales chain. Third, innovate technology and optimize the
external environment. Use terminal technology, artificial
intelligence, digitization, cloud computing, and other tech-
nologies to establish a digital credit system to provide risk
control and technical support for operations on the supply
chain; at the same time, adhere to the guidance of the gov-
ernment to promote leading enterprises and e-commerce
enterprises to drive upstream and downstream small and
medium-sized enterprises enterprise development, improve
corporate financing efficiency, and provide a beneficial envi-
ronment for promoting new channels and new development
of supply chain finance.
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