
DNA Damage and Oxidative Stress in 
Human Disease

Guest Editors: Sharbel Weidner Maluf, Norma Possa Marroni, 
Vanina D. Heuser, and Daniel Prá

BioMed Research International



DNA Damage and Oxidative Stress in
Human Disease



BioMed Research International

DNA Damage and Oxidative Stress in
Human Disease

Guest Editors: Sharbel Weidner Maluf,
Norma Possa Marroni, Vanina D. Heuser, and Daniel Prá
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Volume 2013, Article ID 896536, 6 pages

Chromosome Instability and Oxidative Stress Markers in Patients with Ataxia Telangiectasia
andTheir Parents, Luciane Bitelo Ludwig, Victor Hugo Valiati, Roberta Passos Palazzo,
Laura Bannach Jardim, Darlan Pase da Rosa, Silvia Bona, Graziela Rodrigues, Norma Possa Marroni,
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The impact of DNA damage in human diseases is gaining
attention since the mid-1990s. DNA damage and oxidative
stress are known factors for the origin and progression of
cancer. DNA damage and oxidative stress have also been
implicated in so diverse diseases such as brain injury, pul-
monary diseases, and other chronic inflammation-related
disorders.

This special issue contains eight papers, covering several
aspects of the implication of DNA damage and oxidative
stress. Three papers focus on brain, colorectal, and skin
cancers and one paper focuses on the genomic stability and
oxidative stress in the cancer-predisposing genetic syndrome
ataxia telangiectasia. One paper discusses the implication of
nutrients in genomic stability in cell cultures. Two papers
discuss the effect of a vitamin and a neuroprotectant on
diabetes and traumatic brain injury, respectively. Another
paper focused on the impact of autophagy on idiopathic
pulmonary fibrosis.

“The vitamin D receptor (VDR) gene polymorphisms in
Turkish brain cancer patients” by B. Toptas et al. provides
evidence for the first time that the risk of meningiomasmight
be related to polymorphisms in the nuclear receptor of vita-
min D, an important factor for the regulation of cell division
and proliferation. In “Oxidative stress in the pathogenesis of

colorectal cancer: cause or consequence?” M. Per ̌se reviews
the interplay between the several risk factors that have been
implicated in colorectal cancer, a very common type of
cancer in Western countries, which has a complex etiology.
N. C. Jenkins and D. Grossman show, in “Role of melanin
in melanocyte dysregulation of reactive oxygen species,” that
the presence of melanin in the skin appears to be a double-
edged sword: it protects melanocytes as well as neighboring
keratinocytes in the skin through its capacity to absorb UV
radiation, but its synthesis in melanocytes results in higher
levels of intracellular ROS that may increase melanoma
susceptibility.

L. B. Ludwig et al. provide that ionizing radiation is more
efficient than bleomycin to induce chromosomal instability
in ataxia telangiectasia patients and that this instability is
not related to a systemic increase in oxidative stress. In
“The influence of micronutrients in cell culture: a reflection on
viability and genomic stability,” A. L. V. Arigony et al. addresse
the effect of several vitamins and minerals by reviewing their
role in metabolic routes related to DNA homeostasis. The
paper presents lines of evidence whether while in deficiency
or excess in cell culture the micronutrients reviewed can
reduce or increase the level of DNAdamage and influence cell
proliferation and viability. Finally, the authors advocatewhich
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nutrients should deserve more attention in future studies
focusing on the increase of genomic stability and cell fitness
under culture conditions.

“Vitamin C intake reduces the cytotoxicity associated with
hyperglycemia in prediabetes and type 2 diabetes” by S. I. R.
Franke et al. compares the levels of vitamin C intake, which is
among the most abundant antioxidants obtained from diet,
with the levels of markers of hyperglycemia, DNA damage,
and cytotoxicity in subjects with type 2 diabetic or with risk
of developing the disease. The authors observe that vitamin
C intake slightly higher than the dietary recommendation
for healthy individuals can be beneficial to the subjects by
preventing the cell death of white blood cells that have
been reported in the literature to be associated with diabetes
complications.

In “Therapeutic time window for edaravone treatment of
traumatic brain injury in mice,” K. Miyamoto et al. deal
with the edaravone administration postcontrolled cortical
impact (CCT) resulting in a significant reduction in the
injury volume and oxidative stress. These findings suggest
that edaravone could prove clinically useful to ameliorate
the devastating effects of traumatic brain injury (TBI). “Self-
eating: friend or foe? The emerging role of autophagy in
idiopathic pulmonary fibrosis,” by G. A. Margaritopoulos
et al. highlights some key issues regarding the process of
autophagy and its possible association with the pathogenesis
of idiopathic pulmonary fibrosis.

Advances in molecular biology and bioinformatics are
allowing researchers to gain an increased understanding of
the function and regulation of genes and to identify pathways
that are affected. Currently, the search for biomarkers related
to disease is gaining increasing attention and especially
biomarkers for oxidative stress and DNA damage became
more and more valuable instruments for unraveling disease
pathogenesis and facilitating prediction, prevention, and
treatment of diseases.
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Hyperglycemia leads to the formation of free radicals and advanced glycation end-products (AGEs). Antioxidants can reduce
the level of protein glycation and DNA damage. In this study, we compared the levels of vitamin C intake, which is among the
most abundant antioxidants obtained from diet, with the levels of fasting plasma glucose (FPG), glycated hemoglobin (A1C), DNA
damage, and cytotoxicity in prediabetic subjects and type 2 diabetic subjects. Our results indicated that there was no significant
correlation between FPG or A1C and DNA damage parameters (micronuclei, nucleoplasmic bridges, and nuclear buds). FPG and
A1C correlated with necrosis (𝑟 = 0.294; 𝑃 = 0.013 and 𝑟 = 0.401; 𝑃 = 0.001, resp.). Vitamin C intake correlated negatively with
necrosis and apoptosis (𝑟 = −0.246;𝑃 = 0.040, and 𝑟 = −0.276;𝑃 = 0.021, resp.).The lack of a correlation between the FPG andA1C
and DNA damage could be explained, at least in part, by the elimination of cells with DNA damage by either necrosis or apoptosis
(cytotoxicity). Vitamin C appeared to improve cell survival by reducing cytotoxicity.Therefore, the present results indicate the need
for clinical studies to evaluate the effect of low-dose vitamin C supplementation in type 2 diabetes.

1. Introduction

Diabetes mellitus (DM) includes a group of diseases that
are characterized mainly by high levels of serum glucose
(hyperglycemia) and a deficiency in or resistance to the
action of the hormone insulin. There are approximately
200 million diabetics worldwide, and type 2 DM (DM2)
accounts for 90–95% of all DM cases. DM2 is a very relevant
pathology because of its high prevalence and related com-
plications, including macrovascular (cardiovascular disease
and ischemic encephalopathy), microvascular (coagulation
dysfunction, nephropathy, and neuropathy), and biochemical
(e.g., dyslipidemia) disturbances [1].

Clinical and experimental evidence suggests that DM
complications are associated with metabolic disturbances
that result mainly from hyperglycemia. Advanced glycation
end-products (AGEs) are formed by a nonenzymatic reaction
between glucose and basic amino acids, and their level is
directly correlated with serum glucose levels [2]. The serum
AGE level is a marker of late DM complications [3]. Glucose
self-oxidation also leads to free radicals and oxidative stress
formation, with the latter occurring when the concentration
of free radicals is higher than the antioxidant capacity [4].
Oxidative stress is among themain causes of DM progression
due to cell and tissue injury [1]. Glycated hemoglobin (A1C) is
an altered form of hemoglobin that is produced by the action
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of AGEs, and it is considered to be a good marker of the
average level of serum glucose over the previous weeks;
A1C was shown to correlate with an increased risk of DM
complications [2].

Antioxidant defenses comprise endogenous and exoge-
nous enzymatic and nonenzymatic mechanisms. Vitamin C
is a key exogenous nonenzymatic antioxidant that is found
in high concentrations in serum and within cells. Vitamin C
is an enzymatic cofactor and antioxidant that is capable of
shifting between its oxidized and reduced forms by electron
donors and that protects, at the intracellular level, DNA,
proteins, and lipids against oxidative stress [5].

This study aimed to evaluate the relationship between the
dietary intake of vitamin C, which is the main antioxidant in
human blood, and the levels of A1C and primary DNA dam-
age, which are two markers of oxidative stress, in prediabetic
and DM2 subjects.

2. Materials and Methods

We evaluated the extent of DNA damage in whole blood
samples collected from 70 prediabetic and DM2 subjects. All
of the subjects were enrolled in the Ambulatory “Serviço
Integrado de Saúde” of the University of Santa Cruz do Sul
or were attending the Brazilian “Family Health Strategy,”
both in Santa Cruz do Sul, RS, Brazil. The study protocol
was approved (CAAE: 03981212.8.0000.5343) by the internal
human experimentation ethics committee of the University
of Santa Cruz do Sul, and all of the subjects gave written
informed consent for their participation. The code of ethics
of the World Medical Association (Declaration of Helsinki)
was followed throughout the study.

Peripheral blood samples from all of the subjects were
collected during the morning. Subjects were asked to fast and
rest for an 8 h period before blood sampling, and only those
who followed this recommendation were included in the
study. Blood samples were immediately processed for fasting
plasma glucose (FPG), A1C, DNA damage, and cytotoxicity
levels. First, a blood subsample was centrifuged to obtain
serum to measure the fasting glucose level. Second, another
blood subsample was mixed with ethylenediaminetetraacetic
acid for A1C determination. Third, a blood subsample was
mixedwith heparin for the cytokinesis-blockedmicronucleus
cytome assay (CBMN Cyt) analysis. The biochemical evalua-
tions were conducted and the slides for the comet assay were
prepared immediately after collection. FPG was measured
using an enzymatic-spectrophotometric method, and A1C
was measured using an HPLC method with the Bio-Rad
Variant II Turbo Hemoglobin Testing System (Bio-Rad Lab-
oratories, Hercules, CA, USA). Equipment, reagents, stan-
dards, and protocols for evaluating fasting plasma glucose
(FPG) and A1C were, respectively, supplied by Biosystems
S.A. (Barcelona, Spain) and Bio-Rad Laboratories, Hercules,
CA, USA.

For the CBMN Cyt analysis, samples were sent to the
Cytogenetics Laboratory of the Porto Alegre ClinicsHospital.
The CBMN Cyt measurement was performed according
to the method described by Fenech and Morley [6] and

as adapted by Maluf [7]. Blood samples (0.5mL) were
placed in 5mL of culture medium containing RPMI 1640
supplemented with 20% fetal bovine serum and 2% phy-
tohemagglutinin. The culture flasks were incubated at 37∘C
for 44 h, then cytochalasin B (final concentration 6𝜇g/mL)
was added, and the resulting suspensions were incubated for
another 28 h. Thereafter, cell suspensions were treated with
a hypotonic agent (KCl) and fixed in a 3 : 1 solution of acetic
acid and methanol. Drops of the cell suspension were then
placed on microscope slides (at least 2 per individual) and
stained with Giemsa. The analysis was completed according
to the standard criteria for CBMN Cyt [8]. Two thousand
binucleated lymphocytes were analyzed per individual to
assess the frequency of micronuclei (MN), nuclear buds
(NBUD), nucleoplasmic bridges (NPB), apoptotic cells, and
necrotic cells. The results are expressed as per 1000 cells.

The intake of vitamin Cwas determined using the Virtual
Nutri 1.0 (São Paulo, SP, Brazil) software following the
procedures described by Prá et al. [9]. In short, the habitual
diet was evaluated on 3 nonconsecutive days (2 weekdays and
1 weekend day) using a validated questionnaire that contains
open questions about typical food intake at each meal. Home
measures were presented during the interview to aid in the
interpretation of the amount of food ingested.

Pearson’s and Spearman’s correlations and nonlinear
curve-fitting tests were used to evaluate correlations between
fasting glucose, A1C, DNA damage, and vitamin C. Statistical
evaluations were performed and graphs were plotted using
GraphPad Prism 4.0 (San Diego, CA, USA). The level of
statistical significance was set at 𝑃 < 0.05.

3. Results

Table 1 presents the characteristics of the study subjects. Most
of the study subjects were female and most were more than
40 years old. Regarding the intake of vitamin C (Table 2), the
prevalence of deficiency was 54.2% for men and 34.8% for
women. The minimum and maximum mean intakes were 5
and 290mg/day, respectively. Age correlated with FPG (𝑟 =
0.307; 𝑃 = 0.030) and A1C (𝑟 = 0.428; 𝑃 = 0.002). FPG
correlated with A1C (𝑟 = 0.631; 𝑃 < 0.001).

No significant correlations between FPG or A1C and
DNA damage parameters (micronuclei, nucleoplasmic
bridges, and nuclear buds) were observed. FPG and A1C
correlated with necrosis (Figure 1; 𝑟 = 0.294; 𝑃 = 0.013 and
𝑟 = 0.401; 𝑃 = 0.001, resp.). Vitamin C intake correlated
negatively with necrosis and apoptosis (Figure 2; 𝑟 = −0.246;
𝑃 = 0.040, and 𝑟 = −0.276; 𝑃 = 0.021, resp.). No significant
correlation was observed between vitamin C intake and
the DNA damage parameters (micronuclei, nucleoplasmic
bridges, and nuclear buds). Necrosis and apoptosis were
lower in subjects with an adequate intake of vitamin C in
relation to those with an inadequate intake, but only for men
(Figure 3). Vitamin C intake did not correlate significantly
with A1C (𝑟 = −0.175; 𝑃 = 0.148).

The nucleoplasmic bridges correlated with nuclear buds
(𝑟 = 0.278; 𝑃 = 0.020). Necrosis correlated with apoptosis
(𝑟 = 0.624; 𝑃 < 0.001).
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Table 1: Characteristics of the studied cohort of prediabetic and type 2 diabetic adult individuals (𝑛 = 70).

Sex (male/female) 24/46
Average ± SD Minimum Maximum P25 P50 P75

Age (years) 51.9 ± 10.9 28 76 46 53 60
Fasting serum glucose (mg/dL) 109.3 ± 39.5 73 315 89 97 119
Glycated hemoglobin (%) 6.5 ± 0.70 5.7 8.7 6.0 6.4 6.9
Micronuclei (‰ cells) 0.58 ± 0.95 0.0 7.0 0.0 0.5 1.0
Nucleoplasmic bridges (‰ cells) 1.55 ± 1.47 0.0 11.0 0.5 1.0 2.0
Nuclear buds (‰ cells) 1.02 ± 1.03 0.0 7.0 0.5 1.0 1.0
Necrosis (‰ cells) 3.54 ± 2.30 0.0 12.0 2.0 3.0 4.5
Apoptosis (‰ cells) 4.66 ± 2.85 1.0 13.0 2.5 4.0 6.5
P: percentile.

Table 2: Assessment of the intake of vitamin C according to sex in the studied cohort of prediabetic and type 2 diabetic adult individuals
(𝑛 = 70).

Vitamin C intake (mg/day)

EAR Mean ± SD Percentile of usual intake distribution Assessment
comments10th 20th 30th 40th 50th 60th 70th 80th 90th

Men (𝑛 = 24) 75 80.5 ± 65.7 9.6 18.5 43.9 53.5 61.9 89.7 103.5 116.9 174.3
Prevalence of
inadequacy is >50%
but <60%

Women (𝑛 = 46) 60 88.5 ± 57.3 18.6 34.0 53.7 63.1 73.2 87.2 113.6 145.4 181.5
Prevalence of
inadequacy is >30%
but <40%

SD: standard deviation; EAR: estimated average requirement [10].

4. Discussion

There is growing evidence that DM is linked to oxidative
stress. Oxidative stress has been shown to be involved
in many of the micro- and macrovascular complications
that are associated with DM. DNA damage is among the
well-known molecular effects of oxidative stress, and DNA
damage increase has been observed in many chronic diseases
with increased oxidative stress. The molecular evidence of
increased DNA damage in white blood cells of diabetics is
somewhat controversial, despite that changes in the DNA
repair capacity of such cells are well documented [11–13].

Several studies have shown that vitamin C can improve
metabolic dysfunctions associated with DM through, among
other mechanisms, its antioxidant potential [14, 15]. It is well
documented that vitamins are also capable of affecting DNA
damage at different levels, including inhibiting damage for-
mation, facilitating damage removal by DNA repair, and/or
promoting cell death of the damaged cells through necrosis
or apoptosis [16]. On the other hand, there are few studies in
the literature (e.g., [17]) that link vitamins to DNA damage
and cytotoxicity.

The mean vitamin C intake of the subjects in the present
study (Table 2) was approximately the current estimated
average requirement (EAR), which represents the adequate
intake level and is used to evaluate nutrient intake for groups
and individuals, according to dietary reference intake (DRI)
[10]. A large portion of the cohort had inadequate intake
of vitamin C, which was higher for men (>50% and <60%

for men versus >30% and <40% for women). The vitamin
C intakes of most of the individuals were lower than the
90–100mg per day level recommended by Carr and Frei
[18] for chronic disease risk reduction in nonsmoking men
and women. The maximum intake observed among the
studied subjects was approximately 300mg/day, which is
substantially lower than the 2000mg/day level set by the
Institute of Medicine (IOM) [10] as the maximum intake for
healthy men and women. Therefore, the intake of all of the
subjects was much lower than the level at which health risks
start to occur.

FPG and A1C were correlated with age, as has been
observed in previous studies [19, 20].No correlations between
DNAdamage endpoints and age, FPG, or A1Cwere observed.
Several studies have shown that there is no increase in DNA
damage in DM2 [21, 22]. Other studies have indicated that
an increase in micronuclei will not likely occur in early
DM2 [23], but only in uncompensated DM2 (i.e., A1C >
8%) [24]. In our study, only 4 (approximately 6%) out of
the 70 subjects had uncompensated DM2 (A1C > 8.0%);
therefore, it was not likely that the sample would present
an increase in chromosomal DNA damage. Until recently,
it was not clear why individuals with early DM2 do not
exhibit increased chromosomal DNA damage even though
large levels of oxidative stress have been reported by several
authors. It is likely that this effect might occur as a result
of the increase in the frequency of necrosis and apoptosis
(cytotoxicity) observed in early DM2. Human studies and
those of rodent models of DM2 have indicated an increased
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Figure 1: Correlations between fasting plasma glucose (a), glycated hemoglobin (b), and necrosis in prediabetic and type 2 diabetic adult
subjects (𝑛 = 70). 𝑟 and 𝑃: correlation coefficient and level of significance, respectively, according to the Spearman correlation test.
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Figure 2: Correlations between vitamin C intake, necrosis (a), and apoptosis (b) in prediabetic and type 2 diabetic adult subjects (𝑛 = 70). 𝑟
and 𝑃: correlation coefficient and level of significance, respectively, according to the Spearman correlation test.

frequency of necrosis and apoptosis [25].We also observed an
increase in apoptosis and necrosis in prediabetes [23]. There
are two possible explanations for the cytotoxicity observed in
DM2: (i) glucose self-oxidizes and generates oxidative stress
that damages different cell compartments, possibly leading
to cell death [26], and (ii) iron participates in several redox
reactions and can generate a large amount of reactive oxygen
species that could also mediate cell death. There are several
studies that show a link between iron and DM2 risk, for
example, due to the high cycling of hemoglobin arising from
the short half-life of red blood cells [23]. However, the exact
link between cytotoxicity and DNA damage in DM2 remains
to be elucidated.

VitaminC reduces the levels of oxidative stress. Addition-
ally, vitamin C might have roles in DNA repair, reducing the
extent of DNA damage [27]. There is evidence that diabetics
have depleted serum levels of vitamin C and, therefore,
require intake levels that are slightly higher than those

recommended for non-diabetic individuals. Choi et al. [15]
evaluated the relationship between fasting plasma vitamin
C, lymphocyte primary DNA damage (comet assay), and
A1C in 427 DM2 individuals and observed a similar negative
correlation between DNA damage and serum vitamin C.
Because dietary intake was not evaluated by Choi et al. [15],
the potential use of their data for dietary recommendations is
limited. In contrast, in our study, we showed that cytotoxicity
decreases when the EAR is met, but only among men.
The EAR for men is higher (75mg vitamin C per day)
than for women (60mg vitamin C per day). Therefore, the
present results reflect a low intake of vitamin C in our study
population, and the results indicate that intake levels that
are slightly higher than the DRI for vitamin C are linked to
a reduced risk of DM2-associated complications, at least in
normal dietary conditions. The present results also indicate
the need for clinical studies that evaluate the effect of low-
dose vitamin C supplementation in DM2. It is important to
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Figure 3: Necrosis (a) and apoptosis (b) according to adequate vitamin C intake status and sex in prediabetic and type 2 diabetic adult
subjects (𝑛 = 70). Values are presented as the mean ± standard error of the mean. 𝑃: level of significance according to the Mann-Whitney 𝑈
test. Adequate vitamin C intake was based on the estimated average requirement [10]. For clarification, see Table 2.

highlight that many previous studies have used large vitamin
C dosages; under these conditions, vitamin C was shown to
act as a prooxidant.

The present study has several limitations as follows: (i)
we did not include control subjects (individuals without
prediabetes or DM2), and we had only a few individuals
with uncompensated DM2, which is different than similar
studies and could represent a limitation in comparing the
results; (ii) the sample size was small, which did not allow for
the generation of dietary recommendations; (iii) we did not
measure the plasma level of vitamin C but instead measured
the dietary level, which could be subject to recall errors;
(iv) we did not consider the different doses and types of
hypoglycemiant drugs that were taken by the patients who
were under medical treatment; and (v) we did not evaluate
the mechanism by which DM2 induces cytotoxicity and
how vitamin C modulates that cytotoxicity. Despite these
limitations, the correlation observed between vitamin C
intake and cytotoxicity is important when designing inter-
ventions to reduce the complications that are associated with
hyperglycemia in DM2.
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Ataxia telangiectasia (AT) is a rare neurodegenerative disorder, inherited in an autosomal recessive manner. Total blood samples
were collected from 20 patients with AT, 13 parents of patients, and 17 healthy volunteers. This study aimed at evaluating the
frequency of chromosomal breaks in spontaneous cultures, induced by bleomycin and ionizing radiation, and further evaluated
the rates of oxidative stress in AT patients and in their parents, compared to a control group. Three cell cultures were performed
to each individual: the first culture did not receive induction to chromosomal instability, the second was exposed to bleomycin,
and the last culture was exposed to ionizing radiation. To evaluate the rates of oxidative stress, the markers superoxide dismutase
(SOD), catalase (CAT), and thiobarbituric acid (TBARS) were utilized. Significant differences were observed between the three
kinds of culture treatments (spontaneous, bleomycin, and radiation induced) and the breaks and chromosomal aberrations in the
different groups. The oxidative stress showed no significant differences between the markers. This study showed that techniques
of chromosomal instability after the induction of ionizing radiation and bleomycin are efficient in the identification of syndrome
patients, with the ionizing radiation being the most effective.

1. Introduction

Ataxia telangiectasia (AT) is a rare neurodegenerative dis-
order, autosomal recessive inherited [1, 2]. The carriers are
apparently born normal; however, by 2-3 years old, clinical
manifestations appear. The frequency of occurrence of the
syndrome in the United States is approximately one in 40,000
live births [3].

Ataxic movements and ocular telangiectasia are among
the pathologicalmanifestations [4–7]. AT syndrome is caused
by a mutation in the gene located on chromosome 11q22-23

encoding the protein ATM kinase [2, 8]. ATM recognizes
double-stranded breaks in DNA and signals the cell-cycle
checkpoints [2].

AT patients are sensitive to ionizing radiation [9, 10] and
have chromosomal instability, defects in cell-cycle check-
points [2, 11], and, therefore, increased risk of developing
cardiovascular disease and cancer [6, 12]. Hypersensitivity
and chromosomal instability characteristic of AT patients can
be evaluated through the high frequency of chromosomal
breaks and gaps, rearrangements, aneuploidy, and transloca-
tions [13–15] observed in cells spontaneous carriers [16] or
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in cells exposed to mutagens [13–15]. Furthermore, patients
with AT exhibit high rates of chromosomal rearrangements
involving autosomal chromosomes 7 and 14. Changes are
often found as translocations and inversions involving these
chromosomes [17].

Chronic oxidative stress is a common feature of AT
[14, 18], but the involvement of ATM protein or the degree
of oxidative stress is not elucidated. Bleomycin is already
widely used in the evaluation of chromosomal instability in
patients with clinical suspicion of AT, but is rarely used as
a supplementary examination or routine for the parents of
these patients. Based on this, the present work is to provide
important information to incorporate new routine tests in
identifying patients with AT. Early identification of these is
of paramount importance for prenatal counseling, diagnosis,
improvement or insertion and treatments for the various
manifestations of the disease.The early diagnosis ofATwould
help in the prevention of cancer, where there is an increased
frequency of this disease among patients and their parents.

In this sense, the present study evaluated the frequency
of spontaneous, radiation-induced and bleomycin-induced
chromosome breakage, as well as the level of oxidative stress
in AT patients and parents of patients with the syndrome by
comparing the results with the control group.

2. Materials and Methods

2.1. Patients and Blood Sampling. This study was developed
at the Cytogenetics Laboratory from the Medical Genetics
Service of the Hospital de Cĺınicas de Porto Alegre, Brazil,
between August 2011 and June 2012. We evaluated the chro-
mosomal instability and oxidative stress in blood cells sam-
pled from 20AT patients, aged 15.3± 10.2 years and 13 parents
aged 41.0 ± 10.6 years of the AT patients. The control group
was composed of 17 healthy individuals aged 22.4± 13.4 years.

Subjects were enrolled after signing an informed consent
term in accordance with the guidelines of the Ethics Com-
mittee at Hospital de Cĺınicas de Porto Alegre (HCPA), RS,
Brazil. Ten-milliliter samples of heparinized peripheral blood
were collected, immediately protected from light, and stored
at 4∘C for evaluation. All subjects answered the personal
health questionnaire of theCommission for Protection Against
Environmental Mutagens and Carcinogens (ICPEMC).

2.2. Cell Cultures, Treatments, and Chromosome Preparations.
For the chromosomal instability analysis, three cell cultures
were performed to each individual included in this study. A
protocol adapted from 1960 [19] was used. Slides were stained
with GTG-banding technique [20].

The first culture did not receive induction to chro-
mosomal instability, thereby representing the spontaneous
cultures of each individual. The second culture was exposed
to bleomycin (6 𝜇g/mL of culture). The third culture was
exposed to 3Gy (ionizing radiation from a 137Cs 𝛾-ray
source). The irradiation was performed at the Gamma Cell
1000 Elite irradiator.

The breaks and chromosomal aberrations observed in
the three treatments of all individuals groups were reported.

A minimum of 4 and a maximum of 50 metaphases made by
culture were analysed, depending on the cell growth of each
culture. Chromosomal aberrations were classified as chro-
matid breaks (chtb), chromosome breaks (chrb), chromo-
some fragments, translocations (t), deletions (del), interstitial
deletions, dicentric chromosomes, triradial and quadriradial
figures, Rings chromosome (r), Additional materials (add),
isochromosomes (iso), chromatid failures (chtg), chromoso-
mal failures (chrg), and fragile sites.

To calculate the frequency of chromosomal instability
flaws and fragile sites were excluded, because they are not
considered chromosome breakage. The other changes were
included in the count, and the number of breaks for each
occurrence of each chromosome abnormality observed was
recorded.

2.3. Definition of Chromosomal Changes. The chromosome
breaks are defined as all discontinuities in the chromosome
that are experiencing a greater distance than the width of a
chromatid, which may involve one (chtb) or both chromatids
(chrb) breaks giving rise to acentric chromosome fragments
[21].The translocations are formedwhen there is an exchange
of portions of two or more chromosomes [22]. Deletions are
characterized by the loss of a portion of a chromosome.These
deletions can be terminal (del) or interstitial (interstitial dele-
tion). Interstitial deletions are defined when there is loss of a
middle segment of the chromosome [22]. The chromosomes
are dicentric chromosomes with two centromeres. They are
formed from two chromosomes break and union portions
of centromere [22]. The figures are chromosomal rearrange-
ments involving more than one chromosome and more than
one break point, which can be classified as either triradial or
quadriradial [23]. The chromosomal rings are formed when
there is loss of telomeric portions of chromosomes resulting
from the union of edges forming a circular chromosome [22].
Additional materials of unknown origin were classified as
add. These additional materials can be formed by insertion,
duplication, or translocation of chromosome segments [22].
Isochromosome is formed when a loss occurs in a portion
of the chromosome and the other portion is doubled [22].
Failures chromatid and chromosomal are defined as all
discontinuities in one (chtg) or both chromatids (chrg) of
chromosomes that have a distance less than one chromatid
[21]. The fragile sites are regions where there is abnormal
chromatin compaction [24].They are viewed as a glitch in the
chromosome.

2.4. Oxidative Stress. For preparation of the samples, 5mL
of whole blood was collected from each patient. The samples
were centrifuged for 5minutes at a speed of 3000 RPM. After
centrifugation, plasma was separated from red blood cells
using a disposable Pasteur pipette. The plasma was stored in
an Eppendorf.

Red blood cells were centrifuged for 5minutes at a speed
of 3000 RPM and washed three times with saline solution.
After washing, the red blood was collected and stored in a
1.5mL Eppendorf with a buffer prepared with magnesium
sulfate (MgSO

4
) and acetic acid. The Eppendorf ’s plasma
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Table 1: Frequency of chromosomal breaks observed in the different groups and treatments.

Frequency of chromosomal breaks
Spontaneous Bleomycin (6𝜇g/mL) Radiation (3Gy)

Patients
Frequency (min ×max) 0.00–1.30 0.43–5.65 0.47–7.32
𝜒 frequencies/cell 0.18 1.63 2.10
𝑁

∘ cells (min ×max) 30 × 50 30 × 50 30 × 50
Parents

Frequency (min ×max) 0.00–0.13 0.00–1.27 0.23–0.93
𝜒 frequencies/cell 0.02 0.56 0.52
𝑁

∘ cells (min ×max) 30 × 50 5 × 50 21 × 50
Control group

Frequency (min ×max) 0.00–0.03 0.00–0.90 0.10–0.93
𝜒 frequencies/cell 0.01 0.47 0.56
𝑁

∘ cells (min ×max) 30 4 × 30 13 × 30
𝜒: average frequency of chromosomal breaks per cell.

and red blood cells were stored in a freezer at −80∘C until
processing.

To assess oxidative stress, markers TBARS (thiobarbituric
acid), SOD (superoxide dismutase), and CAT (catalase) were
used.

2.5. Measure of Substances That React in TBARS. The tech-
nique of TBARS is the sample heating with thiobarbituric
acid and the consequent formation of a colored product,
measured in a spectrophotometer at 535 nm.The occurrence
of staining is due to the presence of Malondialdehyde (MDA:
an indicator of oxidative stress) and other substances from
lipid peroxidation in biological material. Plasma samples
were placed in test tubes with 0.75mL of trichloroacetic acid
(TCA) 10%, 0.25mL of homogenate, 0.5mL of thiobarbituric
acid (TBARS) 0.67%, and 25mL of distilled water. The
tubes were stirred and heated to a temperature of 100∘C.
After the tubes were cooled, 1.5mL of n-butyl alcohol was
added, to extract the pigment formed. After that the samples
were placed in a shaker (Biomatic) for 45 seconds and
centrifuged for 10minutes at 3000 RPM (1110×g). Finally, the
colored product was removed and read in spectrophotometer
(CARY 3E-UV-Visible Spectrophotometer Varian) with a
wavelength of 535 nm.The concentration of TBARS obtained
was expressed in ng per mg total protein [25, 26].

2.6. Evaluation of the Activity of CAT. The rate of decom-
position of hydrogen peroxide (H

2
O
2
) is measured spec-

trophotometrically at 240 nm, and this wavelength H
2
O
2
has

maximum absorbance. An incubation mixture containing a
final volume of 1000 𝜇L with reagents was prepared: 50mM
phosphate buffer, pH 7.4 and 0.3M H

2
O
2
. In quartz cuvette,

955 𝜇L phosphate buffer and 25 𝜇L plasmawere added, which
were placed in the apparatus and minus the blank. 20𝜇L of
hydrogen peroxide was added and readings were performed
at 240 nm. The results were expressed as pmoles/g tissue per
mg total protein [26, 27].

Table 2: Statistical analysis comparing the frequency of breaks of
different treatments for each group.

Groups Treatments
𝑃 value of the
Friedman test

Spontaneous Bleomycin
(6𝜇g/mL)

Radiation
(3Gy)

Patients a a, b b 0.006
Parents a b b 0.001
Control
group a b b 0.000

Treatments with at least one letter in common exhibit similar frequency of
breaks (𝛼 = 0.05).

2.7. Evaluation of the Activity of SOD. The technique for
determination of SOD, second Misra and Fridovich [28], is
based on inhibition of the formation of superoxide dismu-
tase in adrenochrome autoxidation of epinephrine. Whereas
epinephrine remains stable in acidic solutions and sponta-
neously oxidizes in basic solutions, favoring the formation
of adrenochrome, SOD can be measured spectrophotomet-
rically by following the change in absorbance at 480 nm of
epinephrine which has a peak absorbance. To perform the
reaction, a mixture was prepared with a final volume of
1mL with bicarbonate buffer (0.05M, pH 10.2) and plasma
epinephrine (4mM). The absorbance used was 480 nm,
at 30∘C. The line pattern was developed with increasing
concentrations of SOD (20–100 nM) to determine the con-
centration that produces the same whether the inhibition of
autoxidation of epinephrine by 50%, and the results were
expressed as USOD/mg of total protein. An enzyme activity
is defined as the amount of enzyme which is able to inhibit
50% of autoxidation of epinephrine [26].

2.8. Quantification of Total Protein. For the quantification
of total protein, the method of Bradford [29] was used.
The Bradford method is a technique for determining total
protein using the Coomassie Brilliant Blue dye BG-250. This
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Table 3: Statistical analysis comparing the chromosomal aberrations (CAs) between the different groups within each treatment.

Treatments Chromosomal aberrations 𝑃 value of the Kruskal-Wallis test
Spontaneous

Chromatid breaks (chtb)
0.910

Bleomycin (6𝜇g/mL) 0.007∗

Radiation (3Gy) 0.000∗

Spontaneous
Chromosome breaks (chrb)

0.289
Bleomycin (6𝜇g/mL) 0.036∗

Radiation (3Gy) 0.197
Spontaneous

Chromosome fragments
0.022∗

Bleomycin (6𝜇g/mL) 0.009∗

Radiation (3Gy) 0.270
Spontaneous

Translocations (t)
0.097

Bleomycin (6𝜇g/mL) 0.100
Radiation (3Gy) 0.004∗

Spontaneous
Deletions (del)

0.002∗

Bleomycin (6𝜇g/mL) 0.073
Radiation (3Gy) 0.004∗

Spontaneous
Interstitial deletions

1.000
Bleomycin (6𝜇g/mL) 0.293
Radiation (3Gy) 1.000
Spontaneous

Dicentric chromosomes
1.000

Bleomycin (6𝜇g/mL) 0.439
Radiation (3Gy) 1.000
Spontaneous

Triradial figures
1.000

Bleomycin (6𝜇g/mL) 0.005∗

Radiation (3Gy) 0.001∗

Spontaneous
Quadriradial figures

1.000
Bleomycin (6𝜇g/mL) 0.228
Radiation (3Gy) 0.222
Spontaneous

Ring chromosomes (r)
1.000

Bleomycin (6𝜇g/mL) 0.587
Radiation (3Gy) 0.943
Spontaneous

Additional materials (add)
1.000

Bleomycin (6𝜇g/mL) 1.000
Radiation (3Gy) 0.287
Spontaneous

Isochromosomes (iso)
1.00

Bleomycin (6𝜇g/mL) 0.293
Radiation (3Gy) 1.00
Spontaneous

Chromatid failures (chtg)
0.027∗

Bleomycin (6𝜇g/mL) 0.461
Radiation (3Gy) 0.014∗

Spontaneous
Chromosomal failures (chrg)

0.557
Bleomycin (6𝜇g/mL) 0.021∗

Radiation (3Gy) 0.461
Spontaneous

Fragile sites
0.591

Bleomycin (6𝜇g/mL) 0.314
Radiation (3Gy) 0.004∗
∗demonstrates the chromosomal aberrations with statistically significant differences.
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method is based on the interaction between the dye BG-250
proteins and macromolecules containing amino acids basic
side chains or aromatic amino acids. In the reaction pH,
the interaction between the protein and the high molecular
weight dye BG-250 causes the displacement of the equilib-
rium to form anionic dye, which absorbs strongly at 595 nm
in a spectrophotometer [30].

2.9. Statistical Analysis. To evaluate the difference of the
frequencies of chromosomal breaks between the different
treatments (Spontaneous, bleomycin, and radiation) in each
group (patients, parents, or controls) the Friedman test was
used.

Statistical analysis of chromosomal abnormalities and
total number of breaks between different groups and treat-
ments were performed using the Kruskal-Wallis test. The
correlation between total chromosomebreakage anddifferent
oxidative stress markers was performed using the Spearman
test. When statistical analysis showed significant results,
post hoc Bonferroni correction was concucted. Multiple
comparisons were performed with SPSS, version 15.0, with a
significance level of 0.05.

3. Results and Discussion

The sample number and analyzed cells varied depending on
the difficulty of each individual cell growth. The rates of cell
growth were variable among individuals sampled and from
culture to culture. Overall, we observed a sharp decline in
growth in the cultures of the group of patients among the
three treatments, as described next. Cell growth failure was
observed: in patients: 45% samples included in spontaneous
and radiation treatments, and 50% samples on treatment
with Bleomycin; in parents: 7.7% samples in spontaneous and
radiation treatments, and 23.08% in the sample on treatment
with Bleomycin and in controls: 23.53% samples in treating
spontaneous and 11.76% in the treatment with radiation and
Bleomycin.

Regarding the frequency of chromosome breakage, the
average of those in the spontaneous treatment of patientswith
AT demonstrated to be increased compared to the control
group, as shown in Table 1. In relation to treatment with
induction of DNA damage, patients with AT demonstrated
hypersensitivity to the effects of bleomycin and ionizing
radiation compared to the control group, confirming what
has been described by Huo et al. [9], Sun et al. [10], Abraham
[31], and Barzilai et al. [32] (Table 1). Hypersensitivity for
bleomycin was demonstrated to be about three times higher
than that recorded in the parent groups and controls. Already,
hypersensitivity to ionizing radiation proved to be about four
times higher in the group of patients than that observed in
the groups of parents and controls.

The average frequency of chromosome breakage in par-
ents was almost similar to that obtained by the control group,
showing no significant differences as observed in the study by
Sun et al. [10] (Table 1).

Statistically, the frequency of chromosomal breaks
observed in the three treatments showed significant differ-
ences (𝛼 = 0.05) in patients, parents, and controls, as shown

Table 4: Statistical analysis comparing the total number of breaks
in each treatment between the different groups.

Treatments Groups
𝑃 value of the
Kruskal-Wallis test

Patients Parents Control
group

Spontaneous a a, b b 0.007
Bleomycin
(6𝜇g/mL) a b b 0.001

Radiation
(3Gy) a b b 0.001

Treatments with at least one letter in common exhibit similar number of
breaks (𝛼 = 0.05).

in Table 2, and in the breaks and chromosomal aberrations
in the different groups (Table 3). Increased rearrangements
were not observed involving the chromosomes 7 and 14.

Statistically, the total number of breaks in each of
the different treatment groups showed significant differ-
ences (Table 4). In spontaneous treatment, differences were
observed between patients and controls, and for treatment
with bleomycin and radiation, such differenceswere observed
between patients and parents and between patients and
controls (Table 4).

No significant differences were observed between differ-
ent markers of oxidative stress, as shown in Table 5.

The correlation analysis between the total number of
breaks of the spontaneous treatment in each group relative to
each index marker of oxidative stress showed no significant
differences, as shown in Table 6.

A factor that may have influenced the growth of these
cultures was the amount of DNA damage generated after
induction with bleomycin and radiation. The damage caused
to the DNA interferes with their replication, triggering
mutations, various types of chromosomal abnormalities, or
cell death by apoptosis [33]. Formicroscopic analysis, cells are
stationed inmetaphase by the use of colchicine—in this stage,
the cells have been through the process of repairing damage
(G
2
phase), where cells that have undergone higher levels of

DNA damage are eliminated via apoptosis. Gilad et al. [34]
showed that ionizing radiation inhibited cell growth in the 6
patients whowere included in the study, proving the difficulty
of cell growth in patients with the syndrome.

The variation in the amount of cells analyzed for each
patient may have influenced the low rates of chromosomal
rearrangements involving chromosomes 7 and 14 in patients
with AT observed. It was then possible to observe that
the evaluation techniques of chromosomal instability after
exposure to ionizing radiation or bleomycin are effective
in identifying patients with the syndrome, and ionizing
radiation was considered the most effective.

Prospects are expected to increase the sample size to
conduct further sampling of patients and standardizing the
number of cells analyzed. A much more detailed analysis of
each patient was developed in order to make more accurate
assessments by chromosomal abnormalities and indices of
oxidative stress. The inclusion of the analysis of the marker
of oxidative stress glutathione peroxidase (GPx) is also
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Table 5: Average indices of oxidative stress observed.

TBARS
(ng/mg prot.)

CAT
(pg/mg prot.)

SOD
(USOD/mg prot.)

𝜒 Patients 3.36 1.11 21.16
𝜒 Parents 3.03 0.95 27.04
𝜒 Control
group 3.42 0.73 20.79

𝜒: average indices of oxidative stress observed.

Table 6: Correlation of the total number of spontaneous breaks of
treatment of each group in relation to indexes of different markers
of oxidative stress.

Groups Markers of oxidative stress
TBARS CAT SOD

Patients 0.774 0.518 0.200
𝑃 value of the
Spearman
correlation

Parents 1.000 0.809 0.499
Control group 0.222 0.223 0.631
(𝛼 = 0.05).

expected. The GPx develops its role in situations where there
are low levels of hydrogen peroxide, while CAT operates in
situations of high concentrations [35, 36].Therefore, with the
inclusion of this marker and with the addition of a larger
number of patients, it will be possible to measure reliably
whether or not this happening oxidative stress is strong
evidence in patients with AT.

Acknowledgments

The authors thank all the volunteers who participated in the
study and the financial support provided by the Research
and Event Incentive Fund from Hospital de Cĺınicas de
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Micronutrients, including minerals and vitamins, are indispensable to DNA metabolic pathways and thus are as important for life
as macronutrients. Without the proper nutrients, genomic instability compromises homeostasis, leading to chronic diseases and
certain types of cancer. Cell-culture media try to mimic the in vivo environment, providing in vitro models used to infer cells’
responses to different stimuli. This review summarizes and discusses studies of cell-culture supplementation with micronutrients
that can increase cell viability and genomic stability, with a particular focus on previous in vitro experiments. In these studies,
the cell-culture media include certain vitamins and minerals at concentrations not equal to the physiological levels. In many
common culture media, the sole source of micronutrients is fetal bovine serum (FBS), which contributes to only 5–10% of the
media composition. Minimal attention has been dedicated to FBS composition, micronutrients in cell cultures as a whole, or the
influence of micronutrients on the viability and genetics of cultured cells. Further studies better evaluating micronutrients’ roles at
a molecular level and influence on the genomic stability of cells are still needed.

1. Introduction

Micronutrients, essential nutrients that are needed in small
amounts, are as important for life as macronutrients. Micro-
nutrients comprise all of the vitamins, such as A, D, and E,
as well as the minerals, such as calcium, zinc, and iron. The
in vivo role of micronutrients is well established, and several
studies have examined the effects of micronutrients on
genomic stability [1–21]. Approximately 40 micronutrients
are required in the human diet, and for each micronutrient,
proper metabolism demands an optimal level of intake. A

micronutrient deficiency distorts the metabolism in numer-
ous and complicated ways, many of which may lead to DNA
damage.

Micronutrients are required for optimal macronutri-
ent metabolism because of micronutrients’ critical role in
intermediate metabolism. Invariably, metabolism requires
the concomitant involvement of one or more vitamins and
minerals. Chronic degenerative disease etiology and the rate
of pathogenesis are thus intimately associated with micronu-
trient imbalances. Nutrition research has recently highlighted
the role of several nutrients in regulating the genomic
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machinery [22]. More specifically, a number of vitamins
and micronutrients are substrates and/or cofactors in the
metabolic pathways regulating DNA synthesis and/or repair
and gene expression [23]. A deficiency in such nutrients may
result in the disruption of genomic integrity and alteration
of DNA methylation, thus linking nutrition with the modu-
lation of gene expression. In many cases, the response to a
nutrient deficiency also seems to be genotype specific. Gene-
nutrient interactions are thus a fascinating example of phys-
iological responses to the environment/diet at the molecular
level [22].

Minerals and vitamins are indispensable to DNA meta-
bolic pathways [24, 25]. Although there is still no clear evi-
dence for a diet that optimally protects against DNA damage,
in terms of either proportions or combinations of specific
micronutrients, many studies that conducted in vitro and in
animalmodels have demonstrated the roles ofmicronutrients
in maintaining genomic stability. For example, vitamins C
and E deficiencies are known to cause DNA oxidation and
chromosomal damage [26, 27]. Vitamin D exhibits antioxi-
dant activity, stabilizes chromosomal structure, and prevents
DNA double-strand breaks [28]. Similarly, magnesium is
an essential cofactor in DNA metabolism that plays a role
in maintaining the high fidelity of DNA transcription [29].
Whereas either an excess of or a deficiency in iron may
cause DNA breaks [30], a carotenoid-rich diet reduces DNA
damage [31], but excess retinolmay be carcinogenic in certain
individuals [32]. In a final example, vitamin B-12 deficiency
is associated with the formation of micronuclei [5, 24], and
reduced transcobalamin II in the serum is associated with
chromosomal abnormalities [33].

Given the importance of micronutrients in vitro, the
optimization of cell viability and genomic stability warrants
further studies. Cell-culture media mimicking the in vivo
environment may help to generate in vitro models of a cell’s
response to different stimuli.The composition of these media
includes certain vitamins and minerals, but unfortunately, in
many common culture media, the only source of micronu-
trients is fetal bovine serum (FBS), which contributes to only
5–10% of the media composition. Moreover, the appropriate
proportion of micronutrients is not always provided because
the precise composition of each batch of FBS is in fact
extremely variable [34].

Certain micronutrients, such as calcium, folate, magne-
sium, and iron, have been reported as key elements in cellular
processes, including the proliferation, survival, and even dif-
ferentiation of cell cultures [35–38]. However, the particular
concentration of micronutrients in a culture as well as the
cell type may trigger different responses. Further studies of
micronutrients’ roles at a molecular level and influence on
genomic stability are still required.

2. Aims and Scope

This review summarizes and discusses studies showing
the influence of some micronutrients on cell viability and
genomic stability, with a particular focus on in vitro models.
In vivo evidences are presented to illustrate the relevance of
the nutrients to genomic stability. Papers were retrieved from

PubMed using the following search terms: micronutrients,
vitamins, minerals, cell culture, proliferation, viability, and
genomic stability. Additional publications were collected by
cross-referencing the primary articles retrieved. The review
does not aim to include all nutrients that could influence
genomic stability; then, only the following nutrients were
included vitamins A, B7, B9, B12, C, and E and minerals Cu,
Fe, Mg, Se, and Zn. According to Friso and Choi [39], an
imbalance of such dietary nutrients as folate, zinc, vitamin C,
and selenium can alter genomic and/or gene-specific DNA
methylation, resulting in many different molecular effects on
gene expression and integrity, in turn affecting cell growth,
tissue differentiation, cancer incidence, and aging. To better
address the selected micronutrients’ effects in cell viability
and genomic stability, we considered the information avail-
able regarding either their deficiency or excess.

3. Micronutrients and Their Influence on
Genomic Stability

DNA damage is one of the most important factors that
can compromise homeostasis, resulting in chronic (e.g., ath-
erosclerosis) and even degenerative diseases, including Alz-
heimer’s disease (AD) and certain types of cancer [40]. A
deficiency in or imbalance of certain micronutrients has
been described as mimicking radiation or chemicals, causing
single- and double-strand breaks (SB) or lesions in DNA, or
even both [20].

In Table 1, micronutrients whose imbalances cause DNA
damage are listed, as well as the nutrients’ food sources and
possible health effects. In general, micronutrients can either
act directly on the genome to prevent mutations or protect
the genome indirectly by serving as enzyme cofactors in
the cellular processes that modulate transformation [41, 42].
Therefore, any imbalance may result in a degree of DNA
damage.

The role of diet in determining genomic stability is more
important than previously imagined. It has been found that
diet affects all pathways relevant to genomic stability, includ-
ing exposure to dietary carcinogens, activation and detox-
ification of carcinogens, DNA repair, DNA synthesis, and
cell apoptosis [23, 43]. All of these critical pathways are
dependent not only on enzymes but also on substrates and
cofactors, a few of which are only available at the right
concentration when the dietary intake of key minerals and
vitamins is adequate [44]. As a result, a dietary deficiency in
certain micronutrients required for DNA maintenance may
exert effects similar to inherited genetic disorders that impair
the activity of enzymes required for genomic stability [23, 45–
47]. Additionally, such a deficiency may damage DNA to a
similar extent as significant exposure to known carcinogens,
such as ionizing radiation [43].

3.1. Vitamin A. Vitamin A is also referred to as retinoic
acid, retinol, retinal, 𝛼- and 𝛽-carotene, lycopene, lutein,
zeaxanthin, 𝛽-cryptoxanthin, or astaxanthin. The role of
vitamin A and provitamin A (carotenoids) in DNA damage
has recently been reviewed by Azqueta and Collins [65]. The
well-established antioxidant properties of vitamin A have
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facilitated studies measuring oxidative damage both in vivo,
in animal studies and human clinical trials, and in vitro.
Whereas high concentrations of provitamin A carotenoids
can cause DNA damage, perhaps by acting as prooxidants,
nonvitamin A carotenoids that can significantly reduce such
damage [66].

The functions of vitamin A are related to night, day, and
color vision; epithelial-cell integrity against infections; the
immune response; hemopoiesis; skeletal growth; male and
female fertility; embryogenesis. Paradoxically, either an
excess of or a deficiency in retinoic acid results in similarmal-
formations in certain organs, including the mammalian
kidney [67]. Many eye pathologies are due to vitamin A
deficiency, including night blindness, conjunctival xerosis
and corneal injuries. Similarly, hypervitaminosis A, resulting
from the storage of excess vitamin A in the body, can damage
various systems. Very large doses of vitamin A, especially
in young children, can increase the intracranial pressure,
leading to headache, nausea, and vomiting [68]. It has also
been established that adequate vitamin A intake is required
for normal organogenesis, immune function, tissue differ-
entiation, and vision. Given these requirements, vitamin A
deficiency, which is widespread in the developing world, is
responsible for at least one million instances of unnecessary
death and blindness each year [69].

3.2. Vitamin B7. Vitamin B7, also known as biotin, acts as a
cofactor for the biotin-dependent enzymes pyruvate carboxy-
lase, propionyl-CoA carboxylase, crotonyl-CoA carboxylase,
and two isozymes of acetyl-CoA carboxylase [70]. These
enzymes catalyze key steps in important metabolic pathways,
including fatty acid biosynthesis, gluconeogenesis, and amino
acid metabolism [71]. Vitamin B7 deficiency due to inade-
quate dietary intake or congenital defects in biotin absorption
or metabolism results in the inactivation of all five biotin-
dependent enzymes. This condition is known as multiple
carboxylase deficiency (MCD) [72, 73], whose symptoms
include ketoacidosis, lactic acidosis, feeding difficulties, skin
rashes, and neurological abnormalities, such as subependy-
mal cysts, hypotonia, seizures, and ataxia. In severe cases, or
if MCD is left untreated, the condition can lead to coma or
death [74].

It has been demonstrated that biotin plays a role in DNA-
strand breaks and the cellular response to strand breaks (SB).
More specifically, biotin supplementation increased DNA
breaks in cell cultures, although it is unknown whether this
finding is relevant to whole organisms [75]. In contrast, in
vivo, a high biotin intake in combination with a low intake of
multiple other nutrients has been associated with increased
genomic stability [53]. Biotin deficiency rarely occurs spon-
taneously in animals, including humans [76], but can be
induced by consuming large amounts of raw eggwhite, which
contains avidin, known to inhibit biotin absorption from the
intestinal tract, or by taking anticonvulsants [77].

3.3. Vitamin B9. A deficiency in vitamin B9, also known as
folic acid or folate, is common in people who consume few
fruits and vegetables. Vitamin B9, as well as other vitamins
from the B complex, plays an important role in genomic

stability, and a deficiency can cause chromosomal breaks
in human genes [78]. Vitamin B9 deficiency can also lead
to (a) an elevated rate of DNA damage and altered DNA
methylation, both of which are risk factors for cancer [78–
80], possibly including colon cancer [81] or (b) an increased
homocysteine concentration, an important risk factor for
cardiovascular disease [82]. These defects may also play a
significant role in developmental and neurological abnormal-
ities [78, 79]. However, in animals with existing preneoplastic
or neoplastic lesions, folicacid supplementation increases
the tumor burden [83]. In contrast, the adequate intake of
vitaminB9 can increase genomic stability and possibly reduce
cancer risk [84–87] because vitamin B9 is a key carbon donor
during nucleotide biosynthesis [88].

3.4. Vitamin B12. Vitamin B12, or cyanocobalamin, defi-
ciency is associated with pernicious anemia and neurological
pathologies varying from a minor decrease in cognitive
function to neurodegenerative disorders, although the role
of vitamin B12 in these conditions requires further investi-
gation [89, 90]. The lack of understanding of the underlying
molecular mechanisms may be due to the experimental
limitations of the available classical cell-culture models [89].
Nevertheless, vitamin B12 is known to play an important
role in genomic stability, and a deficiency in vitamin B12 can
lead to DNA damage [81]. Vitamin B12 is also required for
the synthesis of methionine and S-adenosyl methionine, the
common methyl donor required for the maintenance of the
DNA methylation patterns that determine gene expression
and DNA conformation [91].

Despite controversies in the literature regarding the
prevalence of vitamin B12 deficiency, this deficiency seems
to be more common among people aged 65–76 years [92].
However, the symptoms of vitamin B12 deficiency caused by
poor diet, digestive problems, and/or inadequate absorption
in elderly people can be nonspecific, rendering a diagnosis
more difficult. Furthermore, neurological symptoms may
appear before anemia; in fact, only approximately 60% of
elderly people with vitamin B12 deficiency are anemic [92,
93]. In cell-culture models, sufficient vitamin B12 can be
provided to the cells by the FBS [89].

3.5. Vitamin C. Vitamin C, also known as ascorbate or ascor-
bic acid, is a micronutrient required for innumerable biolog-
ical functions, specifically serving as a cofactor for certain
important enzymes [94]. One type enzyme is the prolyl
hydroxylases, which play a role in collagen biosynthesis and
the downregulation of hypoxia-inducible factor- (HIF-) 1, a
transcription factor that regulates many genes responsible for
tumor growth, energy metabolism, and neutrophil function
and apoptosis. Vitamin C-dependent inhibition of the HIF
pathway may provide alternative or additional approaches to
controlling tumor progression, infection, and inflammation
[94].

As vitamin C exhibits antioxidant properties that provide
protection against oxidative stress-induced cell damage by
scavenging reactive oxygen species (ROS), the effects of this
vitamin on cancer chemoprevention [95, 96] and cancer
treatment [97] as well as sepsis [98] and neurodegenerative
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diseases (e.g., Alzheimer’s disease) [99] have been stud-
ied. In fact, ingesting inadequate levels of vitamin C can
mimic radiation exposure. In the literature, numerous human
supplementation studies have used biomarkers of oxidative
damage to DNA, lipids (lipid oxidation releases mutagenic
aldehydes), and protein. Although these studies have yielded
both positive and negative results, if the fact that blood-cell
saturation occurs at approximately 100mg/day is taken into
consideration, the evidence suggests that this level of vita-
min C intake minimizes DNA damage [20]. Unfortunately,
vitamin C deficiency is common in poor communities, so
measures to improve the consumption of vitamin C-rich
foods should be considered [100].

3.6. Vitamin E. Vitamin E, which comprises compounds
from the tocopherol and tocotrienol families, is required
to prevent peripheral neuropathy and hemolytic anemia in
humans, which arise due to vitamin E deficiency. Vitamin
E functions as a vital lipid-soluble antioxidant, scavenging
hydroperoxyl radicals in the lipid milieu. The human symp-
toms of vitamin E deficiency suggest that this vitamin’s
antioxidant properties play a major role in protecting ery-
throcyte membranes and nervous tissues [94]. Additionally,
these antioxidant properties play a role in genomic stability,
particularly because vitamin E is a potent peroxyl radical
scavenger. Vitamin E is also a chain-breaking antioxidant that
prevents the propagation of free radicals in membranes and
plasma lipoproteins [101].

Recently, Ni and Eng [102] demonstrated that 𝛼-tocop-
herol can selectively protect SDH (var+) cells from oxida-
tive damage and apoptosis and rebalance the redox met-
abolites nicotinamide adenine dinucleotide (NAD+ and
NADH). Another interesting recent study [103] evaluated the
amount of the oxidation product 8-oxo-7,8-dihydro-2-de-
oxyguanosine (8-oxodG) formed from the DNA nucleoside
deoxyguanosine (dG) after vitamin exposure. In the case of
vitamin E, no DNA damage was induced in cultured cells.
Taken together, these results reinforce the role of this vitamin
in maintaining DNA integrity and stability. Although the
direct comparison of the study outcomes is complicated by
varying definitions of vitamin E deficiency, the available data
suggest that children and the elderly are most vulnerable
to this deficiency and that men may be at higher risk than
women [104].

3.7. Copper. Copper is an essential trace element, serving as a
cofactor for many enzymes in different biological processes.
In contrast to iron, the copper concentration not only in
the blood but also in individual organs is maintained at
constant levels beginning in early childhood, indicating the
presence of robust homeostatic mechanisms [105]. Adequate
copper intake permits the normal utilization of dietary iron,
as intestinal iron absorption, iron release from stores (e.g.,
in the macrophages of the liver and spleen), and iron incor-
poration into hemoglobin are copper-dependent processes.
In addition to preventing anemia, copper assists in blood
coagulation and blood-pressure control; the crosslinking of
connective tissue in the arteries, bones, and heart; defense

against oxidative damage; energy transformation; the myeli-
nation of the brain and spinal cord; reproduction; hormone
synthesis. In contrast, inadequate copper intake has adverse
effects on the metabolism of cholesterol and glucose, blood
pressure control and heart function, bonemineralization, and
immunity [106].

The excessive accumulation of copper in the body can
contribute to the development of cancer due to copper’s
role in causing DNA damage [107]. Curiously, in addition to
the robust mechanisms maintaining copper homeostasis and
copper’s rapid excretion, mammals express copper-depend-
ent enzymes that are central players in antioxidant defense.
Thus, whereas copper can induce ROS formation when
involved in Fenton-like or Haber-Weiss reactions, copper-
dependent processes can also help to clear ROS [105]. For
further information on the relationship between copper and
DNA damage, please refer to the recent review published by
Linder [105].

3.8. Iron. Iron is a crucial nutritional element for all life
forms that plays a critical role in the cell, including electron
transport and cellular respiration, proliferation and differen-
tiation, and the regulation of gene expression [3]. Iron can
undergo univalent redox reactions, resulting in oxidized and
reduced forms known as ferric (Fe3+) and ferrous (Fe2+) iron,
respectively. Due to iron’s oxireduction, which can contribute
to ROS generation, as well as iron’s role in Fenton and Haber-
Weiss reactions, this nutrient is also potentially deleterious.
These reactions occur when an inorganic nutrient, such
as Fe2+ or Cu+, is in excess and donates an electron to
H
2
O
2
, leading to OH production. The ROS generated by

Fenton chemistry can contribute to major pathologies, such
as cancer, atherosclerosis, and neurodegenerative diseases
[38].

Free radicals can cause serious damage to the genome.
Depending on the dose and type, inorganic nutrients can pro-
tect against or contribute to oxidative stress [108]. Peroxidases
and especially catalase, which use heme iron as a cofactor,
decompose H

2
O
2
. If the resultant reactive species are not

efficiently removed, these species can induce the formation
of the more active OH or peroxynitrite, which may result
in DNA oxidation. Therefore, deficiencies in such nutrient-
dependent antioxidant enzymes can increase oxidative stress
and favor the genomic instability [109].

In addition, iron is a cofactor ofmany important enzymes
related to DNA repair mainly as clusters of iron sulphur. For
example, the glycosylases MutyH and NTHL1 involved in
base excision repair (BER) and mismatch repair (MMR) and
the helicases ERCC2 and BACH1 acting in the nucleotide
excision repair (NER) possess iron-sulphur clusters in their
structure [110, 111]. The increased DNA damage sensitivity in
cells with impaired Fe/S protein biogenesis may include the
loss of nucleotide excision repair because maturation of XPD
is defective. Since the Fe/S cluster of XPD is required for its
DNA helicase activity in vitro [110].

Although excess iron can cause oxidative DNAdamage in
rats and has been associated with an increased risk of cancer
and heart disease in humans [20], iron deficiency also appears
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to lead to oxidative DNA damage and is associated with
cognitive dysfunction in children. The importance of iron
in normal neurological function has been well established,
as neurons require iron for many physiological processes,
including electron transport and axonal myelination, and as
a cofactor for many enzymes involved in neurotransmitter
synthesis [112, 113]. In contrast, inadequate iron intake results
in anemia, immune dysfunction, and adverse pregnancy
outcomes, such as premature birth. Maintaining physiolog-
ical iron levels via dietary intake is thus mandatory for
health. However, iron deficiency is still very common in the
human population, particularly among children and preg-
nant women [114].

3.9. Magnesium. Magnesium is indispensable to life, as this
micronutrient is involved in many important biological pro-
cesses. Magnesium has multiple functions in all cellular pro-
cesses, including DNA replication and protein synthesis, and
also serves as a cofactor for DNA-repair proteins and in the
maintenance of a cell’s redox status, cell-cycle regulation, and
apoptosis [29]. Magnesium deficiency or the displacement of
Mg2+ by other toxic, divalent metal ions leads to increased
genomic instability, which has been implicated in many dis-
eases [115] and may result in inhibited DNA repair, oxidative
stress, accelerated aging, and increased cancer risk [29, 116].
Studies have indicated that higher magnesium consumption
may protect against certain inflammatory disorders, such as
insulin resistance [117], hypertension [118], diabetes mellitus
[119], and cardiovascular disease [118].

Magnesium is not genotoxic at physiologically relevant
concentrations and in fact maintains low mutation frequen-
cies by facilitating high-fidelity replication and by support-
ing all DNA-repair processes and chromosomal segregation
during mitosis [29]. In fact, it is an essential cofactor
in NER, BER, and MMR processes, where magnesium is
required for the removal of DNA damage [120]. All down-
stream activities of major base excision repair proteins, such
as apurinic/apyrimidinic endonuclease, DNA polymerase
beta, and ligases, require magnesium. Thus, this element
may act as a regulator for the base excision repair pathway
for efficient and balanced repair of damaged bases, which
are often less toxic and/or mutagenic than their subsequent
repair product intermediates [121]. Magnesium is also impor-
tant for the fidelity of DNA replication, impacting cell cycle
and apoptosis [61].

Animal and human epidemiological studies have demon-
strated inverse correlations between magnesium levels and
cardiovascular disease [29] or the incidence of certain types
of cancer, including colorectal cancer [122, 123]. Addition-
ally, magnesium deficiency is one risk factor for premature
aging [29]. The relationship between magnesium levels and
tumorigenesis is more complex, with magnesium deficiency
increasing tumor incidence in animals and humans, whereas
magnesium promotes the growth of preexisting tumors due
to profound changes in magnesium homeostasis in tumor
cells. Thus, the protective effects of magnesium are restricted
to the early stages of tumor development [29]. According to
Ford and Mokdad [124], despite the role of magnesium in
maintaining good health, historically,much of the population

of the United States has not consumed adequate amounts
of this nutrient. Additionally, there are significant racial and
ethnic disparities in magnesium intake.

3.10. Selenium. The trace element selenium is another well-
established micronutrient essential for mammalian health
[125]. Selenium is a constituent of the small group of se-
lenocysteine-containing selenoproteins [126], including glu-
tathione peroxidase, thioredoxin reductase, selenoprotein
P, and selenoprotein R, which are primarily involved in
antioxidant activity and the maintenance of a cell’s redox
state [127–130]. Due to selenium’s key role in redox regulation
and antioxidant function, this nutrient is critical for mem-
brane integrity, energy metabolism, and protection against
DNA damage [126]. However, in certain cases, selenium
can also lead to oxidative DNA damage [20], increased
infection risk, and altered mood [131]. Whether selenium
exerts positive or negative effects in vivo or in vitro is
related to dose. Interest in organoselenide chemistry and bio-
chemistry has increased over the last two decades, mainly
because a variety of organoselenium compounds can be used
as antioxidants, enzyme inhibitors, neuroprotective, antitu-
moral, or anti-infectious agents, as well as cytokine inducers
and immunomodulators [125, 132–135]. In fact, an interaction
with the zinc finger structures of DNA repair proteins may
occur by essential trace elements such as certain selenium
compounds, which appear to exert anticarcinogenic proper-
ties at low concentrations but may compromise genetic sta-
bility at higher concentrations [136].

Selenium deficiency alone is not common in developed
countries, but an inadequate intake of this mineral has been
associated with the development of cancer, asthma, and coro-
nary disease, among other chronic conditions [137]. When
required, dietary supplementation must be performed care-
fully, given the intrinsic toxicity of high selenium levels
[138].

3.11. Zinc. Zinc is one of the most important micronutri-
ents due to the prevalence of zinc-dependent enzymes in
metabolic processes; zinc’s vital role in several bodily func-
tions, such as vision, taste perception, cognition, cell repro-
duction, growth, and immunity; the beneficial effect of zinc
supplementation on many disease states [139]. In fact, zinc
is a component of over 300 proteins, including over 100
DNA-binding proteins with zinc fingers, Cu/Zn superoxide
dismutase, the estrogen receptor, and the synaptic transmis-
sion protein [20]. Zinc also has a crucial role in the biology
of p53, in that p53 binds to DNA through a structurally
complex domain stabilized by zinc atom, possibly increasing
the response to anticancer drugs [140].

Zinc deficiency is a health problem inmany communities,
especially among adolescents, due to the pubertal growth
spurt [139]. At the molecular level, there is evidence of a rela-
tionship between zinc deficiency and increased chromosomal
breaks, possibly due to increased oxidative damage stemming
from a loss in the activity of Cu/Zn superoxide dismutase
or the zinc-containing DNA-repair enzyme Fapy glycosylase,
which repairs oxidized guanine [20]. Unfortunately, nearly
half of the world’s population is at risk of inadequate zinc
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intake, so public health programs are urgently needed to
reduce zinc deficiency [139].

3.12. Summary of the Effects of the Selected Micronutrients
on Genomic Stability. Taking the preceding discussion and
other evidence from the literature into account, the adequate
intake of micronutrients seems to have an important role
in genomic stability. In contrast, an imbalance of the same
micronutrientsmay also negatively impact theDNA, possibly
via oxidative stress, consequently causing or contributing to
different humandiseases. It is thus highly relevant to elucidate
the mechanism underlying the response to and repair of
oxidative stress and thismechanism’s relationship to theDNA
damage response pathways, all of the inorganic nutrients
(vitamins and minerals) and disease, including carcinogen-
esis. An understanding of the possible influences on genomic
stability, even in cell culture, is also in current demand.

4. Cell-Culture Medium and
Micronutrients That Increase Genomic
Stability: Is the Concentration Relevant?

According to Ferguson and Fenech [141], the last decade
of studies on micronutrients and genomic stability have
improved dietary recommendations based on the prevention
of DNA damage or the maintenance of genomic integrity. In
light of this, the development of in vivo and especially in vitro
models to more robustly evaluate DNA damage is necessary.

Table 2 presents interesting data regarding the micronu-
trients that may interfere with genomic stability and the
micronutrient concentration values found in typical cell-
culture media, FBS, and human serum. Unfortunately, data
are not available for all of the micronutrients in the media,
and even the proportions of micronutrients in FBS, as an
organic product, are not all well characterized. Additionally,
as demonstrated by Bryan et al. [34], the concentration of
many micronutrients in FBS can vary significantly between
batches.

Although cell-culture media attempt to provide an envi-
ronment similar to the in vivo milieu of cell development,
there is an evident imbalance of micronutrients between the
media and human serum. Certain micronutrients are present
in these media at concentrations higher than those found
in human serum (e.g., vitamins B7 and B12), whereas other
nutrients are present at significantly lower concentrations
than in human serum (e.g., iron and zinc). A recent study
[103] called attention to the composition ofmultivitamin sup-
plements, which may trigger unwanted health outcomes due
to the synergistic oxidative effects of the component vitamins
andmetals. In this research, the vitamins’ chemical oxidation
potencies were studied by measuring the amount of the
oxidation product 8-oxo-7,8-dihydro-2-deoxyguanosine (8-
oxodG) formed from the DNA nucleoside deoxyguanosine
(dG) after vitamin exposure.Themicronutrients evaluated by
the authors were the vitamins A, B1, B2, B3, B6, B12, and C;
𝛽-carotene; folic acid; 𝛼-, 𝛿-, and 𝛾-tocopherol. The minerals
copper, iron and zinc were also examined. All of these
micronutrients were tested in cell culture, alone or in combi-
nation, taking the human serum levels of each micronutrient

into account. The main conclusion reported was that certain
vitamins, alone or in combination with metals (e.g., vitamin
C and copper), can induce DNA damage. However, cells in
culture and in vivo have distinct needs for nutrients and
growth factors, as the cells’ activity in each environment may
differ due to interactions with other cells or parts of the larger
organism. Thus, examining physiological concentrations of
micronutrients in vitro may not be the most appropriate
approach.

As mentioned above, each cell type may have a distinct
requirement for micronutrients. Depending of the origin
of the cell and its role in vivo, the cell may specifically
have a higher affinity for one micronutrient over another.
In the case of iron, for example, which is stored in specific
tissues, including the spleen, liver, and bonemarrow [142], the
primary cells or immortal cell lines derived from these tissues
may have a greater need for this specific micronutrient. In
the case of certain neuronal cells, which require iron for
cell development [143], the demand for iron may also be
higher than in other cell types. Although the evaluation of
micronutrients’ influence on DNA damage and integrity as
well as on cell development, including the related enzymes
andproteins, should be continued, themicronutrient concen-
trations relevant not only to human but also to cell-culture
genomic stability must be considered.

5. Could Changes in a Culture’s Micronutrient
Composition Influence the Viability and
Genetics of the Cultured Cells?

Cells are typically maintained at an appropriate temperature
and CO

2
concentration (usually 37∘C and 5% CO

2
for

mammalian cells) in an incubator. Beyond these parameters,
the most commonly varied factor in culture systems is the
growth medium.The recipes for growth medium can vary in
pH, glucose concentration, growth factors and the presence
of other nutrients and micronutrients. The development
of synthetic basal formulations for mammalian cell-culture
applications has been facilitated by the contributions of many
investigators. In particular, the definition of the minimally
required nutrients by Harry Eagle in the 1950s spawned an
iterative process of continuous modification and refinement
of the exogenous environment to cultivate new cell types and
support the emerging applications of cultured mammalian
cells. This process led to the development of highly potent,
basal nutrient formulations capable of sustaining serum-free
cell proliferation and biological production [152]. However,
the growth factorsmost often used to supplement cell-culture
media are still derived from animal blood, such as FBS. FBS
has become the supplement of choice for cell culture-based
research, containing an array of proteins, growth factors, and
ions necessary for cell viability and proliferation in vitro,
including certain vitamins and minerals [153]. Currently, the
use of these ingredients is minimized or eliminated wherever
possible in favor of chemically defined media, but this
substitution is not always possible.

Bryan et al. [34] stated that one of the major obstacles
to obtaining human cells of a defined and reproducible
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standard, and thus suitable for use inmedical therapies, is the
routine necessity of supplementing cell-culture media with
FBS. In this study, FBS variants were evaluated, in terms of
both elemental (micronutrient) composition and the variants’
effects on the expression of a groupof proteins associatedwith
the antigenicity of primary human umbilical vein endothe-
lial cells (HUVECs). A combination of inductively coupled
plasma mass spectrometry (ICPMS) and flow cytometry was
used to achieve these experimental objectives. Statistically
significant differences in antigenic expression during cell cul-
turewere demonstrated for a set of trace elements in FBS (e.g.,
lithium, boron, magnesium, phosphorus, sulfur, potassium,
titanium, vanadium, chromium, manganese, iron, copper,
zinc, gallium, and selenium). The lack of reproducibility and
the variation in protein expression in the primary human cells
was attributed to the FBS supplementation.

Culture conditions for cell lines are known to affect gene
expression [154–156], while stem cells grown in different
types of serum exhibit variable differentiation and prolifera-
tion characteristics [157, 158] the same cell line, if cultivated in
different conditions, can present different phenotypes. Never-
theless, the cellular requirement for a specificmicronutrient is
directly correlated with the cell type, the rate of cell grow, and
the stage of cell differentiation. In light of this, it is important
to observe that minimal attention has been dedicated to the
composition of FBS and the micronutrient supplementation
of media in cell cultures or the fact that micronutrients
can influence the viability and genomic stability of cultured
cells.

In Tables 3 and 4, a few examples of the effects of vitamins
and minerals in cell culture and on genomic stability, drawn
from the literature, are highlighted.

5.1. Vitamin A. For vitamin A, but possibly applicable to
many other micronutrients, the studies presented in Table 3,
conducted at low concentrations, which tend to show protec-
tive effects, whereas higher concentrations are associatedwith
increased DNA damage [65]. This finding is consistent with
the known ability of 𝛽-carotene to act as a prooxidant, rather
than as an antioxidant, at high concentrations and under
high oxygen tension [178]. The physiological concentrations
of micronutrients should always be evaluated and, if possible,
at least used as a maximum in studies evaluating the viability
and genomic stability of cell cultures. However, as can be
verified in Table 2, there is a lack of data regarding the
presence of vitamin A in cell-culture media.

5.2. Vitamin B7 (Biotin). Biotin plays an important role in
regulating gene expression, thus mediating certain aspects
of cell biology and fetal development [179]. The effects of
biotin deficiency are detailed in Table 3 and are related to
decreased rates of cell proliferation, impaired immune func-
tion, and abnormal fetal development. An excess of biotin is
also mentioned and can exert reproductive and teratogenic
effects. However, as can be verified in Table 2, cell-culture
media containing higher levels of biotin than human serum
are common. More studies evaluating the effects of the
high biotin levels in cell cultures are necessary.

5.3. Vitamin B9. Folate depletion appears to enhance car-
cinogenesis, whereas folate supplementation above what is
presently considered to be the basal requirement confers a
protective effect [180]. A few examples of folate deficiency and
supplementation are described in Table 3, and the relation-
ship between this vitamin and cell proliferation and apoptosis
has been demonstrated. Furthermore, as can be verified in
Table 2, the folate levels in the cell-culture media evaluated
are typically higher than those levels found in human serum.
It is well established that folate deficiency can influence the
genomic stability of cultured cells [81, 181], yet there is still
a lack of data evaluating whether folate levels above the
physiological range can impair cell growth. Elevated levels of
folic acid should be examined, as in tumor-prone animals,
both folate deficiency and supplementation promote the
progression of established neoplasms [83, 182]. As a folate
overload ismore common than a deficiency in in vitro studies,
the former should be most thoroughly evaluated.

5.4. Vitamin B12. Vitamin B12 deficiency has been described
as similar to chemicals that damage DNA by causing single-
and double-strand breaks [20]. As demonstrated in Table 3,
in a cellular model designed to better understand vitamin
B12 deficiency in the brain, the growth and differentiation
of neuronal cells were affected [89]. Additionally, supple-
mentation with certain cobalamin compounds protected the
cells from neurotoxicity and increased cell growth [170, 171].
Unfortunately, in vitro research demonstrating a direct link
between vitamin B12 deficiency or overload and genomic
stability in human cells has not yet been published. Based
on Table 2, however, high concentrations of vitamin B12 are
more common in cell-culture media than in human serum.

5.5. Vitamin C. In Table 3, a few examples of the influ-
ence of vitamin C in cell cultures are provided. Different
concentrations of this vitamin result in distinct responses,
ranging from DNA damage (at higher concentrations) to the
protection of DNA (at lower concentrations). Importantly,
the concentration of vitamin C in current cell cultures is not
available in Table 2, as possibly only trace levels are present
in media. As the cellular response to vitamin C may be dose-
dependent, a similar concentration of this vitamin in culture
media to that in human serum should be evaluated.

5.6. Vitamin E. In vivo vitamin E supplementation is still
being discussed [183], and more in vitro studies will be
required to better understand the protective effects of vitamin
E on cell viability and genomic stability. Nevertheless, certain
results (Table 3) have been consistent with the concept that 𝛼-
tocopherol, combinedwith ascorbic acid or alone, can protect
against oxidative DNA damage [175] and reduce apoptosis
and autophagy [177] under certain conditions. Unfortunately,
the current in vitro concentration of vitamin E is also not
available in Table 2, as possibly only trace levels are present
in media. Given this observation, it is interesting to observe
that the in vitro studies of vitamin E described in Table 3
adopted concentration values similar to that of human serum
(approximately 30 𝜇mol/L) and that the results were positive
for the cell cultures.
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5.7. Copper. As can be verified in Table 2, there is a marked
lack of copper in common cell-culture media, even when
supplemented with FBS. Thus, cells in culture are typically
exposed to an environment deficient in a micronutrient
critical for the formation of detoxifying enzymes, which may
impact cell development and possibly genomic stability and
survival rates. It is important to note that the copper concen-
trations evaluated in cell culture (Table 4) are generally above
the human physiological range, so toxic effects in cultures
should be expected. Thus, the optimization of the copper
concentration in cell cultures is necessary to maintain cell
viability and genomic stability and to avoid the deleterious
effects of this metal.

5.8. Iron. In Table 4, it is important to note that the results of
Lima et al. [187] may be expected in a cell culture in which
the requirements for micronutrients are quite different from
those in vivo. In this study, the concentrations evaluated were
generally higher than the values measured in human serum
(Table 2), and even the lowest concentration of iron applied
for the authors (22.38𝜇mol/L) would be considered high for
cells in culture. For HL-60 leukemia cells, as demonstrated in
[201], the iron concentration range for optimal cell prolifer-
ation is very narrow (2-3𝜇mol/L). In contrast, in the studies
in which the iron levels were between 5 and 10 𝜇mol/L, these
levels generally benefitted the cultures analyzed, or at least no
damage was observed [187–189].

5.9. Magnesium. As presented in Table 4, several studies on
the effects of magnesium deficiency on cultured cells have
demonstrated reduced oxidative stress, cell-cycle progres-
sion, cell growth, and cell viability [190, 191, 202–207]. Killilea
and Ames [192] specifically investigated the consequences of
long-term and moderate magnesium deficiency in normal
human cells in comparison with more typical magnesium
levels, using a concentration observed in normal human
serum (0.8mmol/L). No alterations were observed in the
cells cultured in the medium containing normal magnesium
levels. Additionally, based on studies conducted either in
bacteria or inmammalian cells in culture, there is no evidence
for the genotoxic effects ofmagnesium salts at physiologically
relevant doses [29], indicating that adequate micronutrient
levels in cell-culture media may improve cell viability and
genomic stability. As shown in Table 2, the levels of magne-
sium currently found in cell-culture media are very similar
to those levels in human serum, which is very unusual for
micronutrients in general.

5.10. Selenium. The differential toxicities elicited by seleno-
compounds need to be taken into account in in vivo and in
vitro supplementation studies [194].The references in Table 4
evaluated different forms of selenium and certain salts that
may be more toxic to the cellular environment than others.
Due to the importance of selenium as well as many other
micronutrients discussed in this review, the micronutrient
concentration in the media, as well as the FBS, intended
for cell culture should be controlled and adjusted to the
physiological range, if applicable. By comparing the human
serum concentration of selenium in Table 2 with those

concentrations described in the experiments cited in Table 4,
it is apparent that the concentrations below the physiological
range benefitted the cell culture, although high concentra-
tions of selenium compounds potentially negatively affected
tumor cells.

5.11. Zinc. The role of zinc in genomic stability was recently
reviewed by Sharif et al. [208]. Additionally, a few brief
examples of zinc’s influence on cell viability and genomic
stability are provided in Table 4. A possible conclusion from
the in vitro assays is that when the zinc concentration used is
below the human serum value (Table 2), the results tend to be
beneficial for the cultured cells. In contrast, zinc concentra-
tions above the physiological level can damage cultured cells.
Again, it is interesting to observe that certain cell-culture
media (e.g., HAM F-10 and F-12), even when supplemented
with FBS, cannot provide enough of this micronutrient for
appropriate cell development and genomic stability once the
concentration falls below the physiological range.

6. What Must Be Done: Limitations of
the Available Evidence and Conclusions

Micronutrients are clearly important for cell development
and genomic stability, and many of the micronutrients men-
tioned are necessary for the DNA synthesis and repair
mechanisms. Table 5 provides an overview of the current
data regarding the effects of deficiencies or excesses of the
micronutrients addressed in this review on genomic stability.
The micronutrient levels found in the discussed cell-culture
media and the status of research on each micronutrient are
also highlighted. Evidently, much research has been per-
formed, butmore specific studies focusing on cell cultures are
still required.

Even though there are some highly enriched media avail-
able as basal media for serum-free cell culture, like Medium
199 or Ham F-12 nutrient mixture, the most common source
of micronutrients currently used in cell cultures is still FBS.
The limitations of FBS in providing adequate micronutrient
concentrations have been analyzed and described in the
literature [34]. Given that cell- and tissue-culture models are
generally important in scientific research, the development
of standards in vitro methods is mandatory. These new
standards will decrease dependence on animal serum, a
supplement with an undefined, variable composition that can
considerably influence experimental results [209]. Further-
more, according to van der Valk et al. [209], an improved
exchange of information regarding newly developed serum-
free media may be beneficial. It has also become clear that
nearly every cell type has distinct requirements for media
supplementation, and especially, as discussed in this review,
for micronutrient supplementation. A universal cell- and
tissue-culture medium may not be feasible, as different cell
types have different receptors involved in cell survival, growth
and differentiation, and release different factors into the
surrounding environment.

Besides this, it is important to highlight that although the
formulations of the classical cell culturemedia are unchanged
for a long time, since their development, the quality and
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Table 5: Overview of the data addressed in this review.

Micronutrient Evidence of genomic instability induction Concentration in common cell-culture
media versus physiological concentration

Optimal concentration
proposed for cell cultureDeficiency Excess

Vitamin A + + Lower Studied
Vitamin B7 + + Higher Requires more studies
Vitamin B9 + + Higher Studied
Vitamin B12 + NA Higher Studied
Vitamin C + + Unknown Studied
Vitamin E − + Unknown Studied
Copper + + Lower Studied
Iron + + Lower Studied
Magnesium NA + Similar Studied
Selenium + − Lower Studied
Zinc + + Lower Studied
NA: Not available.
(−) Negative: the available data indicate no effect.
(+) Positive: the available data indicate an effect.

purity of single components used as supplements, are likely
to have increased considerably. However, some losses of
important substances could have occurred, including trace
elements, vitamins, growth factors, and lipids and this should
be better addressed before defined a serum-free media. In
fact, the threshold for developing and using a new well-
defined medium, given that the current FBS-supplemented
culture media work well, is high [209]. At the very least, an
evaluation of FBS composition, in terms of micronutrients
and possibly other factors, should be strongly considered in
the laboratories that focus on in vitro studies. Knowledge of
the micronutrient composition of FBS may help to minimize
the bias in experimental results. However, maintaining both
successful and consistent cell cultures can be difficult, as
FBS is a complex natural product and may vary between
batches, even if obtained from a single manufacturer. More
specifically, the quality and concentration of both bulk and
specific proteins in cell cultures can affect cell growth [210].
Adjusting the in vitro micronutrient levels to physiological
values will guarantee a better environment for cell develop-
ment, mimicking the in vivomilieu.

Further studies on the effects of micronutrients on cell
viability, proliferation, and stability, as well as gene expres-
sion and integrity are still required, but the information
already available is a sufficient call to action. As mentioned
by Ferguson and Fenech [141], most investigations have been
limited to studying the effects of single micronutrients and
have not considered genetic consequences. Thus, there is
an important need for studies that also examine nutrient-
nutrient and nutrient-gene interactions. Determining the
physiological range of such significant micronutrients as iron
and then adjusting the concentrations currently found in cell-
culture media may be beneficial for in vitro assays. More
specifically, the viability and genomic stability of cell lines
and primary cultures may be improved. Depending on the
cell type (primary, immortalized, tumor, or normal) and
origin (lung, hepatic, neural, or other), the requirement for a

micronutrientmay varywidely, so this subject should be care-
fully evaluated. Finally, the form of the micronutrient used
in supplementation media may also influence experimental
results. For example, according to Jacobs et al. [211], whether
iron has toxic effects is directly related to the presence of a
chelating agent, which reduces the concentration of free ferric
ion and promotes the formation of ferritin.

Once the relationship between an in vivo imbalance of
micronutrients and genomic stability, whichmay cause many
diseases, including cancer, is established, it will bemandatory
to better understand in vitromicronutrient supplementation.
In fact, certain simple questions, such as “is the concentration
of this micronutrient sufficient for the development of this cell?”
or “are the levels of this micronutrient similar to the levels
observed in human serum?”, may aid the proper design of in
vitro studies.
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[64] U. Harréus, P. Baumeister, S. Zieger, and C. Matthias, “The
influence of high doses of vitamin C and zinc on oxidative DNA
damage,”Anticancer Research, vol. 25, no. 5, pp. 3197–3201, 2005.

[65] A. Azqueta and A. R. Collins, “Carotenoids and DNA damage,”
Mutation Research, vol. 733, no. 1-2, pp. 4–13, 2012.

[66] R. Roehrs, D. R. J. Freitas, A. Masuda et al., “Effect of vitamin
A treatment on superoxide dismutase-deficient yeast strains,”
Archives of Microbiology, vol. 192, no. 3, pp. 221–228, 2010.

[67] L. M. Lee, C. Y. Leung, W. W. Tang et al., “A paradoxical terato-
genic mechanism for retinoic acid,” Proceedings of the National
Academy of Sciences of the United States of America, vol. 109, no.
34, pp. 13668–13673, 2012.

[68] M. F. Donald and S.McLaren, “Sight and lifemanual on vitamin
A deficiency disorders (VADD),” in Task Force Sight and Life, T.
F. S. A. LIFE, Ed., 2001.

[69] A. Sommer and K. S. Vyas, “A global clinical view on vitamin
A and carotenoids,” American Journal of Clinical Nutrition, vol.
96, supplement 5, pp. 1204S–1206S, 2012.

[70] L. Mayende, R. D. Swift, L. M. Bailey et al., “A novel molecular
mechanism to explain biotin-unresponsive holocarboxylase
synthetase deficiency,” Journal of Molecular Medicine, vol. 90,
no. 1, pp. 81–88, 2012.

[71] S. Jitrapakdee and J. C.Wallace, “Thebiotin enzyme family: con-
served structural motifs and domain rearrangements,” Current
Protein and Peptide Science, vol. 4, no. 3, pp. 217–229, 2003.

[72] M. Saunders, L. Sweetman, and B. Robinson, “Biotin-response
organicaciduria. Multiple carboxylase defects and complemen-
tation studies with propionicacidemia in cultured fibroblasts,”
Journal of Clinical Investigation, vol. 64, no. 6, pp. 1695–1702,
1979.

[73] B. Wolf and G. L. Feldman, “The biotin-dependent carboxylase
deficiencies,” American Journal of Human Genetics, vol. 34, no.
5, pp. 699–716, 1982.

[74] C. J. Wilson, M. Myer, B. A. Darlow et al., “Severe holocarboxy-
lase synthetase deficiency with incomplete biotin responsive-
ness resulting in antenatal insult in Samoan neonates,” Journal
of Pediatrics, vol. 147, no. 1, pp. 115–118, 2005.



18 BioMed Research International

[75] R. Rodriguez-Melendez, J. B. Griffin, and J. Zempleni, “Biotin
supplementation increases expression of the cytochrome P 450
1B1 gene in Jurkat cells, increasing the occurrence of single-
stranded DNA breaks,” Journal of Nutrition, vol. 134, no. 9, pp.
2222–2228, 2004.

[76] T.Watanabe, Y. Nagai, A. Taniguchi, S. Ebara, S. Kimura, and T.
Fukui, “Effects of biotin deficiency on embryonic development
in mice,” Nutrition, vol. 25, no. 1, pp. 78–84, 2009.

[77] K. Dakshinamurti and J. Chauhan, “Biotin,” Vitamins and Hor-
mones C, vol. 45, pp. 337–384, 1989.

[78] B. C. Blount, M. M. Mack, C. M. Wehr et al., “Medical sciences
folate deficiency causes uracil misincorporation into human
DNA and chromosome breakage: implications for cancer and
neuronal damage,” Proceedings of the National Academy of
Sciences of the United States of America, vol. 94, no. 7, pp. 3290–
3295, 1997.

[79] B. C. Blount andB.N.Ames, “DNAdamage in folate deficiency,”
Bailliere’s Clinical Haematology, vol. 8, no. 3, pp. 461–478, 1995.

[80] T. Lindahl and R. D. Wood, “Quality control by DNA repair,”
Science, vol. 286, no. 5446, pp. 1897–1905, 1999.

[81] G. M. Li, S. R. Presnell, and L. Gu, “Folate deficiency, mismatch
repair-dependent apoptosis, and human disease,” Journal of
Nutritional Biochemistry, vol. 14, no. 10, pp. 568–575, 2003.

[82] N. Pancharuniti, C. A. Lewis, H. E. Sauberlich et al., “Plasma
homocyst(e)ine, folate, and vitamin B-12 concentrations and
risk for early-onset coronary artery disease,” American Journal
of Clinical Nutrition, vol. 59, no. 4, pp. 940–948, 1994.

[83] Y. I. Kim, “Folate, colorectal carcinogenesis, and DNAmethyla-
tion: lessons fromanimal studies,”Environmental andMolecular
Mutagenesis, vol. 44, no. 1, pp. 10–25, 2004.

[84] J. Chen, E. Giovannucci, K. Kelsey et al., “A methylenetetrahy-
drofolate reductase polymorphism and the risk of colorectal
cancer,” Cancer Research, vol. 56, no. 21, pp. 4862–4864, 1996.

[85] J. Ma, M. J. Stampfer, E. Giovannucci et al., “Methylenetetrahy-
drofolate reductase polymorsphism, dietary interactions, and
risk of colorectal cancer,” Cancer Research, vol. 57, no. 6, pp.
1098–1102, 1997.

[86] E. Giovannucci, M. J. Stampfer, G. A. Colditz et al., “Multivita-
min use, folate, and colon cancer in women in the nurses’ health
study,” Annals of Internal Medicine, vol. 129, no. 7, pp. 517–524,
1998.

[87] S. Zhang, D. J. Hunter, S. E. Hankinson et al., “A prospective
study of folate intake and the risk of breast cancer,” Journal of
the AmericanMedical Association, vol. 281, no. 17, pp. 1632–1637,
1999.

[88] J. M. Salbaum and C. Kappen, “Genetic and epigenomic foot-
prints of folate,” Progress in Molecular Biology and Translational
Science, vol. 108, pp. 129–158, 2012.

[89] S. F. Battaglia-Hsu, N. Akchiche, N. Noel et al., “Vitamin B12
deficiency reduces proliferation and promotes differentiation
of neuroblastoma cells and up-regulates PP2A, proNGF, and
TACE,” Proceedings of the National Academy of Sciences of the
United States of America, vol. 106, no. 51, pp. 21930–21935, 2009.

[90] M. S. Morris, “The role of B vitamins in preventing and treating
cognitive impairment and decline,” Advances in Nutrition, vol.
3, no. 6, pp. 801–812, 2012.

[91] J. M. Zingg and P. A. Jones, “Genetic and epigenetic aspects of
DNA methylation on genome expression, evolution, mutation
and carcinogenesis,” Carcinogenesis, vol. 18, no. 5, pp. 869–882,
1997.

[92] T. Sanz-Cuesta, P. Gonzalez-Escobar, R. Riesgo-Fuertes et al.,
“Oral versus intramuscular administration of vitamin B12 for
the treatment of patients with vitamin B12 deficiency: a prag-
matic, randomised, multicentre, non-inferiority clinical trial
undertaken in the primary healthcare setting (Project OB12)”,”
BMC Public Health, vol. 12, p. 394, 2012.

[93] D. L. Smith, “Anemia in the elderly,”American Family Physician,
vol. 62, no. 7, pp. 1565–1572, 2000.

[94] M. G. Traber and J. F. Stevens, “Vitamins C and E: beneficial
effects fromamechanistic perspective,”Free Radical Biology and
Medicine, vol. 51, no. 5, pp. 1000–1013, 2011.

[95] P. H. Gann, “Randomized trials of antioxidant supplementation
for cancer prevention: first bias, now chance—next, cause,”
Journal of the American Medical Association, vol. 301, no. 1, pp.
102–103, 2009.

[96] J. M. Gaziano, R. J. Glynn, W. G. Christen et al., “Vitamins E
and C in the prevention of prostate and total cancer in men: the
physicians’ health study II randomized controlled trial,” Journal
of the American Medical Association, vol. 301, no. 1, pp. 52–62,
2009.

[97] S. J. Padayatty, A. Y. Sun, Q. Chen, M. G. Espey, J. Drisko, and
M. Levine, “Vitamin C: intravenous use by complementary and
alternative medicine practitioners and adverse effects,” PLoS
One, vol. 5, no. 7, Article ID e11414, 2010.

[98] J. X.Wilson, “Mechanismof action of vitaminC in sepsis: ascor-
batemodulates redox signaling in endothelium,”BioFactors, vol.
35, no. 1, pp. 5–13, 2009.

[99] G. L. Bowman, H. Dodge, B. Frei et al., “Ascorbic acid and
rates of cognitive decline in Alzheimer’s disease,” Journal of
Alzheimer’s Disease, vol. 16, no. 1, pp. 93–98, 2009.

[100] R. D. Ravindran, P. Vashist, S. K. Gupta et al., “Prevalence and
risk factors for vitamin C deficiency in north and south India: a
two centre population based study in people aged 60 years and
over,” PLoS One, vol. 6, no. 12, Article ID e28588, 2011.

[101] M. G. Traber and J. Atkinson, “Vitamin E, antioxidant and
nothing more,” Free Radical Biology and Medicine, vol. 43, no.
1, pp. 4–15, 2007.

[102] Y. Ni and C. Eng, “Vitamin E protects against lipid peroxidation
and rescues tumorigenic phenotypes in cowden/cowden-like
patient-derived lymphoblast cells with germline SDHx vari-
ants,” Clinical Cancer Research, vol. 18, no. 18, pp. 4954–4961,
2012.

[103] T. Bergstrom, C. Ersson, J. Bergman, and L. Moller, “Vitamins
at physiological levels cause oxidation to the DNA nucleoside
deoxyguanosine and to DNA—alone or in synergism with
metals,”Mutagenesis, vol. 27, no. 4, pp. 511–517, 2012.

[104] D. K. Dror and L. H. Allen, “Vitamin e deficiency in developing
countries,” Food and Nutrition Bulletin, vol. 32, no. 2, pp. 124–
143, 2011.

[105] M. C. Linder, “The relationship of copper to DNA damage and
damage prevention in humans,”Mutation Research, vol. 733, no.
1-2, pp. 83–91, 2012.

[106] J. F. Collins and L. M. Klevay, “Copper,” Advances in Nutrition,
vol. 2, no. 6, pp. 520–522, 2011.

[107] T.Theophanides and J. Anastassopoulou, “Copper and carcino-
genesis,” Critical Reviews in Oncology/Hematology, vol. 42, no.
1, pp. 57–64, 2002.

[108] M. Valko, C. J. Rhodes, J. Moncol, M. Izakovic, and M. Mazur,
“Free radicals, metals and antioxidants in oxidative stress-
induced cancer,” Chemico-Biological Interactions, vol. 160, no. 1,
pp. 1–40, 2006.



BioMed Research International 19

[109] M. Valko, D. Leibfritz, J. Moncol, M. T. D. Cronin, M. Mazur,
and J. Telser, “Free radicals and antioxidants in normal physi-
ological functions and human disease,” International Journal of
Biochemistry and Cell Biology, vol. 39, no. 1, pp. 44–84, 2007.

[110] J. Rudolf, V.Makrantoni,W. J. Ingledew,M. J. R. Stark, andM. F.
White, “TheDNA repair helicases XPD and FancJ have essential
iron-sulfur domains,”Molecular Cell, vol. 23, no. 6, pp. 801–808,
2006.

[111] R. Aspinwall, D. G. Rothwell, T. Roldan-Arjona et al., “Cloning
and characterization of a functional human homolog of
Escherichia coli endonuclease III,” Proceedings of the National
Academy of Sciences of the United States of America, vol. 94, no.
1, pp. 109–114, 1997.

[112] J. R. Conner and S. A. Benkovic, “Iron regulation in the brain:
histochemical, biochemical, and molecular consideration,”
Annals of Neurology, vol. 32, supplement 1, pp. S51–S61, 1992.

[113] D. A. Loeffler, J. R. Connor, P. L. Juneau et al., “Transferrin
and iron in normal, Alzheimer’s disease, and Parkinson’s disease
brain regions,” Journal of Neurochemistry, vol. 65, no. 2, pp. 710–
716, 1995.

[114] S. R. Pasricha, “Should we screen for iron deficiency anaemia?
A review of the evidence and recent recommendations,” Pathol-
ogy, vol. 44, no. 2, pp. 139–147, 2012.

[115] J. Montupil and J. L. Vincent, “Magnesium in critical care and
anesthesiologia,” Revue medicale de Bruxelles, vol. 33, no. 5, pp.
466–474, 2012.

[116] T. Kuno, Y. Hatano, H. Tomita et al., “Organomagnesium
suppresses inflammation-associated colon carcinogenesis in
male Crj: CD-1mice,”Carcinogenesis, vol. 34, no. 2, pp. 361–369,
2013.

[117] M. Barbagallo, L. J. Dominguez, A. Galioto et al., “Role of
magnesium in insulin action, diabetes and cardio-metabolic
syndrome X,”Molecular Aspects of Medicine, vol. 24, no. 1–3, pp.
39–52, 2003.

[118] M. Houston, “The role of magnesium in hypertension and
cardiovascular disease,” Journal of Clinical Hypertension, vol. 13,
no. 11, pp. 843–847, 2011.

[119] A. Rosanoff, C. M. Weaver, and R. K. Rude, “Suboptimal mag-
nesium status in the United States: are the health consequences
underestimated?” Nutrition Reviews, vol. 70, no. 3, pp. 153–164,
2012.

[120] K. Pasternak, J. Kocot, and A. Horecka, “Biochemistry of
magnesium,” Journal of Elementology, vol. 15, no. 3, pp. 601–616,
2010.

[121] S. Adhikari, J. A. Toretsky, L. Yuan, and R. Roy, “Magnesium,
essential for base excision repair enzymes, inhibits substrate
binding of N-methylpurine-DNA glycosylase,” Journal of Bio-
logical Chemistry, vol. 281, no. 40, pp. 29525–29532, 2006.

[122] E. Ma, S. Sasazuki, M. Inoue et al., “High dietary intake of
magnesium may decrease risk of colorectal cancer in Japanese
men,” Journal of Nutrition, vol. 140, no. 4, pp. 779–785, 2010.

[123] P. A. van den Brandt, K. M. Smits, R. A. Goldbohm, and M. P.
Weijenberg, “Magnesium intake and colorectal cancer risk in
the Netherlands Cohort Study,” British Journal of Cancer, vol.
96, no. 3, pp. 510–513, 2007.

[124] E. S. Ford and A. H. Mokdad, “Dietary magnesium intake in a
national sample of U.S. adults,” Journal of Nutrition, vol. 133, no.
9, pp. 2879–2882, 2003.

[125] L. Schomburg, U. Schweizer, and J. Köhrle, “Selenium and
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There is a growing support for the concept that reactive oxygen species, which are known to be implicated in a range of diseases,may
be important progenitors in carcinogenesis, including colorectal cancer (CRC). CRC is one of themost common cancers worldwide,
with the highest incidence rates in western countries. Sporadic human CRC may be attributable to various environmental and
lifestyle factors, such as dietary habits, obesity, and physical inactivity. In the last decades, association between oxidative stress and
CRC has been intensively studied. Recently, numerous genetic and lifestyle factors that can affect an individual’s ability to respond
to oxidative stress have been identified. The aim of this paper is to review evidence linking oxidative stress to CRC and to provide
essential background information for accurate interpretation of future research on oxidative stress and CRC risk. Brief introduction
of different endogenous and exogenous factors that may influence oxidative status and modulate the ability of gut epithelial cells to
cope with damaging metabolic challenges is also provided.

1. Introduction

There is growing support for the concept that reactive oxygen
species (ROS), which are known to be implicated in a range
of diseases, may be important progenitors in carcinogenesis
[1]. In the last decade, growing number of reports inves-
tigating association between ROS and carcinogenesis have
been published. Reports have proposed various consequences
of oxidative stress that may be linked to carcinogenesis
[2–4].

The aim of this review is to briefly summarize proposed
mechanisms of oxidative stress that are implicated in car-
cinogenesis, to review evidence linking oxidative stress with
colorectal cancer (CRC), and to provide essential background
information for accurate interpretation of future research on
oxidative stress and CRC risk. For this reason, we provide
brief introduction of different endogenous and exogenous
factors that may influence oxidative status and modulate the
ability of gut epithelial cells to cope with damaging metabolic
challenges.

2. Proposed Mechanisms of Oxidative Stress in
the Pathogenesis of Cancer

When free radicals are produced in excessive and uncontrol-
lable amounts, they and their derivative products may react
with various cellularmacromolecules, such as lipids, proteins,
and DNA and may modulate gene expression.

2.1. Lipid Oxidation. ROS have the ability to oxidize polyun-
saturated fatty acids (PUFAs), which take part in cell mem-
brane constitution. This reaction initiates lipid peroxidation,
a chain reaction that produces other free radicals and sub-
stances such as malondialdehyde (MDA), conjugated dienes,
hydroperoxides, lipoperoxides, and toxic aldehydes [2, 5].
Lipid peroxidation changes the fluidity of cell membranes,
reduces the capacity to maintain an equilibrated gradient
of concentration, and increases membrane permeability and
inflammation [6]. Namely, leakage of normal intracellular
enzymes into extracellular fluids results in chemotaxis of
neutrophils and other inflammatory cells to the site of injury
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[7]. In addition, products of lipid peroxidation (particularly
MDA and 4-hydroxy-2-nonenal (HNE)) may act as signaling
transducers and at low levels modulate several cell functions
including gene expression and cell proliferation [2, 8–10].
They also have high reactivity with DNA bases. MDA, which
is one of the best known breakdown products of lipid
peroxides, was found to react with DNA dG, dA, and dC
forming M

1
G, M
1
A, and M

1
C DNA adducts, respectively.

These etheno-DNA adducts are mutagenic, and evidence
indicates that they may contribute to cancer, including CRC
[11–13].

2.2. Protein Oxidation. Proteins are also susceptible to ROS
and are frequent target of increased production of free radi-
cals. ROS oxidize structural proteins and inhibit proteolytic
system. Such reactions lead to alteration of structure of
proteins or alteration of enzyme functions.The latter can have
a wide range of downstream functional consequences, such
as inhibition of enzymatic and binding activities, increased
or decreased uptake by cells, inactivation of DNA repair
enzymes, and loss of fidelity of damaged DNA polymerases
in replicating DNA [14]. Oxidized proteins are catabolised
in order to reform amino acids. Moderately oxidized soluble
cell proteins are selectively and rapidly degraded by the
proteasome, while severely oxidized proteins (carbonyl by-
products) are poor substrates for degradation and accumulate
in cells [15]. It is assumed that accumulation of such damaged
material over time contributes to various age-related patholo-
gies in man [14, 16]. Namely, accumulation of damaged
proteins in cell acts as an inhibitor of the proteasome, which
decreases the capacity for removal of oxidized proteins,
accelerates the accumulation of misfolded and damaged
proteins, and affects cellular lysosomal system. This in turn
hampers protein turnover and gradually leads to further
structural and functional alterations of cell organelles [17].

2.3. DNA Oxidation. ROS are also known to cause oxidative
nucleobase modifications in DNA (i.e., oxidized thymines,
oxidized cytosines, oxidized adenines, oxidized guanines),
which may lead to carcinogenesis via mispair/mutagenic
potential of the modified base. For example, formation of 8-
oxodG in DNA leads to G → T transversions during repli-
cation unless the damage is repaired by base excision repair
(reviewed in [18]). Recent evidence demonstrates that 8-
oxodG in the nucleotide pool can be metabolized to form
8-oxodGTP, which can then incorporates into DNA during
cellular replication or during DNA repair leading to A →
C transversions [19]. The dGTP nucleotide pool is mainly
located in the cytoplasm and is thus more available for
attack by ROS in comparison to dG incorporated in DNA,
which is located in the nucleous and protected by histones
[19]. Oxidation of DNA may affect DNA methylation due
to oxidation of DNA at either the methylated cytosines
or guanines in CpG sequences. DNA adduct formation
at the guanine of CpG sequences inhibits binding of the
DNA methyltransferase to the adjacent cytosine residue and
thus results in hypomethylation of DNA. DNA methylation
plays an important role in gene regulation (overexpression

or silencing) [18]. DNA hypomethylation occurs in many
cancers, including colorectal cancer.

2.4. Modulation of Cellular Signaling. Redox environment
is critical factor in cellular signaling. ROS play important
roles as intracellular signalingmolecules.They are involved in
various physiological cellular processes. Under homeostatic
conditions, ROS are critical to multiple signal transduction
pathways by acting as second messengers. ROS regulate
key cellular functions such as proliferation, differentiation,
growth, and apoptosis through cellular signaling. Among the
most known pathways are NF-𝜅B, the phosphatidyl inositol-
3 kinase (PI3K)/Akt pathway, heat shock proteins, and the
mitogen-activated protein kinase (MAPK) pathway. How-
ever, beneficial or harmful role of ROS depends on their
concentrations. Under conditions of oxidative stress where
levels of ROS are imbalanced with antioxidants, ROS can
be detrimental for the cell itself, leading to uncontrolled
proliferation, inflammation, or apoptosis [1, 20–24].

3. Oxidative Stress and Colorectal Cancer

Colorectal cancer (CRC) is one of the most common cancers
worldwide, with the highest incidence rates in western coun-
tries [25]. It is estimated that most of the cases of CRC occur
sporadically (70–80%), while approximately 15% of CRC
cases develop as a result of inherited factors, such as familial
adenomatous polyposis (FAP) and hereditary nonpolyposis
colorectal carcinoma (HNPCC) [26]. Changes in worldwide
variations in the incidence rates, together with the results
of migrant studies, show that sporadic human CRC may be
attributable to various environmental and lifestyle factors,
such as dietary habits, obesity, and physical inactivity [27].

Colon cancer originates from the epithelial cells that
line the bowel. These cells divide rapidly and have a high
metabolic rate, which has been found as a potential factor
that may be responsible for increased oxidation of DNA [28].
Study on primary rat colonocytes has shown that cells from
lower crypt sections are more sensitive towards hydrogen
peroxide damage than differentiated cells at the surface of
the crypt [29]. Since proliferating cells (stem cells and their
dividing daughter cells) in the colon are based in the lower
part of the crypt, this may show that proliferating cells are
putative target cells of colon carcinogenesis. Stem or progen-
itor cells have been shown to be very sensitive to the redox
environment. Their self-renewal and differentiation depend
largely on redox environment in the gutmucosa. Proliferating
cells are also exceptionally sensitive against DNA damage
because the DNA is present as single strand in the S-phase
of the cell cycle and serves as template for the complement
strand in daughter cells. DNA damage in single strand
could lead to varying mutations in the DNA of daughter
cells, which could not be repaired [29]. DNA damage can
result in either cell cycle arrest or induction of transcription,
induction of signal transduction pathways, replication errors,
and genomic instability, all of which are associated with colon
carcinogenesis [4]. However, recent evidence has suggested
that the generation of ROS may play important role in all
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phases of carcinogenesis, that is, the initiation, promotion,
and progression stages [30].

3.1. Markers of Oxidative Stress in CRC. In the last decade
association between oxidative stress and CRC has been
intensively studied. Excellent reviewof somemore commonly
used biomarkers of oxidative stress (such as MDA, HNE,
acrolein, isoprostanes, glutathione status, tyrosine oxidation,
nitration) in human disease and discussion about shortcom-
ings related to validation criteria and other confounding
factors has been published by Dalle-Donne et al. [31].

It was found that the human colorectal tumors (adenomas
and carcinomas) have increased levels of different markers of
oxidative stress, such as increased levels of ROS (measured
by chemiluminescence), nitric oxide (NO) [32], 8-oxodG in
DNA [33], lipid peroxides, glutathione peroxidase (GPx),
catalase (CAT) [34], and decreased methylation of cytosine
in DNA [33]. Besides lipid modifications also increased
leukocyte activation in carcinogenic tissue was found [34],
which indicates possible contribution of inflammatory cells
to a further oxidative stress [32]. It was found that the level of
DNA lesions varied between colon and rectum tissues, being
lower in the former than in the latter [35].

In addition to colon tumors, significantly increased levels
of 8-oxodG inDNA in leukocytes [33] and serum [36] of can-
cer patients were also detected. Guz and coworkers [33] found
significantly decreased methylation of cytosine residues in
DNA of leukocytes of patients with colorectal tumors in
comparison to the levels found in leukocytes of healthy
subjects.

It was found that whole-blood levels of ROS (measured by
chemiluminescence) were higher in patients with history of
sporadic CRC in comparison with age- and gender-matched
healthy controls. No difference in the whole-blood levels of
ROSwas found between patients gene carriers for HNPCC or
patients with FAP and their corresponding healthy controls.
These results suggest that ROS may play a role in the etiology
of sporadic cancer. However, since they lack important infor-
mation about patient’s lifestyle habits (smoking, drinking, use
of antioxidants, exercise, etc.), additional investigations are
needed before any conclusions can be made [37].

4. The Protective Mechanisms against
Oxidative Stress

All these previously mentioned findings support the hypoth-
esis that oxidative stress may be implicated in colorectal
carcinogenesis. However, living organisms are constantly
exposed to numerous challenges (in the outer or inner
environment) that can significantly affect redox potential of
their cells. Therefore, they have developed various protective
mechanisms that provide cells with enormous capacity of
redox homeostasis. These antioxidative protective mecha-
nisms can be divided into three levels of defence (Figure 1)
[38].

Thefirst level of antioxidative defence is represented by the
organization of oxygen transport or by the proteins, which
bind iron and in this way prevent the Fenton’s reaction. The

second level includes two primary defense systems, that is,
detoxification enzymes that may be controlled by the level
of the xenobiotics and antioxidant system that reduce free
radical species and maintain the redox state of the cell. The
third level of defence includes enzymes that repair the oxida-
tive damage of lipids, proteins, carbohydrates and nucleid
acids [38]. Some of these enzymes are different proteolytic
enzymes, glycosylases, endo- and exonucleases, DNA ligases,
DNA polymerases, and so forth. For example, repair and
removal of DNA containing oxidized bases in vivo are
regulated by DNA glycosylases [19], mainly through the base
excision repair (BER) although certain types of oxidative
lesions also appear to be repaired by nucleotide excision
repair (NER) and mismatch repair (MMR) [18]. Cells that
possess complex DNA repair system are composed of BER,
NER, global genome repair (GGR), and the transcription-
coupled repair (TCR) [39]. Failure in these protective mech-
anismsmay represent one of the risk factors in the etiology of
CRC.

4.1. The Role of Protective Mechanisms in Oxidative Stress
Induced CRC. Theantioxidant defence system is known to be
composed of numerous antioxidants which work collectively.
Antioxidants are divided into primary (superoxide dismutase
(SOD), CAT, GPx, glutathione reductase (GR)), secondary
(vitamin E, vitamin C, beta-carotene, uric acid, bilirubin, and
albumin) and tertiary (biomolecules damaged by free radi-
cals) defence elements in the cell [40]. Thus, micronutrient
antioxidants may have by virtue of their free radical scav-
enging properties important role in the redox homeostasis.
Patients with adenomatous polyps had significantly lower
levels of all measured micronutrient antioxidants (𝛼- and 𝛾-
tocopherol, lutein, 𝛽-cryptoxanthin, lycopene, and 𝛼- and 𝛽-
carotene) in their colon mucosa than their healthy control
subjects. However, their serum levels of these antioxidants
were similar in both groups [41]. In contrast, another study
reported that colorectal cancer patients had significantly
decreased levels of antioxidant enzymes, vitamins C and E
in the serum than corresponding healthy control group [36].
Low intake of the micronutrient selenium (Se) has been
implicated as a risk factor in CRC. Epidemiological studies
linking Se intake to CRC risk have found strong evidence for
a link to adenoma risk [42].

Much of research has recently been focused on the
investigation of genetic factors that may affect suscep-
tibility to CRC. Several single-nucleotide polymorphisms
(SNPs) in genes implicated in antioxidative protective system,
such as eosinophil peroxidase, myeloperoxidase [43], SOD2
(MnSOD), and selenoprotein, have been found [42, 44].
Selenoproteins are group of ∼25 proteins with incorporated
selenocysteine. They are implicated in various protective
mechanisms against oxidative stress. For example, the GPx
are antioxidative enzymes, thioredoxin reductases (TR) func-
tion in redox control, selenoprotein P (SePP) transports
selenium to tissues, and selenoprotein S (SelS) is involved in
removing unfolded protein response [42].

It was found that genetic variation in various selenopro-
tein genes may influence susceptibility to CRC. For example,
study on 832 CRC patients and 705 healthy controls showed
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Figure 1: Shematic representation of the colonic barrier and intracellular protective mechanisms against oxidative stress.

significant association between SNPs in SEPP1, GPX4, and
SELS genes and risk of CRC [42]. Another study on 827
patients with CRC and 733 healthy controls found association
between SNPs in SEP15 and SELS genes and altered risk of
CRC [44]. These SNPs have been shown to have functional
consequences. It was suggested that these variants play a
role in cancer development and may thus represent potential
biomarkers for CRC risk. Furthermore, findings from two
population-based case-control studies of colon (𝑛 = 1555
cases, 1956 controls) and rectal (𝑛 = 754 cases, 959 controls)
cancer support an association between selenoprotein genes
and CRC development and even survival after diagnosis.
Results also suggested that the impact of cancer susceptibility
from genotype may be modified by lifestyle [45]. Impor-
tance of antioxidative protective system has been recently
demonstrated on animal model. Induction of inflammatory
colon carcinogenesis in GPx-3 deficient mice resulted in
an increased tumor number along with a higher degree of
dysplasia, increased inflammation, increased proliferation,
hyperactive Wnt signaling, and increased DNA damage
[46]. In addition, genetic variation in the MAPK signaling
pathway, downstream target for ROS, has been shown to be
associated with CRC risk and survival after diagnosis [47].
There are also studies investigating diet-gene interactions and
the mechanisms by which food components regulate gene
expression to modify CRC susceptibility [48].

5. Sources of Free Radicals in Colon:
Beneficial, Harmful, or Confounding

Human colonic contents are diverse mixture of bile, mucus,
desquamated epithelial cells, various microorganisms and
their fermentation products, undigested or unabsorbed food
and itsmetabolic products, such asmetals, salts, toxins,muta-
gens, carcinogens, and dissolved gases (like nitrogen, hydro-
gen, carbon dioxide, methane, oxygen). It is believed that
intestinal mucosa is constantly challenged with diet- and
bacterial-derived oxidants and carcinogens. Chronic expo-
sure of such challenging conditions may then lead to uncon-
trolled generation of free radicals, redox imbalance, andDNA
damage, which can affect intestinal metabolic homeostasis
with cancer as an endpoint [33].

It is noteworthy to recognize that epithelial cells in the gut
mucosa of a healthy individual are not in direct contact with
the luminal content or gut microbiota. The secreted mucus
layer is very thick (∼800𝜇m in the rodent colon) and rep-
resents both a physical and chemical barrier to microbes. Its
function is also to keep themucosal surface well hydrated and
to lubricate luminal content [49]. Gut mucosa is composed of
a thick secreted mucus layer, a layer of epithelial cells and the
underlying nonepithelial tissue, composed of inflammatory
cells, connective tissue, and so forth (Figure 1) [49]. All these
components are intrinsically linked in a complex physiology.
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In addition, the gut mucosa is not constantly exposed to
harmful challenges. The gut mucosa is exposed to various
beneficial and modifying factors (e.g., healthy food, exercise)
that can counteract deleterious effects of harmful challenges.
To get an insight into this comprehensive and complex field,
brief introduction of harmful, beneficial, and modifying
effects of some endogenous and exogenous factors on antiox-
idant status are represented in the following section.

5.1. Gut Microbiota. The gut microbiota (termed microflora)
contains a broad spectrum of microorganisms, which resides
in the gastrointestinal tract and play important role in human
health and disease (reviewed in [50]). They are essential
for the host’s wellbeing in terms of nutrition and mucosal
immunity. Certain members of the gut microbiota have been
shown to promote the host’s health. However, there are also
numerous studies that have implicated some members of the
gut microbiota in the development of CRC due to different
mechanisms including generation of reactive metabolites (E.
faecalis produces hydroxyl radical-potent source of oxidative
stress on the intestinal epithelium) [51] and carcinogens,
alterations in host carbohydrate expression and induction of
chronic mucosal inflammation [52]. The human intestinal
habitat contains 300–500 different species of bacteria, varying
significantly in content between individuals, which may
potentially represent huge variability in the formation of free
radicals among men.

5.2. Inflammation. Rapidly growing body of evidence indi-
cates that chronic inflammation is important factor in devel-
opment of carcinogenesis [7, 53]. It is widely known that CRC
is a complication of a chronic inflammatory state in the bowel.
Patients with inflammatory bowel disease (ulcerative colitis
or Crohn’s disease) have 6-fold increased risk to develop
CRC compared with the general population [46]. Excessive
and uncontrollable production of ROS for a longer period
of time results in persistent injury of cells in the tissue and
consequently persistent inflammation. Besides damaged cells
also inflammatory cells produce soluble mediators, which act
by further recruiting inflammatory cells to the site of injury
and producing more reactive species [53, 54]. This sustained
inflammatory/oxidative environment leads to an enhanced
production of hydroperoxides in a vicious circle, which can
damage healthy epithelial and stromal cells in the vicinity
of injury and over a long time may lead to carcinogenesis.
The role of chronic inflammation and oxidative stress in
carcinogenesis is excellently explained elsewhere [7, 53].

5.3. Food. It has been demonstrated that dietary fatty acids
affect the lipid content of tissue and result in differential
susceptibility to peroxidation [55–58]. Lipids and fatty acids
obtained from dietary fats are metabolized and incorporated
into the phospholipids of the cell membranes of many cell
types and serve as precursors for many biologically active
molecules, as well as being important for cell signalling
or different intensity of inflammation response [59, 60]. A
substantial increase in the PUFA content may overcome the
protective action of the antioxidant system and increase
susceptibility to lipid peroxidation [61]. We have recently

demonstrated that long-term consumption of an high-fat
mixed-lipid (HFML) diet significantly increased the produc-
tion of lipid peroxides in the liver [62] and skeletal muscle
[63] and increased development of CRC [62]. On the other
hand, fish oil has been found to reduce oxidative DNA
damage [58, 64]. It was recently shown that a high-fat, low-
calcium, and vitamin D diet induces oxidative stress in the
colon [65]. Hemoglobin from either red meat or bowell
bleeding may act as an enhancer of oxidative damage in the
bowel [66].

On the other hand, micronutrient antioxidants may have
by virtue of their free radical scavenging properties important
role in the redox homeostasis. Nutritionally derived antioxi-
dants such as vitamin E and C, beta-carotene [67], flavonoids
and polyphenoles may provide second line of defence against
the production of ROS. Epidemiological studies evaluating
the occurrence of polyps after supplementation with vitamin
E and 𝛽-carotene have yielded mixed results [41], while
experimental studies demonstrated protective effects. It has
been already shown that vitamin E has antiproliferative
properties in cancer cell lines, while different natural antiox-
idants such as gallic acid [68], polyphenols [69], vitamin D
[70], vitamin A [71] pharmacological compounds like bis-
1,7-(2-hydroxyphenyl)-hepta-1,6-diene-3,5-dione (BDMCA)
[72] have potential to inhibit CRC development in dimethyl-
hydrazine (DMH) model, which is well-established CRC
animal model and possesses many characteristics found in
human sporadic CRC [73].

5.4. Obesity. Obesity, particularly abdominal obesity, was
associated with increased risk of CRC and was found to
affect oxidative status in obese people [74–77]. It is known
that adipose tissue produces various adipocytokines (e.g.,
adiponectin, leptin, and numerous cytokines such as TNF𝛼,
IL-6, IL-8, and IL-10) that are implicated in normal function-
ing of the body. Evidence has shown that increasing obesity
alters levels of adipocytokines, increases circulating oestro-
gens, decreases insulin sensitivity, and raises the inflamma-
tory response. It causes so-called metabolic syndrome or
low-grade chronic inflammation, which may be responsible
for constant increase in production of free radicals. It is
assumed that over time such conditions (oxidative stress)
create environment favorable to the CRC development [74–
77].

5.5. Aging. Accumulated evidence suggests that aging is asso-
ciated with increased production of free radicals, resulting in
increased oxidation of lipids, proteins, and genetic material
[78]. Oxidative conditions cause progressive structural and
functional alterations of cellular organelles and changes
in redox-sensitive signalling processes [40, 79, 80]. Such
cellular conditions contribute to increased susceptibility to a
variety of diseases, including inflammation and cancer [81].
Oxidative stress as a consequence of increased production of
nitrogen or oxygen reactive species has been demonstrated in
inflammatory bowel disease and CRC.

5.6. Physical Activity. Regular exercise may help to pre-
vent colon cancer due to an improvement in the cell’s
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antioxidant defence system. It has already been demonstrated
that exercise improves the antioxidant defence system in
various tissues. Exercise stimulates various signaling path-
ways in cells, such as MAPK and NF𝜅B, which results in
increased expression of important enzymes associated with
cell defence (MnSOD and GPx) and adaptation to exercise
(eNOS and iNOS) [21, 22]. Many of the biological effects of
antioxidants appear to be related to their ability not only to
scavenge deleterious free radicals but also to modulate cell-
signalling pathways. The modulation of signalling pathways
by antioxidants could thus help prevent cancer by preserving
normal cell cycle regulation, inhibiting proliferation, induc-
ing apoptosis, inhibiting tumor invasion and angiogenesis,
suppressing inflammation, and stimulating detoxification
enzyme activity [30, 82, 83]. Exercise has been found to
decrease the expression of inducible nitric oxide synthase
(iNOS), as well as TNF-𝛼, in the colon of azoxymethane-
(AOM-) treated mice [84].

6. Concluding Remarks

As demonstrated previously, gut mucosa possesses various
protective mechanisms to neutralize effects of increased pro-
duction of free radicals, that is, thick secreted mucosal layer,
which represents important physical and chemical protective
defence to luminal content and strong antioxidative protec-
tivemechanism.We provided data demonstrating that oxida-
tive status and ability of antioxidant system to respond to var-
ious conditions are influenced heavily by a number of physio-
logical and environmental factors. Various redox-dependent
mechanisms in an organism could be affected by different
endogenous or exogenous factors with protective (scaveng-
ing), harmful (accelerating), or modifying effects on produc-
tion of free radicals. Recent studies have found an association
between a genetic variant in some genes of antioxidative
protective mechanisms and CRC risk. On the basis of the
known and suggested role of previously mentioned proteins
(selenoproteins, SOD, etc.) in cell protection mechanism, it
is possible that factors that affect their pattern of colonic
expression may modulate the ability of gut epithelial cells to
cope with damaging metabolic challenges. For instance, low
dietary Se intake or genetic variation in the selenoprotein
genesmay influence expression or function of selenoproteins,
respectively. As demonstrated, these studies represent ground
for various speculations. Thus, before we can answer the
question whether oxidative stress is a cause or a consequence
of cancer development, further studies elucidating the role
of antioxidative protective defence and other confounding
factors in the pathogenesis of CRC are needed.
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Objective. It has been stated that brain cancers are an increasingly serious issue in many parts of the world. The aim of our study
was to determine a possible relationship between Vitamin D receptor (VDR) gene polymorphisms and the risk of glioma and
meningioma.Methods.We investigated the VDRTaq-I andVDR Fok-I gene polymorphisms in 100 brain cancer patients (including
44 meningioma cases and 56 glioma cases) and 122 age-matched healthy control subjects.This study was performed by polymerase
chain reaction-based restriction fragment length polymorphism (RF LP).Results. VDRFok-I ff genotypewas significantly increased
in meningioma patients (15.9%) compared with controls (2.5%), and carriers of Fok-I ff genotype had a 6.47-fold increased risk
for meningioma cases. There was no significant difference between patients and controls for VDR Taq-I genotypes and alleles.
Conclusions. We suggest that VDR Fok-I genotypes might affect the development of meningioma.

1. Introduction

The term of brain cancer is a heterogeneous group of neo-
plasms which occurs in intracranial tissue and the meninges.
The incidence of malignant brain tumors is rare and approx-
imately 2% of all cancers in adults [1, 2]. According to the
result of several studies, the frequencies of brain tumors are of
different rates according to countries worldwide. In addition,
these differences can be observed among different ethnic
groups in the same country [1]. Primary brain tumors are
classified according to histopathological features like various
other cancer types into the followingmajor histologic groups:
tumors of neuroepithelial tissue including astrocytoma, glio-
blastoma, oligodendroglioma, and ependymoma, tumors of
meninges including meningioma and hemangioblastoma,
and tumors of cellular region including pituitary tumors and
craniopharyngioma [3]. Glioblastoma and meningioma are
two of the most common and most malignant primary brain
tumors. Gliomas are responsible for approximately 80% and
meningioma is responsible for nearly 13–26% of all primary
malignant brain tumors [4–6]. Primary brain tumors are a

very heterogeneous group of diseases that are still not fully
understood in their pathological mechanism. Despite all
these developments, the contribution of genetic factors in the
development of brain tumors is still not fully understood.
Understanding of the genetic risk factors is very important
for choosing the most suitable cancer treatment [6, 7].

Vitamin D is a steroid hormone that regulates several
endocrine functions and cell functions such as, proliferation
and differentiation. [8, 9]. The 1,25(OH)

2
D is one of potent

regulators of cell growth and differentiation, which is an
effect on cell death, tumor invasion, and angiogenesis, which
makes it a candidate compound for cancer regulation [9]. It
is known that vitamin D inhibits malignant cell proliferation
and differentiation in several tissues such as breast, colon,
skin, and brain [10]. The nuclear functions of vitamin D
require binding to the vitamin D receptor (VDR) [11]. The
vitamin D receptor (VDR) is involved in multiple pathways
such as insulin-like growth factor (IGF) signaling; it also has
a role in the inflammation and estrogen-related pathways
that may be related to the prognosis of cancer [12, 13]. The
gene encoding the VDR is located on the chromosome
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12q12-14 [14]. Various studies suggested the effect of VDR
gene polymorphisms in the development of several types
of carcinoma such as breast, prostate, and colon carcinoma
[9, 15–17]. One of the VDR gene polymorphisms is the Fok-
I (rs2228570) polymorphism, which is located in exon 2 and
results in an alternative transcription initiation site, leading
to alter the activity of VDR protein. The polymorphic Fok-I
site in exon 2 results in different translation initiation region
due to thymine (T) to cytosine (C) substitution. The one of
the most well known of these polymorphisms such as Taq-I
(rs731236), which are located in exons 9, and a T/C nucleotide
substitution (ATT to ATC) leading to a synonymous change
at codon 352 (isoleucine) [18]. It has been reported that VDRs
localized in neuronal and glial cells affect the metabolism
of brain cells and change the expression of VDR [18, 19].
It has been reported that the potential effect of vitamin D
on the treatment of cancer was first identified in myeloid
leukemic cells [20]. Synthetic vitaminD analogues are among
the preferred options in the treatment of central nervous
system tumors. In addition, phase II clinical studies have
correlated with positive effects of vitamin D therapy on
glioblastoma cells [21–26].The increased vitamin D synthesis
in glioma cells after treatment can regulate cell proliferation
[19]. However, the consist of this effect is required in VDR
gene expression [20, 25]. Several studies have determined
the contribution of VDR polymorphisms in various types of
cancer. The aim of this study was to evaluate the association
between polymorphisms in the VDR Fok-I and Taq-I and the
risk of brain cancer in Turkish patients.

2. Materials and Methods

Subject Selection. We investigated the VDR Taq-I and VDR
Fok-I gene polymorphisms in 100 brain cancer patients
(including 44 meningioma cases and 56 glioma cases) and
122 age-matched healthy control subjects who were in the
follow-up Cerrahpaşa Faculty of Medicine: Department of
Neurosurgery in IstanbulUniversity.Themean ages of glioma
and meningioma patients and control group were 44.75 ±
15.63, 50.26 ± 12.68, and 47.22 ± 10.63 years, respectively.

The specimens were taken after obtaining informed con-
sent, and the study was conducted prospectively.TheMedical
Ethics Committee of Istanbul Medical Faculty approval was
obtained for the study. The protocol followed was consistent
with the World Medical Association Declaration of Helsinki
(Ethical Principles for Medical Research Involving Human
Subjects).

2.1. Polymorphism Analysis. Blood specimens were collected
in tubes containing EDTA, and DNA samples were extracted
from the whole blood by a salting out procedure (Miller et
al., 1988) [27]. Genotyping was performed by the polymerase
chain reaction (PCR) and restriction fragment length poly-
morphism (RF LP). For Taq-I polymorphism, the following
primers were used to amplify the VDR gene: 5-CAG AGC
ATG GAC AGG GAG CAA G-3; 5-GCA ACT CCT CAT
GGGCTGAGGTCTCA-3. For detection of the Taq-I RFLP,
50–100 ng genomic DNA was amplified with 1x polymerase

chain reaction (PCR) buffer, 3mM MgCl
2
, 0.2mM of each

dNTP, 0.2mM of each primer, and Taq polymerase in a 50𝜇L
reaction volume. The PCR conditions were as follows: Initial
denaturation step of 94∘C for 4min followed by 5 cycles of
94∘C for 45 sec, 64∘C for 60 sec, and 72∘C for 2min, and a
further 25 cycles of 94∘C for 30 sec, 64∘C for 30 sec, and 72∘C
for 45 sec. PCR products were digested with TaqI restriction
enzyme at 65∘C, electrophoresed on 2% agarose gels, and
stained with ethidium bromide. Genotypes were determined
as TT (490, 245 bp), Tt (490, 290, 245, and 205 bp), or tt (290,
245, and 205 bp) for Taq-I polymorphism [28]. The primers
(MBI Fermentas, Lithuania) for Fok-I polymorphism were
5-GAT GCC AGC TGG CCC TGG CAC TG-3; 5-ATG
GAA ACA CCT TGC TTC TTC TCC CTC-3. The DNA
template was amplified by PCR using 3mM MgCl

2
, 0.2mM

of each dNTP, 0.25mM of each primer, and Taq polymerase
(MBI Fermentas, Lithuania) in a 50 𝜇L final volume.ThePCR
conditions involved an initial denaturation of 4min at 94∘C
and followed by 30 cycles of 94∘C for 1min, annealing at 60∘C
for 1min, and extension at 72∘C for 1min. A final extension
step at 72∘C for 4min was also studied. PCR products
were digested with FokI restriction enzyme (MBI Fermentas,
Lithuania) at 37∘C for 3 h followed by electrophoresis in a 2%
agarose gel.The FF genotype (homozygote of common allele)
shows only one band of 272 bp in agarose gel.The ff genotype
(homozygote of infrequent allele) generates two fragments
of 198 and 74 bp. The heterozygote displays three fragments
(272, 198, and 74 bp) [29].

2.2. Statistical Analysis. Statistical analyses were performed
using the SPSS software package (revision 16 SPSS Inc.,
Chicago, IL, USA). Data are expressed as means + SD. Dif-
ferences in the distribution of genotypes or alleles between
cases and controls were tested using the chi-square statistic.
Odds ratios (ORs) and 95% confidence intervals (95% CI)
were calculated to estimate the risk of glioma and menin-
gioma. Values of𝑃 < 0.05were considered statistically signif-
icant. Haplotype frequencies𝐷 and 𝑟2 were calculated using
Haploview 4.0 programme.

3. Results

The analysis included 100 brain cancer (including 44 menin-
gioma cases, 56 glioma cases, and 122 healthy controls.
Table 1 shows the clinical characteristics of the study groups.
Genotype and allele frequencies ofmeningioma cases, glioma
cases, and controls are shown in Table 2. The risks of
meningioma and glioma associated with VDR genotypes are
shown in Table 3. There was a significant difference in the
distribution of VDR Fok-I genotypes inmeningioma patients
but no significant difference, was detected in glioma patients
(𝑃 > 0.05) (Table 2). VDR Fok-I ff genotype was significantly
increased in meningioma patients (15.9%) compared with
controls (2.5%), and carriers of Fok-I ff genotype had an
increased risk for meningioma cases (𝑃 = 0.004) (𝜒2: 10.33
OR: 6.470, %95 CI: 1.749–23.926). The VDR Taq-I genotype
frequencies for meningioma, glioma, and control cases were
not significantly different (𝑃 > 0.05). In addition, vitamin D
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Table 1: General demographic informations and parameters of patients and control groups.

Parameters Meningioma cases (𝑛 = 44) Glioma (𝑛 = 56) Controls (𝑛 = 122)
Age (years) (mean ± SD) 50.26 ± 12.68 44.75 ± 15.63 47.22 ± 10.63

Gender 𝑛 (%)
Male 18 (40.9%) 32 (57.1%) 51 (41.8%)
Female 26 (59.1%) 24 (42.9%) 71 (58.2%)

Histological characteristic of tumors
Astrocytoma 𝑛 (%) 11 (19.6%)
Glioblastoma multiforme 𝑛 (%) 22 (39.3%)
Oligodendroglioma 𝑛 (%) 8 (14.3%)
Oligoastrocytomas 𝑛 (%) 6 (10.7%)
∗Others 𝑛 (%) 9 (16.1%)

Values as average ± standard deviation. ∗Ependymoma, hemangioblastoma, paraganglioma, and so forth.

Table 2: Genotype and allele frequencies of meningioma cases, glioma cases, and controls.

SNP Controls 𝑛 (%)
(𝑛 = 122)

Meningioma 𝑛 (%)
(𝑛 = 44) 𝜒

2

𝑃 value Glioma 𝑛 (%)
(𝑛 = 56) 𝜒

2

𝑃 value
∗Fok-I genotype

FF 56 (45.9%) 19 (43.2%) 28 (50.0%)
Ff 63 (51.6%) 18 (40.9%) 10.527 0.005 23 (41.1%) 4.598 0.1
ff 3 (2.5%) 7 (15.9%) 5 (8.9%)

∗Fok-1 alleles
F 175 (71.7%) 56 (63.6%) 79 (70.5%)
f 69 (28.3%) 32 (36.4%) 1.997 0.157 33 (29.5%) 0.052 0.818

#Taq-I genotype
TT 65 (53.3%) 23 (52.3%) 32 (57.1%)
Tt 44 (36.0%) 18 (40.9%) 0.703 0.704 18 (32.2%) 0.275 0.872
tt 13 (10.7%) 3 (6.8%) 6 (10.7%)

#Taq-I alleles
T 174 (71.3%) 64 (72.7%) 82 (73.2%)
t 70 (28.7%) 24 (27.3%) 0.064 0.800 30 (26.8%) 0.137 0.710

Chi-square test was used to compare alleles and clinic pathological characteristics in the study group. 𝑛: number of individuals.
∗For Fok 1 polymorphism (rs2228570): F is referred to as T allele, and f is referred to as C allele.
#For Taq 1 polymorphism (rs731236): T is referred to as T allele, and t is referred to as C allele.
Due to the same base changes T-C or C-T for both polymorphisms, it should be shown as the initial letter of the polymorphism.

Table 3: The risk of meningioma and glioma associated with VDR genotypes.

SNP Controls Meningioma OR (95% CI) 𝑃 value Glioma OR (95% CI) 𝑃 value
Fok-1

FF 56 (45.9%) 19 (43.2%) 1.050 (0.774–1.425) 0.756 28 (50%) 1.089 (0.787–1.508) 0.611
Ff + ff 66 (54.1%) 25 (56.8%) 28 (50)
FF + Ff 119 (97.5%) 37 (84.1%) 6.470 (1.749–23.926) 0.001 51 (91.1%) 3.631 (0.899–14.665) 0.053
ff 3 (2.5%) 7 (15.9%) 5 (8.9%)

Taq-I
TT 65 (53.3%) 23 (52.3%) 1.022 (0.711–1.468) 0.909 32 (57.1%) 1.073 (0.810–1.421) 0.631
Tt + tt 57 (46.7%) 2 (47.7%) 24 (42.9%)
TT + Tt 109 (89.3%) 41 (93.2%) 1.043 (0.943–1.153) 0.460 50 (89.3%) 1.005 (0.403–2.508) 0.991
tt 13 (10.7%) 3 (6.8%) 6 (10.7%)
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haplotypes were evaluated for association with brain cancers.
Haplotype analysis revealed that there was no relationship
between VDR polymorphisms and brain cancers (for glioma
cases: 𝐷: 0.17, LOD: 1.08, and 𝑟-squared: 0.029 and for
meningioma cases𝐷: 0.199, LOD: 1.06, and 𝑟-squared 0.034)
(Tables 4 and 5).

4. Discussion

For the first time, we demonstrated the positive association
of VDR Fok-I gene variants with meningioma cases. We also
determined that VDR Fok-I ff genotype might affect devel-
opment of meningioma, but we found that there was no sta-
tistically significant difference between VDR polymorphisms
with glioma.

Vitamin D is an important factor in the regulation of
cell division and differentiation. The VDR gene is a member
of nuclear receptor superfamily. The VDR gene located on
chromosome 12. For a long time, several polymorphisms in
VDR gene have been investigated for functional significance
and potential effects on disease susceptibility [17].Many stud-
ies reported that vitamin D has an antiproliferative effect on
many cancer types, which is promoting apoptosis in a variety
of malignant cells, such as glioma, neuroblastoma, leukemia,
lymphoma cells, breast cancer, and colon cancer [28, 30, 31],
and numerous vitamin D analogs have been produced for the
treatment of several cancer types. Alternations of vitamin D
levels may be related to the changing in the expression of sev-
eral transcription factors, cell cycle arrested proteins, growth
factor, and other genes [32]. Several studies implicated that
the ff and Ff genotypes of the VDR gene are associated with a
decreased transcriptional activity. VDR Fok-I polymorphism
changes the size of the VDR protein [33–36]. The shorter
VDR variant could be less active; therefore, this variation
may lead to more aggressive disease prognosis [28, 37].There
are some studies showing that vitamin D deficiency affected
the brain morphology and cellular proliferation and growth
factor signaling in other tissue [19, 38–40]. Brain tumors
are relatively rare than other cancer types, but some of the
brain cancers are fatal cancer types [41].Meningiomas are one
of the most frequent neoplasms of the brain tumors which
account for nearly 13–26% and originate from the arachnoid
cells or meningothelial cells [5, 42, 43]. Most of the menin-
gioma cases are sporadic tumors. Today, we have a very little
knowledge about genetic risk factors of meningioma. The
pathophysiology ofmeningiomamay be associatedwith a few
genes, such as NF2, ATM, GST, CYP450, TP53, KRAS, and
MNI. Especially, these genes are related to DNA repair, cell
cycle regulation, tumor suppressor, and hormone metabolic
pathways [44]. Malmer et al. reported that there may be a
relationship between the ATM gene variants which regulate
for cellular response against DNA damage and meningioma
risk, [45]. Ting et al. reported that the activation of the
ATM gene is mediated with VDR phosphorylation when
genotoxic stress; furthermore, VDR genemutation associated
with inhibition of ATM gene expression [46].

Sadetzki et al. reported that the genotype of KRAS was
related to the increased the risk of (nearly 2 fold)meningioma

Table 4: Haplotype frequencies of glioma cases and controls.

Block Haplotype Case, control ratio
counts 𝜒

2

𝑃

Block 1
TT 0.547 0.534, 0.553 0.114 0.7359
TC 0.170 0.198, 0.157 0.892 0.3448
CT 0.168 0.171, 0.166 0.017 0.8968
CC 0.115 0.097, 0.124 0.546 0.46

∗For Fok-1 polymorphism (rs2228570): F is referred to as T allele, and f is
referred to as C allele.
#For Taq-1 polymorphism (rs731236): T is referred to as T allele, and t is
referred to as C allele.
Due to the same base changes T-C or C-T for both polymorphisms, it should
be shown as the initial letter of the polymorphism.

Table 5: Haplotype frequencies of meningioma cases and controls.

Block Haplotype Case, control ratio
counts 𝜒

2

𝑃

Block 1
CT 0.543 0.512, 0.554 0.476 0.4904
CC 0.183 0.250, 0.159 3.581 0.0584
TT 0.153 0.125, 0.163 0.726 0.394
TC 0.121 0.114, 0.124 0.062 0.8032

∗For Fok-1 polymorphism (rs2228570): F is referred to as T allele, and f is
referred to as C allele.
#For Taq-1 polymorphism (rs731236): T is referred to as T allele, and t is
referred to as C allele.
Due to the same base changes T-C or C-T for both polymorphisms, it should
be shown as the initial letter of the polymorphism.

[47]. VDR expression rates were associated with KRASmuta-
tion in several cancer types. Several studies suggest that cel-
lular effects of VDR may be associated with MAPK signaling
pathways, especially KRAS mutation in several cancer types
such as breast and colorectal cancers [48, 49]. Some menin-
giomas might originate from arachnoids cells within the
cranium, and other meningioma types may associated with
increased bone density [50]. Furthermore, vitamin D also
acts directly on osteoblasts, which ismodulate differentiation,
and regulates mineralization of the extracellular matrix in
osteoblastic cells [33]. Previous studies reported that MN1
gene was a candidate genetic risk factor for sporadic menin-
gioma cases [51]. Sutton et al. demonstrated that protein levels
of MN1 was significantly in a relationship with vitamin D
mediated transcription mechanism in osteoblastic cells [32].
All of these findings gave us an idea that vitamin D gene
variations may be a genetic risk factor for the development
of meningioma cases. Finally, we found that there was
statistically significant difference between the control and
meningioma patients for Fok-I ff genotypes. The individuals
who had VDR Fok-I ff genotype had an increased risk for
meningioma.

Despite an extensive literature study, there was no study
that reported the relationship between VDR polymorphisms
and brain cancer susceptibility. In conclusion, the present
results suggest that the Fok-I polymorphism in the VDR gene
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may be related to the risk of meningioma. However, further
studies with large number of subjects are needed to explain
this kind of relationship between VDR-Fok-I genetic variants
and meningioma risk.
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Idiopathic pulmonary fibrosis is the most common and severe form of idiopathic interstitial pneumonias. Despite an exponential
increase in our understanding of potentially important mediators and mechanisms, the pathogenesis remains elusive, and little
therapeutic progress has been made in the last few years. Mortality in 3–5 years is still 50%. Autophagy, a highly conserved
homeostatic mechanism necessary for cell survival, has been recently implicated in the pathogenesis of pulmonary disorders. In
this paper we aim to highlight some key issues regarding the process of autophagy and its possible association with the pathogenesis
of idiopathic pulmonary fibrosis.

1. Introduction

Idiopathic pulmonary fibrosis (IPF) is a chronic and pro-
gressive fibrosing interstitial pneumonia of unknown cause
whose pathogenesis, despite recent advances, is still not fully
understood [1]. It is currently believed that IPF is the result
of repeated injuries in different sites of the alveolar epithe-
lium with dysregulation of cellular homeostasis followed
by aberrant wound healing and inadequate repair of the
epithelial damage.Median survival from the time of diagnosis
is approximately 3 years, and surprisingly the mortality rate
exceeds that of many cancers [2]. Lung transplantation is the
only therapeutic approach which can affect survival, but it is
limited to highly selected patients. However, recent clinical
trials have yielded encouraging results regarding the use
of pirfenidone and N-acetyl-cysteine in mild to moderate
disease [3, 4].

In view of the limited current knowledge and poor
survival of the disease, the need for an elucidation of the
pathogenesis becomes imperative. Recently, the process of
autophagy, a term derived from the Greek andmeaning “self-
eating,” has been implicated in the pathogenetic pathway

of IPF [5, 6]. Autophagy is a highly conserved homeostatic
mechanism by which cells transport damaged proteins and
organelles such asmitochondria to lysosomes for degradation
in both health and disease conditions. It contributes to
cellular homeostasis by (a) providing an alternative source of
metabolic fuel, (b) removing damaged cellular components
which are toxic to the cell such as dysfunctionalmitochondria
or aggregated proteins, and (c) promoting cell death [7].

In previous studies, the term of selective autophagy has
been introduced in order to underline the selective targeting
of cargoes for degradation. Mitophagy refers to selective
digestion of mitochondria, and xenophagy refers to selective
degradation of invading pathogens and bacteria [8, 9]. The
selective degradation of protein aggregates is regulated by
p62, a cytosolic chaperone protein.

Most of the current knowledge regarding the role of
autophagy in cell homeostasis was obtained by studies in
yeast and mice, whereas its role in human diseases has only
been slightly investigated and appears to be highly pleiotropic
as itmay either represent an adoptive prosurvival response or,
if deregulated, promote cell death andmorbidity. Autophagic
cell death differs from apoptotic cell-death; the former does



2 BioMed Research International

not involve caspase activation.Nonetheless, the two processes
can coexist [10].

In this paper, we aim to highlight the current knowledge
regarding the process of autophagy and its role in various
pulmonary disorders with a particular focus on IPF.

2. Classes and Regulation of Autophagy

There are three mechanisms by which autophagy can occur.
Microautophagy involves a nonselective surrounding of cyto-
plasmic components directly by lysosomal membranes. The
chaperone-mediated autophagy involves a selective transport
to lysosomes of cargoes that contain a specific pentapeptide
motif (KFERQ). Macroautophagy is characterized by the
presence of autophagosome, a double-membraned vesicle
that surrounds the damaged component to be degraded
following fusion with endosomes and lysosomes. Chaperone
mediated autophagy and microautophagy are less studied
whereas macroautophagy (referred as autophagy hereafter)
is the best studied mechanism since autophagosomes are
easy to detect with fluorescence and electron microscopy
[11]. The process consists of in four distinct steps: (a) the
formation of an isolation membrane, (b) the formation of
an autophagosome with engulfment of the cargo, (c) the
fusion of the autophagosome with a lysosome, and (d)
the degradation of the cargo by lysosomal enzymes with
regeneration of metabolic precursor molecules to be used for
anabolic pathways [7].

A series of autophagy-related genes (Atg) are involved
in the regulation of the process. Beclin-1, an interacting
protein, in complex with class III phosphatidylinositol 3-
kinase (PI3 K) and Atg14 acts as a major positive regulator of
autophagy [12]. The rapamycin-sensitive mammalian target
of rapamycin (mTOR)/class I PI3 K pathway acts as a major
negative regulator of autophagy [13, 14]. Autophagosome for-
mation requires two ubiquitin-like conjucation systems: the
Atg5–Atg12 conjucation system and the Atg8 (microtubule-
associated protein-1 light chain [LC] (3) conjugation system
by which LC3 is converted from LC3-I (free form) to LC3
II (conjugated to phosphaditylethanolamine form) a step
which is considered critical for autophagosome formation
[15–17].The fusion of autophagosomewith lysosome requires
the involvement of a GTPase termed Rab-7 and lysosome-
mediated membrane protein (LAMP) −1 and −2.

Autophagy can be measured with various methods,
and each one has its advantages and limitations. Electron
microscopy can visualize early-stage autophagosomes but is
less sensitive for the visualization of late-stage autophago-
somes [18]. Fluorescence-based methods such as the use of
green fluorescent protein (GFP)-LC3 are also used. They
are based on the fact that when autophagy is induced and
LC3b becomes part of the newly formatted autophagosome,
the GFP-LC3 changes its cellular localization from a diffuse
cytosolic pattern to a punctuate pattern [19]. Western blot
analysis has demonstrated that LC3b-II correlates well with
the number of autophagosomes and, thus, with autophagic
activity [20]. Western blot analysis of p62, a cytosolic chap-
erone protein that has an LC3b binding domain [21], can
also be used as an increase of p62 levels is associated with

the reduced autophagic activity [22]. These methods have
the disadvantage of evaluating autophagy in a certain time
point (i.e., staticmeasures) andmaynot reflect the autophagic
activity properly as an increase of either the number of
autophagosomes or the levels of LC3b-II may be due to
the enhanced induction of autophagosome formation or
to inhibited fusion with lysosomes which in reality means
low autophagic flux. In order to distinguish between these
two options, autophagic flux assays are used (i.e., dynamic
measures). In cell cultures, LC3b-II levels are measured
with Western blot in presence and absence of inhibitors of
autophagic degradation such as chloroquine, leupeptin, and
bafilomycin-A [23]. Another pitfall regarding the measure-
ment of autophagy in lung diseases is that the process is
cell-dependent as it was shown in COPD [24, 25] where
it is enhanced in the epithelium and impaired in alveolar
macrophages.Thus, the study of autophagy in samples such as
whole lung homogenates may not represent what happens in
a specific subset of cells. A combination of static and dynamic
methods is currently recommended with a careful definition
of the type of cell in which autophagy is being measured [7].

3. Autophagy in Pulmonary Diseases

Autophagy has been implicated in the pathogenesis of
several pulmonary diseases (Table 1) and represents a poten-
tial therapeutic target in current and future clinical tri-
als (Table 2) [26]. Chronic obstructive pulmonary disease
(COPD) is the best studied lung disorder regarding the role of
autophagy and represents an example of the cell-specific role
of autophagy in the context of the samedisease. In lung biopsy
samples, it was observed that the number of autophago-
somes as well as the levels of LC3b-II and other autophagy-
related proteins was increased and moreover was correlated
with disease severity [27]. Similar results were obtained in
lung epithelial cell lines and fibroblasts exposed to cigarette
smoking extract (CSE) which is the primary causative agent
of COPD [27, 28]. Genetic depletion of Beclin-1 and LC3b
decreased cell death in exposed cells, and mice deficient in
LC3b did not develop emphysema after exposure to CSE
[24, 27, 29]. On the other hand, in alveolar macrophages,
autophagic flux was impaired, and the effect of smoking
was further supported by the fact that similar changes were
observed in alveolar macrophages of non smokers exposed
to cigarette smoking [25].Therefore, in conclusion, enhanced
autophagy in epithelial cells has a deleterious effect by
promoting cell death and developing of emphysema, and
impaired autophagy in alveolar macrophages contributes
to the deficient transport of bacteria to lysosome, namely,
xenophagy, and to the higher propensity of COPD patients
to bacterial acute respiratory infections which lead to acute
exacerbations.

Cystic fibrosis (CF) is a disease characterized by muta-
tions of the cystic fibrosis transmembrane conductance reg-
ulator (CFTR) gene which is associated to intracellular
accumulation of misfolded proteins that are supposed to be
cleared by autophagy. It has been observed that in CF human
epithelial cell, mutant CFTR proteins impair autophago-
some formation via depletion of Beclin-1 [30] and increase
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Table 1: Autophagy and pulmonary diseases.

Study Model Disease Stimulus/effect
Chen et al. 2008 [24] in vivo/in vitro COPD CS induces autophagy in epithelial cells.

Monick et al. 2010 [25] in vitro COPD CS-induced cell death and emphysema are regulated by LC3𝛽
activity.

Chen et al. 2010 [29] in vivo/in vitro COPD CS decreases autophagy in alveolar macrophages.
Luciani et al. 2010 [30] in vivo/in vitro CF Defective autophagy in CF

Abdulrahman et al. 2011 [31] in vivo/in vitro CF Treatment with rapamycin induces autophagy and reduces the
burden of B. cenocepacia.

Singh et al. 2006 [33] in vitro MTB infection Induction of autophagy by IFN𝛾 or rapamycin enhances
mycobacteria killing.

Gutierez et al. 2004 [34] in vitro MTB infection Induction of autophagy by IFN𝛾 eliminates mycobacteria
through an IRGMmechanism.

Lee et al. 2011 [35] in vivo/in vitro PH Autophagy protects against hypoxia-induced PH.

Parhitko et al. 2011 [36] in vivo/in vitro TSC Genetic-pharmacologic inhibition of autophagy blocks
autophagy in TSC.

Gills et al. 2007 [39] in vivo/in vitro Lung cancer Nelfinavir activates autophagy and exhibits antiproliferative
activity in lung cancer.

Mi et al. 2011 [80] in vivo/in vitro PF Antagonism of IL-17A induces autophagy and protects against
fibrosis.

Patel et al. 2012 [5] in vivo/in vitro IPF
TGF-𝛽1 inhibits autophagy in lung fibrobasts. Rapamycin
induces autophagy in the BLMmodel and reduces the degree of
fibrosis.

Araya et al. 2013 [6] in vitro IPF Insufficient autophagy promotes myofibroblast differentiation
and collagen deposition.

COPD: chronic obstructive pulmonary disease, CS: cigarette smoking, CF: cystic fibrosis, MTB: mycobacterium tuberculosis, IFN𝛾: interferon 𝛾, PH:
pulmonary hypertension, TSC: tuberous sclerosis complex, PF: pulmonary fibrosis, IPF: idiopathic pulmonary fibrosis, TGF-𝛽1: transforming growth factor-
𝛽1, BLM: bleomycin.

Table 2: Clinical trials targeting autophagy in pulmonary diseases.

Identifier Condition Intervention Phase Status

NCT00969306 SCLC Chloroquine,
A-CQ100 Phase 1 Not yet recruiting

NCT00933803 NSCLC

Paclitaxel
Carboplatin
Hydroxychloroquine
Bevacizumab

Phase 1
Phase 2

Active
Not recruiting

NCT01649947
NSCLC
Recurrent
NSCLC

Paclitaxel
Carboplatin
Hydroxychloroquine
Bevacizumab

Phase 2 Recruiting

NCT00728845
Recurrent
Advanced
NSCLC

Bevacizumab
Carboplatin
Hydroxychloroquine
Paclitaxel

Phase 1
Phase 2 Terminated

NCT01687179 LAM Sirolimus and
hydroxychloroquine Phase 1 Recruiting

SCLC: small-cell lung cancer, NSCLC: non-small cell lung cancer, LAM: lymphangioleiomyomatosis.

of reactive oxygen species (ROS) and transglutaminase-2
production which contributes to the excessive inflammation
seen in CF. Restoring Beclin-1 restores autophagy measured
by LCEb-II and p62 levels and GFP-LC3 puncta and leads
to increased clearance of protein aggregates and marked
reduction of inflammation in a mouse model of CF [30].

Interestingly, treatment with N-acetylcysteine (NAC) also
has beneficial effects suggesting a possible implication of
antioxidants in the therapy of CF. Infection by Burkholderia
cenocepacia is potentially lethal in patients with CF, and it was
observed that it is associated with downregulation of several
autophagic genes in alveolar macrophages [31]. Treatment
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with rapamycin induced autophagy and reduced lung inflam-
mation.

Alveolar macrophages provide the first line of defense
against invading microbes. Infection by Mycobacterium
tuberculosis is also associated with inhibition of the for-
mation of autophagosomes which inhibits mycobacterial
killing by alveolar macrophages [32]. Stimulation of alve-
olar macrophages with interferon-𝛾 (IFN-𝛾) upregulates a
GTPase, namely, IRGM-1, and activates autophagy [33].
Induction of autophagy by rapamycin also enhances mycob-
acterial killing [34].

Autophagy seems to be implicated in the development
of pulmonary hypertension (PH). In lung samples of human
PH and lung vasculature, there was an increased expres-
sion of LC3b and GFP-LC3 puncta formation, a marker of
autophagosome formation in GFP-LC3-transfected endothe-
lial cells. When mice genetically deficient in LC3b were
exposed to chronic hypoxia, they demonstrated an evidence
of increased pulmonary hypertension compared to wild-type
mice suggesting a protective role of autophagy by limiting
hypoxia-dependent vascular cell proliferation [35].

Tuberous sclerosis complex (TSC) is an autosomal dom-
inant tumor suppressor gene syndrome caused by germline
mutations in the TSC1 or TSC2 genes. Patients with TSC
have multisystem manifestations such as neurologic disease,
benign tumors in multiple organs, and pulmonary lym-
phangioleiomyomatosis (LAM). Genetic and pharmacologic
autophagy inhibition blocks tumorigenesis in xenograft and
spontaneous models of TSC [36] and hence may represent a
potential therapeutic target for TSC.

Autophagy has functional implications in the pathogen-
esis of cancer, but only few studies have been performed
specifically in lung cancer, and the role of autophagy in
response to chemotherapeutic agents using cultured human
lung A549 adenocarcinoma cells [37, 38] has been evaluated.
Interestingly, Nelfinavir, an HIV protease inhibitor, exerted
pleiotropic biochemical and cellular effects that included
induction of endoplasmic reticulum (ER) stress, autophagy,
and apoptosis in vitro and in vivo and exhibited antiprolifer-
ative activity in lung cancer cells [39].

4. Autophagy and IPF:
Indirect Pathogenetic Links

A growing body of evidence suggests that there may be
a pathogenetic link between IPF and autophagy. Oxidative
stress, endoplasmic reticulum (ER) stress, and hypoxia, all
mechanisms that participate in the pathogenesis of IPF
[40–42], are well-known inducers of autophagy [43–45].
On the other hand, viral infections, which have also been
hypothesized to favor the development of fibrosis, seem to
have an inhibitory effect on autophagy.

ER is an organelle that serves general functions such as
facilitation of protein folding and transport of newly syn-
thesized proteins. Oxidative stress, disturbances in calcium
regulation, glucose deprivation, and viral infection can cause
ER stress which leads to increase of the unfolded proteins
[46]. In neuroblastoma cells, ER stress induces autophagy and
is associated with cell survival [47]. However, ER-induced

autophagy may be cell specific because it was seen that in
colon and prostate cancer cell lines activation of autophagy
by chemical inducers reduces cell death, whereas in nor-
mal human colon cells and in nontransformed embryonic
fibroblasts, it contributes to cell-death [48]. In lung epithe-
lial fibroblast cell lines, autophagy induced by chemicals
resulted in increased accumulation of LC3-II and activation
of unfolded protein response, a compensatory mechanism
to ER stress [49] suggesting a possible protective role of
autophagy.

It is now accepted that IPF is the result ofmultiple injuries
in the epitheliumwhich leads to early death of type II alveolar
epithelial cells (AECs II) and aberrant wound healing. In
cases of familial IPF, it was shown that mutations of the
surfactant protein-C gene (SFTRC) lead to accumulation of
misfolded proteins, induction of ER stress, and apoptosis of
AEC II [50–53]. In sporadic IPF and regardless the absence of
mutations, an increase of ER stress and apoptotic markers in
AEC II was also observed [54]. Recently, it was also observed
that ER stress is implicated in the differentiation of fibroblast
into myofibroblast which is considered a key event in the
pathogenesis of IPF [40].

Recent evidence suggests that oxidative stress, defined
as an imbalance of the generation of ROS in excess of the
capacity to neutralize them, promotes autophagy. According
to a hypothesis [55], mild levels of oxidative stress activate
autophagy in order to eliminate the damaged organelles and
thus to promote cell survival. On the other hand, acute or
persistent oxidative stress, which has been hypothesized in
the pathogenesis of IPF, leads to an increase of intracellular
ROS, damage of the lysosomal membrane with intracellular
release of potent hydrolases, dysregulation of autophagy with
perpetuation of the oxidative injury, and initiation of a vicious
circle that leads to apoptotic cell death. In transformed and
cancer cell lines treatment with hydrogen peroxide (H

2
O
2
)

induced autophagy and promoted caspase-independent cell
death, whereas knockdown of specific autophagic genes with
small interfering RNAs (siRNAs) prevented H

2
O
2
-induced

autophagic cell death [56]. Starvation, which is a known
inducer of autophagy, is associated with an increase of
intracellular ROS and leads to autophagosome formation and
autophagic degradation in CHO and HeLa cells [57]. In the
former scenario [56], ROS-induced autophagy led to cell
death, whereas in the latter [57] it represented a mechanism
which is essential for cell survival. In the model of human
bronchial epithelial cells treated with cigarette smoke extract,
an increase of intracellular ROS was observed, and the
activation of autophagy had a deleterious effect promoting
the death of epithelial cells [26].

ROS and markers of oxidative stress are evident in
IPF, and levels of ROS are negatively correlated with lung
function [58–60]. The overproduction of ROS may cause
lung injury and promote a tissue microenvironment which
favors fibrosis over regeneration. Glutathione, an antioxidant
agent, has been found to be decreased in IPF [61]. NAC is
capable of stimulating glutathione synthesis, increasing the
intra- and extracellular levels, and thereby partially restoring
glutathione levels [62, 63]. NAC has been found to have
favourable effects on the lung function of patients with IPF
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and mainly in those with less progressed disease [4, 64].
However, results of a recent trial showed some conflicting
results which need further careful investigation [65].

Autophagy is sensitive to oxygen tension, and hypoxia
inducible factor 1-𝛼 (HIF 1-𝛼) has been implicated as a regu-
lator of autophagy and of turnover of damaged mitochondria
under hypoxic condition. HIF 1-𝛼 target gene, namely, Bcl-
2/adenovirus E1B 19 kDa—interacting protein-3 (BNIP3),
also regulates hypoxia-induced autophagy [45, 66]. However,
even in the case of hypoxia, the dual role of autophagy
has been emerged as in another study, it was observed that
prolonged hypoxia induces autophagic cell death through a
BNIP3 dependent mechanism [67].

It is now believed that hypoxia can lead to alveolar
epithelial cell apoptosis initiating the cascade of fibrogenesis.
In fact, it was observed in both animal models of bleomycin-
induced fibrosis and in lung tissues of IPF patients that HIF
1-𝛼 is overexpressed and may exert its role in early stages of
fibrogenesis as it was localized in areas of active fibrosis and
in normal areas of IPF lung but not within the fibroblastic foci
which represent areas of established fibrosis [42].

Autophagy, as part of the host defence system, has been
targeted by viral proteins through the evolution of mecha-
nisms of virus escape. The alpha-herpesvirus HSV-1 inhibits
autophagy (i.e., xenophagy) through the actions of ICP34.5
and US11 proteins. ICP34.5 protein directly binds Beclin1
leading to the inhibition of the autophagosome formation
[68]. As part of the intrinsic antiviral response, infected cells
block protein synthesis through the PKR-mediated phospho-
rylation of eIF2a translation initiation factor, a process that
also leads to the upregulation of autophagy [69].The ICP34.5
and US11 proteins inhibit the phosphorylation of eIF2a
at temporally distinct phases of HSV-1 infection, thereby
releasing the block to protein synthesis and subsequently
inhibiting the induction of autophagy [70, 71]. Similar
to alpha-herpesviruses, beta-herpesviruses like hCMV are
extremely efficient in blocking autophagosome formation
through the TRS1 viral protein which directly interacts and
inhibits Beclin1 [72]. Gamma-herpesviruses seem to employ
a different mechanism for the inhibition of autophagy which
relies on the acquisition of cellular homologues of Bcl-
2 protein including BHRF1 and BALF-1 of EBV, Orf16 of
Kaposi’s sarcoma-associated herpesvirus (KSHV), and M11
of murine 𝛾-herpesvirus 68 (𝛾-HV68) [73]. Bcl-2 protein
apart from its antiapoptotic role acts as a potent inhibitor of
autophagy throughBeclin binding. Bcl-2 is regulated through
JNK phosphorylation, upon which Bcl-2 is released from
Beclin-1 allowing for the activation of autophagy. The viral
Bcl-2 analogues expressed by several gamma-herpesviruses
lack the JNK phosphorylation domain, thereby escaping JNK
regulation and acting as dominant inhibitors of autophagy.

Several studies have suggested a link between IPF and
occult viral infections in the lung, including herpesviruses,
adenovirus, hepatitis C, and Torque teno virus. It has been
hypothesized that these viruses may represent injurious
agents in the context of the “multiple hits” hypothesis. The
Epstein-Barr virus (EBV) has been detected in both familial
and sporadic IPF [74], and EBV protein and DNA expression
have been found in IPF lung tissues [75, 76]. EBV replication

has been demonstrated in type II alveolar epithelial cells,
and EBV latent membrane protein 1 (LMP-1) expression was
detected in the alveolar epithelium in IPF patients, findings
that were associated with poor prognosis [77]. Moreover,
from the clinical point of view, antiviral treatment has
been reported to stabilise the course of IPF [74]. Recently,
our group has detected the presence of HSV-1 in patients
with fibrotic idiopathic interstitial pneumonias, since the
virus presented similar incidence in two different biological
samples, tissue, and bronchoalveolar lavage fluid. We have
also found that the presence of HSV-1 can enhance fibrosis
by inducing the transcription of molecular pathways which
promote fibrotic, angiogenetic, wound healing, and innate
immunity processes, suggesting a probable role of infectious
factors in the pathogenesis of lung fibrosis [78]. Proof of con-
cept experiments of the involvement of herpesviruses in lung
fibrosis come from experimental models of pulmonary fibro-
sis with the MHV-68 murine gamma-herpesvirus. Impor-
tantly, experimentally established pulmonary latent infection
of mice with MHV-68 could confer higher susceptibility to
bleomycin or FITC-induced fibrosis [79] in comparison to
the uninfected control mice, thereby supporting a multi-
ple/recurrent hit hypothesis where the herpesvirus presence
alters the lung microenvironment and acts as a cofactor in
experimentally induced models of pulmonary fibrosis.

5. Autophagy in IPF

Recently, Mi et al. have shown that IL17A, a cytokine that
induces production of collagen and promotes epithelial-
mesenchymal transition (EMT) through a transforming-
growth-factor-𝛽1- (TGF-𝛽1-) dependent mechanism, inhibits
autophagy in mouse epithelial cells [80]. Moreover, they
observed that in the murine model of BLM-induced fibrosis,
antagonism of IL17A activated autophagy, decreased the
production of collagen, attenuated fibrosis and increased
survival. This protective effect was abolished after blocking
autophagy with 3-methyladenine (3-MA).

Patel et al. studied markers of autophagic activity and
concluded that autophagy is not induced in human IPF lungs
[5]. More in detail, they observed that the levels of LC3-II
were lower and the levels of p62 were higher in IPF lungs
compared to controls. Moreover, they observed a decrease in
the number of autophagosomes with electron microscope in
IPF lungs. In order to provide a plausible answer, they used
fibroblast cell lines and showed that TGF-𝛽1, a profibrotic
cytokine which is overexpressed in IPF, inhibits autophagy.
Silencing of LC3 and beclin-1 genes and, hence, inhibiting
autophagy enhanced the expression of fibronectin and 𝛼-
smooth cell actin, a marker of myofibroblast which is a key
cell in the process of fibrogenesis. In the BLM model, they
observed that treatmentwith rapamycin enhanced autophagy
and protected from fibrosis. Based on these observations,
the authors concluded that autophagy protects against the
development of fibrosis.

A growing body of evidence at both clinical and biological
level suggests that IPF is a disease of aging characterised
by premature age-related changes in alveolar epithelial cells
[81]. It is also accepted that autophagy functions less as tissue
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ages due to insufficient formation of autophagosomes or
to deficient elimination after fusion with lysosomes [82].
Recently, Araya et al. also attempted to clarify the role
of autophagy in IPF [6]. They suggested that insufficient
autophagy leads to epithelial cell senescence as they observed
an increased expression of p62 and ubiquitinated proteins,
both markers of decreased autophagy as well as an increased
expression of p21 which is a marker of cellular senescence.
On the other hand and in agreement with previous
observations of cell-specific effect of autophagy, they showed
that insufficient autophagy in lung fibroblasts leads to the
differentiation to myofibroblasts without any effect on their
senescence and to increased production of extracellular
matrix which are critical steps in the fibrogenetic process.

6. Conclusion

Over the last decade, there has been an explosion in the
research field regarding the possible mechanisms involved
in the pathogenesis of IPF and clinical trials in order to
find a therapeutic agent able, at least, to stabilise the course
of the disease. Despite all these efforts, pathogenesis of
IPF is still not fully understood. A universally accepted
therapeutic agent has not yet been found. Recently, it has been
suggested that there should be an “oncologic” approach in the
pathogenesis of IPF. According to this hypothesis, multiple
pathwaysmay be involved simultaneously in the pathogenesis
of IPF, and future therapeutic approaches should target these
pathways simultaneously [83]. Moreover, this hypothesis
has been strengthened by the observation that there are
certain similarities between IPF and lung cancer biology [2].
Autophagy has been recently implicated in the pathogenesis
of lung diseases, and only few studies exist in the field of IPF,
and thus its role is rather obscure.Therefore, more studies are
needed in order to clarify the role of autophagy in IPF and in
order to develop novel therapeutic approaches.
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Traumatic brain injury (TBI) is a major cause of death and disability in young people. No effective therapy is available to ameliorate
its damaging effects. Our aim was to investigate the optimal therapeutic time window of edaravone, a free radical scavenger which
is currently used in Japan. We also determined the temporal profile of reactive oxygen species (ROS) production, oxidative stress,
and neuronal death. Male C57Bl/6 mice were subjected to a controlled cortical impact (CCI). Edaravone (3.0mg/kg), or vehicle,
was administered intravenously at 0, 3, or 6 hours following CCI.The production of superoxide radicals (𝑂

2

∙−) as a marker of ROS,
of nitrotyrosine (NT) as an indicator of oxidative stress, and neuronal death were measured for 24 hours following CCI. Superoxide
radical production was clearly evident 3 hours after CCI, with oxidative stress and neuronal cell death becoming apparent after 6
hours. Edaravone administration after CCI resulted in a significant reduction in the injury volume and oxidative stress, particularly
at the 3-hour time point. Moreover, the greatest decrease in 𝑂

2

∙− levels was observed when edaravone was administered 3 hours
following CCI. These findings suggest that edaravone could prove clinically useful to ameliorate the devastating effects of TBI.

1. Introduction

In spite of the fact that traumatic brain injury (TBI) is a
major cause of death and disability, particularly in young
people, and given the huge socioeconomic costs of caring
for affected persons, there is still no adequate treatment
available to ameliorate its damaging effects [1, 2]. The overall
incidence of TBI in the United States is estimated to be 540
cases per 100,000 persons and the prevalence of long-term
disability is estimated to be between 3.2 and 5.3 million. In
2000, the economic impact of TBI in the United States was
estimated to be $9.2 billion in lifetimemedical costs and $51.2
billion in lost productivity. Falls and motor vehicle accidents
are the leading causes of TBI, with most cases transferred
immediately to an emergency department [3]. Given that
moderate and severe TBIs are associated with neurologic and

functional impairments [4], further intensive care following
initial treatment and diagnostic assessment are also usually
required.

Edaravone (3-methyl-1-phenyl-2-pyrazolin-5-one) is a
derivative of antipyrin and was approved as free radical
scavenger for the treatment of acute cerebral infarction in
Japan [5]. Edaravone was first reported to strongly scavenge
hydroxyl radicals (OH−) produced by the Fenton reaction in
vitro and to decrease lipid and L-tyrosine oxidation [6]. The
effects of edaravone have been studied in relation to brain
ischemia in animals and humans, and decreased brain edema,
infarction, endothelial damage, and oxidative damage have
been reported [6–11]. Edaravone has also been used in other
neural injury models such as spinal cord injury [12], TBI
[8, 13, 14], and brain hemorrhage [15] andwas found to reduce
lesion size and oxidative stress levels. We have previously
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reported that intravenous edaravone (3.0mg/kg) treatment
immediately after cortical impact suppressed traumatic neu-
ral damage in rodents [13] and decreased hydroperoxide
(ROO∙) and alkoxyl (RO∙) radical formation in both rodents
and patients with TBI [13, 16]. Edaravone treatment at 2
hours and again at 12 hours also decreased neuronal loss
in a dose-dependent fashion (0.75, 1.5, or 3mg/kg) in the
CA3 layer of the hippocampus after TBI [8], while at 3mg/kg
i.v it suppressed apoptotic neuronal cell death and oxidative
damage after TBI [14]. In spite of these positive outcomes, the
therapeutic time window of edaravone on TBI has not been
examined in detail.

It has been suggested that reactive oxygen species (ROS)
generation is activated in the lesion area after TBI, leading to
the initial production of superoxide (O2

∙−) and nitric oxide
(∙NO) radicals.These ROS then react andmetabolize to form
stronger oxidants in the form of peroxynitrite (ONOO−),
hydroxyl (∙OH), carbonate (CO3

∙−), and nitrogen dioxide
(∙NO
2
) radicals [17, 18], which in turn react with proteins,

lipids, sugars, and nucleotides and impair the normal phys-
iological function of cells. Although it is considered that O2

∙−

does not have strong oxidative potential and that edaravone
does not scavenge O2

∙− in vitro [6], we previously reported
thatmice deficient inGp91phox (NOX2), a subunit of NADPH
oxidase and a generator of O2

∙−, exhibited reduced lesion size
and oxidative stress following TBI [19]. Moreover, knockout
mice lacking interleukin-1, a proinflammatory cytokine, were
less susceptible to neuronal cell death than their wild-type
littermates and displayed less inducible nitric oxide synthase
gene expression and reduced O2

∙− and ONOO− production
during ischemia [20, 21].

In the present study, we investigated the therapeutic time
window of edaravone on TBI and oxidative metabolite gen-
eration in mice following a controlled cortical impact (CCI).
We also evaluated the temporal profile of ROS production,
oxidative stress, and neuronal cell death in order to estimate
the relationship between the effect of edaravone on brain
damage and the sequence of events leading to ROS generation
following CCI.

2. Materials and Methods

2.1. Animals and CCI Model. All experimental procedures
involving animals were approved by the Institutional Animal
Care and Use Committee of Showa University (#00158).
Young adult male C57/BL6 mice (8–12 weeks of age, 20–26 g
per body weight) were anesthetized with 2% sevoflurane in
N
2
O/O
2
(70%/30%) and positioned in a computer-guided

stereotaxic system (Leica Angle Two, Leica Microsystems,
Wetzlar, Germany) incorporating an electromagnetic CCI
device (Benchmarked Stereotaxic Impactor, Leica Microsys-
tems). Following a midline scalp incision, a 4mm2 opening
was made in the skull 3mm lateral and 2mm caudal of
bregma, thereby exposing the right parietotemporal cortex. A
CCI was carried out at a depth of 1.0mm from the duramater
at a stroke velocity of 3.7m/second, using an impact device
with a rounded tip of approximately 1.2mm in diameter
(Figures 1(a) and 1(b)) [22].

After removing hemorrhaged blood resulting from the
impact, the skull was covered with 4mm diameter artificial
dura (GORE Preclude, W. L. Gore & Associates, Newark, NY,
USA) and a 5mm diameter artificial bone plate made from
dental cement (GC Fuji I, GC Corporation, Tokyo, Japan).
The core body temperature of the mice was maintained at
37∘C during the surgery.

2.2. Experimental Design. We performed 3 experiments as
given in the following.

Experiment 1. The animals were divided into 4 experimental
groups to determine the possible therapeutic time window
of edaravone (3.0mg/kg, 𝑛 = 10 for each group). Group 1
(Ed 0 h): edaravone was administered immediately (0 hour)
after the CCI. Group 2 (Ed 3 h): edaravone was administered
3 hours following CCI. Group 3 (Ed 6 h): edaravone was
administered 6 hours following CCI. Group 4, vehicle (Vh):
this served as the control group in which normal saline was
given immediately (0 hour) following CCI (𝑛 = 9). All
animals were sacrificed 24 hours following CCI (Figure 1(d)).

Experiment 2. Mice (𝑛 = 3 in each group) were divided into 4
groups. They were sacrificed group 1: immediately (0), group
2: 3 hours, group 3: 6 hours, and group 4: 24 hours after CCI
to investigate the temporal profiles of ROS, oxidative stress,
and neuronal death in the brain (Figure 1(e)).
Experiment 3. Three groups were set (𝑛 = 3 in each group)
to investigate the effect of edaravone treatment to ROS
(Figure 1(f)). Group 1 (Ed 0 h): edaravone was administered
immediately (0 hour) after the CCI and in situ detection of
O2
∙− was performed 4 hours after CCI. Group 2 (Ed 3 h):

edaravone was administered 3 hours following CCI and in
situ detection of O2

∙− was performed 4 hours following CCI.
Group 3 (Vh 3 h): vehicle was administered 3 hours after CCI
and in situ detection of O

2

∙− was also performed 4 hours
following CCI as the control group.

2.3. Administration of Edaravone. Edaravone, a free radical
scavenger, was a gift fromMitsubishi Tanabe Pharma (Osaka,
Japan). Animals were placed in the supine position and
anesthetized with sevoflurane administered by inhalation
through a facemask.The skin over the left clavicle was incised
to expose the left jugular vein. Edaravone dissolved in saline
was slowly administered at a dosage of 3.0mg/kg bodyweight
(100–150𝜇L volume) into this vein.

2.4. Tissue Preparation. Under sodiumpentobarbital (50mg/
kg, i.p.) anesthesia, the animals were transcardially perfused
with 0.9% NaCl followed by 2% paraformaldehyde (PFA) in
50mM phosphate buffer (pH 7.2). The brain and skull were
then removed intact and postfixed in 2% PFA overnight,
after which the skull was carefully removed, and the brain
was immersed in 20% sucrose for 2 days for cytoprotection.
The brain was next frozen in liquid nitrogen-chilled 2-
methylbutane and coronally cryosectioned at a thickness
of 50𝜇m from bregma to approximately 3.9mm caudal
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Figure 1: Establishment of TBI model and experimental protocol. (a) Brain images following TBI. The contusion was conducted over the
right parietotemporal cortex 2.0mm caudal of bregma and 3.0mm lateral of the midline. (b) High power images of the CCI device showing a
rounded tip of approximately 1.2mm in diameter. (c) Coronal cryosections (thickness 50 𝜇m) from bregma to approximately 3.9mm caudal
of bregma encompassing the injury regionwere used to determine the injury area.The core-injury area was defined as the direct impact region
1.2mm to 2.4mm caudal of bregma. The peri-injury area was defined as being <1.2mm and >2.4mm caudal of bregma. (d) The free radical
scavenger edaravone was injected intravenously into the jugular vein following CCI. To determine the possible therapeutic time window,
edaravone (3.0mg/kg, 𝑛 = 10 for each time point) was administered either immediately (0) or 3 or 6 hours following CCI. As a vehicle-
treated control group, saline was administered immediately (0 hour) following CCI (𝑛 = 9). (e) Temporal profiles of ROS, oxidative stress,
and neuronal death in the brain following CCI were determined immediately (0) and at 3, 6 and 24 hours after CCI (𝑛 = 3). (f) Edaravone
treatment to ROS was investigated. Edaravone was administered to group 1: immediately (0 hour) or group 2: 3 hours after the CCI and in situ
detection of O2

∙− were performed 4 hours post-CCI. As the control, Group 3: vehicle was administered 3 hours post-CCI and in situ detection
of O2

∙− was also performed 4 hours following CCI.

of bregma, thus ensuring coverage of the injured region
(Figure 1(c)). The sections were then immediately immersed
in PBS containing 0.1% Tween 20 (PBST) for subsequent
histological assessment.

2.5. Fluoro-Jade B and Toluidine Blue Staining. Fluoro-Jade
B (FJB) staining was used to detect degenerating neurons
as previously reported, with only minor modifications [23,
24]. A series of sections was collected at 600 𝜇m intervals
from 0 to 3.6mm caudal of bregma (7 sections per mouse)
and mounted on poly-L-lysine-coated glass slides. After air
drying, the slides were incubatedwith freshly prepared 0.06%
potassium permanganate for 15min and rinsed with distilled
water. The sections were then immersed in 0.0005% FJB
(Millipore, Billerica, MA, USA) in a dark room for 30min,

after which they were completely air-dried before being
immersed in xylene and enclosed in malinol (Muto Pure
Chemicals, Tokyo Japan). A second series of adjacent sections
was stained with toluidine blue (TB) [25]. The sections
were observed with a fluorescence microscope (Biozero 8100,
Keyence, Osaka, Japan).

2.6. Measurement of Lesion Volume. FJB- and TB-stained
sections were used to semiquantify the injury area based
on sections that displayed FJB labeling or little or no TB
staining. Some sections, particularly those near the injury
core, lacked part of the neocortex due to severe tissue damage;
this area was also included in our calculations of lesion
volume. The outlines of the affected regions were traced, and
the areas were calculated using NIH Image software. The
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injury volume was then determined by summing these areas.
This was performed by an investigator whowas blinded to the
experimental groups.

We further defined core- and peri-injury areas. Given that
the diameter of the impact tip was around 1.2mm, we defined
the core-injury area as encompassing the region 1.2mm to
2.4mmcaudal of bregma, with the peri-injury area surround-
ing this (Figure 1(c)).

2.7. Immunostaining of Nitrotyrosine (NT). Another series
of sections at 600𝜇m intervals (6 sections per animal)
was used to label for nitrotyrosine (NT), a peroxynitrite
(ONOO−) oxidative metabolite, by free-floating immunohis-
tochemistry. After immersion in 0.3% H

2
O
2
, the sections

were incubated in 5% normal horse serum and immersed
overnight with a polyclonal affinity-purified rabbit anti-NT
antibody (1 : 1000, Upstate Biotechnology, Lake Placid, NY,
USA). The sections were then incubated with biotinylated
goat anti-rabbit IgG (1 : 200, Santa Cruz Biotechnology, Santa
Cruz, CA, USA), followed by an avidin-biotin complex
solution (Vector, Burlingame, CA, USA) using diaminoben-
zidine (Vector) as a chromogen. The area of dark brown
NT-immunopositive staining as well as that of the severely
damaged core-injury region as determined using NIH Image
software and the injury volume calculated by summing these
areas.

To determine the identity of the NT-positive cells, we
colabeled for various cell markers. After blocking, the sec-
tions were coincubated with anti-NT antibody and either
monoclonal mouse anti-NeuN antibody (1 : 2000, a neuronal
marker, Millipore) or monoclonal mouse anti-glial fibril-
lary acidic protein (GFAP) antibody (1 : 2000, an astroglial
marker, Sigma, St. Louis, MO, USA), followed by the sec-
ondary antibodies Alexa 488-conjugated goat anti-rabbit
IgG antibody (1 : 400) and Alexa 546-conjugated goat anti-
mouse IgG antibody (1 : 800, Molecular Probes, Eugene,
OR). Nuclei were stainedwith 4,6-diamidino-2-phenylindole
dihydrochloride (DAPI, 1 : 10,000; Roche, Mannheim, Ger-
many).

2.8. In Situ Detection of O2
∙−. Hydroethidium (HEt) rapidly

penetrates into the brain parenchyma, reacts with O2
∙−,

and generates ethidium (Et) which can be detected at an
emission wavelength of 510–550 nm [26, 27]. Mice were
anesthetized with 2% sevoflurane in N

2
O/O
2
(70%/30%) and

were administered 1.0mg/mL HEt solution (in 0.9% NaCl
containing 1% DMSO) into the left jugular vein. Fifteen
minutes after HEt infusion, the animals were perfuse-fixed
and their brains frozen and sectioned. To identify the Et-
positive cells, some sections were also stained with primary
antibody for NeuN or GFAP. All sections were nuclear-
stained with DAPI. Fluorescence was detected using an Axio
Imager optical sectioning microscope with an ApoTome
slider module.

2.9. Statistical Analysis. Data were expressed asmean ± SEM.
Statistical comparisons were made by Student’s t-test for two
groups and by one-way ANOVA followed by Tukey-Kramer

tests for multiple group comparisons. A value of 𝑃 < 0.05
was considered to indicate statistical significance.

3. Results

3.1. Edaravone Has a Therapeutic Time Window of 6 Hours
for the Treatment of TBI. We commenced by investigating
the effect of edaravone and the optimal therapeutic time
window for its administration in our experimental TBI
model. Animals were administered either vehicle (0 hours;
𝑛 = 9) or 3.0mg/kg edaravone (0, 3, or 6 hours after CCI)
(𝑛 = 10) (Figure 1(d)) and the efficacy of this treatment
was evaluated at 24 hours based on FJB (Figure 2) and TB
(Figure 3) staining.

One vehicle-treated mouse died during the experiment.
The total injury volume calculated from FJB staining was
significantly reduced in edaravone-treated animals (0 h: 4.83
± 0.32mm3, 𝑃 < 0.01; 3 h: 3.13 ± 0.43mm3, 𝑃 < 0.001;
6 h: 4.31 ± 0.50mm3, 𝑃 < 0.001) compared with that in the
vehicle-treated cohort (0 h: 6.38 ± 0.34mm3). Interestingly,
the total injury volume in mice treated with edaravone at
3 hours was significantly less than that which occurred in
those treated at 0 hours (𝑃 < 0.05), with the former animals
also displaying the strongest neuroprotection observed across
all groups. No significant differences in injury volumes were
recorded between the 0- and 6-hour or the 3- and 6-hour
treatment groups (Figure 2).

To confirm these results, we determined the injury
volume based on TB staining and obtained similar results
(Figure 3). The total injury volume detected by TB staining
was significantly reduced in the edaravone-treated groups
(0 h: 4.78 ± 0.40mm3, 𝑃 < 0.05; 3 h: 3.09 ± 0.39mm3, 𝑃 <
0.001; 6 h: 3.75 ± 0.51mm3, 𝑃 < 0.01) compared with the
vehicle-treated controls (0 h: 6.14 ± 0.42mm3), with the best
result again being obtained for the 3-hour treatment group
compared with the 0-hour group (𝑃 < 0.05).

To estimate which region of the affected tissue edaravone
rescued from cell death, we also analyzed the volume of
the core- and peri-injury areas separately using FJB staining
(Figure 2(d)). The animals treated with edaravone at 0
hours had a significantly lower peri-injury volume compared
with controls treated with vehicle at the same time point
(2.08 ± 0.17mm3 versus 3.09 ± 0.21mm3, 𝑃 < 0.01), but
no significant difference was observed for the core-injury
volume (2.75± 0.18mm3 versus 3.29± 0.19mm3). In contrast,
edaravone treatment at both 3 and 6 hours significantly
reduced the TBI-induced volumes in both the core- (3 h: 1.64
± 0.31mm3, P < 0.001; 6 h: 2.06 ± 0.16mm3, 𝑃 < 0.05) and
peri- (3 h: 1.49 ± 0.21mm3, P < 0.001; 6 h: 2.11 ± 0.36mm3,
𝑃 < 0.001) injury sites. To be more specific concerning
the core injury area, edaravone treatment at both 3 and 6
hours rescued the frontal region to a greater extent than
that seen for the 0-hour treatment (Figure 2(b)). Notably,
the core-injury volume following edaravone administration
at 3 hours was significantly less than that measured in
response to edaravone treatment at 0 hours. The results
for TB staining were similar to those for FJB staining
(Figure 3).
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Figure 2: Effect of edaravone on TBI following CCI. (a) Representative core- (upper) and peri-injury (lower) images of FJB staining at 24
hours following CCI. Edaravone was injected 0, 3, or 6 hours following CCI; vehicle treatment occurred at 0 hours. The inset shows a higher
power view of the boxed region in the main image. (b) The TBI area was semiquantified for each experimental group. Edaravone (𝑛 = 10)
treatment at 3 and 6 hours led to a significant decrease in the core-injury area compared with the vehicle-treated control (𝑛 = 9). The injury
volume was calculated by integration of the TBI areas and expressed as total (c) or core- and peri-injury (d) volumes. Data are expressed as
mean ± SEM. Asterisk (∗) indicates a significant difference between groups based on Tukey-Kramer tests (𝑃 values are described in the text).

3.2. Edaravone Treatment Suppresses Oxidative Stress follow-
ing TBI. Theprevious results revealed that edaravone reduces
the area affected by TBI and that it can exert a therapeutic
effect when administered up to 6 hours following injury.
As previous studies have reported that edaravone acts as a
radical scavenger and reduces oxidative stress in a number of
diseases [28–30], we therefore next investigated whether the
effect of edaravone in our model was due to the suppression
of oxidative stress. To assess this, we determined the NT-
positive volume 24 hours after CCI in animals treated with
either vehicle (𝑛 = 9) at 0 hours or edaravone (𝑛 = 10) at 0,
3, or 6 hours (Figure 1(d)). The total NT-positive volumes for
the edaravone-treated groups at 0 hours (3.91 ± 0.15mm3, P <
0.001), 3 hours (2.28 ± 0.30mm3, P < 0.001), and 6 hours (3.15
± 0.45mm3, P < 0.001) were significantly less than those of
the vehicle-treated control mice (6.14 ± 0.38mm3) (Figure 4).
There was also a marked difference between the 0- and 3-
hour edaravone treatment groups (3.91 ± 0.15mm3 versus

2.28 ± 0.30mm3, P < 0.001). Similar results were obtained
for the core- and peri-injury volumes of the animals treated
with edaravone at 3 hours (core: 1.33 ± 0.16mm3, P < 0.001;
peri: 0.95 ± 0.38mm3, P < 0.001) and 6 hours (core: 1.83 ±
0.23mm3, P < 0.01; peri: 1.32 ± 0.22mm3, P < 0.01) compared
with the vehicle-treated controls (core: 3.29 ± 0.28mm3;
peri: 2.85 ± 0.15mm3). However, 0-hour edaravone treatment
only produced a significant (P < 0.05) decrease in the NT-
positive peri-injury volume (core: 2.81 ± 0.28mm3; peri: 1.94
± 0.22mm3).Moreover, the animals treatedwith edaravone at
3 hours showed significantly greater neuroprotection at both
the core- and peri-injury sites versus the 0-hour treatment
group (Figure 4).

3.3. Neurodegeneration in the Core Injury Area Occurs at 6
Hours following CCI and Spreads to Peri-Injury Area with
Time. We next determined the time course (Figure 1(e)) of
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Figure 3: Effect of edaravone on TBI after CCI based on TB staining. (a) Representative core- (upper) and peri-injury (lower) images of TB
staining 24 hours after CCI. The region with little or no staining was defined as the injury area. Edaravone (𝑛 = 10) was injected at 0, 3, or
6 hours and vehicle (𝑛 = 9) at 0 hours after CCI. The total (b) or core- and peri-injury (c) areas were semiquantified in each experimental
group. Data are expressed as mean ± SEM. Asterisk (∗) indicates a significant difference between the groups based on Tukey-Kramer tests.

neurodegeneration following CCI (𝑛 = 3 for each time
point). Only a few FJB-positive cells were present in the core-
injury area 3 hours after CCI. By 6 hours, however, diffusely
scattered FJB-positive cells were observed not only in the core
injury area but also in the peri-injury area. By 24 hours, both
the number of FJB-positive cells and the size of the affected
area had increased even further (Figure 5).The injury volume
was significantly greater at 6 (2.49 ± 0.30mm3, P < 0.01) and
24 hours (6.38 ± 0.34mm3, P < 0.01) compared with 0 (𝑛 = 3,
0.10 ± 0.03mm3) and 3 (0.19 ± 0.05mm3) hours (Figure 5(c)).

3.4. Oxidative Metabolites Increase 6 Hours after CCI in
Neurons. We subsequently investigated the temporal profile
(Figure 1(e)) of oxidative stress by using NT immunos-
taining after CCI (𝑛 = 3 for each time point). Minimal
immunoreactivity was observed immediately after CCI (0 h).
However, dark brown NT staining began to appear from 6
hours following CCI in the neocortex around the epicenter
of the impact site. By 24 hours, the NT-positive area had
expanded and some of the tissue at the impact site had been

lost (Figure 6(a)). The volume of the NT-positive region
increased significantly in a time-dependent manner after
CCI, accounting for 0.18 ± 0.03mm3, 0.38 ± 0.10mm3, and
2.07± 0.63mm3 (𝑃 < 0.05 versus 0 hour) and 6.14± 0.38mm3
(𝑃 < 0.01 versus 0 hour) at 0, 3, 6, and 24 hours after CCI,
respectively (Figure 6(b)).

Colabeling with cell markers at the core-injury site
indicated that the oxidative stress was occurring mainly in
neurons (Figure 6(c)).

3.5. ROS Increases in Neurons 3 Hours after CCI. We next
determined the time course (Figure 1(e)) of ROS generation
based on the in situ detection of O2

∙− using HEt at 0, 3, 6,
and 24 hours following CCI (𝑛 = 3 for each time point). A
low Et signal was initially observed in the core-impact region.
However, by 3 hours following CCI, this signal had increased
markedly and continued to rise slightly up until the 24-hour
time point (Figure 7(a)). Colabeling for Et and various cell
markers revealed that the affected cells were mainly NeuN-
positive neurons (Figure 7(b)).
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Figure 4: Effect of edaravone on oxidative stress followingCCI. (a) Representative core- (upper) and peri-injury (lower) images ofNT staining
at 24 hours following CCI. Edaravone (𝑛 = 10) was injected at 0, 3, or 6 hours following CCI; vehicle (𝑛 = 9) treatment occurred at 0 hours.
The inset shows a higher power view of the boxed region in the main image. The injury volume was calculated by integration of the TBI
areas (based on seven 50 𝜇m coronal sections at 500𝜇m intervals) and expressed as total (b) or core- and peri-injury (c) volumes. Data are
expressed as mean ± SEM. Asterisk (∗) indicates a significant difference between groups based on Tukey-Kramer tests (𝑃 values are described
in the text).

3.6. Edaravone Suppresses the ROS Production Cycle following
CCI. Finally, we also investigated the effect of edaravone
treatment 3 hours following CCI on O2

∙− generation at
the core-injury site using HEt injection. Mice (𝑛 = 3
in each group) were administered edaravone 0 or 3 hours
following CCI or vehicle 3 hours following CCI, with the
Et signal evaluated 4 hours after injury as a measure of
O2
∙− generation. As illustrated in Figure 7(c), vehicle-treated

brains showed a large number of affected cells and a strong Et
signal intensity. Fewer cells were affected following edaravone
treatment at 0 hours, but the intensity of the Et signal became
stronger thereafter.However, the 3-hour treatment resulted in
only a few affected cells and a very weak Et signal, suggesting
that edaravone administered at this time point suppressed
the ROS and oxidative stress cycle and provided a greater
neuroprotective effect.

4. Discussion

Edaravone is a free radical scavenger approved in Japan for
the treatment of stroke. It could be a suitable candidate
for treating TBI as well, given the results of several rodent
studies showing that this drug is able to decrease neuronal cell
death. However, the therapeutic time window of edaravone
on TBI has not been examined in detail. In the present
study, we have demonstrated that the intravenous injection
of edaravone (3mg/kg) decreased TBI and reduced oxidative
stress when administered after a delay of up to 6 hours
following CCI. We also determined the temporal profiles of
ROS production, oxidative stress, and neuronal cell death in
order to understand the relationship between brain damage
and the sequence of events underlying ROS generation
following CCI.
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Figure 5: Detection of neuronal cell death by FJB labeling after CCI. (a) Neuronal cell death, as indicated by FJB labeling, increases in a
time-dependent manner after CCI (𝑛 = 3 at each time point). No FJB-positive cells were observed at 0 (also see inset) and 3 hours after CCI;
however, by 6 and 24 hours (also see inset), FJB labeling and an increase in the area of cortical disruption produced by the contusion were
observed. (b) Seven 50𝜇m coronal sections at 500𝜇m intervals were used to semiquantify the area of FJB immunoreactivity, together with
the area of cortical disruption produced by the TBI. This analysis revealed a marked increase in the affected area at 6 and 24 hours. Data
are expressed as mean ± SEM (𝑛 = 3). (c) A significant increase in the TBI volume was observed 6 and 24 hours following CCI. Data are
expressed as mean ± SEM (𝑛 = 3). Asterisk (∗) indicates a significant difference between groups based on Tukey-Kramer tests (𝑃 values are
described in the text).

We previously reported that the intravenous adminis-
tration of edaravone (3mg/kg) immediately after TBI sup-
pressed cortical damage [13]. Another study also demon-
strated that edaravone injected 2 and 12 hours after TBI
decreased neuronal cell loss in the CA3 layer of the hip-
pocampus in a dose-dependent fashion (0.75, 1.5, or 3mg/kg)
[8]. In the present study, we examined the therapeutic

time window of intravenously injected edaravone (3mg/kg)
on TBI and showed that edaravone administered for up
to 6 hours at least after CCI suppressed the lesion size.
Comparisons of lesion sizes following edaravone treatment
at 0, 3, and 6 hours after CCI demonstrated that edaravone
treatment at 3 hours provided the greatest neuroprotective
effect compared with the other treatment groups and that
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Figure 6: Detection of oxidative stress by NT labeling following CCI. (a) Very few NT-immunopositive cells were observed at 0 (also see
inset) and 3 hours following CCI; however by 6 and 24 hours (also see inset) this number, and the area of cortical disruption produced by the
contusion, had increased markedly. (b) Semiquantification of the NT-positive volume revealed a significant increase at 6 and 24 hours after
CCI. Data are expressed as mean ± SD (𝑛 = 3). Asterisk (∗) indicates a significant difference between groups based on Tukey-Kramer tests
(𝑃 values are described in the text). (c) Multiple immunofluorescence staining of NT and cell markers. The NT-positive staining overlapped
with that of the neuronal marker, NeuN (green, upper panel), but not with the astroglial marker, GFAP (green, lower panel).The sections were
also counterstained with the nuclear dye DAPI (blue).

a significant difference was observed compared with treat-
ment at the 0-hour time point. To estimate the extent of
the neuroprotective effect, we further compared the lesion
size by measuring both core- and peri-injury areas. Edar-
avone treatment 6 hours after CCI decreased the lesion
size significantly both in the peri- and core-injury sites
compared with control, but the area was slightly larger than
that seen in mice treated with edaravone 3 hours after CCI.

Although mice treated with edaravone at the 0-hour time
point showed a significantly decreased lesion size in the
peri-injury site compared with vehicle-treated animals, no
statistically significant differences with respect to the core-
injury site size were seen. Furthermore, the size of the core-
injury site in the 0 hour edaravone treatment group was
significantly greater than that measured in mice treated 3
hours after CCI. In particular, the lesion size in the frontal
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Figure 7: In situ detection of ROS as O2
∙− using Het. (a) NoO2

∙− (Et) signals (red) were detected in control animals. Inmice subjected to TBI,
a low level of O2

∙− was observed immediately after CCI. By 3 hours this level had increasedmarkedly, remaining high 6 and 24 hours after CCI.
(b) Multiple immunofluorescence staining of O2

∙− and cell markers. O2
∙− (Et) signals (red) strongly colocalized with the neuronal marker

NeuN (green, upper panel) and to lesser extent with the astroglial marker GFAP (green, lower panel), with nuclei labelled by DAPI (blue). (c)
The effect of edaravone treatment on O2

∙− production after CCI (𝑛 = 3 in each group) is shown. As a control, vehicle was administered 3
hours post-CCI (vehicle 3 h). Edaravone was administered at 0 hours (edaravone 0 h) or 3 hours (edaravone 3 h) after CCI. The production
of O2
∙− was evaluated based on the in situ detection of the Et signal (red) in the core-injury area 4 hours after CCI. Nuclei (blue) were labeled

with DAPI.

area was significantly different between these two groups.
Observations made with respect to NT immunostaining as
an indicator of oxidative stress also demonstrated a similar
tendency to that seen with lesion size.

We subsequently examined the temporal profiles of ROS
production, oxidative stress, and neuronal cell death in
order to understand the relationship between brain damage
and the sequence of events giving rise to ROS generation
following CCI. Superoxide detected by HEt was used for
the determination of ROS levels because O2

∙− is initially
increased after injury [26], while the oxidative metabolites
ONOO− and ∙OH also contribute to increasing oxidative
stress and damage in tissue [11]. The O2

∙− signal was initially
observed 3 hours following CCI and increased with time up

to 24 hours. The oxidative stress detected by NT, which is
a metabolite of L-tyrosine oxidation by ONOO− [31], was
observed at 6 hours following CCI in the core-injury region
and increased for up to 24 hours with extension to the peri-
injury area. This was reflected in the rise in O2

∙− production
and the concomitant increase in neuronal cell death detected
by FJB staining, suggesting that excessive O2

∙− production
after CCImight result in the induction of oxidative stress and
neurodegeneration in the brain.

From the results of the temporal profiles of ROS pro-
duction, oxidative stress, and neuronal cell death, the effects
of treatment with edaravone were consistent with the time
points which fall before, during, and after the production of
ROS, respectively.While a precise explanation for this cannot
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be given, we suggest that it could have something to do with
the half-life of edaravone, which is reported to be approx-
imately one hour [29]. Therefore, the animals treated with
edaravone immediately after (0 hour) CCI might actually
have had a decreased effective concentration of this drug at
the time of maximum ROS production. By 6 hours following
CCI, a weaker neuroprotective effect was observed due to the
fact that significant oxidative damage and neuronal cell death
had already occurred. Nonetheless, treatment at this time
point still had a therapeutic effect given that the level of ROS
continued to increase for 24 hours. These results suggest that
there might be an optimal time for treatment with edaravone
to suppress the degree of injury. An experimental study in
whichmice were exposed to hypobaric conditions for 3 hours
after TBI supports our present results; these animals showed
exacerbated secondary traumatic injury severity because
of a greatly heightened inflammatory response due to the
hypobaric condition [32]. We recently found that edaravone
improved cerebral blood flow (CBF) after TBI [33]. In this
way, CBF in control animals in that study was significantly
reduced, probably as a consequence of vasospasm, in the
ipsilateral hemisphere of the brain 3 to 6 hours after CCI [33].
Treatment with edaravone significantly ameliorated the CBF.
Other studies have reported that edaravone improves blood
circulation in the heart [34] and lung [27], suggesting that
edaravone treatmentmay suppress traumatic ischemic injury,
as observed in the present study, by ameliorating circulation.

This finding is important given that most TBIs are
associated with falls and motor vehicle accidents. There-
fore, in most cases the onset of TBI is clear and patients
are transferred to an emergency department within a few
hours. From a clinical perspective, it is noteworthy that
delayed treatment with edaravone in our study was more
efficacious than administration immediately after the CCI;
the time delay between the onset of ROS production and
neuronal cell death means probably that these cases would
fall within a therapeutic time window for the treatment of
TBI. At the present time, edaravone (60mg/day injected
intravenously in 2 divided doses) is used in Japan for the
treatment of stroke. Therefore, the dosage of edaravone in
our study was approximately triple compared with clinical
use. Further study is required to determine the minimum
dosage of edaravone necessary to suppress ROS production
and lesion size in this animal model and for this finding
to be translated to the clinical setting whereby edaravone
is used to suppress the lesion size in clinical cases of
TBI.

Althoughmany studies have reported that oxidative stress
contributes to TBI, very few have linked this directly to
ROS production in the brain. We have previously reported
that both patients suffering a neurological emergency and
animals subjected to TBI display increased blood alkoxy-
radical levels as detected by an electron spin resonance (ESR)
spin trapping method [13, 35]. Based on the rapid elevation
of intracellular Ca2+ and the impairment of CBF, the source
of the O2

∙− is considered to be primarily the mitochondria
[36]. The intracellular O2

∙− impairs mitochondrial function
and induces neuronal cell death. Extracellular O2

∙− might
be produced by NADPH oxidase in microglia/macrophages

followingCCI [19]. Based onour previous demonstration that
mice deficient in one of the subunits of NADPH oxidase,
Gp91phox, display decreased O2

∙− levels and that inhibition
of Gp91phox by apocynin reduces the severity of TBI in
vivo [19, 36, 37], it appears that this extracellular O2

∙−

also contributes to the induction of neuronal cell death in
response to injury. Therefore, both intra- and extracellularly
produced O2

∙−, together with their associated metabolites,
may play important roles in the generation of oxidative stress
following CCI.

Many clinical trials of antioxidant agents or radical scav-
engers have been performed in cases of cerebral infarction,
subarachnoid hemorrhage, and TBI [15, 38, 39]. However,
the only agent which has been granted approval to date is
edaravone [9, 40], even though patients are treated without
concomitant monitoring of ROS or oxidative metabolite
levels. Human TBI presents as a more complex and diverse
condition than animal experimental models. Therefore, care
needs to be exercisedwhen determining the likely therapeutic
time window of edaravone. We suggest that edaravone and
possibly other radical scavengers or antioxidants should be
administered in response to ROS generation, meaning that
the bedside monitoring of ROS could shed more light on the
potential benefit of these agents. Recently, some groups have
reported that Overhauser enhanced MRI, which is a double
resonance technique, creates images of free radical distribu-
tion in small animals by enhancing the water proton signal
intensity by means of the Overhauser effect [41]. Although
not available for bedside monitoring, this technique could
be adapted to directly monitor ROS levels in the brain.
We have also previously reported that one particular ROS,
the alkoxy radical, is increased both in patients suffering a
neuroemergency and in animals subjected to TBI and can
be monitored by ESR [13, 35]. These new techniques could
represent powerful tools for the diagnosis of ROS production
prior to oxidative stress, thereby facilitating more effective
treatment.

5. Conclusion

In the present study, we have demonstrated that edaravone
suppresses neuronal damage in mice subjected to a CCI,
with the greatest effect observed when the drug is given
3 hours after TBI. This time window is consistent with
the increase in ROS produced in the cortex after CCI. We
therefore suggest that edaravone could prove clinically useful
to ameliorate the devastating effects of TBI. To ensure optimal
efficacy, however, it is critical that ROS levels are measured
concomitantly.
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Wehave recently reported a potential alternative tumor suppressor function for p16 relating to its capacity to regulate oxidative stress
and observed that oxidative dysregulation in p16-depleted cells was most profound in melanocytes, compared to keratinocytes or
fibroblasts. Moreover, in the absence of p16 depletion or exogenous oxidative insult, melanocytes exhibited significantly higher
basal levels of reactive oxygen species (ROS) than these other epidermal cell types. Given the role of oxidative stress in melanoma
development, we speculated that this increased susceptibility of melanocytes to oxidative stress (and greater reliance on p16 for
suppression of ROS) may explain why genetic compromise of p16 is more commonly associated with predisposition to melanoma
rather than other cancers. Here we show that the presence of melanin accounts for this differential oxidative stress in normal and
p16-depleted melanocytes.Thus the presence of melanin in the skin appears to be a double-edged sword: it protects melanocytes as
well as neighboring keratinocytes in the skin through its capacity to absorb UV radiation, but its synthesis in melanocytes results
in higher levels of intracellular ROS that may increase melanoma susceptibility.

Inactivation or loss of p16INK4A (p16) is a common event in
many tumor types although germ-line mutations in p16 are
disproportionately associated with melanoma predisposition
[1]. The p16 protein inhibits the kinase activity of cyclin-
dependent kinases 4 and 6, preventing the hyperphospho-
rylation of retinoblastoma-related pocket proteins that are
required to release E2F transcription factors necessary for
cell-cycle progression. Thus the canonical tumor suppressor
function of p16 is to prevent division of stressed or damaged
cells by holding them in the late G1-S transition to allow
adequate time forDNA repair, or promoting their irreversible
exit from the cell-cycle into a senescent state [2]. We have
recently reported a potential alternative tumor suppressor
function for p16 relating to its capacity to regulate oxidative
stress, demonstrating that the depletion of p16 by RNAi in
human cells led to increased levels of intracellular reactive
oxygen species (ROS) and the oxidative DNA lesion 8-
oxoguanine that was independent of cell-cycle phase [3].
We observed that oxidative dysregulation in p16-depleted

cells was most profound in melanocytes, compared to ker-
atinocytes or fibroblasts. Moreover, in the absence of p16
depletion or exogenous oxidative insult, melanocytes exhib-
ited significantly higher basal levels of ROS than these other
epidermal cell types. Given the role of oxidative stress in
melanoma development [4], we speculated that this increased
susceptibility of melanocytes to oxidative stress (and greater
reliance on p16 for suppression of ROS) may explain why
genetic compromise of p16 ismore commonly associatedwith
predisposition to melanoma rather than other cancers.

It is not known why melanocytes maintain higher levels
of ROS than other cell types, but we hypothesized a role
for melanin since its presence is a distinguishing feature of
melanocytes and melanin synthesis is known to generate
ROS [5]. A previous study found a correlation between levels
of melanin and ROS, showing that both were elevated in
melanocytes from dysplastic nevi compared to those from
normal skin of the same individual [6]. Melanogenesis is pro-
oxidative, commencing with the oxidation of L tyrosine to
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Figure 1: Inhibition of melanin synthesis reduces intracellular ROS in melanocytes. (a) Human melanocytes (MC) were either untreated (−)
or treated (+) with 200 𝜇MPTU (Sigma) for 14 days (left panel). Fibroblasts (FB) were isolated from the same donors. Endogenous ROS were
detected by the addition of 20𝜇M DCFDA (Invitrogen) and measured as previously described [3]. Error bars represent S.E.M. of triplicate
determinations, and results are representative of two experiments performed. ∗𝑃 = .003 (two-sided 𝑡 test). ns, not significant. (b) PTU
treatment of melanocytes transfected with either a control scrambled (Scr) siRNA sequence, or siRNA specific for p16, decreases melanin
content (upper panel). Error bars represent S.E.M. of ROS determinations made from three separate donors (middle panel). ∗𝑃 = .04,
∗∗

𝑃 = .03 (paired two-sided 𝑡 test). ns, not significant. Representative Western blot showing p16 levels in siRNAi-transfected cells (lower
panel).
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dopaquinone, an enzymatic process that can be inhibited by
N phenylthiourea (PTU). To evaluate the role of melanin in
melanocyte oxidative dysregulation, we derived melanocytes
and fibroblasts from three separate individuals, and cells were
cultured in the absence or presence of PTU for 14 days. This
was sufficient to deplete most of the melanin in melanocytes
(Figure 1(a), left). Intracellular ROS levels were then quanti-
tated by fluorometric analysis following treatment with the
cell-permeable fluorophore DCFDA. As previously reported
[3], melanocytes exhibited significantly higher ROS levels
compared to donor-matched fibroblasts (Figure 1(a), right).
By contrast, treatment with PTU resulted in a reduction of
basal intracellular ROS levels in melanocytes comparable to
those of fibroblasts (Figure 1(a), right). PTU-treated fibrob-
lasts, on the other hand, showed no significant difference in
intracellular ROS from their untreated counterparts.

Next we evaluated the pro-oxidative role of melanin
in the context of p16 depletion. Donor-matched fibrob-
lasts and melanocytes were transfected with either control
or siRNA specific for p16 [3] to deplete endogenous p16
protein (Figure 1(b), lower). Depletion of p16 in both cell
types led to increases in intracellular ROS, with ROS levels
consistently higher in melanocytes compared to fibroblasts
under both control conditions and following p16 knockdown
(Figure 1(b), middle). The removal of melanin by PTU
(Figure 1(b), upper) was associated with reduction of ROS
levels in melanocytes comparable to fibroblasts, even under
conditions of p16 depletion (Figure 1(b), middle). These
results implicate melanin as the cause of increased oxidative
stress in normal and p16-depleted melanocytes.

It is established that chronic oxidative stress and resulting
oxidative damage promote carcinogenesis. Melanocytes are
more susceptible to oxidative damage due to maintenance
of higher levels of ROS [3]. Loss of p16 function through
methylation-mediated gene silencing, mutation, or gene
deletion, as is commonly found in melanoma [1], would be
predicted to further increase ROS levels and correspondingly
increase oxidative damage. Elevated levels of ROS in
melanocytes are likely compounded by the relative deficiency
of this cell type in the repair of oxidative DNA lesions [7].
Both acute and chronic UV radiations induce ROS in the
skin, and we have previously shown that the administration
of the antioxidant N acetylcysteine prior to and following
acute UV exposure delays melanoma onset in a mouse
melanoma model [4]. In this same model system, loss of
p16 accelerates UV-induced melanoma development [8].
Although melanocytes may be protected by endogenous
melanin which can directly absorb UV-generated photons
and oxygen radicals [9], at higher UV doses melanin can
be oxidized leading to the generation of ROS [10]. However,
we have found in the absence of UV exposure that the pro-
oxidative nature of melanin production is directly associated
with higher melanocyte basal levels of intracellular ROS,
which increase significantly following p16 depletion. Thus
the presence of melanin in the skin appears to be a double-
edged sword: it protects melanocytes as well as neighboring
keratinocytes in the skin through its capacity to absorb UV
radiation, but its synthesis in melanocytes results in higher
levels of intracellular ROS that may increase melanoma

susceptibility. Further studies may elucidate whether the pro-
oxidative nature of melanin biosynthesis is indeed the basis
for predisposition of individuals with inherited p16mutations
that are more likely to develop melanoma over other cancers.
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