
Mathematical Problems in Engineering

Advanced Techniques for Networked 
Systems with Applications

Guest Editors: Zhiyong Chen, Haitao Zhang, Lijun Zhu, Steffi Knorn, 
and Zhao Cheng



Advanced Techniques for Networked
Systems with Applications



Mathematical Problems in Engineering

Advanced Techniques for Networked
Systems with Applications

Guest Editors: Zhiyong Chen, Haitao Zhang, Lijun Zhu,
Steffi Knorn, and Zhao Cheng



Copyright © 2017 Hindawi Publishing Corporation. All rights reserved.

This is a special issue published in “Mathematical Problems in Engineering.” All articles are open access articles distributed under the
Creative Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the
original work is properly cited.



Editorial Board

M. Abd El Aziz, Egypt
Farid Abed-Meraim, France
J. Ángel Acosta, Spain
Paolo Addesso, Italy
Claudia Adduce, Italy
Ramesh Agarwal, USA
J. C. Agüero, Australia
R Aguilar-López, Mexico
Tarek Ahmed-Ali, France
Hamid Akbarzadeh, Canada
Muhammad N. Akram, Norway
Guido Ala, Italy
Mohammad-Reza Alam, USA
Salvatore Alfonzetti, Italy
Francisco Alhama, Spain
Mohammad D. Aliyu, Canada
Juan A. Almendral, Spain
Lionel Amodeo, France
Sebastian Anita, Romania
Renata Archetti, Italy
Felice Arena, Italy
Sabri Arik, Turkey
Alessandro Arsie, USA
Edoardo Artioli, Italy
Fumihiro Ashida, Japan
Hassan Askari, Canada
Mohsen Asle Zaeem, USA
Romain Aubry, USA
Matteo Aureli, USA
F. Aymerich, Italy
Seungik Baek, USA
Khaled Bahlali, France
Laurent Bako, France
Stefan Balint, Romania
Alfonso Banos, Spain
Roberto Baratti, Italy
A. Beghdadi, France
Denis Benasciutti, Italy
Ivano Benedetti, Italy
Elena Benvenuti, Italy
Jamal Berakdar, Germany
Michele Betti, Italy
Jean-Charles Beugnot, France
Simone Bianco, Italy
G. N. Bifulco, Italy

David Bigaud, France
Antonio Bilotta, Italy
Jonathan N. Blakely, USA
Paul Bogdan, USA
Alberto Borboni, Italy
Paolo Boscariol, Italy
Daniela Boso, Italy
G. Botella-Juan, Spain
Abdel-Ouahab Boudraa, France
Fabio Bovenga, Italy
Francesco Braghin, Italy
Michael J. Brennan, UK
Maurizio Brocchini, Italy
Julien Bruchon, France
Michele Brun, Italy
Javier Buldu&apos;, Spain
Tito Busani, USA
Raquel Caballero-Águila, Spain
Pierfrancesco Cacciola, UK
Salvatore Caddemi, Italy
Jose E. Capilla, Spain
F. Javier Cara, Spain
Ana Carpio, Spain
Federica Caselli, Italy
Carmen Castillo, Spain
Inmaculada T. Castro, Spain
Gabriele Cazzulani, Italy
Luis Cea, Spain
M. Chadli, France
Gregory Chagnon, France
Ching-Ter Chang, Taiwan
Michael J. Chappell, UK
Kacem Chehdi, France
Peter N. Cheimets, USA
Xinkai Chen, Japan
Francisco Chicano, Spain
Hung-Yuan Chung, Taiwan
Joaquim Ciurana, Spain
John D. Clayton, USA
Giuseppina Colicchio, Italy
Mario Cools, Belgium
Sara Coppola, Italy
Jean-Pierre Corriou, France
J.-C. Cortés, Spain
Carlo Cosentino, Italy

Paolo Crippa, Italy
Andrea Crivellini, Italy
Erik Cuevas, Mexico
Peter Dabnichki, Australia
Luca D’Acierno, Italy
Weizhong Dai, USA
Andrea Dall’Asta, Italy
Purushothaman Damodaran, USA
Farhang Daneshmand, Canada
Fabio De Angelis, Italy
Pietro De Lellis, Italy
Stefano de Miranda, Italy
Filippo de Monte, Italy
M. do Rosário de Pinho, Portugal
Xavier Delorme, France
Frédéric Demoly, France
Luca Deseri, USA
Angelo Di Egidio, Italy
Ramón I. Diego, Spain
Yannis Dimakopoulos, Greece
Zhengtao Ding, UK
M. Djemai, France
Alexandre B. Dolgui, France
Florent Duchaine, France
George S. Dulikravich, USA
Bogdan Dumitrescu, Romania
Horst Ecker, Austria
Ahmed El Hajjaji, France
Fouad Erchiqui, Canada
Anders Eriksson, Sweden
R. Emre Erkmen, Australia
Andrea L. Facci, Italy
Giovanni Falsone, Italy
Hua Fan, China
Yann Favennec, France
Fiorenzo A. Fazzolari, UK
Giuseppe Fedele, Italy
Roberto Fedele, Italy
Jose R. Fernandez, Spain
Jesus M. Fernandez Oro, Spain
Eric Feulvarch, France
Barak Fishbain, Israel
S. Douwe Flapper, Netherlands
Thierry Floquet, France
Eric Florentin, France



Jose M. Framinan, Spain
Francesco Franco, Italy
Elisa Francomano, Italy
Leonardo Freitas, UK
Tomonari Furukawa, USA
Mohamed Gadala, Canada
Matteo Gaeta, Italy
Mauro Gaggero, Italy
Zoran Gajic, Iraq
Erez Gal, Israel
Ugo Galvanetto, Italy
Akemi Gálvez, Spain
Rita Gamberini, Italy
Maria L. Gandarias, Spain
Arman Ganji, Canada
Xin-Lin Gao, USA
Zhong-Ke Gao, China
Giovanni Garcea, Italy
Fernando García, Spain
Jose M. Garcia-Aznar, Spain
Alessandro Gasparetto, Italy
Vincenzo Gattulli, Italy
Oleg V. Gendelman, Israel
Mergen H. Ghayesh, Australia
Agathoklis Giaralis, UK
Anna M. Gil-Lafuente, Spain
Ivan Giorgio, Italy
Alessio Gizzi, Italy
Hector Gómez, Spain
David González, Spain
Francisco Gordillo, Spain
Rama S. R. Gorla, USA
Oded Gottlieb, Israel
Nicolas Gourdain, France
Kannan Govindan, Denmark
Antoine Grall, France
Fabrizio Greco, Italy
Jason Gu, Canada
Federico Guarracino, Italy
José L. Guzmán, Spain
Quang Phuc Ha, Australia
Zhen-Lai Han, China
Thomas Hanne, Switzerland
Xiao-Qiao He, China
Sebastian Heidenreich, Germany
Luca Heltai, Italy
A. G. Hernández-Diaz, Spain
Rafael M. Herrera, Spain

M.I. Herreros, Spain
Eckhard Hitzer, Japan
Jaromir Horacek, Czech Republic
Muneo Hori, Japan
András Horváth, Italy
Gordon Huang, Canada
Nicolas Hudon, Canada
Sajid Hussain, Canada
Asier Ibeas, Spain
Orest V. Iftime, Netherlands
Giacomo Innocenti, Italy
Emilio Insfran, Spain
Nazrul Islam, USA
Benoit Iung, France
Benjamin Ivorra, Spain
Payman Jalali, Finland
Reza Jazar, Australia
Khalide Jbilou, France
Linni Jian, China
Bin Jiang, China
Zhongping Jiang, USA
Ningde Jin, China
Grand R. Joldes, Australia
Dylan F. Jones, UK
Tamas Kalmar-Nagy, Hungary
Tomasz Kapitaniak, Poland
Haranath Kar, India
Konstantinos Karamanos, Belgium
Jean-Pierre Kenne, Canada
Chaudry M. Khalique, South Africa
DoWan Kim, Republic of Korea
Nam-Il Kim, Republic of Korea
Oleg Kirillov, Germany
Manfred Krafczyk, Germany
Frederic Kratz, France
Petr Krysl, USA
Jurgen Kurths, Germany
Kyandoghere Kyamakya, Austria
Davide La Torre, Italy
Risto Lahdelma, Finland
Hak-Keung Lam, UK
Jimmy Lauber, France
Antonino Laudani, Italy
Aimé Lay-Ekuakille, Italy
Nicolas J. Leconte, France
Marek Lefik, Poland
Yaguo Lei, China
Stefano Lenci, Italy

Roman Lewandowski, Poland
Panos Liatsis, UAE
Anatoly Lisnianski, Israel
Peide Liu, China
Peter Liu, Taiwan
Wanquan Liu, Australia
A. Lo Schiavo, Italy
J. Jacques Loiseau, France
Paolo Lonetti, Italy
Sandro Longo, Italy
Rosana R. López, Spain
Sebastian López, Spain
Luis M. López-Ochoa, Spain
V. C. Loukopoulos, Greece
Valentin Lychagin, Norway
Antonio Madeo, Italy
José María Maestre, Spain
Fazal M. Mahomed, South Africa
Noureddine Manamanni, France
Didier Maquin, France
Damijan Markovic, France
F. Marotti de Sciarra, Italy
Benoit Marx, France
Franck Massa, France
Paolo Massioni, France
G. A. Maugin, France
Alessandro Mauro, Italy
Michael Mazilu, UK
Driss Mehdi, France
Roderick Melnik, Canada
Pasquale Memmolo, Italy
Xiangyu Meng, Canada
Jose Merodio, Spain
Alessio Merola, Italy
Luciano Mescia, Italy
Laurent Mevel, France
Y. V. Mikhlin, Ukraine
Aki Mikkola, Finland
Hiroyuki Mino, Japan
Pablo Mira, Spain
Vito Mocella, Italy
Roberto Montanini, Italy
Gisele Mophou, France
Marco Morandini, Italy
Simone Morganti, Italy
Aziz Moukrim, France
Emiliano Mucchi, Italy
Josefa Mula, Spain



Domenico Mundo, Italy
Jose J. Muñoz, Spain
Giuseppe Muscolino, Italy
Marco Mussetta, Italy
Hakim Naceur, France
Hassane Naji, France
Keivan Navaie, UK
Dong Ngoduy, UK
Tatsushi Nishi, Japan
Xesús Nogueira, Spain
Ben T. Nohara, Japan
Mohammed Nouari, France
Mustapha Nourelfath, Canada
Roger Ohayon, France
Mitsuhiro Okayasu, Japan
Calogero Orlando, Italy
Javier Ortega-Garcia, Spain
A. Ortega-Moñux, Spain
Naohisa Otsuka, Japan
Erika Ottaviano, Italy
Arturo Pagano, Italy
Alkis S. Paipetis, Greece
Alessandro Palmeri, UK
Anna Pandolfi, Italy
Elena Panteley, France
Achille Paolone, Italy
Xosé M. Pardo, Spain
Manuel Pastor, Spain
P. N. Pathirana, Australia
Francesco Pellicano, Italy
Marcello Pellicciari, Italy
Haipeng Peng, China
Mingshu Peng, China
Zhike Peng, China
Marzio Pennisi, Italy
Maria Patrizia Pera, Italy
Matjaz Perc, Slovenia
Francesco Pesavento, Italy
Dario Piga, Italy
Antonina Pirrotta, Italy
Marco Pizzarelli, Italy
Vicent Pla, Spain
Javier Plaza, Spain
S. Poncet, Canada
J.-C. Ponsart, France
Mauro Pontani, Italy
S. Potapenko, Canada
C. Pretty, New Zealand

Carsten Proppe, Germany
Luca Pugi, Italy
Giuseppe Quaranta, Italy
Dane Quinn, USA
Vitomir Racic, Italy
Jose Ragot, France
K. R. Rajagopal, USA
Gianluca Ranzi, Australia
Alain Rassineux, France
S.S. Ravindran, USA
Alessandro Reali, Italy
Oscar Reinoso, Spain
Nidhal Rezg, France
Ricardo Riaza, Spain
Gerasimos Rigatos, Greece
Francesco Ripamonti, Italy
Eugenio Roanes-Lozano, Spain
Bruno G. M. Robert, France
José Rodellar, Spain
Ignacio Rojas, Spain
Alessandra Romolo, Italy
Carla Roque, Portugal
Debasish Roy, India
Gianluigi Rozza, Italy
R. Ruiz García, Spain
Antonio Ruiz-Cortes, Spain
Ivan D. Rukhlenko, Australia
Mazen Saad, France
Kishin Sadarangani, Spain
Mehrdad Saif, Canada
Miguel A. Salido, Spain
Roque J. Saltarén, Spain
Francisco J. Salvador, Spain
Alessandro Salvini, Italy
Maura Sandri, Italy
Miguel A. F. Sanjuan, Spain
Juan F. San-Juan, Spain
Roberta Santoro, Italy
I. F. Santos, Denmark
José A. Sanz-Herrera, Spain
Nickolas S. Sapidis, Greece
E. J. Sapountzakis, Greece
Andrey V. Savkin, Australia
Thomas Schuster, Germany
Mohammed Seaid, UK
Lotfi Senhadji, France
Joan Serra-Sagrista, Spain
Gerardo Severino, Italy

Ruben Sevilla, UK
Leonid Shaikhet, Ukraine
Hassan M. Shanechi, USA
Bo Shen, Germany
Suzanne M. Shontz, USA
Babak Shotorban, USA
Zhan Shu, UK
Dan Simon, Greece
Luciano Simoni, Italy
Christos H. Skiadas, Greece
Alba Sofi, Italy
F. Soldovieri, Italy
Raffaele Solimene, Italy
Jussi Sopanen, Finland
Marco Spadini, Italy
Ruben Specogna, Italy
Sri Sridharan, USA
Ivanka Stamova, USA
Salvatore Strano, Italy
Y. Strelniker, Israel
Sergey A. Suslov, Australia
Thomas Svensson, Sweden
Andrzej Swierniak, Poland
Yang Tang, Germany
Alessandro Tasora, Italy
Sergio Teggi, Italy
Alexander Timokha, Norway
Gisella Tomasini, Italy
Francesco Tornabene, Italy
Antonio Tornambe, Italy
Irina N. Trendafilova, UK
George Tsiatas, Greece
Antonios Tsourdos, UK
Vladimir Turetsky, Israel
Mustafa Tutar, Spain
Ilhan Tuzcu, USA
E. Tzirtzilakis, Greece
Filippo Ubertini, Italy
Francesco Ubertini, Italy
Hassan Ugail, UK
Giuseppe Vairo, Italy
Kuppalapalle Vajravelu, USA
Robertt A. Valente, Portugal
Eusebio Valero, Spain
Pandian Vasant, Malaysia
Marcello Vasta, Italy
M. E. Vázquez-Méndez, Spain
Josep Vehi, Spain



K. C. Veluvolu, Republic of Korea
Fons J. Verbeek, Netherlands
Franck J. Vernerey, USA
Georgios Veronis, USA
Anna Vila, Spain
R.-J. Villanueva-Micó, Spain
Uchechukwu E. Vincent, UK
Mirko Viroli, Italy
Michael Vynnycky, Sweden
Shuming Wang, China
Yan-WuWang, China

Yongqi Wang, Germany
RomanWendner, Austria
Desheng D. Wu, Sweden
Yuqiang Wu, China
Guangming Xie, China
Xuejun Xie, China
Gen Q. Xu, China
Hang Xu, China
Joseph J. Yame, France
Xinggang Yan, UK
Luis J. Yebra, Spain

Peng-Yeng Yin, Taiwan
Qin Yuming, China
Vittorio Zampoli, Italy
Ibrahim Zeid, USA
Huaguang Zhang, China
Qingling Zhang, China
Jian G. Zhou, UK
Quanxin Zhu, China
Mustapha Zidi, France



Contents

Advanced Techniques for Networked Systems with Applications
Zhiyong Chen, Haitao Zhang, Lijun Zhu, Steffi Knorn, and Zhao Cheng
Volume 2017, Article ID 3849019, 2 pages

Stabilization of Semi-Markovian Jump Systems with Uncertain Probability Intensities and Its Extension
to Quantized Control
Ngoc Hoai An Nguyen, Sung Hyun Kim, and Jun Choi
Volume 2016, Article ID 8417475, 12 pages

A New Approach for Chaotic Time Series Prediction Using Recurrent Neural Network
Qinghai Li and Rui-Chang Lin
Volume 2016, Article ID 3542898, 9 pages

Design and Experimental Verification of Robust Motion Synchronization Control with Integral Action
Chen Peng, Bo Zhu, and Keqi Wei
Volume 2016, Article ID 7324508, 14 pages

Combat Network Synchronization of UCAV Formation Based on RTBAModel
Chengwei Ruan, Haiyan Yang, Lei Yu, and Yingxin Kou
Volume 2016, Article ID 2630790, 11 pages

Mobility-Aware Video Streaming in MIMO-Capable Heterogeneous Wireless Networks
Hayoung Oh
Volume 2016, Article ID 8293582, 12 pages



Editorial
Advanced Techniques for Networked Systems with Applications

Zhiyong Chen,1 Haitao Zhang,2 Lijun Zhu,3 Steffi Knorn,4 and Zhao Cheng5

1School of Electrical Engineering and Computer Science, University of Newcastle, Callaghan, NSW, Australia
2Department of Control Science and Engineering, Huazhong University of Science and Technology, Wuhan, China
3Department of Electrical and Electronic Engineering, University of Hong Kong, Pokfulam, Hong Kong
4Department of Engineering Sciences, Uppsala University, Uppsala, Sweden
5Thayer School of Engineering, Dartmouth College, Hanover, NH, USA

Correspondence should be addressed to Zhiyong Chen; zhiyong.chen@newcastle.edu.au

Received 13 December 2016; Accepted 15 December 2016; Published 12 April 2017

Copyright © 2017 Zhiyong Chen et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Cooperative control of networked systems is a fast-growing
field, in which mathematical methods are typically used to
investigate the theories and algorithms that address effi-
ciency, availability, and robustness of networked systems.
Main aspects of rich collaborative behaviors of networked
systems include agent dynamics, network communication,
and interagent dynamic coupling.

The objective of this special issue is for scientists, engi-
neers, and practitioners to present their latest theoretical and
technological achievements on networked systems. It aims
at identifying sound theoretical foundation and promising
technological solutions to analysis, control, and applications
of networked systems.

This special issue has received many submissions. The
authors of the papers submitted to this special issue are
from Canada, China, Iran, Korean, United Kingdom, United
State, Vietnam, and so on. After rigorous peer-review process,
six papers have been accepted for publication. These papers
present recent research processes in multirobot cooperation
control, fault detection, and network communication. The
acceptance rate of this special issue is 13%.

In the field of multirobot cooperative control, C. Ruan
et al. develop a method to form robust synchronization in
the networked system of unmanned combat aerials vehicles
(UCAVs). The route temporary blind avoidance (RTBA)
model is proposed to prevent the combat aerials vehicles from
physical and functional bind.The synchronization is achieved
through maximizing the efficiency of UCAV formation in
terms of connectivity and delay robustness.

C. Peng et al. investigate the attitude motion synchro-
nization problem for multiple robotic helicopters with three

degrees of freedom. The directed graph is used to model the
communication topology for the multirobot system. Stability
and tracking performance of the whole network is improved
by estimating the expected control term and the synchro-
nization error in each individual robot with a finite-time
convergent estimator.

Chaotic time series prediction is a challenging problem
for neural networks due to its uncertainty. Q. Li and R.-C. Lin
Chaotic propose the self-constructing fuzzy neural network
(SCFNN) for time series prediction. This SCFNN extends
from the fuzzy neural network by conducting the structure
learning and parameter learning concurrently and can achieve
similar performance with less number of hidden layer nodes.

In order to provide quality-adaptivemobile video stream-
ing services in MIMO-capable heterogeneous wireless access
networks, H. Oh extends from the FMIPv6 method whose
performance is affected due to large prediction inaccuracy
in the case of sudden direction change of the mobile nodes.
By optimizing video quality and handover delayer with more
appropriate selected metrics, the proposed method is able to
provide quality-adaptive service for handing over and for-
wardingmobile video streaming inMIMO-capable heteroge-
neous wireless access networks.

X. Ren and M. He developed the Appropriate Degree
Gossip Detection (ADGD) which discovers faulty links and
peers through depth-first search on the peer degree. In addi-
tion, a routing failure restoration strategy (RFRS) that handles
single-link failure, multilink failure, and peer failure is pro-
posed to improve the reliability of the P2P dynamic systems.

In addition, N. H. A. Nguyen et al. address stability
analysis and control synthesis for the semi-Markovian Jump
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systems (S-MJSs) with the more applicable feature, uncertain
probability intensity. The boundary constraints of the proba-
bility intensity are discussed and they are related to the basis
of time-varying transition rates. The authors also investigate
the effectiveness of the control design of the S-MJSs.
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This paper concentrates on the issue of stability analysis and control synthesis for semi-Markovian jump systems (S-MJSs) with
uncertain probability intensities. Here, to construct a more applicable transition model for S-MJSs, the probability intensities are
taken to be uncertain, and this property is totally reflected in the stabilization condition via a relaxation process established on the
basis of time-varying transition rates. Moreover, an extension of the proposed approach is made to tackle the quantized control
problem of S-MJSs, where the infinitesimal operator of a stochastic Lyapunov function is clearly discussed with consideration of
input quantization errors.

1. Introduction

Over the past few decades, considerable attention has been
paid to Markovian jump systems (MJSs) since such systems
are suitable for representing a class of dynamic systems sub-
ject to random abrupt variations. In addition to the growing
interest from their representation ability, MJSs have been
widely applied in many practical applications, such as man-
ufacturing systems, aircraft control, target tracking, robotics,
networked control systems, solar receiver control, and power
systems (see [1–9] and references therein). Following this
trend, numerous investigations are underway to deal with the
issue of stability analysis and control synthesis for MJSs with
complete/incomplete knowledge of transition probabilities in
the framework of filter and control design problems: [10–
13] with a complete description of transition rates and [14–
20] without a complete description. Generally, in MJSs, the
sojourn-time is given as a random variable characterized by
the continuous exponential probability distribution, which
tends to make the transition rates time-invariant due to
the memoryless property of the probability distribution. The
thing to be noticed here is that the use of constant transition
rates plays a limited role in representing a wide range of

application systems (see [21–23]). Thus, another interesting
topic has recently been studied in semi-Markovian jump sys-
tems (S-MJSs) to overcome the limitation of this memoryless
property.

As reported in [24–26], the mode transition of S-MJSs
is driven by a continuous stochastic process governed by
the nonexponential sojourn-time distribution, which leads to
the appearance of time-varying transition rates. Thus, it has
been well recognized that S-MJSs aremore general thanMJSs
in real situations. Further, with this growing recognition,
various problems on S-MJSs have been widely studied for
successful utilization of a variety of practical applications
(see [21, 22, 25, 27–29] and references therein). Of them,
the first attempt to overcome the limits of MJSs was made
by [21, 22] for the stability analysis of systems with phase-
type (PH) semi-Markovian jump parameters, which was
extended to the state estimation and sliding mode control
by [29]. Besides, [25] considered the Weibull distribution for
the stability analysis of S-MJSs and introduced a sojourn-
time partition technique to make the derived stability cri-
terion less conservative. Continuing this, [28] applied the
sojourn-time partition technique to the design ofH∞ state-
feedback control for S-MJSs with time-varying delays. After
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that, another partition technique of dividing the range of
transition rates was proposed by [27] to derive the stability
and stabilization conditions of S-MJSs with norm-bounded
uncertainties. Most recently, [30] designed a reliable mixed
passive andH∞ filter for semi-Markov jump delayed systems
with randomly occurring uncertainties and sensor failures.
Also, [26] considered semi-Markovian switching and random
measurement while designing a sliding mode control for
networked control systems (NCSs). Based on the above
observations, it can be found that their key issue mainly
lies in finding more applicable transition models for S-MJSs,
capable of a broad range of cases. In this light, one needs
to explore the impacts of uncertain probability intensities
in the study of S-MJSs and then provide a relaxed stability
criterion absorbing the property of the resultant time-varying
transition rates. However, until now, there have been almost
no studies that intensively establish a kind of relaxation
process corresponding to the stabilization problem of S-MJSs
with uncertain probability intensities.

This paper addresses the issue of stability analysis and
control synthesis for S-MJSswith uncertain probability inten-
sities. One of our main contributions is to discover more
reliable and scalable transition models for S-MJSs on the
basis of their time-varying and boundary properties. To
this end, this paper provides a valuable theoretical approach
of constructing practical transition models for S-MJSs (1)
by taking into account uncertain probability intensities and
(2) by reflecting their available bounds in the transition
rate description. Further, in a different manner from other
works, all constraints on time-varying transition rates are
totally incorporated into the stabilization condition via a
relaxation process established on the basis of time-varying
transition rates. Here, it is worth noticing that our relaxation
process is developed in such a way that all possible slack
variables can be included therein. In contrast to other
works, our relaxation process plays a key role in obtaining
a finite and solvable set of linear matrix inequalities (LMIs)
fromparameterized matrix inequalities (PLMIs) arising from
uncertain probability intensities. On the other hand, the
quantization module that converts real-valued measurement
signals into piecewise constant ones has been commonly used
to implement a variety of networked control systems over
wired or wireless communications (see [31, 32]). Especially
among optical wireless communications, the visible light
communication can be applied as a data communication
channel to transmit the control input to the S-MJSs under
consideration. Thus, as an extension, this paper tackles the
quantized control problem of S-MJSs, where the infinites-
imal operator of a stochastic Lyapunov function is clearly
discussed with consideration on input quantization errors.
In addition, this paper proposes a method for reducing the
influence of input quantization errors in the control of S-
MJSs, which is also one of our main contributions. Finally,
simulation examples show the effectiveness of the proposed
method.

Notation. The notations 𝑋 ≥ 𝑌 and 𝑋 − 𝑌 means that 𝑋 − 𝑌
is positive semidefinite and positive definite, respectively. In
symmetric block matrices, (∗) is used as an ellipsis for terms

induced by symmetry. For any square matrix Q,He[Q] = Q+
Q𝑇. For N+𝑠 ≜ {1, 2, . . . , 𝑠},

[Q𝑖]𝑖∈N+
𝑠

≜ [Q1Q2 ⋅ ⋅ ⋅Q𝑠] ,

[Q𝑖𝑗]𝑖,𝑗∈N+
𝑠

≜ [[[[
[

Q11 ⋅ ⋅ ⋅ Q1𝑠... d
...

Q𝑠1 ⋅ ⋅ ⋅ Q𝑠𝑠

]]]]
]

,

[Q𝑖]D𝑖∈N+
𝑠

≜
[[[[[[[[
[

Q1 0 ⋅ ⋅ ⋅ 0
0 Q2 d

...... d d 0
0 ⋅ ⋅ ⋅ 0 Q𝑠

]]]]]]]]
]

,

[Q𝑖𝑗]U𝑖,𝑗∈N+
𝑠

≜
[[[[[[[[[
[

0 Q12 Q13 ⋅ ⋅ ⋅ Q1𝑠0 0 Q23 ⋅ ⋅ ⋅ Q2𝑠... d d d
...

0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 Q(𝑠−1)𝑠0 ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ 0 0

]]]]]]]]]
]

,

(1)

where Q𝑖 and Q𝑖𝑗 denote real submatrices with appropriate
dimensions or scalar values. The notation E[∙] denotes the
mathematical expectation and diag (∙) stands for a block-
diagonal matrix. The notation 𝜆max(∙) denotes the maximum
eigenvalue of the argument, and exp (∙) indicates the expo-
nential distribution.

2. System Description

Let us consider the following continuous-time semi-Marko-
vian jump linear systems (S-MJSs):

�̇� (𝑡) = 𝐴 (𝜁 (𝑡)) 𝑥 (𝑡) + 𝐵 (𝜁 (𝑡)) 𝑢 (𝑡) , (2)

where 𝑥(𝑡) ∈ R𝑛𝑥 and 𝑢(𝑡) ∈ R𝑛𝑢 denote the state and
the control input, respectively. Here, {𝜁(𝑡), 𝑡 ≥ 0} denotes
a continuous-time semi-Markov process that takes values
in the finite space N+𝑠 and further has the mode transition
probabilities:

Pr (𝜁 (𝑡 + ℎ) = 𝑗 | 𝜁 (𝑡) = 𝑖)
= {{{

𝜋𝑖𝑗 (ℎ) ℎ + 𝑜 (ℎ) , if 𝑗 ̸= 𝑖
1 + 𝜋𝑖𝑖 (ℎ) ℎ + 𝑜 (ℎ) , if 𝑗 = 𝑖,

(3)

where limℎ→0(𝑜(ℎ)/ℎ) = 0 and 𝜋𝑖𝑗(ℎ) denotes the transition
rate frommode 𝑖 to mode 𝑗 at time 𝑡 + ℎ. Further, ℎ indicates
the sojourn-time elapsed when the system stays at mode 𝑖
from the last jump (i.e., ℎ is set to 0 when the system jumps).
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In particular, the transition rate matrix ∏(ℎ) ≜ [𝜋𝑖𝑗(ℎ)]𝑖,𝑗∈N+
𝑠

belongs to the following set:

S
(1)
Π ≜ {{{[𝜋𝑖𝑗]𝑖,𝑗∈N+

𝑠

| 0 = ∑
𝑗∈N+
𝑠

𝜋𝑖𝑗, 0
≤ 𝜇𝑖𝑗𝜋𝑖𝑗, where 𝜇𝑖𝑗|𝑗 ̸=𝑖 = 1, 𝜇𝑖𝑗|𝑗=𝑖 = −1, ∀𝑖, 𝑗
∈ N
+
𝑠

}}} .
(4)

Before going ahead, for later convenience, we define the sys-
tem matrix for the 𝑖th mode as (𝐴 𝑖, 𝐵𝑖) ≜ (𝐴(𝜁𝑘 = 𝑖), 𝐵(𝜁𝑘 =𝑖)), and set ∏𝑖(ℎ) ≜ [𝜋𝑖1(ℎ) ⋅ ⋅ ⋅ 𝜋𝑖𝑠(ℎ)]𝑇 = [𝜋𝑖𝑗(ℎ)]𝑇𝑗∈N+

𝑠

.
Also, to deal with the stability analysis problem in such a
stochastic setting, we consider the following definition.

Definition 1. An S-MJS (2) with 𝑢(𝑡) = 0 is stochastically
stable if its solution is such that, for any initial condition 𝑥0
and 𝜁0,

lim
𝑡→∞

E [∫𝑡
0

‖𝑥 (𝜏)‖2 𝑑𝜏 | 𝑥0, 𝜁0] < ∞. (5)

3. Stochastic Stability Analysis

First of all, let us consider (2) with 𝑢(𝑡) ≡ 0:
�̇� (𝑡) = 𝐴 (𝜁 (𝑡)) 𝑥 (𝑡) . (6)

The following lemma presents the stochastic stability condi-
tion for (6) with ∏(ℎ) ∈ S

(1)
Π .

Lemma 2. Suppose that there exists 𝑃𝑖 > 0, for all 𝑖 ∈ N+𝑠 , such
that

0 > Q𝑖 (ℎ) ,
∏ (ℎ) ∈ S

(1)
Π ,

∀𝑖 ∈ N
+
𝑠 ,

(7)

whereQ𝑖(ℎ) ≜ He(𝑃𝑖𝐴 𝑖)+∑𝑠𝑗=1 𝜋𝑖𝑗(ℎ)𝑃𝑗.Then, S-MJSs (6)with∏(ℎ) ∈ S
(1)
Π are stochastically stable.

Proof. Let us consider a stochastic Lyapunov function candi-
date of the following form:

𝑉 (𝑥 (𝑡) , 𝜁 (𝑡)) (= 𝑉 (𝑡)) = 𝑥𝑇 (𝑡) 𝑃 (𝜁 (𝑡)) 𝑥 (𝑡) , (8)

where 𝑃(𝜁(𝑡)) is taken to be positive definite. Then,
the infinitesimal generator ∇ of the stochastic process{𝑥(𝑡), 𝜁(𝑡), 𝑡 ≥ 0} acting on 𝑉(𝑡) is given by

∇𝑉 (𝑡) = lim
Δ→0

E [𝑉 (𝑥 (𝑡 + Δ) , 𝜁 (𝑡 + Δ) = 𝑗 | 𝑥 (𝑡) , 𝜁 (𝑡) = 𝑖)] − 𝑉 (𝑥 (𝑡) , 𝑟 (𝑡))Δ
= lim
Δ→0

1Δ [
[
𝑠∑
𝑗=1

𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡 + Δ) 𝑃𝑗𝑥 (𝑡 + Δ) − 𝑥𝑇 (𝑡) 𝑃𝑖𝑥 (𝑡)]] = Ψ1 (𝑡) + Ψ2 (𝑡) + Ψ3 (𝑡) ,
(9)

where 𝑝𝑖𝑗(𝑡, Δ) = Pr(𝜁(𝑡 + Δ) = 𝑗 | 𝜁(𝑡) = 𝑖),
Ψ1 (𝑡) ≜ lim

Δ→0

1Δ
𝑠∑
𝑗=1, 𝑗 ̸=𝑖

𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡 + Δ) 𝑃𝑗𝑥 (𝑡 + Δ) ,
Ψ2 (𝑡) ≜ lim

Δ→0

1Δ𝑝𝑖𝑖 (𝑡, Δ) 𝑥𝑇 (𝑡 + Δ) 𝑃𝑖𝑥 (𝑡 + Δ) ,
Ψ3 (𝑡) ≜ lim

Δ→0

1Δ (−𝑥𝑇 (𝑡) 𝑃𝑖𝑥 (𝑡)) .
(10)

Here, the probabilities 𝑝𝑖𝑗(𝑡, Δ) and 𝑝𝑖𝑖(𝑡, Δ) are described as

𝑝𝑖𝑗 (𝑡, Δ) = Pr (𝜁 (𝑡 + Δ) = 𝑗, 𝜁 (𝑡) = 𝑖)
Pr (𝜁 (𝑡) = 𝑖)

= 𝑞𝑖𝑗 (𝐺𝑖 (ℎ + Δ) − 𝐺𝑖 (ℎ))1 − 𝐺𝑖 (ℎ) , ∀𝑗 ̸= 𝑖,
(11)

𝑝𝑖𝑖 (𝑡, Δ) = Pr (𝜁 (𝑡 + Δ) = 𝑖, 𝜁 (𝑡) = 𝑖)
Pr (𝜁 (𝑡) = 𝑖)

= 1 − 𝐺𝑖 (ℎ + Δ)1 − 𝐺𝑖 (ℎ) ,
(12)

where 𝐺𝑖(ℎ) denotes the cumulative distribution function of
the sojourn-time ℎ at mode 𝑖 and 𝑞𝑖𝑗 stands for the probability
intensity such that ∑𝑠𝑗=1, 𝑗 ̸=𝑖 𝑞𝑖𝑗 = 1 and 𝑞𝑖𝑖 = −1. Especially in
(11), the probability intensity 𝑞𝑖𝑗 is taken to have uncertainties.
Meanwhile, from (6), it follows that 𝑥(𝑡 + Δ) = (𝐴 𝑖Δ + 𝐼)𝑥(𝑡),
for Δ → 0, which leads to

𝑥𝑇 (𝑡 + Δ) 𝑃𝑗𝑥 (𝑡 + Δ)
= 𝑥𝑇 (𝑡) (𝐴 𝑖Δ + 𝐼)𝑇 𝑃𝑗 (𝐴 𝑖Δ + 𝐼) 𝑥 (𝑡)
= 𝑥𝑇 (𝑡) (Δ2 ⋅ 𝐴𝑇𝑖 𝑃𝑗𝐴 𝑖 + Δ ⋅ He (𝑃𝑗𝐴 𝑖) + 𝑃𝑗) 𝑥 (𝑡) .

(13)
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That is, from (11) and (12), it is clear that

lim
Δ→0

1Δ𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡 + Δ) 𝑃𝑗𝑥 (𝑡 + Δ)
= lim
Δ→0

𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡)He (𝑃𝑗𝐴 𝑖) 𝑥 (𝑡)
+ lim
Δ→0

1Δ𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡) 𝑃𝑗𝑥 (𝑡) .
(14)

Thus, using (14), Ψ1(𝑡) and Ψ2(𝑡) become

Ψ1 (𝑡) = 𝑠∑
𝑗=1, 𝑗 ̸=𝑖

lim
Δ→0

𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡)He (𝑃𝑖𝐴 𝑖) 𝑥 (𝑡)
+ lim
Δ→0

1Δ
𝑠∑
𝑗=1, 𝑗 ̸=𝑖

𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡) 𝑃𝑗𝑥 (𝑡)
= lim
Δ→0

1Δ
𝑠∑
𝑗=1, 𝑗 ̸=𝑖

𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡) 𝑃𝑗𝑥 (𝑡) ,
Ψ2 (𝑡) = lim

Δ→0
𝑝𝑖𝑖 (𝑡, Δ) 𝑥𝑇 (𝑡)He (𝑃𝑖𝐴 𝑖) 𝑥 (𝑡)

+ lim
Δ→0

1Δ𝑝𝑖𝑖 (𝑡, Δ) 𝑥𝑇 (𝑡) 𝑃𝑖𝑥 (𝑡)
= 𝑥𝑇 (𝑡)He (𝑃𝑖𝐴 𝑖) 𝑥 (𝑡)

+ lim
Δ→0

1Δ𝑝𝑖𝑖 (𝑡, Δ) 𝑥𝑇 (𝑡) 𝑃𝑖𝑥 (𝑡) .

(15)

That is, ∇𝑉(𝑡) becomes

∇𝑉 (𝑡) = lim
Δ→0

1Δ
𝑠∑
𝑗=1, 𝑗 ̸=1

𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡) 𝑃𝑗𝑥 (𝑡) + 𝑥𝑇 (𝑡)
⋅ He (𝑃𝑖𝐴 𝑖) 𝑥 (𝑡)
+ lim
Δ→0

1Δ (𝑝𝑖𝑖 (𝑡, Δ) − 1) 𝑥𝑇 (𝑡) 𝑃𝑖𝑥 (𝑡) = 𝑥𝑇 (𝑡)
⋅ {{{He (𝑃𝑖𝐴 𝑖)

+ lim
Δ→0

1Δ ( 𝑠∑
𝑗=1, 𝑗 ̸=𝑖

𝑝𝑖𝑗 (𝑡, Δ) 𝑃𝑗 + (𝑝𝑖𝑖 (𝑡, Δ) − 1) 𝑃𝑖)}}}
⋅ 𝑥 (𝑡) = 𝑥𝑇 (𝑡) {{{He (𝑃𝑖𝐴 𝑖)

+ lim
Δ→0

1Δ ( 𝑠∑
𝑗=1, 𝑗 ̸=𝑖

𝑞𝑖𝑗𝑃𝑗 − 𝑃𝑖) 𝐺𝑖 (ℎ + Δ) − 𝐺𝑖 (ℎ)1 − 𝐺𝑖 (ℎ) }}}
⋅ 𝑥 (𝑡) = 𝑥𝑇 (𝑡) {{{He (𝑃𝑖𝐴 𝑖)

+ ( 𝑠∑
𝑗=1, 𝑗 ̸=𝑖

𝑞𝑖𝑗𝑃𝑗 − 𝑃𝑖) 𝑔𝑖 (ℎ)1 − 𝐺𝑖 (ℎ)}}} 𝑥 (𝑡) = 𝑥𝑇 (𝑡)

⋅ {{{He (𝑃𝑖𝐴 𝑖) + ( 𝑠∑
𝑗=1, 𝑗 ̸=𝑖

𝑞𝑖𝑗𝑃𝑗 − 𝑃𝑖) 𝜋𝑖 (ℎ)}}} 𝑥 (𝑡) ,
(16)

where𝜋𝑖(ℎ) = 𝑔𝑖(ℎ)/1−𝐺𝑖(ℎ) denotes the transition rate of the
system jumping frommode 𝑖. As a result, by defining 𝜋𝑖𝑗(ℎ) =𝑞𝑖𝑗𝜋𝑖(ℎ), for 𝑗 ̸= 𝑖, and 𝜋𝑖𝑖(ℎ) = − ∑𝑠𝑗=1, 𝑗 ̸=𝑖 𝜋𝑖𝑗(ℎ) = −𝜋𝑖(ℎ), we
have

∇𝑉 (𝑡) = 𝑥𝑇 (𝑡)
⋅ {{{He (𝑃𝑖𝐴 𝑖) + 𝑠∑

𝑗=1, 𝑗 ̸=𝑖

𝜋𝑖𝑗 (ℎ) 𝑃𝑗 + 𝜋𝑖𝑖 (ℎ) 𝑃𝑖}}} 𝑥 (𝑡)
= 𝑥𝑇 (𝑡)Q𝑖 (ℎ) 𝑥 (𝑡) .

(17)

In what follows, by the generalized Dynkin’s formula [33], it
is clear that

E [𝑉 (𝑡)] − 𝑉 (0) = E [∫𝑡
0

∇𝑉 (𝜏) 𝑑𝜏 | 𝑥0, 𝜁0]
≤ max
𝑖∈N+
𝑠
, 0≤ℎ≤𝑡

(𝜆max (Q𝑖 (ℎ)))
⋅ E [∫𝑡
0

‖𝑥 (𝜏)‖22 𝑑𝜏 | 𝑥0, 𝜁0] ,
(18)

which results in

− max
𝑖∈N+
𝑠
, 0≤ℎ≤𝑡

(𝜆max (Q𝑖 (ℎ)))
⋅ E [∫𝑡
0

‖𝑥 (𝜏)‖22 𝑑𝜏 | 𝑥0, 𝜁0] ≤ 𝑉 (0) − E [𝑉 (𝑡)]
≤ 𝑉 (0) .

(19)

Thus, from (7), it follows that

lim
𝑡→∞

E [∫𝑡
0

‖𝑥 (𝜏)‖22 𝑑𝜏 | 𝑥0, 𝜁0]
≤ − 𝑉 (0)

max𝑖∈N+
𝑠
, 0≤ℎ (𝜆max (Q𝑖 (ℎ))) < ∞. (20)

Finally, by Definition 1, the proof can be completed.

In this paper, as amodel of probability distribution for the
sojourn-time ℎ ≥ 0, we utilize the Weibull distribution with
shape parameter 𝛽 > 0 and scale parameter 𝛼 > 0, since such
a distribution has been witnessed as an appropriate choice
for representing the stochastic behavior of practical systems.
In other words, to represent the probability distribution of
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ℎ, its cumulative function 𝐺𝑖(ℎ) and probability distribution
function 𝑔𝑖(ℎ) are given as follows: for all 𝑖 and 𝑗(𝑗 ̸= 𝑖) ∈ N+𝑠 ,

𝐺𝑖 (ℎ) = 1 − exp(− ( ℎ𝛼𝑖)
𝛽𝑖) ,

𝑔𝑖 (ℎ) = 𝛽𝑖𝛼𝛽𝑖𝑖 ℎ𝛽𝑖−1 exp(− ( ℎ𝛼𝑖)
𝛽𝑖) ,

(21)

which leads to

𝜋𝑖𝑗 (ℎ) = 𝑞𝑖𝑗𝜋𝑖 (ℎ) = 𝑞𝑖𝑗 𝑔𝑖 (ℎ)1 − 𝐺𝑖 (ℎ) = 𝑞𝑖𝑗 𝛽𝑖𝛼𝛽𝑖𝑖 ℎ𝛽𝑖−1. (22)

As a special case, let 𝛽𝑖 = 1. Then, we can represent MJSs
from (22); that is, the transition rate 𝜋𝑖𝑗(ℎ) can be reduced to
an ℎ-independent value as follows: 𝜋𝑖𝑗(ℎ) = 𝑞𝑖𝑗𝜋𝑖(ℎ) = 𝑞𝑖𝑗/𝛼𝑖.
Accordingly, it can be claimed that (22) expresses a more
generalized transition model, compared to the case of MJSs.

Remark 3. As shown in (22), the transition rate 𝜋𝑖𝑗(ℎ) is time-
varying and depends on the probability intensity 𝑞𝑖𝑗. Thus, to
derive a finite number of solvable conditions from (7), there is
a need to consider the lower and upper bounds of both 𝜋𝑖(ℎ)
and 𝑞𝑖𝑗, respectively, as follows: 𝜋𝑖,1 ≤ 𝜋𝑖(ℎ) ≤ 𝜋𝑖,2 and 𝑞𝑖𝑗,1 ≤𝑞𝑖𝑗 ≤ 𝑞𝑖𝑗,2. Then, from 𝜋𝑖𝑗(ℎ) = 𝑞𝑖𝑗𝜋𝑖(ℎ), the bounds of 𝜋𝑖𝑗(ℎ)
are decided as follows: 𝜋𝑖𝑗,1 ≤ 𝜋𝑖𝑗(ℎ) ≤ 𝜋𝑖𝑗,2, where

𝜋𝑖𝑗,1 = {{{
𝑞𝑖𝑗,1 ⋅ 𝜋𝑖,1, if 𝑗 ̸= 𝑖
−𝜋𝑖,2, otherwise,

𝜋𝑖𝑗,2 = {{{
𝑞𝑖𝑗,2 ⋅ 𝜋𝑖,2, if 𝑗 ̸= 𝑖
−𝜋𝑖,1, otherwise.

(23)

In accordance with Remark 3, an auxiliary constraint can
be established as follows: ∏(ℎ) ∈ S

(2)
Π , where

S
(2)
Π ≜ {[𝜋𝑖𝑗]𝑖,𝑗∈N+

𝑠

| 𝜋𝑖𝑗,1 ≤ 𝜋𝑖𝑗 ≤ 𝜋𝑖𝑗,2, ∀𝑖, 𝑗 ∈ N
+
𝑠 } . (24)

The following lemma presents the stochastic stability condi-
tion for S-MJSs (6) with ∏(ℎ) ∈ S

(1)
Π ∩ S

(2)
Π .

Lemma 4. Suppose that there exists 𝑃𝑖 > 0, for all 𝑖 ∈ N+𝑠 , such
that

0 > Q𝑖 (ℎ) ,
∏ (ℎ) ∈ S

(1)
Π ∩ S

(2)
Π ,

∀𝑖 ∈ N
+
𝑠 ,

(25)

where Q𝑖(ℎ) ≜ He(𝑃𝑖𝐴 𝑖) + ∑𝑠𝑗=1 𝜋𝑖𝑗(ℎ)𝑃𝑗 and 𝜋𝑖𝑗(ℎ) ∈[𝜋𝑖𝑗,1, 𝜋𝑖𝑗,2].Then, S-MJSs (6) withS(1)Π ∩S
(2)
Π are stochastically

stable.

However, it is worth noticing that solving (25) of
Lemma 4 is still equivalent to solving an infinite number

of LMIs, which is an extremely difficult problem. Thus, it
is necessary to find a finite number of solvable LMI-based
conditions from (25). To this end, the following theorem
provides a relaxed stochastic stability condition for (6) with∏(ℎ) ∈ S

(1)
Π ∩ S

(2)
Π .

Theorem 5. Suppose that there exists matrices {𝐺𝑖, 𝑆𝑖𝑗, 𝑋𝑖𝑗,𝑌𝑖𝑗}𝑖,𝑗∈N+
𝑠

∈ R𝑛𝑥×𝑛𝑥 and symmetric matrices {𝑃𝑖 > 0}𝑖∈N+
𝑠

∈
R𝑛𝑥×𝑛𝑥 such that

0 > [ (1, 1) (1, 2)(∗) (2, 2) ] , ∀𝑖 ∈ N
+
𝑠 , (26)

0 ≤ He (𝑋𝑖𝑗) , ∀𝑖, 𝑗 ∈ N
+
𝑠 , (27)

0 ≤ He (𝑌𝑖𝑗) , ∀𝑖, 𝑗 ∈ N
+
𝑠 , (28)

where 𝜇𝑖𝑗|𝑗 ̸=𝑖 = 1, 𝜇𝑖𝑗|𝑗=𝑖 = −1,
(1, 1) = He (𝑃𝑖𝐴 𝑖) − ∑

𝑗∈N+
𝑠

He (𝜋𝑖𝑗,1𝜋𝑖𝑗,2𝑋𝑖𝑗) ,
(1, 2) = [12𝑃𝑗 + 𝐺𝑖 + (𝜋𝑖𝑗,1 + 𝜋𝑖𝑗,2) 𝑋𝑖𝑗 + 𝜇𝑖𝑗𝑌𝑖𝑗]

𝑗∈N+
𝑠

,
(2, 2) = [He (𝑆𝑖𝑎 − 𝑋𝑖𝑎)]D𝑎∈N+

𝑠

+ He ([𝑆𝑖𝑎 + 𝑆𝑖𝑏]U𝑎,𝑏∈N+
𝑠

) .

(29)

Then, S-MJSs (6) with ∏(ℎ) ∈ S
(1)
Π ∩ S

(2)
Π are stochastically

stable.

Proof. From the first constraint ∏(ℎ) ∈ S
(1)
Π , we can obtain,

under (28),

0 ≡ He(( ∑
𝑗∈N+
𝑠

𝜋𝑖𝑗 (ℎ)) (𝐺𝑖 + ∑
𝑗∈N+
𝑠

𝜋𝑖𝑗 (ℎ) 𝑆𝑖𝑗)) ,
∀𝑖 ∈ N

+
𝑠 ,

(30)

0 ≤ ∑
𝑗∈N+
𝑠

𝜇𝑖𝑗𝜋𝑖𝑗He (𝑌𝑖𝑗) , ∀𝑖 ∈ N
+
𝑠 . (31)

Further, under (27), the second constraint ∏(ℎ) ∈ S
(2)
Π

provides

0 ≤ − ∑
𝑗∈N+
𝑠

(𝜋𝑖𝑗 (ℎ) − 𝜋𝑖𝑗,1) (𝜋𝑖𝑗 (ℎ) − 𝜋𝑖𝑗,2)He (𝑋𝑖𝑗) ,
∀𝑖 ∈ N

+
𝑠 .

(32)



6 Mathematical Problems in Engineering

Here, note that (30)–(32) can be converted, respectively, into

0 ≡ [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇 [ 0 [𝐺𝑖]𝑖∈N+
𝑠(∗) (2, 2)∗ ] [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] , (33)

0 ≤ [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇 [ 0 [𝜇𝑖𝑗𝑌𝑖𝑗]𝑗∈N+
𝑠(∗) 0 ][ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] , (34)

0 ≤ [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇

⋅ [
[

(1, 1)∗ [(𝜋𝑖𝑗,1 + 𝜋𝑖𝑗,2) 𝑋𝑖𝑗]𝑗∈N+
𝑠(∗) [He (−𝑋𝑖𝑎)]D𝑎∈N+

𝑠

]
][ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] ,

(35)

where (1, 1)∗ = − ∑𝑗∈N+
𝑠

He(𝜋𝑖𝑗,1𝜋𝑖𝑗,2𝑋𝑖𝑗) and (2, 2)∗ =[He(𝑆𝑖𝑎)]D𝑎∈N+
𝑠

+ He([𝑆𝑖𝑎 + 𝑆𝑖𝑏]U𝑎,𝑏∈N+
𝑠

). Likewise, according to
the form of (33)–(35), we can rewrite Q𝑖(ℎ) < 0 in Lemma 4
as follows:

Q𝑖 (ℎ) = [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇

⋅ [ He (𝑃𝑖𝐴 𝑖) [(1/2) 𝑃𝑗]𝑗∈N+
𝑠(∗) 0 ] [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] < 0.

(36)

As a result, by combining (36) with (33)–(35) through the S-
procedure [34], the stochastic stability condition (25) is given
by

0 > [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇 [ (1, 1) (1, 2)(∗) (2, 2) ] [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] , (37)

where (1, 1), (1, 2), and (2, 2) are given in the body of
Theorem 5. Therefore, as (26) implies (37), the proof can be
completed.

4. Control Design

Let us consider the following mode-dependent state-feed-
back control law:

𝑢 (𝑡) = 𝐹𝑖𝑥 (𝑡) , (38)

where 𝐹𝑖 ≜ 𝐹(𝜁(𝑡) = 𝑖). Thereby, the resultant closed-loop
system under (2) and (38) is given by

�̇� (𝑡) = 𝐴 𝑖𝑥 (𝑡) + 𝐵𝑖𝑢 (𝑡) = (𝐴 𝑖 + 𝐵𝑖𝐹𝑖) 𝑥 (𝑡)
= 𝐴𝑖𝑥 (𝑡) . (39)

The following theorem provides a relaxed stochastic stabiliza-
tion condition for S-MJSs (39) with ∏(ℎ) ∈ S

(1)
Π ∩ S

(2)
Π .

Theorem 6. Suppose that there exist matrices {𝐹𝑖}𝑖∈N+
𝑠

∈
R𝑛𝑥×𝑛𝑥 and {𝐺𝑖, 𝑆𝑖𝑗, 𝑋𝑖𝑗, 𝑌𝑖𝑗, 𝑄𝑖𝑗}𝑖,𝑗∈N+

𝑠

∈ R𝑛𝑥×𝑛𝑥 and symmetric
matrices {𝑃𝑖 > 0}𝑖∈N+

𝑠

∈ R𝑛𝑥×𝑛𝑥 such that

0 > [ (1, 1) (1, 2)(∗) (2, 2) ] , ∀𝑖 ∈ N
+
𝑠 , (40)

0 ≤ He (𝑋𝑖𝑗) , ∀𝑖, 𝑗 ∈ N
+
𝑠 , (41)

0 ≤ He (𝑌𝑖𝑗) , ∀𝑖, 𝑗 ∈ N
+
𝑠 , (42)

0 ≤ [𝑄𝑖𝑗 𝑃𝑖(∗) 𝑃𝑗] , ∀𝑖, 𝑗 ̸= 𝑖 ∈ N
+
𝑠 , (43)

where 𝜖𝑖𝑗|𝑗 ̸=𝑖 = 1, 𝜖𝑖𝑗|𝑗=𝑖 = 0, 𝜇𝑖𝑗|𝑗 ̸=𝑖 = 1, 𝜇𝑖𝑗|𝑗=𝑖 = −1,
(1, 1) = He (𝐴 𝑖𝑃𝑖 + 𝐵𝑖𝐹𝑖) − ∑

𝑗∈N+
𝑠

He (𝜋𝑖𝑗,1𝜋𝑖𝑗,2𝑋𝑖𝑗) ,
(1, 2) = [(12𝜖𝑖𝑗𝑄𝑖𝑗 + 12 (1 − 𝜖𝑖𝑗) 𝑃𝑖) + 𝐺𝑖

+ (𝜋𝑖𝑗,1 + 𝜋𝑖𝑗,2) 𝑋𝑖𝑗 + 𝜇𝑖𝑗𝑌𝑖𝑗]
𝑗∈N+
𝑠

,
(2, 2) = [He (𝑆𝑖𝑎 − 𝑋𝑖𝑎)]D𝑎∈N+

𝑠

+ He ([𝑆𝑖𝑎 + 𝑆𝑖𝑏]U𝑎,𝑏∈N+
𝑠

) .

(44)

Then, closed-loop system (39) with ∏(ℎ) ∈ S
(1)
Π ∩ S

(2)
Π is stoc-

hastically stable, where 𝐹𝑖 = 𝐹𝑖𝑃−1𝑖 .

Proof. In light of (25), the stabilization condition of (39) is
given by

0 > He (𝑃𝑖𝐴𝑖) + 𝑠∑
𝑗=1

𝜋𝑖𝑗 (ℎ) 𝑃𝑗. (45)

Also, pre- and postmultiplying (45) by 𝑃𝑖 ≜ 𝑃−1𝑖 yields

0 > Q𝑖 (ℎ) ≜ He (𝐴 𝑖𝑃𝑖 + 𝐵𝑖𝐹𝑖) + 𝑠∑
𝑗=1

𝜋𝑖𝑗 (ℎ) 𝑃𝑖𝑃𝑗𝑃𝑖, (46)

where 𝐹𝑖 ≜ 𝐹𝑖𝑃𝑖. Here, by employing 𝑄𝑖𝑗 such that (43) holds
(i.e., 𝑄𝑖𝑗 ≥ 𝑃𝑖𝑃𝑗𝑃𝑖), we can convert (46) into

0 > Q𝑖 (ℎ)
= He (𝐴 𝑖𝑃𝑖 + 𝐵𝑖𝐹𝑖)

+ 𝑠∑
𝑗=1

𝜋𝑖𝑗 (ℎ) (𝜖𝑖𝑗𝑄𝑖𝑗 + (1 − 𝜖𝑖𝑗) 𝑃𝑖) .
(47)

Thereupon, Q𝑖(ℎ) is factorized as follows:

Q𝑖 (ℎ) = [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇

⋅ [ He (𝐴 𝑖𝑃𝑖 + 𝐵𝑖𝐹𝑖) (1, 2)∗(∗) 0 ] [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] ,
(48)

where (1, 2)∗ = [(1/2)𝜖𝑖𝑗𝑄𝑖𝑗 + (1/2)(1 − 𝜖𝑖𝑗)𝑃𝑖]𝑗∈N+
𝑠

.
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Next, as in the proof ofTheorem 5, the constraint ∏(ℎ) ∈
S
(1)
Π ∩ S

(2)
Π can be represented as

0 ≡ [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇 [ 0 [𝐺𝑖]𝑖∈N+
𝑠(∗) (2, 2)∗ ] [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] ,

0 ≤ [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇 [ 0 [𝜇𝑖𝑗𝑌𝑖𝑗]𝑗∈N+
𝑠(∗) 0 ][ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] ,

0 ≤ [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇

⋅ [
[

(1, 1)∗ [(𝜋𝑖𝑗,1 + 𝜋𝑖𝑗,2) 𝑋𝑖𝑗]𝑗∈N+
𝑠(∗) [He (−𝑋𝑖𝑎)]D𝑎∈N+

𝑠

]
][ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] ,

(49)

where (1, 1)∗ = − ∑𝑗∈N+
𝑠

He(𝜋𝑖𝑗,1𝜋𝑖𝑗,2𝑋𝑖𝑗) and (2, 2)∗ =[He(𝑆𝑖𝑎)]D𝑎∈N+
𝑠

+ He([𝑆𝑖𝑎 + 𝑆𝑖𝑏]U𝑎,𝑏∈N+
𝑠

). As a result, by the S-
procedure, combining (48) with (49) results in

0 > [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼]𝑇 [ (1, 1) (1, 2)(∗) (2, 2) ] [ 𝐼∏𝑖 (ℎ) ⊗ 𝐼] , (50)

where (1, 1), (1, 2), and (2, 2) are given in the Theorem 6.
Therefore, as (40) implies (50), the proof can be com-
pleted.

Hereafter, as a practical extension of the proposed
approach, we consider the following input-quantized S-MJSs:

�̇� (𝑡) = 𝐴 𝑖𝑥 (𝑡) + 𝐵𝑖q (𝑢 (𝑡)) , (51)

where q(∙) stands for a uniform quantization operator with
the quantization level 𝛿 > 0; that is, q(𝑢(𝑡)) = 𝛿 ⋅
round(𝑢(𝑡)/𝛿). Here, note that q(𝑢(𝑡)) = 𝑢(𝑡) + 𝜑(𝑡), where
the 𝑘th element of the quantization error 𝜑(𝑡) satisfies

𝜑𝑘 (𝑡) ≤ 𝛿2 , ∀𝑘 ∈ N
+
𝑛𝑢

. (52)

Thus, (51) can be rewritten as

�̇� (𝑡) = 𝐴 𝑖𝑥 (𝑡) + 𝐵𝑖 (𝑢 (𝑡) + 𝜑 (𝑡)) , (53)

where 𝜑(𝑡) = q(𝑢(𝑡)) − 𝑢(𝑡) is known. Continuously, as a
mode-dependent state-feedback law, we adopt

𝑢 (𝑡) = 𝐹𝑖𝑥 (𝑡) + ]𝑖 (𝑡) . (54)

Then, the resultant closed-loop system is described as

�̇� (𝑡) = 𝐴𝑖𝑥 (𝑡) + 𝐵𝑖 (]𝑖 (𝑡) + 𝜑 (𝑡)) . (55)

The following theorem provides a relaxed stochastic stabiliza-
tion condition for S-MJSs (55) with input quantization error.

Theorem 7. Let ]𝑖,𝑘 (i.e., the 𝑘th element of ]𝑖) be given as
follows:

]𝑖,𝑘 (𝑡) = −𝛿 ⋅ sgn (𝑠𝑖,𝑘 (𝑡))
⋅ max (0, sgn (𝑠𝑇𝑖 (𝑡) 𝜑 (𝑡))) ,

∀𝑖 ∈ N
+
𝑠 , 𝑘 ∈ N

+
𝑛𝑢

,
(56)

where 𝑠𝑖(𝑡) = 𝐵𝑇𝑖 𝑃𝑖𝑥(𝑡) ∈ R𝑛𝑢 and 𝑠𝑖,𝑘(𝑡) denotes the 𝑘th
element of 𝑠𝑖(𝑡). Suppose that there exist matrices {𝐹𝑖}𝑖∈N+

𝑠

∈
R𝑛𝑥×𝑛𝑥 and {𝐺𝑖, 𝑆𝑖𝑗, 𝑋𝑖𝑗, 𝑌𝑖𝑗, 𝑄𝑖𝑗}𝑖,𝑗∈N+

𝑠

∈ R𝑛𝑥×𝑛𝑥 and symmetric
matrices {𝑃𝑖 > 0}𝑖∈N+

𝑠

∈ R𝑛𝑥×𝑛𝑥 such that (40)–(43) hold.
Then, the closed-loop system (55) with ∏(ℎ) ∈ S

(1)
Π ∩ S

(2)
Π is

stochastically stable, where 𝐹𝑖 = 𝐹𝑖𝑃−1𝑖 .

Proof. From (55), it follows that 𝑥(𝑡 + Δ) = (𝐴𝑖Δ + 𝐼)𝑥(𝑡) +𝐵𝑖Δ(]𝑖(𝑡) + 𝜑(𝑡)), for Δ → 0, which yields

𝑥𝑇 (𝑡 + Δ) 𝑃𝑗𝑥 (𝑡 + Δ)
= Δ ⋅ 𝑥𝑇 (𝑡)He (𝑃𝑗𝐴𝑖) 𝑥 (𝑡) + 𝑥𝑇 (𝑡) 𝑃𝑗𝑥 (𝑡) + Δ

⋅ 2𝑥𝑇 (𝑡) 𝑃𝑗𝐵𝑖 (]𝑖 (𝑡) + 𝜑 (𝑡)) + Δ2 ⋅ (∙) .
(57)

Thus, it is given that

lim
Δ→0

1Δ𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡 + Δ) 𝑃𝑗𝑥 (𝑡 + Δ) = lim
Δ→0

𝑝𝑖𝑗 (𝑡, Δ)
⋅ (𝑥𝑇 (𝑡)He (𝑃𝑗𝐴𝑖) 𝑥 (𝑡)
+ 2𝑥𝑇 (𝑡) 𝑃𝑗𝐵𝑖 (]𝑖 (𝑡) + 𝜑 (𝑡))) + lim

Δ→0

1Δ𝑝𝑖𝑗 (𝑡, Δ)
⋅ 𝑥𝑇 (𝑡) 𝑃𝑗𝑥 (𝑡) .

(58)

Then, based on (11) and (12), we have

Ψ1 (𝑡) = 𝑠∑
𝑗=1, 𝑗 ̸=𝑖

lim
Δ→0

1Δ𝑝𝑖𝑗 (𝑡, Δ) 𝑥𝑇 (𝑡) 𝑃𝑗𝑥 (𝑡) , (59)

Ψ2 (𝑡) + Ψ3 (𝑡)
= 𝑥𝑇 (𝑡)He (𝑃𝑖𝐴𝑖) 𝑥 (𝑡)

+ 2𝑥𝑇 (𝑡) 𝑃𝑖𝐵𝑖 (]𝑖 (𝑡) + 𝜑 (𝑡))
+ lim
Δ→0

1Δ (𝑝𝑖𝑖 (𝑡, Δ) − 1) 𝑥𝑇 (𝑡) 𝑃𝑖𝑥 (𝑡) ,
(60)

which leads to

∇𝑉 (𝑡) = 𝑥𝑇 (𝑡) (He (𝑃𝑖𝐴𝑖) + 𝑠∑
𝑗=1

𝜋𝑖𝑗 (ℎ) 𝑃𝑗) 𝑥 (𝑡)
+ 2𝑠𝑇𝑖 (𝑡) (]𝑖 (𝑡) + 𝜑 (𝑡)) ,

𝑠𝑖 (𝑡) = 𝐵𝑇𝑖 𝑃𝑖𝑥 (𝑡) ∈ R
𝑛𝑢 .

(61)

Hence, for 𝑠𝑇𝑖 (𝑡)𝜑(𝑡) ≤ 0, letting ]𝑖(𝑡) ≡ 0 implies

∇𝑉 (𝑡) ≤ 𝑥𝑇 (𝑡) (He (𝑃𝑖𝐴𝑖) + 𝑠∑
𝑗=1

𝜋𝑖𝑗 (ℎ) 𝑃𝑗) 𝑥 (𝑡) . (62)
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Further, for 𝑠𝑇𝑖 (𝑡)𝜑(𝑡) > 0, letting ]𝑖,𝑘(𝑡) = −𝛿 ⋅ sgn(𝑠𝑖,𝑘(𝑡))
yields

2𝑠𝑇𝑖 (𝑡) (]𝑖 (𝑡) + 𝜑 (𝑡)) = 𝑛𝑢∑
𝑘=1

2𝑠𝑖,𝑘 (𝑡) (]𝑖,𝑘 (𝑡) + 𝜑𝑘 (𝑡))
≤ 𝑛𝑢∑
𝑘=1

− 2𝛿 𝑠𝑖,𝑘 (𝑡) + 2 𝑠𝑖,𝑘 (𝑡)
⋅ 𝜑𝑘 (𝑡) ≤ − 𝑛𝑢∑

𝑘=1

𝛿 𝑠𝑖,𝑘 (𝑡) < 0.
(63)

That is, (56) allows (61) to be reduced to (62) for all 𝑠𝑇𝑖 (𝑡)𝜑(𝑡).
In what follows, we need to derive the stabilization condition
from (62), which is omitted herein because it is in line with
the proof of Theorem 6.

5. Numerical Examples

Example 1. Consider the following system with three differ-
ent modes: for 𝑥0 = (3.0, −5.0) and 𝜁0 = 3,

𝐴1 = [−0.5 −0.75
1.00 1.00 ] ,

𝐴2 = [−2.40 −0.33
1.00 −1.40] ,

𝐴3 = [−0.20 0.10
1.00 −1.00] ,

𝐵1 = [5.0
0.0] ,

𝐵2 = [−2.0
−1.0] ,

𝐵3 = [ 1.0
−2.0] .

(64)

Here, the Weibull distribution for the sojourn-time is set by(𝛼1, 𝛽1) = (0.5, 2.0), (𝛼2, 𝛽2) = (1.0, 2.0), and (𝛼3, 𝛽3) =(1.5, 2.0) (see Figure 1). Thereby, a reasonable interval ℎ ∈[ℎ0, ℎ1] can be obtained such that ∫ℎ1
ℎ0

𝑔𝑖(ℎ)𝑑ℎ ≥ 0.99, from
which the lower and upper bounds (𝜋𝑖,1, 𝜋𝑖,2) of 𝜋𝑖(ℎ) can
be also found. As a result, by considering the uncertain
probability intensities such that 0.3 ≤ 𝑞𝑖𝑗 ≤ 0.7, for all 𝑖 and𝑗, the following matrices such that 𝜋𝑖𝑗(ℎ) ∈ [𝜋𝑖𝑗,1, 𝜋𝑖𝑗,2] are
established from Remark 3:

[𝜋𝑖𝑗,1]𝑖,𝑗∈N+
3

= [[
[

−8.6880 0.0384 0.0896
0.0192 −4.3420 0.0448
0.0128 0.0299 −2.8951

]]
]

,

[𝜋𝑖𝑗,2]𝑖,𝑗∈N+
3

= [[
[

−0.1280 2.6064 6.0816
1.3026 −0.0640 3.0394
0.8685 2.0266 −0.0427

]]
]

.
(65)

Figure 2(a) shows the mode evolution generated from the
stochastic setting. Besides, from Theorem 6, the following
control gains are obtained:

𝐹1 = [0.2654 −0.0063] ,
𝐹2 = [−0.7178 −0.1854] ,
𝐹3 = [−1.9513 0.6293] .

(66)

Figure 2(b) shows the behavior of the state response coupled
with the mode transition depicted in Figures 2(a) and 2(c)
which presents the Monte Carlo simulation result of the set-
tling time for 5000 different mode transition configurations,
where its mean value and standard deviation are 12.2979
and 3.126, respectively. From Figure 2(b), it can be seen
that the states converge from the initial condition (3.0, −5.0)
to the equilibrium point as time increases. Consequently,
Theorem 6 provides an applicable method for deriving a
relaxed stabilization condition for S-MJSs with uncertain
probability intensities.

Example 2. Consider the following system representing an
inverted pendulum: for 𝑥0 = (1, −1, 0.5) and 𝜁0 = 3:

�̇�1 (𝑡) = 𝑥2 (𝑡) ,
�̇�2 (𝑡) = 𝑔𝑙 sin 𝑥1 (𝑡) + 𝑁𝑘𝑚𝑚𝑙2 𝑥3 (𝑡) ,

𝐿𝑎�̇�3 (𝑡) = 𝑘𝑏𝑁𝑥2 (𝑡) − 𝑅 (𝜁 (𝑡)) 𝑥3 (𝑡) + q (𝑢 (𝑡)) ,
(67)

where 𝑥1(𝑡) is the angle of the inverted pendulum, 𝑥2(𝑡) is the
angular velocity, 𝑥3(𝑡) is the input current, 𝑢(𝑡) is the control
input voltage, 𝑔 is the acceleration due to gravity, 𝑚 and 𝑙
are the mass and length, respectively, 𝑘𝑏 and 𝑘𝑚 are the back
emf constant andmotor torque constant, respectively, 𝐿𝑎 and𝑅(𝜁(𝑡)) are the inductance and resistance of the DC motor,
respectively, and 𝑁 is the gear ratio. Here, we set 𝐿𝑎 = 1,𝑔 = 9.8, 𝑙 = 1, 𝑚 = 1, 𝑁 = 10, 𝐾𝑚 = 𝐾𝑏 = 0.1, and

𝑅𝑖 = 𝑅 (𝜁 (𝑡) = 𝑖) =
{{{{{{{{{

2, for 𝜁 (𝑡) = 1
1, for 𝜁 (𝑡) = 2
0.5, for 𝜁 (𝑡) = 3.

(68)

Then, the linearized model of (67) is given by

𝐴 𝑖 = 𝐴 (𝜁 (𝑡) = 𝑖) [[
[

0 1 0
9.8 0 1
0 1 −𝑅𝑖

]]
]

,

𝐵1 = 𝐵2 = 𝐵3 = [[
[

0
0
1
]]
]

,
(69)
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Figure 1: Cumulative distribution functions 𝐺𝑖(ℎ) (solid line) and probability distribution functions 𝑔𝑖(ℎ) (dash-dotted line).
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Figure 2: (a) Mode evolution, (b) state response and control input, and (c) Monte Carlo simulation results.

Besides, the matrices [𝜋𝑖𝑗,1]𝑖𝑗∈N+
3

and [𝜋𝑖𝑗,2]𝑖𝑗∈N+
3

such that𝜋𝑖𝑗(ℎ) ∈ [𝜋𝑖𝑗,1, 𝜋𝑖𝑗,2] are taken to be the same as in Example 1.
Thereupon, Theorem 7 provides the following control gains:

𝐹1 = [−2.7348 −3.1067 2.1744] ,
𝐹2 = [−4.7643 −3.6490 0.5326] ,
𝐹3 = [−243.8434 −79.7086 −12.9784] .

(70)

Figure 3 shows the behavior of the state response for the
mode transition generated according to (𝛼1, 𝛽1) = (0.5, 2.0),(𝛼2, 𝛽2) = (1.0, 2.0), and (𝛼3, 𝛽3) = (1.5, 2.0). Here, the
control input ]𝑖(𝑡) is designed in accordance with (56), and
the quantization level is assumed to be𝛿 = 0.1. FromFigure 3,

it can be seen that the states converge from the initial-state
condition (1, −1, 0.5) to the origin as time increases. Con-
sequently, Theorem 7 provides a suitable mode-dependent
control for the S-MJSs with input quantization errors as well
as uncertain probability intensities.

6. Concluding Remarks

The issue of stability analysis and control synthesis for S-MJSs
with uncertain probability intensities has been addressed in
this paper. Here, the boundary constraints of probability
intensities have been totally reflected in the stabilization
condition via a relaxation process established on the basis of
time-varying transition rates. Furthermore, as an extension,
the quantized control problem of S-MJSs has been addressed
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Figure 3: State response and mode evolution.

herein.Through simulation examples, the effectiveness of the
proposed method has been shown.
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A self-constructing fuzzy neural network (SCFNN) has been successfully used for chaotic time series prediction in the literature.
In this paper, we propose the strategy of adding a recurrent path in each node of the hidden layer of SCFNN, resulting in a self-
constructing recurrent fuzzy neural network (SCRFNN). This novel network does not increase complexity in fuzzy inference or
learning process. Specifically, the structure learning is based on partition of the input space, and the parameter learning is based
on the supervised gradient descent method using a delta adaptation law. This novel network can also be applied for chaotic time
series prediction including Logistic andHenon time series.More significantly, it features rapider convergence and higher prediction
accuracy.

1. Introduction

A chaotic time series can be expressed as a deterministic
dynamical system that however is usually unknown or
incompletely understood.Therefore, it becomes important to
make prediction from the experimental observation of a real
system. The technology was widely studied in many science
and engineering fields such as mathematical finance, weather
forecasting, and intelligent transport and trajectory forecast-
ing. The early research on nonlinear prediction of chaotic
time series can be found in [1]. Most recent work mainly
focuses on different methods for improving the prediction
performance, such as fuzzy neural networks [2, 3], RBF [4, 5],
recurrent neural networks [6, 7], back-propagation recurrent
neural networks [8], predictive consensus networks [9, 10],
and biologically inspired neuronal network [11, 12].

Both fuzzy logic and artificial neural networks are poten-
tially suitable for nonlinear chaotic series prediction as they
can perform complex mappings between their input and out-
put spaces. In particular, the self-constructing fuzzy neural
network (SCFNN) [13] is capable of constructing a simple
network without the need of knowledge to the chaotic series.
This capability is due to SCFNN’s ability of self-adjusting the
location of the input space fuzzy partition, so there is no need

to estimate in advance the series states distribution. More-
over, carefully setting conditions on the increasing demand of
fuzzy rules makes the architecture of the constructed SCFNN
fairly simple.These advantagesmotivated researchers to build
various chaotic series prediction algorithms by employing an
SCFNN structure in, for example, [14, 15].

Neural network has wide applications in various areas;
see, for example, [16–21]. In particular, recurrent neural
network (RNN) has been proved successful in speech pro-
cessing and adaptive channel equalization. One of the most
important features of RNN is its feedback paths in the circuit
that makes it have a sequential rather than a combinational
behavior. RNNs were applied not only in the processing of
time-varying patterns or data sequences but also in dealing
with the dissonance of input pattern when the possibly dif-
ferent outputs are generated by the same set of input patterns
due to the feedback paths. Since RNN is a highly nonlinear
dynamical system that exhibits rich and complex behaviors,
it is expected that RNN possesses better performance than
traditional signal processing techniques in modeling and
predicting chaotic time series. Some works on improving the
performance of chaotic series prediction using RNNs can be
found in, for example, [6, 7].

Hindawi Publishing Corporation
Mathematical Problems in Engineering
Volume 2016, Article ID 3542898, 9 pages
http://dx.doi.org/10.1155/2016/3542898

http://dx.doi.org/10.1155/2016/3542898


2 Mathematical Problems in Engineering

From the above observation, it is a novel idea to com-
bine the SCFNN and RNN techniques for chaotic series
prediction, which results in a new architecture called self-
constructing recurrent fuzzy neural network (SCRFNN) in
this paper. The structure learning and parameter learning
algorithms in SCRFNN are inherited from those in SCFNN,
which maintains the simplicity in implementation. Nev-
ertheless, the recurrent path in SCRFNN makes it more
complex in function deviation and exhibit richer behaviors.
Extensive numerical simulation shows that both SCFNN
and SCRFNN are effective in predicting chaotic time series
including Logistic series and Henon series. But the latter
has superior performance in convergence rate and prediction
accuracy at the cost of slightly heavier structure (number of
hidden nodes) and fuzzy logic rules.

It is noted that a similar neural network structure has been
used for nonlinear channel equalizers in [20]. The purpose
of an equalizer in, for example, wireless communication
systems, is to recover the transmitted sequence or its delayed
version using a trained neural network. But the chaotic time
series prediction studied in this paper has a completely differ-
entmechanism. Chaotic time series prediction is the problem
of developing a dynamic model by the observed time series
for a nonlinear chaotic system that exhibits deterministic
behavior with a known initial condition. A neural network
is used to build chaotic time series predication after the
so-called phase space reconstruction that is not touched in
channel equalizers.

The rest of this paper is organized as follows. In Section 2,
the problem of chaotic series prediction is formulated. The
structure, the inference output, and the learning algorithms
of SCRFNN are described in Section 3. Numerical simulation
results on two classes of Logistic and Henon chaotic series
predictions are presented in Section 4. Finally, the paper is
concluded in Section 5.

2. Background and Preliminaries

The phase space reconstruction theory is commonly used for
chaotic time series prediction; see, for example, [22, 23]. The
main idea is to find away for phase space reconstruction from
time series and then conduct prediction in phase space. The
theory is briefly revisited in this section followed by a general
neural network prediction model.

Delay embedding is the main technique for phase space
reconstruction. Assume a chaotic time series is represented
as 𝑥1, 𝑥2, . . . , 𝑥𝑛 and the phase space vector

𝑋𝑖 = (𝑥𝑖, 𝑥𝑖+𝜏, . . . , 𝑥𝑖+(𝑚−1)𝜏)𝑇 , 𝑖 = 1, 2, . . . ,𝑀. (1)

The parameter 𝜏 is the delay, 𝑚 the embedding dimension,
and 𝑀 = 𝑛 − (𝑚 − 1)𝜏 the number of phase vectors. A pre-
diction model contains an attractor that warps the observed
data, in the phase space, and provides precise information
about the dynamics involved. Therefore, it can be used to
predict 𝑋𝑖+1 from 𝑋𝑖 in phase space and hence synthesize𝑥𝑖+1 using time series reconstruction. The procedure can be
summarized as a model with input 𝑋𝑖 and output 𝑥𝑖+1.

Takens’ theorem provides the conditions under which a
smooth attractor can be reconstructed from the observations
made with a generic function. The theorem states that, if the
embedding dimension 𝑚 ≥ 2𝑑 + 1, where 𝑑 is the dimension
of the system dynamics, then the phase space constituted by
the original system state variable and the dynamic behaviors
in the one-dimensional sequence of observations are equiva-
lent. It is equivalent because the chaotic attractor differential
in the two spaces is homeomorphism. The reconstructed
system that includes the evolution information of all state
variables is capable of calculating the future state of the system
based on its current state, which provides a basic mechanism
for chaotic time series prediction.

As explained before, the prediction model with input 𝑋𝑖
and output 𝑥𝑖+1 provides precise information of the nonlinear
dynamics under consideration. Neural network (NN) is an
appropriate structure to build a nonlinear model of chaotic
time series predication. Specifically, a typical three-layer NN
is discussed below.

When we apply a three-layer NN to predict a chaotic
time series, better prediction performance can be achieved
if the number of neurons of the input layer is equal to the
embedding dimension of the phase space reconstructed by
the chaotic time series. Specifically, let the number of neurons
of the input layer be 𝑚, that of the hidden layer be 𝑝, and
that of output layer be 1. Then, the NN describes a mapping𝑓 : R𝑚 → R1.

The input for the nodes of the hidden layer is

𝑆𝑗 = 𝑚∑
𝑖=1

𝜔𝑖𝑗𝑥𝑖 − 𝜃𝑗, 𝑗 = 1, 2, . . . , 𝑝, (2)

where𝜔𝑖𝑗 is the link weight from the input layer to the hidden
layer and 𝜃𝑗 is the threshold. Assume the Sigmoid transfer
function𝑓(𝑠) = 1/(1+𝑒−𝑠) is used for theNN.Then the output
of the hidden layer nodes is

𝑏𝑗 = 11 + exp (−∑𝑚𝑖=1 𝜔𝑖𝑗𝑥𝑖 + 𝜃𝑗) , 𝑗 = 1, 2, . . . , 𝑝. (3)

Similarly, the input and the output of the output layer nodes
are

𝐿 = 𝑝∑
𝑗=1

𝑉𝑗𝑏𝑗 − 𝛾,
𝑥𝑖+1 = 11 + exp (−∑𝑝𝑗=1 𝑉𝑗𝑏𝑗 + 𝛾) , (4)

respectively. Here 𝑉𝑗 is the link weight from the hidden layer
to the output layer and 𝛾 is the threshold.

In general, the aforementioned link weights (𝜔𝑖𝑗, 𝑉𝑗) and
the thresholds (𝜃𝑗, 𝛾) of the NN can be randomly initialized,
for example, within [0, 1]. Then, they can be properly trained
such that the resulting NN has the capability of precise
prediction. The specific training strategy depends on the
specific architecture of the NN, which is the main scope of
this research line and will be elaborated in the next section.
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Figure 1: Structure of a recurrent neural network.

3. Self-Constructing Recurrent Fuzzy
Neural Network

Following the general description of the NN prediction
model introduced in the previous section, we aim to pro-
pose a specific architecture with the features of fuzzy logic,
recurrent path, and self-constructing ability, called a self-
constructing recurrent fuzzy neural network (SCRFNN).
With these features, the SCRFNN is able to exhibit rapid
convergence and high prediction accuracy.

3.1. Background of SCRFNN. The network structure of a
traditional fuzzy neural network (FNN) is determined in
advance. During the learning process, the structure is fixed
and a supervised back-propagation algorithm is applied
to adjust the membership function parameters and the
weighting coefficients. Such an FNN with a fixed structure
usually needs a large number of hidden layer nodes for
acceptable performance, which significantly increases the
system complexity [24, 25].

To overcome the aforementioned drawback of a fixed
structure, the SCRFNN used in this paper exploits a two-
phase learning algorithm that includes both structure learn-
ing andparameter learning. Specifically, the structure of fuzzy
rules is determined in the first phase and the coefficients
of each rule are tuned in the second one. It is conceptually
easy to sequentially carry out the two phases. However, it
is suitable only for offline operations with a large amount
of representative data collected in advance [26]. Moreover,
independent realization of structure and parameter learning
is time-consuming. These disadvantages can be eliminated
in SCRFNN as the two phases of structure learning and
parameter learning are conducted concurrently [27].

The main feature of the proposed SCRFNN is the novel
recurrent path in the circuit. The schematic diagram of a
recurrent neural network (RNN) is shown in Figure 1 [28],
where, for example, 𝑥 and 𝑦𝑘, 𝑘 = 1, 2, 3, denote the external
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Figure 2: Schematic diagram of SCRFNN.

input and the unit outputs, respectively.The dynamics of such
a structure can be described by, for 𝑘 = 1, 2, 3,

𝑠𝑘 [𝑡 + 1] = 𝑛∑
𝑙=1

𝜔𝑘𝑙 [𝑡] 𝑦𝑙 [𝑡] + 𝑚∑
𝑙=1

𝜔𝑘,𝑙+𝑛 [𝑡] 𝑥net
𝑙 [𝑡] ,

𝑦𝑘 [𝑡 + 1] = 𝑓 (𝑠𝑘 [𝑡 + 1]) , (5)

where 𝑚 and 𝑛 denote the numbers of external inputs and
hidden layer units, respectively, 𝜔𝑖𝑗[𝑡] is the connection
weight from the 𝑗th unit to the 𝑖th unit at the time instant 𝑡,
and the activation function 𝑓(⋅) can be any real differentiable
function. Clearly, the output of each unit depends on the
previous external inputs to the network aswell as the previous
outputs of all units. The training algorithms for the recurrent
parameters of RNNs have been well studied, for example, the
real-time recurrent learning (RTRL) algorithm [29].

3.2. Structure and Inference Output of SCRFNN. The sche-
matic diagram of SCRFNN is shown in Figure 2. The fuzzy
logic rule and the functions in each layer are briefly described
as follows.

The fuzzy logic rule adopted in the SCRFNN has the
following form:

𝑅𝑗: If (𝑥1 + 𝜔𝑅𝑗1𝑂(2)𝑗1 (𝑡 − 1)) is 𝐴𝑗1,
and (𝑥2 + 𝜔𝑅𝑗2𝑂(2)𝑗2 (𝑡 − 1)) is 𝐴𝑗2, . . . ,
and (𝑥𝑛 + 𝜔𝑅𝑗𝑛𝑂(2)𝑗𝑛 (𝑡 − 1)) is 𝐴𝑗𝑛.
Then 𝑦 (𝑡) = 𝜔𝑗

(6)

with 𝑛 input variables and a constant consequence 𝜔𝑗. In
(6), 𝐴𝑗𝑖 is the linguistic term of the precondition part with
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membership function 𝜇𝐴𝑗𝑖 , 𝑥𝑖’s and 𝑦 denote the input
and output variables, respectively, and 𝜔𝑅𝑗𝑖 and 𝑂(2)𝑗𝑖 (𝑡 − 1)
represent the recurrent coefficient and the last state output
of the 𝑗th term associated with the 𝑖th input variable.

The nodes in Layer 1, called the input nodes, simply
pass the input signals to the next layer. There are two input
variables 𝑥1 and 𝑥2 and two corresponding outputs 𝑂(1)1 (𝑡) =𝑥1 and 𝑂(1)2 (𝑡) = 𝑥2 for the problem considered in this paper.

Each node in Layer 2 acts as a linguistic label for the input
variables from Layer 1. Let 𝑂(2)𝑗𝑖 (𝑡) be the output of the 𝑗th
rule associated with the 𝑖th input node in status 𝑡 and 𝜔𝑅𝑗𝑖 ’s
the recurrent coefficients. Then, the Gaussian membership
function is determined in this layer as follows:

𝑂(2)𝑗𝑖 (𝑡)
= exp(−(𝑂(1)𝑖 (𝑡) + 𝜔𝑅𝑗𝑖𝑂(2)𝑗𝑖 (𝑡 − 1) − 𝑚𝑗𝑖)2𝜎2𝑗𝑖 ) (7)

with the mean 𝑚𝑗𝑖 and the standard deviation 𝜎𝑗𝑖.
Each node in Layer 3, represented by the product symbolΠ, works as the precondition part of the fuzzy logic rule.

Specifically, the output of the 𝑗th rule node in status 𝑡 is thus
expressed as

𝑂(3)𝑗 (𝑡) = ∏
𝑖

𝑂(2)𝑗𝑖 (𝑡) . (8)

The single node in Layer 4, called the output node, acts as
a defuzzifier. As a result, the final output of the SCRFNN is

𝑂(4) (𝑡) = ∑
𝑗

𝜔𝑗𝑂(3)𝑗 (𝑡) , (9)

where the link weight 𝜔𝑗 is the output action strength
associated with the 𝑗th rule.

3.3. Online Learning Algorithm for SCRFNN. As discussed
in Section 3.1, a two-phase learning algorithm for structure
learning and parameter learning is used for SCRFNN. The
initial SCRFNN is composed of the input and output nodes
only. The membership and the rule nodes are dynamically
generated and adjusted according to the online data by
performing the structure and parameter learning processes.
These two phases are explained below.

The structure learning algorithm aims to find the proper
input space fuzzy partitions and fuzzy logic rules with
minimal fuzzy sets and rules. As the initial SCRFNN contains
no membership or rule node, the main work in structure
learning is to decide whether it is necessary to add a new
membership function node in Layer 2 and the associated
fuzzy logic rule in Layer 3. The criterion for generating a
new fuzzy rule for new incoming data is based on the firing
strengths 𝑂(3)𝑗 (𝑡) = ∏𝑖𝑂(2)𝑗𝑖 (𝑡), 𝑗 = 1, . . . ,𝑀, where 𝑀 is the
number of existing rules.

Specifically, if the maximum degree 𝜇max =
max1≤𝑗≤𝑀𝑂(3)𝑗 (𝑡) is not larger than a prespecified threshold
parameter 𝜇min, a new membership function needs to be
generated. Also, the mean value and the standard deviation
of the new membership function are, respectively, assigned
as 𝑚new
𝑖 = 𝑥𝑖 and 𝜎new

𝑖 = 𝜎𝑖, where 𝑥𝑖 is the new incoming
data and 𝜎𝑖 is an empirical prespecified constant. The value𝜇min is initially chosen between 0 and 1 and then keeps
decaying in order to limit the growing size of the SCRFNN
structure.

The parameter learning algorithm aims to minimize a
predefined energy function by adaptively adjusting the vector
of network parameters based on a given set of input-output
pairs. The particular energy function used in the SCRFNN is
as follows:

𝐸 = 12 (𝑂𝑑 − 𝑂(4) (𝑡))2 , (10)

where 𝑂𝑑 is the desired output associated with the input
pattern and 𝑂(4)(𝑡) is the inferred output. The vector is
adjusted along the negative gradient of the energy function
with respect to the vector. In the four-layer SCRFNN, a back-
propagation learning rule is adopted as the gradient vector
is calculated in the direction opposite to the data flow, as
described below.

First, the link weight 𝜔𝑗 for the output node in Layer 4 is
updated along the negative gradient of the energy function;
that is,

Δ𝜔𝑗 = 𝜕𝐸𝜕𝜔𝑗 = − (𝑂𝑑 − 𝑂(4) (𝑡))𝑂(3)𝑗 (𝑡) . (11)

In particular, it is updated according to

𝜔𝑗 (𝑘 + 1) = 𝜔𝑗 (𝑘) − 𝜂𝜔Δ𝜔𝑗, (12)

where 𝑘 is the pattern number of the 𝑗th link and the factor𝜂𝜔 is the learning-rate parameter.
Next, in Layer 3, the mean𝑚𝑗𝑖 and the standard deviation𝜎𝑗𝑖 of the membership functions are updated by

𝑚𝑗𝑖 (𝑘 + 1) = 𝑚𝑗𝑖 (𝑘) − 𝜂𝑚Δ𝑚𝑗𝑖,𝜎𝑗𝑖 (𝑘 + 1) = 𝜎𝑗𝑖 (𝑘) − 𝜂𝜎Δ𝜎𝑗𝑖, (13)
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with the learning-rate parameters 𝜂𝑚 and 𝜂𝜎. The terms Δ𝑚𝑗𝑖
and Δ𝜎𝑗𝑖 are also calculated as the gradient of the energy
function as follows:

Δ𝑚𝑗𝑖 = 𝜕𝐸𝜕𝑚𝑗𝑖 = − (𝑂𝑑 − 𝑂(4) (𝑡)) 𝜔𝑗𝑂(3)𝑗 (𝑡)
⋅ 2 (𝑂(1)𝑖 (𝑡) + 𝜔𝑅𝑗𝑖𝑂(2)𝑗𝑖 (𝑡 − 1) − 𝑚𝑗𝑖)𝜎2𝑗𝑖 ,

Δ𝜎𝑗𝑖 = 𝜕𝐸𝜕𝜎𝑗𝑖 = − (𝑂𝑑 − 𝑂(4) (𝑡)) 𝜔𝑗𝑂(3)𝑗 (𝑡)
⋅ 2 (𝑂(1)𝑖 (𝑡) + 𝜔𝑅𝑗𝑖𝑂(2)𝑗𝑖 (𝑡 − 1) − 𝑚𝑗𝑖)2𝜎3𝑗𝑖 .

(14)

Finally, the variation of recurrent coefficient Δ𝜔𝑅𝑗𝑖 in
Layer 2 is updated by

𝜔𝑅𝑗𝑖 (𝑘 + 1) = 𝜔𝑅𝑗𝑖 (𝑘) − 𝜂𝑅Δ𝜔𝑅𝑗𝑖 , (15)

where

Δ𝜔𝑅𝑗𝑖 = 𝜕𝐸𝜕𝜔𝑅𝑗𝑖 = (𝑂𝑑 − 𝑂(4) (𝑡)) 𝜔𝑗(∏
𝑖,𝑖 ̸=𝑗

𝑂(2)𝑗𝑖 (𝑡))
⋅ 2 (𝑂(1)𝑖 (𝑡) + 𝜔𝑅𝑗𝑖𝑂(2)𝑗𝑖 (𝑡 − 1) − 𝑚𝑗𝑖)2𝜎3𝑗𝑖 𝑂(2)𝑗𝑖 (𝑡 − 1)

(16)

is again the gradient of the energy function.

4. Simulation Results

In order to evaluate the effectiveness of the proposed
SCRFNN, we apply it on two benchmark chaotic time series
data sets: Logistic series and Henon series. The number of
data used for each benchmark problem is 2000. In particular,
we use the first 1000 data for training and the remaining
1000 for validation. It will be shown that both SCFNN and
SCRFNNare effective in predicting Logistic series andHenon
series. But the latter has superior performance in convergence
rate and prediction accuracy at the cost of slightly heavier
structure (number of hidden nodes) and rules.

4.1. Logistic Chaotic Series. A Logistic chaotic series is gener-
ated by the following equation:

𝑥𝑘+1 = 𝜇𝑥𝑘 (1 − 𝑥𝑘) , 𝑥𝑘 ∈ [0, 1] , 𝜇 ∈ [0, 4] . (17)

In particular, the parameter 𝜇 is restricted within the range of3.57 < 𝜇 ≤ 4 for chaotic behavior.
The training performance for both SCFNN and SCRFNN

is demonstrated in Figure 3, where the profiles with 5, 20, and
50 learning cycles are compared in three graphs, respectively.
It is observed that the proposed learning algorithm is effective
in terms of fast convergence. In all the three cases, the
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Figure 3: Comparison of convergence for 5, 20, and 50 learning
cycles.

convergence rate for the SCRFNN is faster than that for the
SCFNN.

Root mean squared error (RMSE) is the main error
metrics for describing the training errors. It is explicitly
defined as follows:

RMSE = ( 1𝑆 − 1 𝑆∑
𝑖=1

[𝑃𝑖 − 𝑄𝑖]2)1/2 , (18)

where 𝑆 is the number of trained patterns and𝑃𝑖 and𝑄𝑖 are the
FNN derived values and the actual chaotic time series data,
respectively. Table 1 shows that the RMSEs of SCFNN and
SCRFNN completed 5, 20, and 50 learning cycles. In all the
three cases, SCRFNN results in smaller RMSEs than SCFNN.

For the well-trained SCFNN and SCRFNN, the predic-
tion performance is compared and shown in Figures 4 and
5. It is observed in Figure 4 that the predicted outputs from
the SCFNN and the SCRFNN well match the real data. More
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Figure 4: Logistic series and the predictions with SCFNN and SCRFNN.

Table 1: RMSE for SCFNN and SCRFNN completed 5, 20, and 50
cycles.

FNN (learning cycles) Logistic Henon
SCFNN (5) 7.65499𝑒 − 004 0.0015
SCRFNN (5) 4.51469𝑒 − 004 0.0014
SCFNN (20) 5.0209𝑒 − 004 0.0011
SCRFNN (20) 4.2344𝑒 − 004 6.3094𝑒 − 004
SCFNN (50) 4.7764𝑒 − 004 7.8083𝑒 − 004
SCRFNN (50) 4.189𝑒 − 004 4.4918𝑒 − 004
specifically, the prediction errors are less significant in the
SCRFNN than those in the SCFNN, as shown in Figure 5.

Finally, Table 2 shows that the numbers of hidden nodes
in SCFNN and SCRFNN completed 5, 20, and 50 learning
cycles. The SCRFNN has slightly more hidden nodes in all
the three cases. This heavier structure of SCRFNN, together
with the extra rules for recurrent path, is the cost for the
aforementioned performance improvement.

4.2. Henon Chaotic Series. Henon mapping was proposed by
the French astronomer Michel Henon for studying globular
clusters [30]. It is one of the most famous simple dynamical
systems with wide applications. In recent years, Henon

Table 2: Number of hidden nodes in SCFNN and SCRFNN
completed 5, 20, and 50 cycles.

FNN (learning cycles) Logistic Henon
SCFNN (5) 4 7
SCRFNN (5) 5 7
SCFNN (20) 4 7
SCRFNN (20) 6 8
SCFNN (50) 4 7
SCRFNN (50) 5 10

mapping has been well studied in chaos theory. Its dynamics
are given as follows:

𝑥 (𝑘 + 1) = 1 + 𝑦𝑘 − 𝑎𝑥2 (𝑘) ,𝑦 (𝑘 + 1) = 𝑏𝑥 (𝑘) . (19)

For example, chaos is produced with 𝑎 = 1.4 and 𝑏 = 0.3.
Similar simulation is conducted forHenon series with the

corresponding results shown in Figure 6 for the comparison
of convergence rates in 5, 20, and 50 learning cycles, in
Figure 7 for the comparison of prediction performance, and
in Figure 8 for the prediction errors. RMSEs and the numbers
of hidden nodes for SCFNN and SCRFNN are also listed in
Tables 1 and 2, respectively.
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Figure 5: The prediction errors for well-trained SCFNN (a) and SCRFNN (b).
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Figure 6: Comparison of convergence for 5, 20, and 50 learning
cycles.

5. Conclusions

A novel type of network architecture called SCRFNN has
been proposed in this paper for chaotic time series prediction.
It inherits the practically implementable algorithms, the self-
constructing ability, and the fuzzy logic rule from the existing
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Figure 7: Henon series and the predictions with SCFNN and
SCRFNN.

SCFNN. Also, it brings new recurrent path in each node
of the hidden layer of SCFNN. Two numerical studies have
demonstrated that SCRFNN has superior performance in
convergence rate and prediction accuracy than the existing
SCFNN, at the cost of slightly heavier structure (number of
hidden nodes) and extra rules for recurrent path. Hardware
implementation of the proposed SCRFNN will be interesting
for future research.
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A robust attitude motion synchronization problem is investigated for multiple 3-degrees-of-freedom (3-DOF) helicopters with
input disturbances. The communication topology among the helicopters is modeled by a directed graph, and each helicopter can
only access the angular position measurements of itself and its neighbors. The desired trajectories are generated online and not
accessible to all helicopters. The problem is solved by embedding in each helicopter some finite-time convergent (FTC) estimators
and a distributed controller with integral action.The FTC estimators generate the estimates of desired angular acceleration and the
derivative of the local neighborhood synchronization errors.The distributed controller stabilizes the tracking errors and attenuates
the effects of input disturbances.The conditions under which the tracking error of each helicopter converges asymptotically to zero
are identified, and, for the cases with nonzero tracking errors, some inequalities are derived to show the relationship between the
ultimate bounds of tracking errors and the design parameters. Simulation and experimental results are presented to demonstrate
the performance of the controllers.

1. Introduction

In the field of multivehicle cooperative control, robust
consensus tracking under model uncertainties and exoge-
nous disturbances has received increasing attention in
recent years, where the output (or state) of each vehicle is
required to robustly track a common, desired trajectory. For
instance, switching controllers or sliding-mode controllers
were designed in works [1–3] to reject input disturbances;
a sliding-mode disturbance observer is combined with a
consensus tracking algorithm in recent work [4] to improve
the robustness and control accuracy of a multimotor system.
Alternative robust control approaches include the ones based
on uncertainty and disturbance estimators as in works [5–
7], adaptive control approach [8], and the output-regulation
approach [9].

In practice, integral control (IC) is widely used to
attenuate disturbances in various (single) vehicle systems.
This mainly owes to its structural simplicity and the well-
known performance property that IC can asymptotically
reject constant input disturbances. Noting these facts, many

researchers begin to study IC-based robust control schemes
for multivehicle systems (MVSs) as in [10–12]. In particular,
the recent work [10] shows that PI controllers successfully
attenuate constant disturbances in the network of multi-
ple single-integrator dynamics or the network of multiple
double-integrator dynamics.

Another practical issue encountered in many control
systems is the lack of sensors. As a result, state observers
are often needed to generate the estimates of some necessary
states. State observers can be roughly classified into two types:
model-dependent ones and model-independent ones. As
two representative model-dependent observers, Luenberger
observer and Kalman filter suffer from the limitation that the
estimation accuracy cannot be guaranteed when the system
model suffers from severe uncertainties. To deal with this
problem, many model-independent observers are proposed.
For instance, some higher-order sliding modes (HOSM)
observers (differentiators) were designed in work [13, 14] to
ensure finite-time convergence even in the presence of input
disturbances.
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The main objective of this paper is to use integral control
to improve the robustness of a distributed control algorithm
for consensus tracking without velocity measurements. The
effectiveness of the approach is proved by showing that
(a) the resulting tracking errors are ultimately bounded for
any input disturbances satisfying a simple Lipschitz-constant
condition, and (b) zero-error asymptotic tracking is achieved
for a constant input disturbance.Thekey technical differences
between this paper and work [10] are summarized as follows:

(1) The paper [10] considers the consensus problem
without a common reference. In contrast, this paper
considers a consensus tracking problem, where a
common desired trajectory exists (and is supposed to
be accessible only to partial vehicles in the group).
In [10], velocity signals were used in the control
design for second-order systems. We here assume
that neither the velocity of leader nor the velocity of
neighboring vehicles is accessible for control design.

(2) Concerning the robustness improvement owing to
integral control, the discussion in work [10] is
restricted to the rather special case with constant
input disturbances. This is not the case in this paper.
Actually, we will use the concepts of input-to-state
stability to study the general cases where the dis-
turbances are nonconstants and are not completely
rejected.

(3) In work [10], the controller performance is verified by
numerical simulation. In this paper, both numerical
simulation results and experimental results on three
3-DOF helicopters are presented, to demonstrate
the performance improvement owing to the use of
integral control.

The experimental platform of “three 3-DOF helicopters”
used in this paper is shown in Figure 1. The single laboratory
3-DOF helicopter with a so-called active disturbance system
(ADS) is the same as that in [5] and is shown in Figure 2.
This experimental apparatus was developed by Quanser
Consulting Inc. for the purpose of control education and
research [15–21].

The rest of this paper is organized as follows. In Section 2,
some preliminary knowledge is described and the problem is
formulated. The robust distributed consensus tracking con-
trollers are designed in Section 3. Numerical simulation and
experimental results are presented in Section 4. Some con-
cluding remarks are drawn in Section 5.

2. Preliminaries

2.1. Notation and GraphTheory. Formatrix𝑀, 𝑀−1 denotes
its inversion and rank(𝑀) denotes its rank. 𝐼𝑛 ∈ 𝑅𝑛×𝑛 refers
to the identity matrix. For vector 𝑋 ∈ 𝑅𝑛×1 and matrix𝑀 =[𝑚𝑖𝑗] ∈ 𝑅𝑚×𝑛, ‖𝑋‖2 = (∑𝑛𝑖=1 |𝑥𝑖|2)1/2, ‖𝑋‖∞ = max1≤𝑖≤𝑛|𝑥𝑖|,‖𝑀‖∞ = max1≤𝑖≤𝑚∑𝑛𝑗=1 |𝑚𝑖𝑗|, and ‖𝑀‖2 = (𝜆max(𝑀𝑇𝑀))1/2,
where 𝜆max(⋅) = max𝑖|𝜆𝑖| with 𝜆𝑖 being eigenvalues. 0𝑛 refers
to 𝑛-dimensional column vector with all elements being 0. |𝑎|
denotes absolute value (modulus) of real number 𝑎.

Helicopter 1

Helicopter 2

Helicopter 3

Figure 1: Experimental platform of “three 3-DOF helicopters” (see
[15]).

Helicopter
ADS

Pitch

Travel

Elevation

Front motor

Back motor Base

Arm

Counterweight

body

Figure 2: 3-DOF helicopter with ADS (see [5]).

The notations related to 𝑖th 3-DOF helicopter (see Fig-
ure 2), 𝑖 ∈ I = {1, . . . , 𝑛}, are listed in Notations.

The communication networks of 𝑛 helicopters can be
modeled by directed graph G(V,E,A), where V ={𝜐1, 𝜐2, . . . , 𝜐𝑛}, E ⊂ V × V, and nonnegative matrix A =[𝑎𝑖𝑗] ∈ 𝑅𝑛×𝑛 denote the set of nodes, the set of edges, and
the weighted adjacency matrix of G, respectively. Node 𝜐𝑖
(𝑖 = 1, . . . , 𝑛) represents 𝑖th helicopter, and an edge (𝜐𝑗, 𝜐𝑖) ∈
E denotes that 𝑖th helicopter can obtain information from𝑗th helicopter; that is, 𝜐𝑗 is a neighbor of 𝜐𝑖. Use 𝑁𝑖 to
denote all the neighbors of 𝜐𝑖, and 𝑁𝑖 ⊂ V. A directed
path from 𝜐𝑖 to 𝜐𝑗 is a sequence of ordered edges of form(𝜐𝑖, 𝜐𝑖1), (𝜐𝑖1 , 𝜐𝑖2), . . . , (𝜐𝑖𝑙 , 𝜐𝑗), with distinct nodes 𝜐𝑖𝑘 , 𝑘 =1, 2, . . . , 𝑙, and 𝜐𝑗 is said to be reachable from 𝜐𝑖. A node is
called the root node andG is said to have a directed spanning
tree, if all the other nodes are reachable from this node.

The elements of the weighted adjacency matrixA satisfy𝑎𝑖𝑖 = 0 and 𝑎𝑖𝑗 > 0 (𝑖, 𝑗 = 1, . . . , 𝑛 and 𝑗 ̸= 𝑖) if and
only if (𝜐𝑗, 𝜐𝑖) ∈ E. The Laplacian matrix of G is denoted
by 𝐿 = [𝑙𝑖𝑗] ∈ 𝑅𝑛×𝑛, where 𝑙𝑖𝑗 = −𝑎𝑖𝑗, if 𝑖 ̸= 𝑗, and 𝑙𝑖𝑖 =∑𝑗∈𝑁𝑖 𝑎𝑖𝑗. Note that the desired trajectory information is not
accessible to all helicopters in this paper. Use constant matrix
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𝐵 = diag(𝑏1, . . . , 𝑏𝑛) ∈ 𝑅𝑛×𝑛, which is defined as 𝑏𝑖 > 0 if 𝑖th
helicopter can access the desired trajectory information and
otherwise 𝑏𝑖 = 0, to describe this fact by allowing 𝑏𝑖 = 0 for
some 𝑖 ∈ I.

2.2. Problem Formulation. The elevation and pitch motions
of 𝑖th helicopter can be modeled as follows (see [5] or
[21]):

𝐽𝑒𝑖�̈�𝑖 (𝑡) = 𝐾𝑓𝑖𝑙𝑎𝑖 cos (𝛽𝑖 (𝑡)) 𝑉𝑠𝑖 (𝑡) − 𝑚𝑖𝑔𝑙𝑎𝑖 cos (𝛼𝑖 (𝑡))
+ 𝑓𝛼𝑖 (𝑡) , 𝑖 ∈ I,

𝐽𝑝𝑖�̈�𝑖 (𝑡) = 𝐾𝑓𝑖𝑙ℎ𝑖𝑉𝑑𝑖 (𝑡) + 𝑓𝛽𝑖 (𝑡) , 𝑖 ∈ I,
(1)

where

𝑉𝑠𝑖 (𝑡) = 𝑉𝑓𝑖 (𝑡) + 𝑉𝑏𝑖 (𝑡) , 𝑖 ∈ I,
𝑉𝑑𝑖 (𝑡) = 𝑉𝑓𝑖 (𝑡) − 𝑉𝑏𝑖 (𝑡) , 𝑖 ∈ I. (2)

The pitch angle is limited to within (−𝜋/2, 𝜋/2)mechanically.
We made the following assumption on 𝑓𝛼𝑖(𝑡) and 𝑓𝛽𝑖(𝑡).

Assumption 1. For each 𝑖 ∈ I, the first-order derivatives
of 𝑓𝛼𝑖(𝑡) and 𝑓𝛽𝑖(𝑡) with respect to 𝑡 exist and are piecewise
continuous and bounded for all 𝑡 ≥ 0.

As shown in recent work [5], by applying the standard
normalization and feedback linearization technique, the
above nonlinear helicopter model can be reduced to the
following 2-dimensional, disturbed double integrators:

�̈�𝑖 = 𝑢𝑖 + 𝑑𝑖, 𝑖 ∈ I, (3)

where 𝑦𝑖 = (𝛼𝑖(𝑡), 𝛽𝑖(𝑡))𝑇 ∈ 𝑅2, 𝑢𝑖 = [𝑢𝛼𝑖, 𝑢𝛽𝑖]𝑇 ∈ 𝑅2, and the
new disturbances 𝑑𝑖 = [𝑑𝛼𝑖, 𝑑𝛽𝑖]𝑇 ∈ 𝑅2.

Under Assumption 1, �̇�𝑖 = (�̇�𝛼𝑖, �̇�𝛽𝑖)𝑇 also exist and are
bounded. Define

𝑑𝑑 = (𝑑𝑑𝛼, 𝑑𝑑𝛽)𝑇
= (max
1≤𝑖≤𝑛

(sup
𝑡≥0

�̇�𝛼𝑖 (𝑡)) ,max
1≤𝑖≤𝑛

(sup
𝑡≥0

�̇�𝛽𝑖 (𝑡)))
𝑇 , (4)

where 𝑑𝑑𝛼 and 𝑑𝑑𝛽 are positive scalars.
For each 𝑖 ∈ I, we define 𝑦𝑖 = (𝛼𝑖, 𝛽𝑖)𝑇 ∈ 𝑅2 and

use 𝑦𝑑 = (𝛼𝑑, 𝛽𝑑)𝑇 ∈ 𝑅2 to denote the desired attitude
trajectory for 𝑦𝑖, which may be time-varying but are second-
order differentiable with respect to 𝑡. Then, the objective of
this paper is to design 𝑢𝑖 for (3) to achieve robust attitude
synchronization; that is, 𝑦𝑖(𝑡) → 𝑦𝑑(𝑡) for each 𝑖 ∈ I as𝑡 → +∞.

3. Design of Distributed Controllers without
Velocity Measurements

3.1. Controller Design. Noting that 𝑢𝛼𝑖 and 𝑢𝛽𝑖 for (3) can
be designed in the same way, we thus introduce new unified
variable 𝜌 ∈ {𝛼, 𝛽} and define

�̃�𝑖 = 𝜌𝑖 − 𝜌𝑑, 𝑖 ∈ I, (5a)

�̃� = [�̃�1, . . . , �̃�𝑛]𝑇 ∈ 𝑅𝑛, (5b)

�̃�𝑖𝑗 = 𝜌𝑖 − 𝜌𝑗, 𝑖, 𝑗 ∈ I, (5c)

𝑒𝜌𝑖 = 𝑏𝑖�̃�𝑖 + ∑
𝑗∈𝑁𝑖

𝑎𝑖𝑗�̃�𝑖𝑗. (5d)

In [8, 22], error 𝑒𝜌𝑖 is called local neighborhood synchroniza-
tion error (LNSE).

For the considered helicopter, only angular position
sensors (encoders) are equipped. Besides, we assume that
the desired velocity is not accessible to any helicopter. To
deal with this problem, we consider the following distributed
controllers:

𝑢𝜌𝑖 (𝑡) = 1𝑘𝑖 (∑
𝑗∈𝑁𝑖

𝑎𝑖𝑗𝑢𝜌𝑗 (𝑡) + 𝑏𝑖 ̂̈𝜌𝑑 (𝑡) − 𝑘𝑃𝜌𝑖𝑒𝜌𝑖 (𝑡)
− 𝑘𝐷𝜌𝑖̂̇𝑒𝜌𝑖 (𝑡) − 𝑘𝐼𝜌𝑖 ∫𝑡

0
𝑒𝜌𝑖 (𝜏) 𝑑𝜏) ,

(6)

where 𝑘𝑃𝜌𝑖, 𝑘𝐼𝜌𝑖, and 𝑘𝐷𝜌𝑖 are positive control gains, 𝑘𝑖 = 𝑏𝑖 +∑𝑗∈𝑁𝑖 𝑎𝑖𝑗, ̂̈𝜌𝑑(𝑡), and ̂̇𝑒𝜌𝑖(𝑡) denote the estimates of �̈�𝑑(𝑡) anḋ𝑒𝜌𝑖(𝑡), respectively. We construct the following systems to
generate ̂̈𝜌𝑑(𝑡) and ̂̇𝑒𝜌𝑖(𝑡). Specifically, the third-order FTC
estimators

̇̂𝜌𝑑 = −𝜆2𝐿1/3𝜌𝑑 �̂�𝑑 − 𝜌𝑑2/3 sign (�̂�𝑑 − 𝜌𝑑)
− 𝜇2 (�̂�𝑑 − 𝜌𝑑) + ̂̇𝜌𝑑,̇̂�̇�𝑑 = −𝜆1𝐿1/2𝜌𝑑 ̂̇𝜌𝑑 − ̇̂𝜌𝑑1/2 sign (̂̇𝜌𝑑 − ̇̂𝜌𝑑)
− 𝜇1 (̂̇𝜌𝑑 − ̇̂𝜌𝑑) + ̂̈𝜌𝑑,̇̂�̈�𝑑 = −𝜆0𝐿𝜌𝑑 sign (̂̈𝜌𝑑 − ̇̂�̇�𝑑) − 𝜇0 (̂̈𝜌𝑑 − ̇̂�̇�𝑑) ,

(7)

are for ̂̈𝜌𝑑(𝑡), and the following second-order FTC estimators
are for ̂̇𝑒(𝑡):

̇̂𝑒𝜌𝑖 = −𝜆1𝐿1/2𝑒 �̂�𝜌𝑖 − 𝑒𝜌𝑖1/2 sign (�̂�𝜌𝑖 − 𝑒𝜌𝑖)
− 𝜇1 (�̂�𝜌𝑖 − 𝑒𝜌𝑖) + ̂̇𝑒𝜌𝑖,

̇̂̇𝑒𝜌𝑖 = −𝜆0𝐿𝑒 sign (̂̇𝑒𝜌𝑖 − ̇̂𝑒𝜌𝑖) − 𝜇0 (̂̇𝑒𝜌𝑖 − ̇̂𝑒𝜌𝑖) , 𝑖 ∈ I,
(8)

where �̂�𝑑, ̂̇𝜌𝑑, and �̂�𝜌𝑖 are the estimates of 𝜌𝑑, �̇�𝑑, and 𝑒𝜌𝑖,
respectively; 𝜌𝑑 and 𝑒𝜌𝑖 are consisting of a locally bounded
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Third-order FTC estimator

Second-order FTC estimator

𝜌d(t)

e𝜌i(t)

̂
̈𝜌d(t)

̂
̇e𝜌i(t)

Figure 3: The way to obtain ̂̈𝜌𝑑(𝑡) and ̂̇𝑒(𝑡).
Lebesgue-measurable noise with unknown features and an
unknown base signal 𝜌𝑑0(𝑡) and 𝑒𝜌𝑖0 whose second and first
derivative have an known Lipschitz constant 𝐿𝜌𝑑 > 0 and𝐿𝑒 > 0, respectively; 𝜆𝑖 and 𝜇𝑖 > 0, 𝑖 = 0, 1, 2, are the design
parameters of the FTC estimators.

This estimation scheme is illustrated in Figure 3.
We have the following result for the above two FTC

estimators [14, Theorem 1].

Lemma2. Let {𝜆𝑖} and {𝜇𝑖} in (7) and (8) be recursively chosen
as in Theorem 1 of [13, 14]. Then, the estimation errors achieve
zero in the absence of input noises after finite time 𝑡𝑐 of transient
process. The convergence of the estimation errors is uniform
in the sense that the convergence time is uniformly bounded
by finite time 𝑡𝑐 which is a locally bounded function of initial
estimation errors.

Remark 3. According to Lemma 2, in the absence of input
noises, after finite time 𝑡𝑐𝑖 (𝑖 ∈ I), the following equalities
hold: ̂̇𝜌𝑑 − �̇�𝑑 = 0,̂̈𝜌𝑑 − �̈�𝑑 = 0,

̇𝑒𝜌𝑖 − ̂̇𝑒𝜌𝑖 = 0, 𝑖 ∈ I.
(9)

Remark 4. Note that the neighbors’ control signals 𝑢𝜌𝑗(𝑡) (𝑗 ∈𝑁𝑖) are used in (6) and then a possible implementation loop
issue arises in practical applications. As discussed inwork [5],
if the sample frequency is high enough, this problem can be
resolved with using the neighbors’ control signals obtained
during the previous sampling period, that is, 𝑢𝜌𝑗(𝑡−𝜏), where𝜏 denotes the fixed sampling step and 𝜏 = 0.001 sec in the
following numerical simulations and experiments.

3.2. Analysis of the Closed-Loop Stability. Before the closed-
loop stability analysis, we need to establish and analyse the
relationship between tracking errors �̃�𝑖 andLNSEs 𝑒𝜌𝑖, 𝑖 ∈ I.
Define

E𝜌 = [𝑒𝜌1, . . . , 𝑒𝜌𝑛]𝑇 ∈ 𝑅𝑛, 𝜌 ∈ {𝛼, 𝛽} . (10)

From (5c), �̃�𝑖𝑗 = 𝜌𝑖 − 𝜌𝑗 = �̃�𝑖 − �̃�𝑗; then from (5d), 𝑒𝜌𝑖 =𝑏𝑖�̃�𝑖+∑𝑗∈𝑁𝑖 𝑎𝑖𝑗(�̃�𝑖−�̃�𝑗) for each 𝜌 ∈ {𝛼, 𝛽}.Then, with 𝐿 and 𝐵
as defined in Section 2.1, the following relationship equation
between the tracking errors and LNSEs is derived:

E𝜌 (𝑡) = (𝐿 + 𝐵) �̃� (𝑡) , 𝜌 ∈ {𝛼, 𝛽} , (11)

where rank(𝐿 + 𝐵) is determined by the communication
topology which satisfies the following condition in this paper.

Assumption 5. The desired trajectory information 𝜌𝑑, 𝜌 ∈{𝛼, 𝛽}, has directed paths to all helicopters.

According to [23, Lemma 1.6], all eigenvalues of𝐿+𝐵have
positive real parts under Assumption 5. Then, the following
lemma is obtained directly.

Lemma6 (see [23, Lemma 1.6]). UnderAssumption 5,matrix𝐿 + 𝐵 is full rank, that is, rank(𝐿 + 𝐵) = 𝑛.
Thus, the relationship equation (11) implies that, under

Assumption 5, the objective �̃�(𝑡) → 0𝑛 and ̇̃𝜌(𝑡) → 0𝑛 as𝑡 → +∞, 𝜌 ∈ {𝛼, 𝛽}, can be achieved by driving E𝜌(𝑡) and
Ė𝜌(𝑡) to zero as 𝑡 → +∞, respectively.

Applying (6) to (3) gives

𝑘𝑖�̈�𝑖 (𝑡) = ∑
𝑗∈𝑁𝑖

𝑎𝑖𝑗 (�̈�𝑗 (𝑡) − 𝑑𝜌𝑗 (𝑡)) (𝑡) + 𝑏𝑖 ̂̈𝜌𝑑 (𝑡)
− 𝑘𝑃𝜌𝑖𝑒𝜌𝑖 (𝑡) − 𝑘𝐷𝜌𝑖̂̇𝑒𝜌𝑖 (𝑡) − 𝑘𝐼𝜌𝑖 ∫𝑡

0
𝑒𝜌𝑖 (𝜏) 𝑑𝜏

+ 𝑘𝑖𝑑𝜌𝑖.
(12)

With (5d) and (12), we can further get...𝑒𝜌𝑖 + 𝑘𝐷𝜌𝑖 ̈𝑒𝜌𝑖 + 𝑘𝑃𝜌𝑖 ̇𝑒𝜌𝑖 + 𝑘𝐼𝜌𝑖𝑒𝜌𝑖 = �̇�𝜌𝑖,
𝜌 ∈ {𝛼, 𝛽} , 𝑖 ∈ I, (13)

where 𝛿𝜌𝑖 = 𝑏𝑖(̂̈𝜌𝑑−�̈�𝑑)+𝑘𝐷𝜌𝑖( ̇𝑒𝜌𝑖−̂̇𝑒𝜌𝑖)+Δ 𝜌𝑖 andΔ 𝜌𝑖 is defined
as

Δ 𝜌𝑖 = 𝑘𝑖𝑑𝜌𝑖 − ∑
𝑗∈𝑁𝑖

𝑎𝑖𝑗𝑑𝜌𝑗. (14)

Define

𝛿𝜌 = [𝛿𝜌1, . . . , 𝛿𝜌𝑛]𝑇 ∈ 𝑅𝑛, 𝜌 ∈ {𝛼, 𝛽} , (15)

Δ𝜌 = [Δ 𝜌1, . . . , Δ 𝜌𝑛]𝑇 ∈ 𝑅𝑛, 𝜌 ∈ {𝛼, 𝛽} , (16)

d𝜌 = [𝑑𝜌1, . . . , 𝑑𝜌𝑛]𝑇 ∈ 𝑅𝑛, 𝜌 ∈ {𝛼, 𝛽} , (17)

t𝑐 = [𝑡𝑐1, . . . , 𝑡𝑐𝑛]𝑇 ∈ 𝑅𝑛. (18)

Then, the following result is clear based on Lemma 2.

Lemma7. There exists 𝑡𝑐𝑚𝑎𝑥 = ‖t𝑐‖∞ such that, in the absence
of input noises,

𝛿𝜌 = Δ𝜌, ∀𝑡 ≥ 𝑡𝑐𝑚𝑎𝑥, 𝜌 ∈ {𝛼, 𝛽} . (19)

Therefore, after finite time 𝑡𝑐max, (13) is the same as
follows:...𝑒𝜌𝑖 + 𝑘𝐷𝜌𝑖 ̈𝑒𝜌𝑖 + 𝑘𝑃𝜌𝑖 ̇𝑒𝜌𝑖 + 𝑘𝐼𝜌𝑖𝑒𝜌𝑖 = Δ̇𝜌𝑖,

𝜌 ∈ {𝛼, 𝛽} , 𝑖 ∈ I. (20)
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Define

𝐴𝜌𝑖 = [[[[
0 1 00 0 1

−𝑘𝐼𝜌𝑖 −𝑘𝑃𝜌𝑖 −𝑘𝐷𝜌𝑖
]]]]
∈ 𝑅3×3, 𝜌 ∈ 𝛼, 𝛽, 𝑖 ∈ I, (21)

𝐵𝜌𝑖 = [0 0 1]𝑇 ∈ 𝑅3×1, 𝜌 ∈ 𝛼, 𝛽, 𝑖 ∈ I. (22)

Then, (20) can be written as

[ ̇𝑒𝜌𝑖, ̈𝑒𝜌𝑖, ...𝑒𝜌𝑖]𝑇 = 𝐴𝜌𝑖 [𝑒𝜌𝑖, ̇𝑒𝜌𝑖, ̈𝑒𝜌𝑖]𝑇 + 𝐵𝜌𝑖Δ̇𝜌𝑖,
𝜌 ∈ 𝛼, 𝛽, 𝑖 ∈ I. (23)

Furthermore, based onLemma7, by applyingRouth-Hurwitz
stability criterion and Lemma A.1 in Appendix to forced
systems (13) with �̇�𝜌𝑖 as inputs, the following theorem is
obtained.

Theorem 8. Consider systems (13) under Assumptions 1 and 5
and the following parameter condition:

𝑘𝐷𝜌𝑖, 𝑘𝑃𝜌𝑖, 𝑘𝐼𝜌𝑖 > 0,
𝑘𝐷𝜌𝑖𝑘𝑃𝜌𝑖 > 𝑘𝐼𝜌𝑖. (24)

Then, for each 𝜌 ∈ {𝛼, 𝛽}, in the absence of noise,

(1) the system trajectories E𝜌, Ė𝜌, �̃�, and ̇̃𝜌 are globally
bounded;

(2) E𝜌 → 0, Ė𝜌 → 0, �̃� → 0, and ̇̃𝜌 → 0 as 𝑡 → +∞ if
ḋ𝜌(𝑡) → 0 as 𝑡 → +∞;

(3) for the general cases with nonvanishing ḋ𝜌(𝑡), there
exists 𝑡𝜌 > 𝑡𝑐𝑚𝑎𝑥 such that, under any initial condition,E𝜌 (𝑡)2 ≤ 𝑏𝜌, ∀𝑡 ≥ 𝑡𝜌, (25)

�̃� (𝑡)2 ≤ (𝐿 + 𝐵)−12 𝑏𝜌, ∀𝑡 ≥ 𝑡𝜌, (26)

where

𝑏𝜌 = 2√𝑛 𝐿 + 𝐵∞ 𝑑𝑑𝜌𝜃
⋅max
1≤𝑖≤𝑛

(𝜆𝑚𝑎𝑥 (𝑃𝜌𝑖)√ 𝜆𝑚𝑎𝑥 (𝑃𝜌𝑖)𝜆𝑚𝑖𝑛 (𝑃𝜌𝑖) ) ,
(27)

and 0 < 𝜃 < 1, 𝑃𝜌𝑖 are the solutions of the Lyapunov equations
𝑃𝜌𝑖𝐴𝜌𝑖 + 𝐴𝑇𝜌𝑖𝑃𝜌𝑖 = −𝐼3, 𝜌 ∈ {𝛼, 𝛽} , (28)

with 𝐴𝜌𝑖 defined by (21).
Proof. Using (14), (16), and (17), the relationships between Δ̇𝜌𝑖
and �̇�𝜌𝑖 can be written in a compact form as

Δ̇𝜌 = (𝐿 + 𝐵) ḋ𝜌, 𝜌 ∈ {𝛼, 𝛽} . (29)

Then, with (4), it follows thatΔ̇𝜌 (𝑡)∞ ≤ 𝐿 + 𝐵∞ ḋ𝜌 (𝑡)∞ ≤ 𝐿 + 𝐵∞ 𝑑𝑑𝜌,
∀𝑡 ≥ 0, 𝜌 ∈ {𝛼, 𝛽} . (30)

Moreover, for 𝜌 ∈ {𝛼, 𝛽}, based on Lemma 6, under
Assumption 5, Δ̇𝜌 → 0𝑛 as 𝑡 → +∞ if and only if ḋ𝜌 → 0𝑛
as 𝑡 → +∞. Thus, under Assumptions 1 and 5 and parameter
conditions (24), it is straightforward to derive the points (1)-
(2) with these results and Lemmas 6 and 7.

The detailed proof of point (3) is the same as [5,Theorem2] and hence omitted.

Remark 9. As shown in Theorem 8, by FTC differentia-
tors (7) and (8) in the absence of input noises, for the
case without angular velocity measurements, if condition
lim𝑡→+∞�̇�𝜌𝑖(𝑡) = 0 is satisfied, the distributed controllers
(6) are capable of achieving zero-error attitude-trajectory
tracking for each helicopter in the group of helicopters.
Thus, the distributed consensus attitude-trajectory zero-error
tracking for the group of helicopters is achieved under
this condition (lim𝑡→+∞�̇�𝜌𝑖(𝑡) = 0). If this condition
is not satisfied, the ultimate bounds of attitude-trajectory
tracking errors �̃�𝑖 resulting from controllers (6) are globally
bounded for 𝑖 ∈ I and ultimately bounded with ulti-
mate bounds depending on parameters 𝑘𝑃𝜌𝑖, 𝑘𝐷𝜌𝑖, 𝑘𝐼𝜌𝑖 which
can make the termmax1≤𝑖≤𝑛(𝜆max(𝑃𝜌𝑖)√𝜆max(𝑃𝜌𝑖)/𝜆min(𝑃𝜌𝑖))
small enough. Future efforts will be devoted to the optimiza-
tion problem of the three parameters such that the term is
minimized.

Remark 10. If delay 𝜏 in neighbors’ control inputs 𝑢𝜌𝑗(𝑡 − 𝜏)
is systematically considered, the obtained error equations (13)
are disturbed neutral delay systems as in [24]. For these kinds
of delayed systems, [25, Lemma 1] can be used to examine
the stability of the associated nominal delayed systems, where
three easily testable conditions are included.We also note that
these conditions ensure that the considered systems are delay-
independent stable. However, the delay-independent stability
is not the general case. Despite this fact, since the case with𝜏 = 0 is exponentially stable, we readily derive that the system
with an enough small time-delay is also exponentially stable,
which ensure that the correspondingly disturbed equations
are input-to-state stable provided that the delay is sufficiently
small. In our future work, we will investigate these problems
and systematically assess the effect of the introduced delay
on the system stability as well as the convergence speed of
tracking errors (as in the work [26]).

4. Numerical Simulation and
Experimental Results

In this section, to demonstrate the effectiveness of the
proposed scheme for robust motion synchronization, the
numerical simulation results and experimental results of
the attitude-trajectory consensus tracking of three 3-DOF
helicopters which are labeled as H1 to H3 are presented.
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Table 1: Nominal parameters of the helicopters (𝑖 = 0, 1, 2, 3).
Parameter Value𝐾𝑓𝑖 0.1188N/V𝑙𝑎𝑖 0.660m𝑙ℎ𝑖 0.178m𝑚𝑖 0.094 kg𝐽𝑒𝑖 1.034 kg⋅m2𝐽𝑝𝑖 0.045 kg⋅m2𝑔 9.81m/s2

H0

H1 H3

H2

𝛼d

b1
=
1 b

3 =
1

a
21 =

1

a 23
=
a 32

=
1

Figure 4: The considered communication topology.

Note that we focus on the analysis of the results of elevation-
trajectory consensus tracking hereafter. The results of pitch
channel are similar to that of elevation channel and hence
omitted.

The nominal parameters of the four helicopters (includ-
ing virtual helicopter H0) are the same, which are presented
in Table 1. Their initial states are specified as follows:

(𝛼0 (0) , �̇�0 (0)) = (−20.0 deg, 0 deg/s) ,
(𝛼1 (0) , �̇�1 (0)) = (−21.5 deg, 0 deg/s) ,
(𝛼2 (0) , �̇�2 (0)) = (−27.0 deg, 0 deg/s) ,
(𝛼3 (0) , �̇�3 (0)) = (−16.9 deg, 0 deg/s) .

(31)

All the results are obtained on the directed communi-
cation graph shown in Figure 4. In this graph, helicopters 1
and 3 have access to desired trajectories 𝛼𝑑(𝑡) which are the
responses of H0 to desired signal 𝛼𝑑(𝑡), and Assumption 5
holds with 𝑏1 = 𝑏3 = 𝑎21 = 𝑎23 = 𝑎32 = 1 and all other entries
of 𝐵 and 𝐴𝑛 being 0. Then,

𝐿 = [[[
0 0 0−1 2 −10 −1 1

]]]
,

Table 2: Design parameters of the FTC estimators.

Parameter Equation (7) Equation (8)𝜆0 1.1 5𝜆1 1.5 8𝜆2 2 N/A𝜇0 3 8𝜇1 6 12𝜇2 8 N/A𝐿𝜌𝑑 1 N/A𝐿𝑒 N/A 1

𝐵 = [[[
1 0 00 0 00 0 1

]]]
,

𝐿 + 𝐵 = [[[
1 0 0−1 2 −10 −1 2

]]]
.

(32)

Without loss of generality, the following nonstep desired
trajectories provided to H0 are adopted for numerical simu-
lations and experiments:

𝛼𝑑 (𝑡) = 10 sin (0.04𝜋𝑡) − 5,
�̇�𝑑 (𝑡) = 0.4𝜋 cos (0.04𝜋𝑡) ,
�̈�𝑑 (𝑡) = −0.016𝜋2 sin (0.04𝜋𝑡) ,

(33)

where all the angles are given in degrees. For the parameters
of control signal 𝑢𝛼0 which is determined by (6) with 𝑏0 = 1,𝑎0𝑗 = 0, 𝑗 ∈ I, ̂̈𝛼𝑑(𝑡) = �̈�𝑑(𝑡), and ̂̇𝑒𝛼0(𝑡) = ̇𝑒𝛼0(𝑡), choose

𝑘𝑃𝛼0 = 1.5,
𝑘𝐷𝛽0 = 2,
𝑘𝐼𝛼0 = 0,

(34)

where H0 is a virtual helicopter without the acting of LUDs;
hence the integral term in the control law (6) is not adopted
by H0 (i.e., 𝑘𝐼𝛼0 = 0) for simplicity.

The design parameters chosen for the FTC estimators (7)
and (8) are shown in Table 2. The initial state values of the
differentiators in (7) and (8) are set to zero; that is, �̂�𝑑(0) =̂̇𝜌𝑑(0) = ̂̈𝜌𝑑(0) = 0 and �̂�𝜌𝑖(0) = ̂̇𝑒𝜌𝑖(0) = 0, 𝑖 ∈ I.

In the following, for comparison purposes, six cases
(Cases 1–6) are considered. In each case, 𝑢𝛼𝑖 are determined
by (6). In order to theoretically verify the results of Theo-
rem 8, Cases 1–3 are designed for the numerical simulations.
Specifically, to demonstrate that both tracking and synchro-
nization performance without IC are not acceptable, IC is not
adopted in Case 1; points (1)-(2) ofTheorem 8 are verified by
Case 2, where the helicopters with IC are subject to different
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constant disturbances; the helicopters with IC are subject to
different time-varying disturbances in Case 3 to show the
validity of points (1) and (3) of Theorem 8. The results of
Theorem 8 are experimentally verified by Cases 4–6 on the
experiment platform shown in Figure 1. IC is adopted in
Cases 5-6while, in Case 4, it is not.The ADSs of helicopters 2
and 3 are activated in Case 6 while in Cases 4-5 are not. Note
that, since the disturbances are unknown in the experiments,
the control parameters of 𝑢𝛼𝑖 in experiments are not the same
as those in numerical simulations, where the disturbances are
specified and used to choose the control parameters.

The detailed differences among Cases 1–6 are as follows:
(1) For Case 1, the numerical example with constant

disturbance (𝑑𝛼1 = 5 deg/s2, 𝑑𝛼2 = 10 deg/s2, 𝑑𝛼3 =15 deg/s2, �̇�𝛼𝑖 = 0, 𝑖 = 1, 2, 3) is simulated. The parameters
of 𝑢𝛼𝑖 are chosen as 𝑘𝑃𝛼𝑖 = 3.2, 𝑘𝐷𝛼𝑖 = 1.3, 𝑘𝐼𝛼𝑖 = 0 (𝑖 = 1, 2, 3),
which corresponds to the situation without IC.

(2) Case 2 is the same as Case 1, except for 𝑘𝐼𝛼𝑖 = 1 (𝑖 =1, 2, 3). That is, IC is applied for the numerical example with
constant disturbance.

(3) Case 3 is the same as Case 2, except for time-varying𝑑𝛼𝑖 that are given as follows:

𝑑𝛼𝑖 = 5 sin (0.05𝑖𝜋𝑡) + 5𝑖 (deg/s2) , 𝑖 = 1, 2, 3. (35)

Note the three points: (a) as shown in (35), the three
helicopters are subject to different disturbances; (b) initial
disturbances 𝑑𝛼𝑖(0) = 5𝑖 deg/s2, 𝑖 = 1, 2, 3; (c) to verify the
results of Theorem 8, the disturbances used in Case 2 satisfy
conditions lim𝑡→+∞�̇�𝛼𝑖 = 0 for each 𝑖 = 1, 2, 3, while those
used in Case 3 do not.

(4) For Case 4, 𝑢𝛼𝑖 without IC are applied to the experi-
ment platform shown in Figure 1. The parameters of 𝑢𝛼𝑖 are
chosen as 𝑘𝑃𝛼𝑖 = 5, 𝑘𝐷𝛼𝑖 = 8, 𝑘𝐼𝛼𝑖 = 0 (𝑖 = 1, 2, 3).

(5) Case 5 is the same as Case 4, except for 𝑘𝐼𝛼𝑖 = 3 (𝑖 =1, 2, 3). That is, IC is applied to the experiment platform.
(6) For Case 6, in the experiments, the ADSs of heli-

copters 2 and 3 are activated and the same control laws as for
Case 5 are applied.

It is worthwhile noting that ADS has a dramatic effect on
the motion of helicopter body, whether it is static or moving.
This point is easily seen from the mechanical structure of
helicopter as shown in Figure 2 and is also verified by the
following experiments.

4.1. Case 1: Numerical SimulationwithoutUsing IC. Thenum-
erical simulation results for this case are presented in Figure 5.
As shown in subfigures (a) and (b) therein, because IC is not
adopted in control design to attenuate constant disturbances,
neither tracking error nor synchronization error converges to
a small neighborhood of zero. More specifically,

(1) for the elevation axis, the magnitude of tracking
error (of each helicopter) is greater than 5.5 deg
when 𝑡 ≥ 20 sec and is steady as 𝑡 increases. The
synchronization error between any pair of the three
helicopters is of a magnitude greater than 1 deg when𝑡 ≥ 20 sec and is steady as 𝑡 increases. The reason

is that the constant disturbance of the helicopter is
different from each other and is not attenuated by IC.

(2) as shown in subfigures (c) and (d) of Figure 5, the
voltage applied to either front motor or back motor,
with a value equal to themaximum acceptable voltage24V at the beginning (𝑡 ≤ 0.8 sec), has a magnitude
smaller than 24V for all 𝑡 > 0.8 sec (smaller than 3V
for all 𝑡 > 2 sec).

(3) as shown in subfigures (e) and (f), the attained
accuracies of the FTC estimators are |�̈�𝑑 − ̂̈𝛼𝑑| ≤0.0074 deg/s2 and max1≤𝑖≤3| ̇𝑒𝛼𝑖 − ̂̇𝑒𝛼𝑖| ≤ 0.003 deg/s
that corresponds to Lemma 2 for FTC estimators (7)
and (8) with finite time 𝑡𝑐 (in this case, 𝑡𝑐 ≤ 7 sec and
max1≤𝑖≤3𝑡𝑐𝑖 ≤ 2.5 sec for (7) and (8), resp.).

4.2. Case 2: Numerical Simulation with Using IC for Constant
Disturbances. In this case, IC is adopted in control design to
attenuate constant disturbances. The corresponding simula-
tion results are presented in Figure 6, demonstrating that both
tracking and synchronization performance are dramatically
improved, compared with that achieved in Case 1. A detailed
analysis of the results is given as follows:

(1) For the elevation axis, when 𝑡 ≥ 20 sec, the magni-
tude of tracking error (of each helicopter) is smaller
than 0.03 deg and the synchronization error between
any two helicopters has a magnitude smaller than0.01 deg. Points (1) and (2) of Theorem 8 are verified
by these results.

(2) The voltage applied to either front motor or back
motor, with a value equal to the maximum acceptable
voltage 24V at the beginning (𝑡 ≤ 0.8 sec), is of a
magnitude less than 3V for all 𝑡 > 2 sec.

(3) The result of FTC estimator (7) is the same as that in
Case 1 and hence omitted. The attained accuracies of
FTC estimator (8) aremax1≤𝑖≤3| ̇𝑒𝛼𝑖−̂̇𝑒𝛼𝑖| ≤ 0.009 deg/s
and the finite convergence time satisfies max1≤𝑖≤3𝑡𝑐𝑖 ≤15 sec.

4.3. Case 3: Numerical Simulation with Using IC for Time-
Varying Disturbances. In this case, IC is adopted in control
design to attenuate time-varying disturbances. The cor-
responding simulation results are presented in Figure 7.
Although subject to the time-varying disturbances shown
in (35), both tracking and synchronization performance are
improved compared with that achieved in Case 1, where
the disturbances are constants. However, compared with that
achieved in Case 2, where the disturbances are constants
and also attenuated by IC, both tracking and synchronization
performance are degraded observably. A detailed analysis of
the results is given as follows:

(1) For the elevation axis, when 𝑡 ≥ 20 sec, the magnitude
of tracking error (of each helicopter) is smaller than 1.0 deg;
that is,

�̃�𝑖 (𝑡) < 1.0 deg, ∀𝑡 > 20 sec, 𝑖 = 1, 2, 3, (36)
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Figure 5: Numerical simulations results for Case 1 (𝛼𝑑-cyan, H0-black, H1-red, H2-blue, and H3-green): (a) elevation angular position
trajectory, (b) elevation angle tracking error, (c) voltage of the front motor, (d) voltage of the back motor, (e) estimation error of the elevation
angular acceleration of H0, and (f) estimation errors of the first-order derivative of LNSE of H1–H3.

and the synchronization error between any two helicopters
has a magnitude smaller than 1.51 deg.

With parameters 𝑘𝑃𝛼𝑖 = 3.2, 𝑘𝐷𝛼𝑖 = 1.3, 𝑘𝐼𝛼𝑖 = 1 (𝑖 =1, 2, 3) and (21), the following matrix 𝑃𝛼𝑖 can be obtained by
resolving the Lyapunov equations (28):

𝑃𝛼𝑖 = [[[
2.23 1.52 0.501.52 3.10 0.630.50 0.63 0.87

]]]
,

𝜆max (𝑃𝛼𝑖) = 4.43,
𝜆min (𝑃𝛼𝑖) = 0.68.

(37)

With (4) and (35), we have 𝑑𝑑𝛼 = 0.041 deg/s3; then, along
with (32) and (37), we get 𝑏𝛼 in (27) that satisfies 𝑏𝛼 ≤ 6.41 deg
and the ultimate bound of the tracking errors in (26) satisfies‖�̃�(𝑡)‖2 ≤ 9.16 deg. Then, points (1) and (3) of Theorem 8 are
verified by (36).

(2) The voltage applied to either front motor or back
motor, with a value equal to the maximum acceptable voltage24Vat the beginning (𝑡 ≤ 0.8 sec), is of amagnitude less than3.8V for all 𝑡 > 2 sec.

(3) The result of the FTC estimators is the same as that in
Case 2 and hence omitted here.

4.4. Case 4: Experiment without Using IC. The experimental
results for this case are presented in Figure 8. It is seen that
the tracking error (of each helicopter) does not converge
to a small neighborhood of zero and the synchronization
performance is better than tracking performance. A detailed
analysis of the results is given as follows:

(1) For the elevation axis, themagnitude of tracking error
(of each helicopter) is greater than 3 deg for all 𝑡 >10 sec; the synchronization error (between any two
helicopters) is |𝛼1 − 𝛼2| ≤ 1.11 deg, |𝛼1 − 𝛼3| ≤0.76 deg, and |𝛼2 − 𝛼3| ≤ 0.69 deg for all 𝑡 > 10 sec;
the synchronization error between H2 and H3 has a
smaller magnitude than that between H1 and H2 (or
H1 and H3), which is an immediate consequence of
the fact that H2 and H3 can obtain information from
each other and both of them are equipped with ADSs,
whereas H1 is not.

(2) The voltage applied to either the front or back motor,
with a value equal to themaximum acceptable voltage24V at the beginning (𝑡 ≤ 6 sec), has a magnitude
smaller than 21V for all 𝑡 > 6 sec.

4.5. Case 5: Experiment with Using IC. The experimental
results for this case are presented in Figure 9. It is observed
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Figure 6: Numerical simulation results for Case 2 (𝛼𝑑-cyan, H0-black, H1-red, H2-blue, and H3-green): (a) elevation angular position
trajectory, (b) elevation angle tracking error, (c) voltage of the front motor, (d) voltage of the back motor, (e) estimation error of the elevation
angular acceleration of H0, and (f) estimation errors of the first-order derivative of LNSE of H1–H3.

that, compared with Case 4, both tracking and synchroniza-
tion performance are improved because the disturbances are
attenuated by IC in this case. More specifically,

(1) for the elevation axis, the magnitude of tracking error
(of each helicopter) is smaller than 1.02 deg for all𝑡 > 10 sec (�̃�1 = 1.01 deg, �̃�2 = 0.78 deg, and �̃�3 =0.66 deg); the synchronization error (between any two
helicopters) is |𝛼1−𝛼2| ≤ 0.58 deg, |𝛼1−𝛼3| ≤ 0.67 deg,
and |𝛼2 − 𝛼3| ≤ 0.45 deg for all 𝑡 > 10 sec;

(2) the voltage applied to either the front or back motor,
with a value equal to themaximum acceptable voltage24V at the beginning (𝑡 ≤ 5 sec), has a magnitude
smaller than 22V for all 𝑡 > 5 sec.

4.6. Case 6: With Activated ADS and the Same Controller
as for Case 5. The ADSs equipped on helicopters 2 and 3
are activated in this case, whose dynamic positions along
the arms of helicopters are shown in Figure 10, with the
same initial position −0.14m (−0.14m is the farthest possible
position from propellers). This is different from the previous
Case 4 and Case 5 where they are both fixed at −0.14m. The
experimental results for this case are presented in Figure 11.
It is seen that motion of ADSs does not lead to dramatic

performance degradation in the steady state of tracking
and synchronization errors, compared with the performance
achieved in Case 5. A detailed comparative analysis of the
results is given as follows:

(1) For the elevation axis, the ultimate bound of either
tracking error or synchronization error is nearly the
same with that achieved in Case 5; the transient
performance is degraded a little (this degradation is
relatively obvious for helicopter 2 because the effect
of the moving ADS on helicopter 4 is delivered
to helicopter 2 which has no access to the desired
trajectory as shown in Figure 4).

(2) The voltage applied to either the front or back motor,
with a value equal to themaximum acceptable voltage24V at the beginning (𝑡 ≤ 6 sec), has a magnitude
smaller than 23.5V for all 𝑡 > 5 sec.

To demonstrate the different steady-state tracking perfor-
mance clearly, the maximum magnitudes of tracking errors
that appeared in each case during time interval 𝑡 ∈ [20, 30]
are shown in Table 3 (Cases 1–3) and Table 4 (Cases 4–6). As
shown in these tables, the tracking accuracy is improved in
numerical simulations and experiments by IC.
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Figure 7: Numerical simulation results for Case 3 (𝛼𝑑-cyan, H0-black, H1-red, H2-blue, and H3-green): (a) elevation angular position
trajectory, (b) elevation angle tracking error, (c) voltage of the front motor, (d) voltage of the back motor, (e) estimation error of the elevation
angular acceleration of H0, and (f) estimation errors of the first-order derivative of LNSE of H1–H3.

Table 3: Maximum magnitudes of �̃�𝑖, 𝑖 = 1, 2, 3, in simulations for𝑡 > 20 s (deg).
Case H1 H2 H3
1 5.58 6.59 7.59
2 0.027 0.027 0.027
3 0.28 0.62 0.95

Table 4: Maximummagnitudes of �̃�𝑖, 𝑖 = 1, 2, 3, in experiments for𝑡 > 20 s (deg).
Case H1 H2 H3
4 2.99 3.40 3.12
5 1.0 0.78 0.66
6 0.89 0.69 0.94

5. Concluding Remarks

The robust distributed consensus tracking controllers with
integral action for multiple 3-DOF experimental helicopters
without velocity measurements have been studied under the

condition that only the desired angular position measure-
ments are accessible to a small subset of the helicopters.
Motivated by the effectiveness of the tracking controller with
integral action in disturbances rejection for the single vehicle,
the distributed controllers have been proposed by combining
FTC estimators with distributed integral controllers. With
using the FTC estimators, great accuracy and finite-time
convergence have been achieved for the estimation of the
lacking information. Meanwhile, the distributed controllers
with integral action stabilized the tracking errors and rejected
the input disturbances. Through analysing the closed-loop
stability, the conditions ensuring zero-error tracking and
the ultimate bound of errors for the general cases with
nonzero error have been derived. It has been verified through
the results of numerical simulations and experiments on
platform of “three 3-DOF helicopters” that the tracking
and synchronization accuracy have been improved by the
proposed controllers with proper parameters.

Future work will focus on the design and experimental
verification of bounded distributed controller for the plat-
form under the directed communication graph with time-
delay.The control parameters in (6) also need to be optimized
to get the minimized ultimate bound of tracking errors.
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Figure 8: Experimental results for Case 4 (𝛼𝑑-cyan, H0-black, H1-red, H2-blue, and H3-green): (a) elevation angular position trajectory, (b)
elevation angle tracking error, (c) voltage of the front motor, and (d) voltage of the back motor.
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Figure 9: Experimental results for Case 5 (𝛼𝑑-cyan, H0-black, H1-red, H2-blue, and H3-green): (a) elevation angular position trajectory, (b)
elevation angle tracking error, (c) voltage of the front motor, and (d) voltage of the back motor.



12 Mathematical Problems in Engineering

0 10 20 30
−0.2

−0.1

0

0.1

0.2

Po
sit

io
n 

of
 A

D
S 

(m
)

Time (s)

Figure 10: Positions of ADSs on helicopters 2 and 3: helicopter 2 (blue) and helicopter 3 (green).
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Figure 11: Experimental results for Case 6 (𝛼𝑑-cyan, H0-black, H1-red, H2-blue, and H3-green): (a) elevation angular position trajectory, (b)
elevation angle tracking error, (c) voltage of the front motor, and (d) voltage of the back motor.

Appendix

A useful lemma used to show boundedness and ultimate
bound of the solutions of some disturbed state equations is
given as follows.

Lemma A.1 (see [5, Lemma 2]). Consider state solution 𝑥(𝑡)
of the linear time-invariant equation:

�̇� = 𝐴𝑥 + 𝐵𝑢, (A.1)
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where 𝑥 ∈ 𝑅𝑚 is the state, 𝑢 ∈ 𝑅 is the continuously
differentiable input, and matrices 𝐴 ∈ 𝑅𝑚×𝑚 and 𝐵 ∈ 𝑅𝑚×1.
If 𝐴 is Hurwitz, then

(1) system (A.1) is globally input-to-state stable (GISS);
that is, if 𝑢 is bounded for all 𝑡, then𝑥(𝑡)with any initial
state 𝑥(𝑡0) is also bounded for all 𝑡;

(2) there exist class KI function 𝛾 and time 𝑇 ≥ 0
(dependent on 𝑥(𝑡0) and ‖𝑢‖L∞ š sup𝑡≥0|𝑢(𝑡)| < ∞)
such that 𝑥(𝑡) with any 𝑥(𝑡0) satisfies

‖𝑥 (𝑡)‖2 ≤ 𝛾 (‖𝑥 (0)‖2 , 𝑡) , ∀𝑡0 ≤ 𝑡 ≤ 𝑡0 + 𝑇,
‖𝑥 (𝑡)‖2 ≤ 2𝜆𝑚𝑎𝑥 (𝑃) ‖𝐵‖2 ‖𝑢‖L∞𝜃 √𝜆𝑚𝑎𝑥 (𝑃)𝜆𝑚𝑖𝑛 (𝑃) ,

∀𝑡 ≥ 𝑡0 + 𝑇,
(A.2)

where 0 < 𝜃 < 1, 𝜆𝑚𝑎𝑥(𝑃), and 𝜆𝑚𝑖𝑛(𝑃) are the maximum and
minimum eigenvalues of the symmetric positive-definitematrix𝑃 ∈ 𝑅𝑚×𝑚 which is the solution of the Lyapunov equation:

𝑃𝐴 + 𝐴𝑇𝑃 = −𝐼𝑚. (A.3)

Notations

𝛼𝑖, 𝛽𝑖: The elevation angle and pitch angle,
respectively (rad)�̇�𝑖, �̇�𝑖: The elevation angle rate and pitch angle
rate, respectively (rad/s)𝐽𝑒𝑖, 𝐽𝑝𝑖: The moments of inertia about elevation
axis and pitch axis, respectively (kg⋅m2)𝐾𝑓𝑖: The force constant of motor-propeller
combination (N/V)𝑙𝑎𝑖: The distance from travel axis and elevation
axis to the center of helicopter body (m)𝑙ℎ𝑖: The distance from pitch axis to either
motor (m)𝑚𝑖: The effective mass of helicopter body (kg)𝑔: The gravitational acceleration constant,
(9.81m/s2)𝑓𝛼𝑖, 𝑓𝛽𝑖: The lumped uncertainties and
disturbances (LUDs) acting on elevation
and pitch channels, respectively (N⋅m)𝑉𝑓𝑖, 𝑉𝑏𝑖: The voltages applied to the front motor
and back motor, respectively; the voltage
limit for the motors is 24V (i.e.,|𝑉𝑓𝑖| ≤ 24V,|𝑉𝑏𝑖| ≤ 24V) (V)𝑉𝑠𝑖, 𝑉𝑑𝑖: The sum and the difference of 𝑉𝑓𝑖 and 𝑉𝑏𝑖,
respectively (V).
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The paper aims at developing an efficient method to acquire a proper UCAV formation structure with robust and synchronized
features. Here we introduce the RTBA (Route Temporary Blindness Avoidance) model to keep the structure stable and the HPSO
(hybrid particle swarm optimization) method is given to find an optimal synchronized formation.Themajor contributions include
the following: (1) setting up the dynamic hierarchy topologic structure of UCAV formation; (2) the RTB phenomenon is described
and the RTBA model is put forward; (3) the node choosing rules are used to keep the invulnerability of the formation and the
detective information quantifying method is given to measure the effectiveness of the connected nodes; and (4) the hybrid particle
swarm optimization method is given to find an optimal synchronized topologic structure. According to the related principles and
models, the simulations are given in the end, and the results show that the simplification of the model is available in engineering,
and the RTBA model is useful to solve the real problems in combat in some degree.

1. Introduction

Since the control theory and intelligent technology have
acquired significant advances, research on multiple un-
manned combat aerial vehicles (UCAVs) has attracted more
and more attentions in recent years. The cooperative prob-
lems [1], control command problems [2–4], mission assign-
ment problems [5–7], and route planning problems [8, 9]
have become the focus among researchers. The structure
of UCAV formation has also been focused on in recent
years. The frequent exchanging information among different
UCAVs during the mission process needs a robust and
efficient structure to keep the systems up. A robust status
needs an adaptive structure both in physical level and in
functional level and an efficient job among UCAVs needs a
consistent recognition towards the same combat situation.

Many researches concerned about the UCAV formation
have assumed that all the UCAV units had their information
completely shared, and the communication interruptions
from both the enemies and the measurement errors are
neglected, such as [10, 11]. But, in real combat, the UCAV
units can only get limited information about the situation due
to the limitations of current communicating abilities. Just a

few references have described the UCAV model with a local
knowledge mastered by the combat units. Reference [12] has
designed a new distributed auction algorithm based on the
neighbor knowledge. Reference [13] puts forward a coopera-
tive missile guiding rule based on the local communication
and the features of heterogeneous structure. Reference [14]
gives a new distributed auction algorithmwith a limited com-
munication ability. Though these researches have brought us
many valuable results which may be useful to solve some
problems in real society, the researches on topology structure
and the dynamic model still need to be analyzed.

Route Temporary Blindness (RTB) problem [15] which
may lead to communication interruption may also be very
important to have an effect on the robustness of the UCAV
formation. The communication among UCAVs during the
continuous mission executing process may lead to RTB
problem, and the RTB problem may force the formation
to upgrade its structure. In order to get an optimal UCAV
formation, we put forward a method in this study to solve
the RTB problem and get an optimal structure with efficient
synchronized features.

The paper is organized as follows: Section 1 is intro-
duction. Section 2 presents the dynamic topology model of
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Figure 1: Relationships between physical and functional nodes in UCAV formation.

UCAV formation and its node survival model. Section 3
describes the rout blindness problem and its solution. Sec-
tion 4 puts forward an optimal algorithm aiming at finding
a better structure with a more stable and synchronized
features. Section 5 gives the simulation results and Section 6
is conclusion.

2. Dynamic Topology Modeling of UCAV
Net Constructing

In order to solve the cooperative problems in UCAV coop-
eration, we need to better understand the structure of the
UCAV formation both in physical and in functional levels.
The structure of UCAV formation can be described as G =(P, F), P is the variable set of physical structure which can be
described as P = (V, E, C), V is the set of UCAV nodes, and
E means the connections between different nodes. Each edge𝑒𝑖 ∈ E can find two relative nodes (V𝑗, V𝑘) in V. C is the feature
set of UCAV formation, 𝐶𝑛(𝑘) ∈ C (𝑛 = 1, 2, . . . , 𝑛max; 𝑘 =1, 2, . . . , 𝑘max), 𝑛max is the maximum number of UCAVs,
and 𝑘max is the maximum number of the kinds of UCAV
features. F is the variable set of functional structures which
is constructed as F = (M, R), M is the number of kinds of
differentmissions, andR represents a set of logic relationships
between different functional nodes.

2.1. Physical and Functional Networks. The fast developed
technologies have greatly expanded the functions of UCAVs,
and different cooperative relationships may bring various
functional UCAV formations to satisfy the continuously
changing missions. In order to efficiently complete the given
missions, we need to analyze the relationships of the net
constructing structures between physical and functional
levels in UCAV formations.

From Figure 1, we can see that one SoS (system of
systems) ofUCAV can be divided into several parts according

to the needs of missions, such as fight network, intercep-
tion network, support network, management network, and
communication network. The latter one is communication
network which can be regarded as the physical network
and other networks are functional networks which are in
close relationships with the physical network. For most real
UCAV systems, their functional connections and physical
connections are not equivalent.

2.1.1. Heterogeneity of UCAVs. For UCAV formation, each
single UCAV has its own special features which match
different kinds of functional networks, we suppose that there
are 𝑁 kinds of UCAVs, and the number of UCAVs 𝑘 is |𝑅𝑘|,
the state space is 𝑆𝑘, and the relative action state is 𝐴𝑘. Then
the mapping formula can be described as

𝑁∏
𝑘=1

𝑆𝑘|𝑅𝑘| → 𝑁∏
𝑘=1

𝐴𝑘|𝑅𝑘|. (1)

The transforming description can be seen in Figure 2.
In Figure 2, E means the environment, and the other

variables can be found in Section 2. Figure 2 is a typical
OODA ring which can also reflect the transforming process
of constructing the physical net to complete the task of
functional net. A stable and static physical net can be useful
to keep the high efficiency of UCAV formation. But, in real
combat, the dynamic environment and other continuous
changing factors may need a dynamic structure to support
UCAV formation.

2.1.2. Time-Varying Features of UCAV Structure. According
to the analysis in Section 1, it is easy to understand the
importance of a dynamic structure of UCAV formation. The
description of the dynamic model can be seen in Figure 3.

Figure 3 shows the dynamic process of the transformation
in the net constructing structure. During different time areas,
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the physical structure is different due to the needs of the
missions and the features of each UCAV. 𝑃(𝑡) is the time-
varying function of physical structure which is driven by the
missions. Different missions may stimulate different physical
structure which can affect the style of functional structure𝐹(𝑡) greatly. The results coming from functional structure
may also reaffect the physical construction. The physical
structure will change at time 𝑡𝑛 (𝑛 = 1, 2, . . . , 𝑁), and 𝛾 in
Figure 3means the unexpectedmissions whichmay cause the
changes of the physical structure. In particular, time between𝑡𝑘 and 𝑡𝑘+1 is not a constant, and it depends on the needs of
the relative missions.

Formula (2) can describe the dynamic process:

𝑃 (𝑡) = 𝑃 (𝑡) + Δ𝑃, 𝑡 ∈ (𝑡𝑘, 𝑡𝑘+1) , 𝑘 = 1, 2, . . . , 𝑁
𝑃 (𝑡𝑘+1) = 𝑇 (𝑃 (𝑡𝑘)) , 𝑘 = 1, 2, . . . , 𝑁

𝑃 (𝑡0) = (𝑉0, 𝐸0, 𝐶0) .
(2)

From formula (2), we can see that, during the stable
stage, the physical structure keeps a stable status without
considering the error Δ𝑃, which can be described as Δ𝑃 =𝑓(Δ𝑉, Δ𝑋, Δ𝑌, Δ𝑍), Δ𝑉, Δ𝑋, Δ𝑌, and Δ𝑍 are the velocity and
position errors of each UCAV. At time 𝑡𝑘, 𝑘 = 1, 2, . . . , 𝑁,
the physical structure may change due to the new coming
missions. 𝑇 is the transforming function which can help the
system to complete the update. 𝑃(𝑡0) is the initial description
of the structure which is decided by the given mission.

2.2. Node SurvivalModel ofMulti-UCAVFormation. Accord-
ing to [16–18], we can conclude some obvious features of
complex system. They are as follows:

(i) The component systems achieve well-substantiated
purposes independently even if detached from the
overall system.

(ii) The whole function of a complex system cannot be
easily composed of every single subsystem (1+1 > 2).

(iii) It has some intelligent features in some degree which
can complete a special mission by predicting the
situation using the current information.

From the features wementioned above, we can regard the
UCAV formation as a complex system.Then the vulnerability
feature should be analyzed in order to keep the system stable.

The failure probability function can be described as [19]

𝑊𝛼 (𝑘𝑖) = 𝑘𝛼𝑖∑𝑁𝑖=1 𝑘𝛼𝑖 , (−∞ < 𝛼 < ∞) , (3)

where 𝑘𝑖 denotes the degree of the node 𝑖 and 𝛼 can be
regarded as the measure of the knowledge on the network
structure. There are four kinds of conditions:

(i) 𝛼 < 0, which means that the attacker masters more
information about the nodes with low degree. Node
with low degree may be more vulnerable and the
attacker may use the low-node-first attack strategy.

(ii) 𝛼 > 0, which means that the attacker masters more
information about the nodes with high degree. Node
with high degree may be more vulnerable and the
attacker may use the high-node-first attack strategy.

(iii) 𝛼 = 0, which means the random attack.
(iv) 𝛼 = ∞, which means the deliberate attack.

3. Description of Route Temporary Blindness
Problem in UCAV

In Figure 1, the importance of physical and functional
structure of UCAV formation has been described. We can
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Figure 4: Description of RTB problem.

easily find that the physical network is the foundation of the
whole mission. And a proper physical structure is the most
important factor for the formation to complete the given
mission. And, in this paper, we regard the communication
network as the physical network.Thus, the Route Temporary
Blindness problem comes.

3.1. Problem Statement. When cooperating with other
UCAVs during a mission, a single UCAV needs the informa-
tion from its neighbors. A stable and reliable neighbor may
be of great importance to keep the stable status of the whole
structure.

The Route Temporary Blindness problem may be caused
in different stages:

(1) During relatively stable stage, the problem may be
caused by Δ𝑃. The accumulated errors in position
may disturb the normal prediction of the single
UCAV, and the deviated position within an informa-
tion updated cycle may lead to the overranging of
the communication radius.Then the chosen neighbor
node may be unavailable and the communication in
next cycle may be broken.

(2) At the mission transforming moment, the problem
may be caused by the change of the dynamic physical
structure. The vulnerability of the nodes in different
mission processes may get different values whichmay
cause the changes in position and connection among
UCAVs. When a mission changes, the highest degree
neighbor may change from the most vulnerable node
to the least vulnerable node. So the neighbor needs to
be changed in order to protect the formation from the
future temporary blindness problem.

From Figure 4, 𝑆𝑖 means the UCAV node in forma-
tion, 𝑆0 is the node which has been researched on, and(𝑥𝑖, 𝑦𝑖, 𝑧𝑖, 𝑣𝑖, 𝐷𝑖) is the information communicated between 𝑆0
and its neighbors. 𝑥𝑖, 𝑦𝑖, and 𝑧𝑖 are the position information,
V𝑖 is the velocity, and 𝐷𝑖 is the degree of its neighbors.
3.2. RTBA Model

3.2.1. Route Temporary Blindness Physical Avoidance (RTBPA)
Model. In order to avoid the RTB phenomenon, we need
to predict the future position of the UCAV. Assume Δ𝑇 =𝑡𝑘 − 𝑡𝑘−1 = 𝑐Δ𝑡, Δ𝑡 is one of the intervals between 𝑡𝑘 and 𝑡𝑘−1,
and 𝑐means the number of the intervals.We regard the whole

process as a combination of uniform motion and accelerated
motion. If the information at time 𝑡𝑘−1 is given, then the
position in 𝑋 direction at time 𝑡𝑘 obeys Gauss distribution.

During 𝑘th interval in time [𝑡𝑘−1, 𝑡𝑘], the position, veloc-
ity, and acceleration of UCAV 𝑢𝑖 in 𝑋 direction can be
described as 𝑥𝑘, V𝑥𝑘 , and 𝑎𝑥𝑖 , and they have the following
relationships:

V𝑥𝑘 = V𝑥0 + 𝑘−1∑
𝑖=0

𝑎𝑥𝑖 Δ𝑡,
𝑥𝑘 = 𝑥0 + 𝑘V𝑥0Δ𝑡 + 12

𝑘−1∑
𝑖=0

(2𝑘 − 2𝑖 − 1) 𝑎𝑥𝑖 Δ𝑡2.
(4)

According to the definition of Gauss distribution, if the
position of 𝑢𝑖 at 𝑡𝑘−1 in 𝑋 direction is given, we can set the
Gauss variables of position at 𝑡𝑘 as: 𝜇𝑥 = 𝐸(𝑥𝑘), and 𝜎2𝑥 =𝐷(𝑥𝑘). And, after Δ𝑇 = 𝑡𝑘 − 𝑡𝑘−1 = 𝑚Δ𝑡, we can get the
probability

𝑝 {(𝑥𝑘, 𝑦𝑘) | (𝑥𝑘−1, 𝑦𝑘−1)}
= 12𝜋𝜎𝑥𝜎𝑦 exp{− (𝑥𝑘 − 𝜇𝑘)22𝜎2𝑥 + − (𝑥𝑘 − 𝜇𝑘)22𝜎2𝑥 } . (5)

Then, we can get the position at 𝑡𝑘 = 𝑡𝑘−1 + 𝑚Δ𝑡 as
𝑥𝑘 = predict pos 𝑥 (𝑥𝑘−1, V𝑥𝑘−1, 𝑎𝑥𝑘−1, Δ𝑇) ,
𝑦𝑘 = predict pos 𝑦 (𝑦𝑘−1, V𝑦𝑘−1, 𝑎𝑦𝑘−1, Δ𝑇) . (6)

3.2.2. Rout Temporary Blindness Functional Avoidance
(RTBFA) Model

(a) Analyze the Mission: Positive and Negative Missions.
In order to simplify the combat conditions, the missions
have been divided into two different types, namely, positive
mission 𝑀𝑃 and negative mission 𝑀𝑁.
Definition 1. Onedefines the positivemission as a preplanned
mission which may be executed based on the possessed
knowledge of the enemy. And the positive mission may have
a hiding policy to reveal the information to the enemy as
less as possible. In all, when executing a positive mission, the
formation may have obtained the priority in combat.

According to Definition 1, one can see that when exe-
cuting a positive mission, 𝛼 = 0 or 𝛼 < 0. The enemy
may consider random attack policy or low degree node
preferential policy. Neighbor node with low degree may
become more vulnerable.

Definition 2. Negative mission is an unintentional or partial
knowledge possessed mission; it happens when outer threats
come out without prediction or inner malfunctions appear
in some probability. During negative mission process, the
enemy has occupied the combat situation and it has possessed
more information of our formation.
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Analyzed by Definition 2, when executing a negativemis-
sion, 𝛼 → ∞ or 𝛼 > 0. The enemy may consider deliberate
attack policy or high degree preferential policy. Neighbor
node with high degree may become more vulnerable.

(b) Measurement of Possessed Information. The detective
information is regarded as the possessed information about
the enemies, and the detective problem is related to the
hypothesis testing problem:

𝐻0: there is no object within the search range.

𝐻1: there exist (an) object(s) within the search range.

Suppose that the probabilities are 𝑃0 = 𝑃(𝐻0) and 𝑃1 =𝑃(𝐻1) and the related variables of detective problem are as
follows.

(i) Probability of False Alarm (PFA). It is the probability of a
false decision which regards an event that did not happen as
an event that happened. 𝑃𝐹 = Pr(𝑢 = 1 | 𝐻0), and the PFA of
airborne pulsed Doppler radar is [20]

𝑃𝐹 = ∫∞
𝑉𝑇

𝑅𝜓0 exp(− 𝑅22𝜓0) 𝑑𝑅 = exp(− 𝑉2𝑇2𝜓0) , (7)

where 𝑅 is the amplitude of noise envelope from the detector,𝜓0 is the mean square value of noise voltage, and 𝑉𝑇 is
threshold voltage.

(ii) Probability of the Right Decision. It is the probability of a
right recognition and decision which can be described as

𝑃𝐿 = Pr (𝑢 = 0 | 𝐻0) = 1 − 𝑃𝐹 = 1 − exp(− 𝑉2𝑇2𝜓0) . (8)

(iii) Probability of Detection. When an event happened and is
correctly decided by the detective facility, the probability can
be described as 𝑃𝐷 = Pr(𝑢 = 1 | 𝐻1). And the PD of airborne
pulsed Doppler radar is

𝑃𝐷 = ∫∞
𝑉𝑇

𝑅𝜓0 exp(−𝑅2 + 𝐴22𝜓0 ) 𝐼0 (𝑅𝐴𝜓0 ) 𝑑𝑅. (9)

(iv) Probability of Miss. It is the opposite meaning of PFA,
that is, when an event did happen while the detective facility
decides that it as an event that did not happen. 𝑃𝑀 = Pr(𝑢 =0 | 𝐻1), and the PM of airborne pulsed Doppler radar is

𝑃𝑀 = 1 − 𝑃𝐷
= 1 − ∫∞

𝑉𝑇

𝑅𝜓0 exp(−𝑅2 + 𝐴22𝜓0 ) 𝐼0 (𝑅𝐴𝜓0 ) 𝑑𝑅. (10)

Under condition 𝐻0, the information Shannon can be
regarded as

𝐼0 = − 𝑛∑
𝑖=1

𝑝𝑖log2 (𝑝𝑖) = −𝑃𝐹log2 (𝑃𝐹) − 𝑃𝐿log2 (𝑃𝐿) . (11)

And, under condition 𝐻1, the information Shannon can
be regarded as

𝐼1 = − 𝑛∑
𝑖=1

𝑝𝑖log2 (𝑝𝑖) = −𝑃𝐹log2 (𝑃𝑀) − 𝑃𝐷log2 (𝑃𝐷) . (12)

The information Shannon [21] under detection condition
is set as the sum of 𝐼0 and 𝐼1:

𝐼𝑀 = 𝑃 (𝐻0) ⋅ 𝐼0 + 𝑃 (𝐻1) ⋅ 𝐼1
= 𝑃0 ⋅ [−𝑃𝐹log2 (𝑃𝐹) − 𝑃𝐿log2 (𝑃𝐿)] + 𝑃1

⋅ [−𝑃𝑀log2 (𝑃𝑀) − 𝑃𝐷log2 (𝑃𝐷)] .
(13)

𝐼𝑀 reflects the detective information. The bigger 𝐼𝑀 gets,
the more the information is needed. Set an expected value 𝐼𝐸,
and if 𝐼𝑀 > 𝐼𝐸, the information is enough and the mission
can be regarded as positive mission. If 𝐼𝑀 < 𝐼𝐸, the mission
can be regarded as a negative mission:

𝛼 = 𝐼𝐸 − 𝐼𝑀. (14)

3.2.3. Avoidance Function

𝐿 𝑖 = {{{
1, others

0, if (𝑟𝑖 − 𝑟0) ‖ (𝑊𝛼 (𝑘𝑖) − 𝑊0) < 0. (15)

𝐿 𝑖 is a decision function that measures the effectiveness
of the current chosen nodes.

3.3. RTBA Utility Indexes. In order to get a more reliable
communicating partner, we set the following indexes.

(i) Continuously connecting feature: Δ𝑇 = max𝑗∈𝐼𝑖Δ𝑇𝑗, 𝐼𝑖
being the set of the neighbors of 𝑢𝑖.

According to the predicted position of UCAV 𝑢0 and 𝑢𝑘,
the relative position between the sender and receiver can be
described as

Δ𝑑 = √(𝑥𝑘 − 𝑥0)2 + (𝑦𝑘 − 𝑦0)2. (16)

After Δ𝑇, the positions of the sender and receiver are(𝑥0, 𝑦0) and (𝑥𝑘, 𝑦𝑘).
Δ𝑑 = √(𝑥

𝑘
− 𝑥0)2 + (𝑦

𝑘
− 𝑦0)2, (17)

where Δ𝑑 describes the connecting relationship between
UCAV 𝑢0 and 𝑢𝑘 after Δ𝑇 and Δ𝑇 can be regarded as
continuously connecting feature.

(ii) Nearer connecting distance: 𝐷 = min𝑗∈𝑠𝑛
𝑖

𝐷𝑗, 𝐷𝑗 =
√(𝑥𝑗 − 𝑥𝑑)2 + (𝑦𝑗 − 𝑦𝑑)2.

The complex index can be described as

𝑄 = min
𝑗∈𝑠𝑛
𝑖

𝑄𝑗
= {{{{{

(𝐷𝑗 + 𝜏Δ𝑇𝑗) ⋅ 𝐿 𝑖 ⋅ 𝑊𝛼 (𝑘𝑗) , (𝐷𝑗 < 𝐷𝑖) ∧ (Δ𝑇 ≥ 1)
MAX VALUE, otherwise,

(18)

where 𝜏 is the reliability weight of neighbor nodes.
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The connecting result of each node can be decided by
the value of 𝑄, and we can finally get a neighbor matrix 𝑚
which decides the structure of the formation. According to
the features of complex networks, if more than two nodes
need to be replaced during the same mission period, then
the new nodes choosing order may be very important to the
net structure. Different nodes choosing order may lead to
different neighbor matrix. 𝑚𝑖 ∈ 𝑀 is the neighbor matrix set,
and we need to get a proper matrix which can bring a more
stable and effective result.

4. Dynamic Topology Optimizing Method
Based on Synchrony Features

4.1. The Synchronization of UCAV Formation. Synchroniza-
tion phenomenon exists widely in nature, such as the syn-
chronization of fireflies glowing and the synchronization of
large groups of neurons in human brains and the clapping
frequency synchronization [22]. The synchronization phe-
nomenon is also an important concept in UCAV formation
and it reflects the recognizing abilities of each node and we
give the definition of synchronization in formation.

Definition 3. Synchronization in UCAV formation can be
regarded as the agreement on the combat situation by differ-
entUCAVnodes.And it can be described by the conformance
degree towards the same combat situation.

As onementioned in Section 3.1, each UCAVnode can be
regarded as a dynamic system, and there exists coupling effect
between two connected nodes.Then the dynamic equation of
each node can be given as below:

̇𝑥𝑖 = 𝐹 (𝑥𝑖) − 𝜎 𝑁∑
𝑗

𝑙𝑖𝑗H𝑥𝑗, 𝑖 = 1, 2, . . . , 𝑁, (19)

where 𝑥𝑖 ∈ R𝑑 is a 𝑑 dimensional state vector and 𝐹 : R𝑑 →
R𝑑 is the dynamic equation which obeys Lipchitz condition
[23].𝜎 is coupling efficient, H describes the different coupling
styles amongdifferent vibrators, 𝑙𝑖𝑗 is the elementwith Laplace
features, and 𝑥𝑖(𝑡) (𝑖 = 1, 2, . . . , 𝑁) is the state of each node.

If any solution to (20) satisfies the following condition,
then we can say that the system is a completely synchronized
system:

lim
𝑡→∞

𝑥𝑖 (𝑡) − 𝑥𝑗 (𝑡) = 0, 𝑖, 𝑗 = 1, 2, . . . , 𝑁. (20)

If there exists a real number 𝜀 which is greater than zero,
it constructs the following relationship:

lim
𝑡→∞

𝑥𝑖 (0) − 𝑥𝑗 (0) < 𝜀. (21)

If any solution to the equation above satisfies the fol-
lowing condition, then we can say that the system is a local
synchronized system:

lim
𝑡→∞

𝑥𝑖 (𝑡) − 𝑥𝑗 (𝑡) = 0, 𝑖, 𝑗 = 1, 2, . . . , 𝑁. (22)

The UCAV formation can be regarded as a local synchro-
nization system in this research.

4.2. Indexes of Synchronization in UCAV Formation. The syn-
chronization of UCAV formation is decided by the following
three factors [24]:

(i) The dynamic features of each node.
(ii) The net structure, namely, matrix 𝑚.
(iii) The coupling effect between different dynamic sys-

tems.

According to [24], 𝐾 = 𝜆max/𝜆2 can be used to describe
the synchronization features. 𝜆max describes the robustness
towards the communication delay and 𝜆2 means the second
largest eigenvalue which can also be regarded as algebraic
connectivity. The synchronization feature of the system is
often improved by decreasing the value of 𝐾. 𝜆𝑖 in ascending
sort order is the eigenvalue of matrix 𝑚. The evaluating
function is set as

𝐸 (𝐺) = ( 𝜆2𝜆max
)
𝐺

∑
𝑅

(𝑤𝑟∑
𝑘

𝑒 (𝑘𝑖)) , (23)

where (𝜆2/𝜆max)𝐺 is used to evaluate the connectivity and
delay robustness of UCAV formation, 𝑅 is the number of
kinds of functional nodes, 𝑤𝑟 means the weight in relation to
different kinds of functional nodes, ∑𝑅𝑤𝑟 = 1, and ∑𝑘 𝑒(𝑘𝑖)
is the sum of all the nodes’ efficiencies. From [25], we can get
the node’s efficiency model:

𝑒 (𝑘𝑖) = 𝑒(]−𝛽𝑘𝑖)1 + 𝑒(]−𝛽𝑘𝑖) , (24)

where 𝑘𝑖 is the degree of node 𝑖 and ] and 𝛽 are themodifying
variables according to the situation. In order to get an optimal
value, we need to get max(𝐸(𝐺)). Then the optimal function
can be set as

max (𝐸 (𝐺)) = ( 𝜆2𝜆max
)
𝐺

∑
𝑅

(𝑤𝑟∑
𝑘

𝑒𝑟 (𝑘𝑖))
s.t. ∑

𝑅

𝑤𝑟 = 1.
(25)

4.3. Dynamic Topology Constructing Method Based on HPSO
Method. According to the aforementioned contents, the opti-
mal structure needs to be found in order to keep the stability
and synchrony of theUCAV system.The new nodes choosing
order has brought more than one kind of net constructing
structure. Thus the problem has been simplified as finding a
proper sequence.

4.3.1. Calculating Process. According to the problem simpli-
fication above, we have changed the complex model into
a typical TSP model; thus we use hybrid particle swarm
optimizationmethod to solve this problem.Thedetailed steps
can be acquired in Figure 5.

4.3.2. Encoding Method. The length of the code equals
the number of nodes which need to find new partners.
The codes can be described by natural numbers which
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Figure 5: Calculating steps.
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Figure 6: Encoding method.

should get repeated. If the new nodes choosing order is{1, 2, 5, 6, 9, 7, 8, 3, 4, . . . , 𝑛}, then the code can be set as{1, 2, 5, 6, 9, 7, 8, 3, 4, . . . , 𝑛}.
In Figure 6, 𝑒𝑛𝑟𝑟 is the sequence number which means

the sequence of the node 𝑛𝑟 in 𝑟 kind of functional node.
Different kinds of functional nodesmaymatch different kinds
of weights which are very important to the final result.

4.3.3. Code Crossing Rules. In order to accelerate the process
of convergence, the crossing rules are brought into the
algorithm. And the detailed rules are described in Figure 7.

From Figure 7, the crossing rules are as follows:

(i) Selecting two crossing points in the old code set
randomly.

(ii) Exchanging the codes between the crossing points.

(iii) Executing the self-testing process to avoid the
repeated codes.

(iv) Rebuilding the codes.

5. Simulation

5.1. Hardware Condition. Hardware condition is as follows:
CPU: P4 2.8GHz, RAM: 1.5 G, and Matlab 2010, NS2.

5.2. Software Settings

Variables Values
Simulation range 100 km2
UDP data 512 Bytes
Transportation fading model Friis
UCAV communicating distance 1 km
Communication treaty UDP
Simulation time 200 s
Simulation times 1000

5.3. Evaluation Indexes. In order to verify the effectiveness of
RTBA model, we use Packet Delivery Ratio (PDR) and End-
to-End Delay (EED) to complete the evaluating process.

5.3.1. Packet Delivery Ratio (PDR): Ratio of Information
Received by All the Possible Receiving Nodes to
Information Sent by an Exact Sending Node

PDR = ∑𝑛𝐷𝑟𝐷𝑠 . (26)

𝐷𝑟 is the information received by a chosen node, ∑𝑛𝐷𝑟
describes the information received by 𝑛 possible chosen
nodes. 𝐷𝑠 describes all the sent information.

5.3.2. Average End-to-EndDelay (AEED):The Average Time of
Information Transportation from Sender to Receivers

𝑇𝐷 = ∑𝑛𝑖=1 (𝑇𝑟𝑖 − 𝑇𝑠𝑖 )𝑛 , (27)

where 𝑇𝑟𝑖 means the time when the 𝑖 data package is received,𝑇𝑠𝑖 means the time when the 𝑖 data package is sent, and 𝑛 is
the number of data packages.

5.4. Simulation and Analysis

5.4.1. RTBAModel Analysis. Threemodels are put forward to
compare the PDR values. Here we used RTBA, RTBPA, and
normalmodel tomake a comparisonwhile the normalmodel
is the traditional communication model without any restor-
ing strategies. We first assume that the mission has kept a sta-
ble status, and the UCAV nodes fly at an increasing velocity.

The initial number of UCAV nodes is 50 in Figure 8(a),
and we can find that during a stable status, the RTBA model
may have a better PDR value. With the increasing of the
velocity of nodes, the robustness of UCAV formation may be
influenced.The continuously increasing velocity may enlarge
the error in RTB problem, so the PDR may decrease, but
RTBA model still has a better performance than others.
And, in this situation, RTBPA model has almost the same
performance as RTBA. Figure 8(b) has the same simulating
environment but an increasing UCAV number. We set 100
UCAV nodes in the right side. We can easily find that
the increasing number of UCAVs may have an obvious
superiority. At a relatively low velocity, the normal model
may even have a better value than the others, but, with
the increasing of the velocity, RTBA model will show its
superiority.

In order to describe the performance of models in an
unstable status, a sudden threat is designed at time 30 s, and
then negative mission 𝑀𝑁 appears. The velocity of UCAV
formation is given as 100m/s and the PDR values are shown
in Figure 9.
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Figure 9: PDR comparison when sudden threat comes at time 30 s.

Figure 9 reflects the PDR comparison when executing𝑀𝑁, and the unexpected threat has influenced the robustness
of the formation. After 30 s, the threat has enlarged the
potential risk of parts of the nodes, then PDR in all themodels
have descended. At about 45 s, PDR in RTBA model has
bounced back and kept a stable value, while PDR in normal
andRTBPAmodel has not bounced back.The threat has great
influences on the functional feature of the nodes; RTB model

may have a better self-testing and restoring ability which can
be important to keep the robustness of UCAV formation.

AEED can also be used to evaluate the efficiency of
a cooperative system. From Figure 10, RTBA model has a
relatively low AEED value with the increasing of the velocity.
Figure 10(a) has 50 nodes and Figure 10(b) has 100 nodes and
Figure 10(a) has an obvious low average value compared to
that in Figure 10(b). More nodes may offer more connecting
choices, and more choices may shorten the node choosing
time, so the average value of AEED is lower. The increasing
velocity may enlarge the physical error and the formation in
RTBA and RTBPA model has to test the connectivity of the
system formany times, and then the value of AEED increases.

Figure 11 shows the average time delay probability in
different models after 1000 times’ simulations when the
formation encounters a sudden threat (negativemission). For
simplification, wemake the time delay remain at one decimal.
In RTBA model, the time delay focus on 0.2 to 0.4 seconds.
In RTBPA model, the time delay focus on 0.4 to 0.8 seconds.
In normal model, though the time delay shows its random
features, it has a greater average value. And we can find the
following: ∑ 𝑝RTBA = 1, ∑ 𝑝RTBPA < 1, and ∑ 𝑝Normal < 1.
Among 1000 simulations, there exists communicating broken
situation in RTBPA and normal models. If a communicating
broken problem happens, value of AEED may trend to be
infinite and the result may be totally different.

5.4.2. Optimal Synchronized Structure Seeking. The superi-
ority has been analyzed in Section 5.4.1; then the optimal
structure should be acquired in Section 5.4.2.
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Figure 10: AEED comparison among different models.

Table 1: Initialization of UCAV structure.
UCAV number 21 (20 communication nodes in relative UCAV platform)
Kinds of functional nodes 4 (1 center command node, 3 c2 nodes, 5 management nodes, 11 execution nodes)
Mission stage 2 stable stages, 1 mission changing stage (sudden threat comes at 30 s)
𝜆max/𝜆2 = 21.221 1/𝜆2 = 2.447 𝑒 = 38 (edges)
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Figure 11: AEED probabilities of three models under sudden
threats.

The initial structure can be found in Figure 12 and the
values of features can be seen in Table 1.

We assume that, after the appearance of a sudden threat,
nodes 2, 6, and 9 may get a higher probability of being
attacked, and then a better node choosing order is needed so
as to get a better constructing structure.

From Figure 13, HPSO has an obvious better result
than PSO, the best node choosing order is as follows:
bestSequence = (4 → 19 → 18 → 5 → 2 → 1 → 10 →8 → 11 → 17), and the optimized structure can be found in
Figure 14.
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Figure 12: Description of initial net structure.

From Figure 14 we can see that the edges among different
nodes have increased, and the edges around nodes 2, 6,
and 9 have decreased. The whole formation has a flatter
structure which contains more cross-grade connections. And
the relative values of relative variables are as follows: 1/𝜆2 =1.718, 𝜆max/𝜆2 = 16.702, 𝑒 = 44, and 𝐸 = 0.724. The value of𝜆max/𝜆2 has decreased due to the interception of the negative
mission.The result can also describe that a flat structure may
be proper to improve the synchrony of UCAV formation.

6. Conclusions

Dynamic UCAV formation net constructing problem under
RTB situation is solved in this paper. Robustness and syn-
chronization are set as two important indexes to seek for an
optimal UCAV formation structure. In order to analyze the
influences caused by the combat missions, the mission kinds
and mission stages are classified, and a dynamic structure
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Figure 14: Optimized structure of UCAV formation.

changing mechanism is put forward. RTBAmodel is given to
optimize the functional and physical nodes in order to keep
the robustness of the formation.AndHPSOmethod is used to
find a proper structure to get an appropriately synchronized
features. The dynamic structure constructing problem has
been transferred to a node choosing sequence optimizing
problem which can be regarded as a TSP problem. Finally,
the efficiency of RTBAmodel has been given according to the
comparisonwith othermodels and the optimal structurewith
better robustness and synchronization has been acquired
using HPSO method.

From the perspective of net constructing consumption,
the optimized formation structure is able to keep a syn-
chronized feature with not many changes in edges. This
will be very important to decrease the cost of keeping the
connections among different UCAVs.

From the perspective of robustness, the high risky nodes
have relatively low probability of being connected in the opti-
mized structure which can be useful to keep the robustness of
the formation.

From control and command perspective, edges in for-
mation have increased obviously, and the cross-grade con-
nections have taken a great ratio in the optimized structure.
A flatter formation is useful to improve the comprehensive
efficiency of UCAV formation.

Combat situation is very important because it can influ-
ence the state of UCAV and even the structure of UCAV
formation. In this content, combat situation is simple and the

scenario is regarded as an absolutely ideal space. A complex
scenario may be more credible in real combat situation.Thus
we need to pay more attention to this area in order to put the
theory into practice.
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Multiple input and multiple output (MIMO) is a well-known technique for the exploitation of the spatial multiplexing (MUX)
and spatial diversity (DIV) gains that improve transmission quality and reliability. In this paper, we propose a quality-adaptive
scheme for handover and forwarding that supports mobile-video-streaming services in MIMO-capable, heterogeneous wireless-
access networks such as those for Wi-Fi and LTE. Unlike previous handover schemes, we propose an appropriate metric for the
selection of the wireless technology and the MIMO mode, whereby a new address availability and the wireless-channel quality,
both of which are in a new wireless-access network so that the handover and video-playing delays are reduced, are considered.
While an MNmaintains its original care-of address (oCoA), the video packets destined for the MN are forwarded with the MIMO
technique (MUX mode or DIV mode) on top of a specific wireless technology from the previous Access Router (pAR) to the new
Access Router (nAR) until they finally reach the MN; however, to guarantee a high video-streaming quality and to limit the video-
packet-forwarding hops between the pAR and the nAR, the MN creates a new CoA (nCOA) within the delay threshold of the
QoS/quality of experience (QoE) satisfaction result, and then, as much as possible, the video packet is forwarded with the MUX.
Through extensive simulations, we show that the proposed scheme is a significant improvement upon the other schemes.

1. Introduction

Over recent years, “multiple input and multiple output”
(MIMO) technology has grown rapidly in the field of wireless
communications. MIMO links have provided a high spectral
efficiency in wireless environments through multiple spatial
channels and without a need for additional bandwidth
requirements [1]. MIMO links provide the following two
operational options: (a) simultaneous transmission of differ-
ent data by multiple antennas that increases the data rate,
called “spatial multiplexing” (MUX), and (b) simultaneous
transmission of the same data by multiple antennas that
increases the reliability or the transmission range, called
“spatial diversity” (DIV). With the proliferation of MIMO-
capable, heterogeneous wireless technologies and mobile
electronic smart devices such as iPhones and iPads, there
is a fast-growing interest in mobile video-streaming traffic
for such mobile devices. According to the Cisco visual-
networking index, mobile video traffic will grow 66-fold over
a period of five years [2–4].

One of the main challenges regarding MIMO-capable,
heterogeneous wireless technologies is the provision of the
support for a robust mobile video service such as Internet
Protocol television (IPTV), Voice over Internet Protocol
(VoIP) [5], and video streaming [2, 3], whereby fast and
seamless handover and forwarding schemes are supported
between heterogeneous wireless-access networks. In this
environment, seamless mobility and data forwarding are
coupled according to user preferences, enabling mobile
users to be “always best connected” (ABC) so that quality
of service and quality of experience (QoS and QoE) are
optimized and maintained; furthermore, the core network
of the heterogeneous wireless-access networks continues to
evolve into an all-IP-based network. Accordingly, to reduce
the handover latency and solve the packet-loss problem, a
fast MIPv6 (FMIPv6) handover [6] with an address pre-
configuration and a fast IP connectivity has been proposed
after the introduction of the Mobile IPv6 (MIPv6) [7]
in the Internet Engineering Task Force (IETF); however,
this handover proposal is still not robust for mobile video
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streaming in MIMO-capable, heterogeneous wireless tech-
nologies. Although Hierarchical MIPv6 (HMIPv6) [8] and
Proxy Mobile IPv6 (PMIPv6) [9] have been proposed for
location management and handover-latency enhancement,
corresponding limits in the localmobility region persist; plus,
even though the GPRS Tunneling Protocol (GTP) and the
Dual StackMIP (DSMIP) are proposed for the support of the
IP mobility level between LTE and Wi-Fi, we have chosen to
focus on FMIPv6 enhancement to cover the QoS and QoE
of mobile video streaming, as well as the global mobility in
MIMO-capable, heterogeneous wireless technologies.

Regarding FMIPv6, a mobile node (MN) is previously
configuredwith only one of the new care-of addresses (CoAs)
of a specific wireless network before it is attached to a new
link. This address preconfiguration, however, is useless when
the MN moves to another visited network, or when the
change of wireless technology by the MN is in contrast with
the corresponding anticipation; therefore, the selection of
an inappropriate wireless technology occurs, leading to a
fluctuating mobile video-streaming quality that is due to
a lack of unused new addresses or an unreliable wireless-
channel quality. In this case, FMIPv6 again follows the
handover procedure of MIPv6 so that the handover latency
increases undesirably. Attempts to improve both MIPv6 and
FMIPv6 in a wireless network under the strong assumption
of a perfect anticipation have already been completed.

Different from the previous works [10–13], specifically,
the main goal of our proposed scheme is a mechanism
that selects the “best,” according to an appropriate metric,
wireless technology for a robust mobile-video-streaming
service among all of the wireless technologies, whereby the
handover and video latency are reduced on average, and
the effects of perfect and imperfect handover predictions are
analyzed in terms of MIMO-capable, heterogeneous wireless
technologies.

To our knowledge, this is the first report regarding the
problem concerning the need for robustmobile video stream-
ing in terms of MIMO-capable, heterogeneous wireless tech-
nologies. Unlike FMIPv6, for which the preconfiguration
of one tentative CoA at an MN handover is used, two of
the verified tentative CoAs from heterogeneous wireless-
access networks are exploited for the proposed scheme to
prevent a fast handover from failing with any FMIPv6-related
wireless technology for which there is no provisional CoA in
a new visited network. By making a fast handover possible
in any situation, the scheme reduces the average handover
latency and the mobile-video-streaming delay by using a
MIMO-transmission mode. We have therefore defined a
metric that captures the contribution that each wireless
technology provides for the quality improvement of mobile
video streaming, while also considering the importance of
video packets (in terms of video distortion and play-out
deadlines), the QoE, and the video-packet-forwarding mode
of MIMO technologies such as MUX and DIV with respect
to MIMO-capable, heterogeneous wireless technologies.

Through a performance evaluation, we show that our
scheme provides a mechanism that is more robust than
those of the other schemes such as eFMIPv6 [10], FMIPv6,
HMIPv6, the hybrid algorithm [14] and Handoff Protocol for

Integrated Networks (HPINs) [15] for which theMIMO rout-
ing protocol (MIR) [16] ofmobile-video-streaming services is
considered.

The rest of this paper is organized as follows: We
present related work and the general system architecture
for the proposed scheme in Sections 2 and 3; regarding
the MIMO-capable heterogeneous wireless technologies,
a robust mobile-video-streaming scheme is described in
Section 4; Section 5 presents the analysis and performance
results; and lastly, we conclude the paper in Section 6.

2. Related Work

The authors of [17] propose a simulation platform for the
analysis of the handover issue for downlink coordinated
multipoint (CoMP) transmissions in LTE-A cellular systems.
Among the variety of intercell interference coordination
(ICIC) strategies, the authors applied a frequency-reuse
factor of one in the cell-center areas and a higher reuse
factor in the cell-edge areas. In [18], the authors propose a
downlink softhandover scheme for cell-edge users in 4G-LTE
systems to improve the cell-edge capacity. In the cell-edge
areas, capacity loss generally exists; therefore, the authors of
[18] used a multicell MIMO, with the cooperation of multiple
base stations and different, adaptively exploited multi-cell
MIMO transmissions, based on the spatial correlation of a
downlink channel and the path loss of adjacent cells, whereby
the ergodic link-level capacities are compared. In [19], the
authors proposed a novel handover scheme for which the
number of detected antennas in a MIMO-capable wireless
communication system is used; through the diminishing of
the MAC-feedback quantity in the base station, the scheme
results in a diversification of the handover decision and a
reduction of the MAC overhead. In [20], the authors intro-
duce handover sequences by consisting of a comb cyclically
shifted in the frequency domain to identify the MIMO cells.
Orthogonal sequences in time domain are used to identify
the antennas of MIMO within a cell. Sequence assignment
to the cells follows a classical frequency-reuse scheme. With
these sequences, the frequency-selective multicell channel
of MIMO can be identified with high precision also at
the cell edge. In [21], the authors carried out the research
of influence by the multiantenna technology MIMO on
realization of handover procedure in cellular radio access
systems. By means of modeling possibilities, the authors
showed both improvements and deterioration of duration of
handover procedure with the use of MIMO in radio systems.
In [22], the authors consider a novel adaptive multi-input
multioutput (MIMO) semisoft handover technique for the
quality of service (QoS). Semisoft handover permits both
hard and soft handover advantages for OFDM networks.
Specifically, they analyze the semisoft handover combined
with the adaptive MIMO mode switching scheme. In [23],
the authors implement theVariable Step SizeGriffiths (VSSG)
algorithm for steering the radiation pattern of the eNodeB
with multiple input multiple output (MIMO) antenna’s from
−90 degrees to +90 degrees. After steering themain beam, the
detection is performed usingMUSIC algorithm for detecting
the UE’s located at cell boundaries during handover to
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provide better signal strength to meet the standards QoS
of 4G-LTE. They also compared with capacity of single
input single output (SISO) and multiple input multiple
output (MIMO). However, above schemes mainly focus on
validating the effectiveness of adaptive MIMO soft handover
in the femtocell or cell edge networks or showing that the
influence of the correlation between the signal qualities of the
source and target base station (BS). In addition, they did not
consider MIMO and video streaming.

In [14], the authors investigated the potentiality and
benefits of a novel vertical-handover algorithm for which
both hard and soft handovers are exploited in a dual-mode
configuration, and it was compared with the traditional hard
approach. Regarding the hard vertical-handover mechanism,
the connectivity between the mobile users and the serving
network is broken before the connection with a new net-
work is established (namely, “break-before-make”); alterna-
tively, the soft vertical-handovermechanism is “make-before-
break” and generally improves the seamless connectivity.The
algorithm of [14] aims to maintain seamless connectivity for
those users moving in heterogeneous-network environments
(i.e., comprised ofWLANhotspots andUMTS base stations),
while still guaranteeing the user-QoS requirements. Notably,
though, a fully forwarding MN scheme that is based on the
MIMO mode from the pAR to the nAR in terms of the
handoverwas not considered for these schemes; furthermore,
the selection metric of the wireless technique was not simul-
taneously considered.

The authors of [24] propose a cross-layer and reactive
handover procedure which employs optimized movement
detection and address configuration schemes based on the
standard specification for HMIPv6 mobility support. For
that, they utilize the advantage of link layer notification in the
link layer of an AP’s protocol stack and the network layer of
the AR which has a connection with the AP. However, their
assumption that an AP knows the exact AR to which it is
attached is strict nowadays and they did not consider MIMO
and video streaming.

In [25], the authors present a data rate-guaranteed IP
mobility management scheme for fast-moving vehicles with
multiple wireless network interfaces. Different from other
previous work, they assume the handover initiation is based
on the measured data rate rather than the radio signal
strength. To guarantee the required data rate, they consider
multiple bidirectional IP tunnels locally constructed between
theHMIPv6MAP and themobile gateway (MG).Thepackets
are distributed in parallel over these tunnels during handover
operation, while eliminating the possible delay and packet
loss during handover operation. However, they consider
not video streaming with MIMO but the UDP-based audio
application traffic for the type of the application traffic.

In [26], the authors investigate the potential of applying
FMIPv6 in vehicular environments by using IEEE 802.21
Media Independent Handover (MIH) services. With the aid
of the lower three layers’ information of the MIH enabled
MN/MR and the neighboring access networks they design an
“Information Element Container” to store static and dynamic
L2 and L3 information of neighboring access networks. Plus,
they propose a special cache maintained by the MN/MR

to reduce the anticipation time in FMIPv6, thus increasing
the probability of the predictive mode of operation for a
cross-layer mechanism. The lower layer information of the
available links obtained by MIH services and the higher
layer information such as QoS parameter requirements of
the applications are used by a Policy Engine (PE) to make
intelligent handover decisions. However, they only consider a
network scenario, where one WiMAX (IEEE 802.16) cell and
one IEEE 802.11b WLAN Basic Service Set (BSS) are located
based on one mobility service provider. Also, they did not
consider video streaming with MIMO for the type of the
application traffic.

In [27], the authors focus on mobility management at a
convergent layer for heterogeneous networks, network layer
with mobile Internet Protocols (MIPs), to support VoIP ser-
vices in wireless heterogeneous networks. They identify four
crucial parameters that affect the handover performances of
the protocols, depending on the FER in the air link. These
are the number of messages exchanged over the air link, the
entities involved in the process, the retransmission strategy
(maximum number of retransmissions allowed, back-off
mechanism, and back-off timer), and the message sizes of
the protocols. With one of them, to optimize the handover
delay, the authors propose to use the adaptive retransmission
proportional to the size of the messages involved in the
transactions of the handover process. However, their scheme
is not practical for mobile video streaming since the support
of VoIP in mobile systems requires low handover latency
(i.e., <400ms) to achieve seamless handovers. Plus, they only
focus on network layer handover; therefore, they do not
consider link layer detection and retransmissions as well as
the impact of correlated errors on the disruption time, error
correction mechanisms, processing, and queuing delays.

In [15], the authors proposes a novel architecture
called Integrated InterSystem Architecture (IISA) based on
3GPP/3GPP2-WLAN interworking models to permit the
integration of any type of wireless networks. Furthermore,
they propose a mobility management scheme called the
Handoff Protocol for Integrated Networks (HPINs), which
provides QoS guarantees for real-time applications of mobile
users moving across various networks. HPIN allows the
selection of the best available network at any given time,
for both heterogeneous and homogeneous wireless networks.
However, they assume a third-party entity called the inter-
working decision engine (IDE) to guarantee the seamless
roaming and service continuity required in 4G/NGWNs.
The routers extract QoS context information, and according
to the context received, the intermediate router reserves
corresponding resources and updates the path information.

3. System Architecture

Generally, regarding MIMO-capable, heterogeneous wireless
technologies, several heterogeneous wireless networks can
coexist; moreover, the Internet serves as a backbone that
connects a home network and several heterogeneous visited
networks including Wi-Fi and LTE. The home network is
where the global IPv6 address (home address) of an MN
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exists. The IPv6 address that is based on the 48-bit MAC
address of theMN is 128 bits and consists of the AR prefix (64
bits) and theModified EUI-64.The home address is a unicast
routable address that has been assigned to the MN and is
used as the permanent MN address. Standard IP-routing
mechanisms will deliver packets that are destined for anMN-
home address. The domain of a visited network comprises
several ARs and wireless APs that an MN can connect with
[10]. We assume that each AR comprises an interface that is
connected to a distinct set of APs and that the same network
prefix cannot be assigned to the interface of a different AR;
that is, ARs are distinguished by their own prefix. Generally,
a CoA can be used to enable an MN so that it can send and
receive packets to a Home Agent (HA) or a Correspondent
Node (CN); the HA is a router in theMN-home network that
the MN has registered its CoA with. While the MN is away
from the home network, the HA intercepts the packets that
are destined for the MN-home address, encapsulates them,
and tunnels them to the MN’s registered CoA; furthermore,
the association between an MN’s home address and a CoA is
known as a “binding” for theMN.While away from the home
network, an MN registers its new CoA (nCoA) with a home
address, whereby the MN performs a binding registration by
sending a binding update message to the HA; the HA reply
to the MN is in the form of a Binding Acknowledgement
message. The CN that can be either mobile or stationary is
a peer node that the MN communicates with.The nCoA that
is composed of the nAR prefix in a new visited network, and
the MAC address of the MN is a unicast routable address
that is associated with an MN while a new visited network is
being visited. The nCoA is made after the Duplicate Address
Detection (DAD) is completed. The DAD corresponds to
most of the handover latency because it requires time in
the order of seconds to detect whether the nCoA of the
MN has been duplicated. Different from [10], the MN in
this paper sophisticatedly selects the best wireless technology
from among multiple wireless network interfaces (WNICs)
and a MIMO forwarding scheme for robust mobile video
streaming.

Parallel to the advances of heterogeneous wireless tech-
nologies and MIMO modes is the development of a robust
mobile-video-streaming paradigm [2–4]; thus, we consider
mobile video streaming over MIMO-capable, heterogeneous
wireless networks where the AP can forward video packets to
other APs with a combination of both the wireless network
(i.e., Wi-Fi or LTE) and the MIMO transmission mode (i.e.,
MUX or DIV) based on the distance and channel quality.
Similarly, through an inspection of the relation between
the AP and the MN, the MN can also select the wireless
technology (i.e., Wi-Fi or LTE) and the MIMO-transmission
mode for a robust mobile-video-streaming service. To cover
a general pair of wireless networks comprising the MIMO
mode and the handover possibility, we designed an appropri-
ate selection metric using the QoS and the QoE.

Based on the extensive evaluations, we obtained the
following frequently used pair: a Wi-Fi and MUX mixture
is generally used between the AP and MN over a reliable
wireless link. Plus, an LTE and DIVmixture is generally used
between the oAP and nAP due to the limit regarding the

distance and channel quality; however, both cases can only
be guaranteed where there is a possibility that the nCoA
can be used for a successful handover. We will explain the
proposed metric in terms of the covering of the nCoA-
resource management, whereby the wireless techniques and
the MIMOmodes are selected.

4. A Robust Mobile-Video-Streaming Scheme
for MIMO-Capable Heterogeneous
Networks

In this section, we provide the details of the proposed
scheme, whereby an appropriate wireless-technology metric,
theMIMOmode, and the temporal reuse of verified tentative
CoAs are selected for robust mobile video streaming in
MIMO-capable, heterogeneouswireless networks, alongwith
a depiction of the architectural view in Figure 1. For robust
mobile video streaming, the MN of the previous visited net-
work selects the “best,” according to an appropriate metric,
new visited network among all of the wireless technologies
and a MIMO mode for the seamless handover whereby a
tentative address management is proactively performed by
the ARs. For an appropriate metric for the video quality
of an encoded sequence, we used the average peak signal-
to-noise ratio (PSNR) [28, 29] (i.e., the PSNR based on
the luminance (𝑌) component of video sequences) that is
measured in dB and averaged it over the entire duration of
the video sequence. For the QoE, we applied the concept of
a “temporal quality assessment” [30], whereby the difference
of the corresponding pixel values in the two consecutive
neighboring frames is first measured to estimate the motion
of the objects in the video.

4.1. Metric Selection of the Wireless Technology and the For-
warding Scheme. To choose the “best” wireless technology,
a metric that captures the contribution of each wireless
technology regarding themobile-video-quality improvement
needs to be defined first with the system state. Let 𝑄

𝑤𝑖
(𝑐

𝑗
) be

the improvement of the mobile-video quality and the QoE at
the MN(𝑐

𝑗
) when the wireless technology 𝑤

𝑖
is selected, as

follows:

𝑄

𝑤𝑖
(𝑐

𝑗
) =

𝑁

∑

𝑝=1

(1 − 𝑒

𝑝,𝑤𝑖
) ⋅ 𝐼

𝑝,𝑤𝑖 ,𝑚𝑖
⋅ TVM

𝑝
⋅ 𝑅

𝑝,𝑤𝑖
, (1)

where 𝑝means each video frame,𝑁 is the total video frames
per a group of pictures (GoP) that is included in the MN(𝑐

𝑗
),

and 𝑒
𝑝,𝑤𝑖

is the loss probability of the frame 𝑝 in the wireless
technology 𝑤

𝑖
that is due to latency or channel errors. 𝑒

𝑝,𝑤𝑖
is

given by the following:

𝑒

𝑝,𝑤𝑖
= ∫

∞

𝜏𝑤𝑖

𝑓 (𝑡, 𝑤

𝑖
) 𝑑𝑡 + (1 − ∫

∞

𝜏𝑤𝑖

𝑓 (𝑡, 𝑤

𝑖
) 𝑑𝑡)

⋅ 𝑓 (𝑠) .

(2)

In (2), the first part describes the probability of the late
arrival of a video frame, and 𝜏

𝑤𝑖
and𝑓(𝑡, 𝑤

𝑖
) are the remaining
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Figure 1: Architectural view of the proposed scheme.

time until the playout deadline and the distribution of
the forward trip time in 𝑤

𝑖
, respectively. The late-arrival

probability of a frame corresponds with the following frame-
drop probability:

∫

∞

𝜏𝑤𝑖

𝑓 (𝑡, 𝑤

𝑖
) 𝑑𝑡 = 1 − ∫

𝜏𝑤𝑖

−∞

𝑓 (𝑡, 𝑤

𝑖
) 𝑑𝑡

= 1 − 𝑃 (𝑋 ≤ 𝜏

𝑤𝑖
)

= 1 − (1 − 𝑒

−(1/4)𝜏𝑤𝑖
) = 𝑒

−(1/4)𝜏𝑤𝑖
.

(3)

The second part of (2) describes the loss probability (of
a frame that is still on time) that is due to the effects of
the wireless channel such as noise, fading, and interference;
meanwhile, 𝑓(𝑠) is a snapshot of the loss probability per each
state according to the channel characteristics ofWi-Fi or LTE.
The states will be explained in detail during the presentation
of the random-mobility model.

Intuitively, mobility causes glitches and stalls of mobile
video, and it also causes fast, unpredictable variations of the
channel quality that are shown Figure 3. In the case of Wi-
Fi, it is only possible for an MN to use mobility within a
specific transmission range. For that, we also utilize Figures 4
and 5 of [11–13]. However, different from Wi-Fi case similar
with the previous works [11–13], in this paper we extend LTE
case as well as Wi-Fi as shown in Figure 7. Figure 4 presents
the next four MN states according to the initial MN state

(0, 0) and without the MN speed, in a random-walk model.
Figure 5 shows all of the nine possible states that are based
only on the MN locations according to the random-mobility
model. Although the Wi-Fi signal can reach the end of the
transmission range, the reception probability is decreased,
as shown in Figure 2, because the signal strength is very
weak in the boundary of the transmission range; therefore,
considering the 𝛿 effect shown in Figure 6, it is better for the
MN to use other wireless technologies instead ofWi-Fi when
the distance between theAP and themobileMN is larger than
40m.

If, however, we consider both the direction and the speed
of the MN for the random-walk model, the mobile MN
should naturally use LTE instead of Wi-Fi for seamless video
streaming, as shown in Figure 7; moreover, the possible states
can be extended, as shown in Figure 8, with three indexes.The
circles indicate theWi-Fi zones that are expressed by the state
“𝑥, 𝑦, 0” with a lowMN speed, whereas if the MNmoves fast
toward the cloud boundary with the middle speed, the state
“𝑥,𝑦, 1” that represents theWi-Fi-boundary zone is used.The
outlier of the cloud, expressed by the state “𝑥, 𝑦, 2,” is for LTE
and the corresponding quick attainment of a high mobility.
Lastly, our systems can be expressed with 27 states (“𝑥, 𝑦, 𝑧”)
along with the direction and speed of the MN for both Wi-
Fi and LTE. Based on the direction and speed, (1) is used for
the selection of a wireless technology by theMN according to
the priority that is deemed by the order (i.e., Wi-Fi and LTE)
found at the initial location.
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Figure 3: Unpredictable variations of channel quality due to
randomMNmobility.

𝐼

𝑝,𝑤𝑖 ,𝑚𝑖
represents the improvement of the mobile-video

quality, where the standard metric of video quality, PSNR,
is used, if a frame 𝑝 is received correctly and on time at the
wireless technology𝑤

𝑖
, and is in consideration of theMIMO-

technique mode 𝑚
𝑖
between the MUX and the DIV. The

PSNR is calculated on the frame and is most easily defined
via the mean squared error (MSE), when the following noise-
free𝑚×𝑛monochrome image 𝐼 and its noisy approximation
𝐾 are given:

PSNR (dB) = 10 ⋅ log
10
(

MAX2
𝐼

MSE
)

= 10

⋅ log
10
(

MAX2
𝐼

(1/𝑚𝑛)∑

𝑚−1

𝑖=0
∑

𝑛−1

𝑗=0
[𝐼 (𝑖, 𝑗) − 𝐾 (𝑖, 𝑗)]

2
) .

(4)

Here,MAX
𝐼
is themaximumpixel value of the frame that

is possible.

To compute 𝐼
𝑝,𝑤𝑖,𝑚𝑖

, we decoded the entire video sequence
with a packet that, according to 𝑓(𝑠), is missing and then
computed the resultant distortion; plus, we recomputed
𝐼

𝑝,𝑤𝑖 ,𝑚𝑖
based on the MIMO mode. We assume that this

computation is performed offline at the MN(𝑐
𝑗
) and that the

distortion value is marked on each frame.
The DIV provides a long transmission possibility, and it

improves the reliability of the wireless link for the same data
with multiple antennas. As a result, even a disconnection
scenario between two nodes in the DIV mode can form a
well-designed forwarding method. In the case of MUX, the
different data streams per each antenna can be transmitted
between two nodes; therefore, if we use the MUX mode over
reliable wireless links, the throughput can be improved very
effectively.

For the proposed scheme, we opportunistically selected a
MIMO forwarding scheme between the DIV and the MUX
using (1); for example, in the following three scenarios, the
DIV mode is selected:

(1) Over unreliablewireless link between the pARand the
mobile MN

(2) Far distance beween the pAR and the nAR
(3) Over unreliable wireless link between the nAR and

the mobile MN

Furthermore, for the following two scenarios, the MUX
mode is selected:

(1) Over reliable wireless links between the pAR and the
mobile MN

(2) Over reliable wireless links between the nAR and the
mobile MN

𝑅

𝑝,𝑤𝑖
is an indicator function that expresses whether it is

possible for the wireless technology 𝑤
𝑖
to service the mobile

video frame 𝑝 with resources; the resources are the unused
IP addresses that can be used for a temporal CoA

𝑤𝑖
by a

visitingMN (see Section 4.2).We define𝑅
𝑝,𝑤𝑖

= 1 if themobile
video frame 𝑝 is serviced at the wireless technology 𝑤

𝑖
, or

otherwise, it is defined as 0.
TVM
𝑝
is calculated as the mean-square-value log of the

difference between two consecutive frames (𝐹
𝑝−1

and 𝐹
𝑝
) of

the video (measured in dB) for the QoE [30]. The wireless
technology 𝑤

𝑖
and the MIMO mode that maximizes the

mobile video quality and the QoE improvement with the
temporal CoA is therefore chosen for the proposed scheme.
This is given with (5), as follows:

max
𝑤𝑖

𝑄

𝑤𝑖
(𝑐

𝑗
) . (5)

4.2. Tentative Address Management (TAM). Unlike the previ-
ous works [10–13], each Access Router (AR), such as the nAR
and the pAR,manages each tentative address pool containing
the unused IP addresses that can be used as a temporal
CoA by a visiting MN regarding the wireless technology 𝑤

𝑖
;

these addresses are denoted by the verified tentative CoAs
𝑤𝑖
s.

The AR ensures that the verified tentative CoAs
𝑤𝑖
s that are

registered in the pool are not currently used by the other
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Figure 5: Possible next states of MN regarding random-walk model.

MNs by performing the DAD for each verified tentative
address periodically. Basically, we assumed that each AR
maintains asmany of the verified tentative CoAs

𝑤𝑖
s according

to the number of neighbor ARs in each of the possible
wireless technologies. A verified tentative CoA

𝑤𝑖
is deleted

from the pool if it is proven that it is being used by another
node through the DAD. If the number of verified tentative
CoAs
𝑤𝑖
s is smaller than the number of neighbor ARs, then

the router adds new verified tentative 𝐶𝑜𝐴𝑠
𝑤𝑖
s into the pool

by searching the available IP addresses using the already used
MAC address of the other MNs and the AR prefix. In terms
of the wireless technology 𝑤

𝑖
, we assumed that a modified

Neighbor Router Advertisement (mNRA
𝑤𝑖
) including the

several nonoverlapping verified tentative CoAs
𝑤𝑖
s can be

periodically sent and received between each of the routers; as
a result, each router of the wireless technology𝑤

𝑖
canmanage

the available verified tentative CoAs
𝑤𝑖
s per the wireless

technology of the access networks of a one-hop neighbor.
Generally, the NRA contains router information [7], and
we modified the reserved field in the NRA to include the
several verified tentative CoAs

𝑤𝑖
s.When the pAR receives the

modifiedRouter Solicitation for Proxy (mRtSolPr
𝑤𝑖
) from the

MN, it informs the modified Proxy Router Advertisement
(mPrRtAdv

𝑤𝑖
) containing several verified tentative CoAs

𝑤𝑖
s

about the neighboring access networks of the MN before it
moves to one of the visited networks. The MN then sends
a Last Packet (LP) message to the pAR informing it of
the MN handover and moves to one of the new visited
networks from the previous visited network. After the MN
handover, the corresponding verified tentative CoA

𝑤𝑖
of the

new visited network that is included in the modified Fast
Neighbor Advertisement (mFNA

𝑤𝑖
) message is used by the
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MN to generate a fast IP connectivity that enables the MN to
perform a binding update using the verified tentative CoA

𝑤𝑖
,

that is, the FBU1
𝑤𝑖

and BAcK1
𝑤𝑖
. After the MN acquires

its original CoA
𝑤𝑖

that contains its own MAC address by
performing the DAD, the fast IP connectivity for which the
verified tentative CoA

𝑤𝑖
is used is returned to the normal

IP connectivity for which the original CoA
𝑤𝑖

is used. The
recycling of the verified tentative CoAs

𝑤𝑖
s is possible because

these verified tentative CoAs
𝑤𝑖
s are temporarily used by the

MNs in the wireless technology 𝑤
𝑖
for the reduction of the

handover delay until the MN completes the binding updates
through the use of its new original CoA

𝑤𝑖
, that is, the BU2

𝑤𝑖

and BAcK2
𝑤𝑖
. Figure 9 shows the handover procedure of the

proposed scheme for mobile video streaming in terms of
MIMO-capable, heterogeneous wireless networks; using L2-
layer triggers that are based on the MIH functionality [31],
the MN detects mobility and the proposed metric of (1) is
considered for seamless video streaming.
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State(2, 2, 2)

State(2, 2, 1)

State(2, 2, 0)

State(2, 1, 0)

State(2, 1, 1)
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State((1) State(0, 0, 0)

State(1, 1, 2)

State(1, 1, 1)

State(1, 1, 0)

State(1, 2, 1)

State(1, 2, 0)

Figure 8: Extended random-walk model with the direction and
speed of the MN.

5. Performance Evaluation

To evaluate the performances of the mobile video streaming
of our proposed scheme and the other schemes, an NS-
3 simulation was performed with a variety of parameters
(Table 1) such as coverage of AR, beacon interval, traffic type,
and link delay. Figure 10 shows the network topology that was
used in our simulation for which several entities including
HA, CN, AR, andMNwere used.The link delay that contains
propagation delay, processing delay, and queuing delay was
assigned to 5ms for the MN-AR links and the AR-Router
links and 10ms for the Router-CN/HA links and the AR-
AR links. The velocity at which the MN is moving across
the network is up to 30m/s. We used 2Mbps standard video
traffic such as Carphone, Foreman, andMother andDaughter
[32] that are constantly sent from the CN to the MN. For
the performance measures for the proposed scheme and the
other schemes, we used the average PSNR for the video
quality of an encoded sequence, the handover delay, and the
video delay.

5.1. Handover Delay under Perfect Prediction. Figure 11 shows
the video-streaming delay based on handover schemes such
as MIPv6, HMIPv6, FMIPv6, eFMIPv6 [10], the hybrid
scheme [14], HPIN [15] and the proposed scheme when
the MNs move according to Figure 10. The video-streaming
delay of the proposed scheme was prominently reduced and
is therefore an improvement over the previous work [14].
This improvement is a direct result of the ability of the MN
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Table 1: Simulation properties.

Parameter Value
Coverage of AR 120m
Beacon interval 0.1 s
Traffic type 2Mbps video traffic
Link delay (MN-AR links and AR-Router links) 5ms
Link delay (Router-CN/HA links and AR-AR links) 10ms
Velocity 1m/s to 15m/s
Channel model Rayleigh fading
Simulation time 180 s
Video sequence Carphone, Foreman, Mother and Daughter
Radius of LTE and WLAN 1000m, 50m
LTE and WLAN bandwidth 10MHz, 20MHz
Frequency of WLAN 2.412GHz
Tx power 0.0134W
Threshold (dBm) of LTE and WLAN −64, −60

whereby it can receive video packets from the pAR until the
MN sends the LP to the pAR, and the MN can also receive
video packets as soon as it moves to new visited networks
by using verified tentative CoAs that are based on the
appropriate selection metric of the wireless technology with
the MIMO-transmission mode; however, the Hierarchical
MIPv6 (HMIPv6) [8] is proposed for the handover-latency
enhancement in the local mobility region. We therefore
focused on FMIPv6 enhancement in the proposed scheme to
cover the global mobility as well as the local mobility. Even
though the performance of HPIN [15] is very similar with the
proposed scheme, the HPIN is not practical due the strong
assumption of centralized scheme.

5.2. Handover Delay under Imperfect Prediction. To compare
our proposed scheme with the hybrid scheme and eFMIPv6
in consideration of an imperfect handover prediction, we
used the followingmobilitymodels: the random-walkmodel,

the city section model, and the linear-walk model [33]. First,
we analyzed and simulated the hybrid scheme, eFMIPv6,
and our scheme using a random-walk model. It is useful
to understand mobility patterns according to direction and
speed, so unlike the previous work [10], we applied speed as
well as direction for the random-walk model.

Figure 8 shows an example among a total of 27 states
that are derived by the random-walk model whereby the
combination of each 𝑥, 𝑦, and 𝑧 state is used. Each state
represents the direction (north, south, east, west, north-east,
north-west, south-east, south-west, and stay) and the speed.

We randomly located theMN in a part of the overlapping
area of three circles, as shown in Figure 5, and this area is a
commonpart of the link-going-down range of each of the vis-
ited networks.TheMN randomly chooses one of the initial 27
states with the same probability, followed by its changing into
one of the next states. Regarding Figure 5, we assumed that
Area A is the pAR of the MN and that the MN immediately
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predicts amove to Area C. In this case, the handover succeeds
if the MN actually hands over to Area C; otherwise, it fails.
We first analyzed the handover-success probability (𝑃

𝑠
) and

the handover-failure probability (𝑃
𝑓
) according to the MN

initial state and based on the transition probability; then, we
simulated the random-walk procedure with a sample size of
10,000 to verify the result of the analysis. 𝑃

𝑠
can be calculated

when the MN moves to one of the following states in
Area C: State(1, 1, 0), State(0, 1, 0), State(2, 1, 0), State(1, 1, 1),
State(0, 1, 1), State(2, 1, 1), State(1, 1, 2), State(0, 1, 2), and
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Figure 12: For the random-walk model, the video-streaming delay
according to the initial states.
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Figure 13: Peak signal-to-noise ratio (PSNR) with frame.
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Figure 15: Handover delay with MN position.

State(2, 1, 2). 𝑃
𝑓
can be calculated when the MN performs

handovers for areas other than Area C.
Figure 12 shows the video-streaming delays of our pro-

posed scheme and the hybrid scheme according to the initial
state; the initial states are possible locations for the MN.
As expected, our scheme provides a delay that is shorter
than that of the hybrid scheme because it is more robust
in handover-failure situations under a dynamic-mobility
environment, and it forwards the video packet quickly by
using the proposed metric of (1).

Figures 13, 14, and 15 show that the proposed scheme
achieves a higher PSNR and a lower handover latency with
the MN position compared with the other schemes; that is,
when the transmitted flows are mobile video streams, the
proposed scheme selects the proper wireless network 𝑤

𝑖
that

comprises the temporal CoAs
𝑤𝑖

and the MIMO mode to
minimize not only the handover delay but also the video
delay. Figure 16 shows throughput gain of the proposed
scheme with MIMO Tx techniques.

Additionally, Table 2 shows the complexity analysis of
the proposed scheme and semisoft handover scheme inspects
of graph theory. Actually, since our work is for each user’s
n-hop of multihop network with MUX scheme, complexity
comparison with semisoft handover scheme seems to be
ironic. 𝑛 means the number of users (nodes) in n-hop
neighborhood MIMO network and m is the number of
relations (edges) in n-hop neighborhood MIMO network.
Also, 𝑁 means the number of every user (nodes) in whole
MIMO network and M means the number of every relation
(edges) in whole MIMO network.

Inspects of comparison analysis between the proposed
scheme and semisoft handover scheme, our proposed scheme
is seamless and practical with even partial information
compared with the semisoft handover scheme with global
information, since 𝑛 is the number of a few MUX capable
nodes in the proposed scheme while𝑁 is the number of total
nodes of whole network in semisoft handover scheme.
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Figure 16: Throughput.

Table 2: Complexity analysis.

Semisoft handover [22] Proposed scheme
Time complexity 𝑂(𝑁 +𝑀) 𝑂(𝑛 + 𝑚)
Space complexity 𝑂(𝑁) 𝑂(𝑛 + 𝑚)

6. Conclusion

With the remarkable development of wireless technologies
and mobile video streaming, the need to support a robust
mobile-video-streaming service that is based on a seamless
handover in MIMO-capable, heterogeneous wireless tech-
nologies continues to grow. In this paper, we consider robust
mobile video streaming over several heterogeneous wireless
networks, whereby the appropriate selection metric of the
wireless technology with a verified tentative CoA and the
MIMO mode are used at the MN to maximize video quality
and minimize the video and handover delays for a robust
mobile-video-streaming service. Through a performance
evaluation that is based on an extended random-walk model
for which the direction and speed of the MN are used, we
show that our proposed scheme is a mechanism that is more
robust than the other schemes for mobile video streaming.
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