
BioMed Research International

Genetics of Exercise and Sedentary 
Behaviors

Guest Editors: Eco de Geus, J. Timothy Lightfoot, Martine Thomis,  
Jaakko Kaprio, and Meike Bartels



Genetics of Exercise and Sedentary Behaviors



BioMed Research International

Genetics of Exercise and Sedentary Behaviors

Guest Editors: Eco de Geus, J. Timothy Lightfoot,
MartineThomis, Jaakko Kaprio, and Meike Bartels



Copyright © 2014 Hindawi Publishing Corporation. All rights reserved.

This is a special issue published in “BioMed Research International.” All articles are open access articles distributed under the Creative
Commons Attribution License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original
work is properly cited.



Contents

Genetic and Environmental Influences on the Allocation of Adolescent Leisure Time Activities,
Brett C. Haberstick, Joanna S. Zeiger, and Robin P. Corley
Volume 2014, Article ID 805476, 12 pages

A Study of Sedentary Behaviour in the Older Finnish Twin Cohort: A Cross Sectional Analysis,
Maarit Piirtola, Jaakko Kaprio, and Annina Ropponen
Volume 2014, Article ID 209140, 9 pages

Factors behind Leisure-Time Physical Activity Behavior Based on Finnish Twin Studies: The Role of
Genetic and Environmental Influences and the Role of Motives, Sari Aaltonen, Urho M. Kujala,
and Jaakko Kaprio
Volume 2014, Article ID 931820, 8 pages

Genotype by Energy Expenditure Interaction and Body Composition Traits:The Portuguese Healthy
Family Study, D. M. Santos, P. T. Katzmarzyk, V. P. Diego, T. N. Gomes, F. K. Santos, J. Blangero,
and J. A. Maia
Volume 2014, Article ID 845207, 9 pages

TheDopaminergic Reward System and Leisure Time Exercise Behavior: A Candidate Allele Study,
Charlotte Huppertz, Meike Bartels, Maria M. Groen-Blokhuis, Conor V. Dolan, Marleen H. M. de Moor,
Abdel Abdellaoui, Catharina E. M. van Beijsterveldt, Erik A. Ehli, Jouke-Jan Hottenga, Gonneke Willemsen,
Xiangjun Xiao, Paul Scheet, Gareth E. Davies, Dorret I. Boomsma, James J. Hudziak, and Eco J. C. de Geus
Volume 2014, Article ID 591717, 9 pages

Comparison of Gene and Protein Expressions in Rats Residing in Standard Cages withThose Having
Access to an Exercise Wheel, Helaine M. Alessio, Hayden Ansinelli, Caitlyn Threadgill,
and Ann E. Hagerman
Volume 2014, Article ID 950516, 9 pages

Differential Gene Expression in High- and Low-Active Inbred Mice, Michelle Dawes,
Trudy Moore-Harrison, Alicia T. Hamilton, Tyrone Ceaser, Kelli J. Kochan, Penny K. Riggs,
and J. Timothy Lightfoot
Volume 2014, Article ID 361048, 9 pages

Do Telomeres Adapt to Physiological Stress? Exploring the Effect of Exercise on Telomere Length and
Telomere-Related Proteins, Andrew T. Ludlow, Lindsay W. Ludlow, and Stephen M. Roth
Volume 2013, Article ID 601368, 15 pages

Why Control Activity? Evolutionary Selection Pressures Affecting the Development of Physical Activity
Genetic and Biological Regulation, J. Timothy Lightfoot
Volume 2013, Article ID 821678, 10 pages

Highlights from the Functional Single Nucleotide Polymorphisms Associated with HumanMuscle Size
and Strength or FAMuSS Study, Linda S. Pescatello, Joseph M. Devaney, Monica J. Hubal,
Paul D.Thompson, and Eric P. Hoffman
Volume 2013, Article ID 643575, 11 pages



Research Article
Genetic and Environmental Influences on the Allocation of
Adolescent Leisure Time Activities

Brett C. Haberstick, Joanna S. Zeiger, and Robin P. Corley

Institute for Behavioral Genetics, University of Colorado Boulder, Campus Box 447, Boulder, CO 80309-0447, USA

Correspondence should be addressed to Brett C. Haberstick; brett.haberstick@colorado.edu

Received 19 November 2013; Revised 6 February 2014; Accepted 14 April 2014; Published 20 May 2014

Academic Editor: Meike Bartels

Copyright © 2014 Brett C. Haberstick et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

There is a growing recognition of the importance of the out-of-school activities in which adolescents choose to participate. Youth
activities vary widely in terms of specific activities and in time devoted to them but can generally be grouped by the type and
total duration spent per type. We collected leisure time information using a 17-item leisure time questionnaire in a large sample
of same- and opposite-sex adolescent twin pairs (𝑁 = 2847). Using both univariate and multivariate genetic models, we sought
to determine the type and magnitude of genetic and environmental influences on the allocation of time toward different leisure
times. Results indicated that both genetic and shared and nonshared environmental influences were important contributors to
individual differences in physical, social, intellectual, family, and passive activities such as watching television. The magnitude
of these influences differed between males and females. Environmental influences were the primary factors contributing to the
covariation of different leisure time activities. Our results suggest the importance of heritable influences on the allocation of leisure
time activity by adolescents and highlight the importance of environmental experiences in these choices.

1. Introduction

Adolescents are confronted with a large number of choices
regarding their use of free or leisure time. Of the many
options, they could choose to participate in extracurricular
activities such as competitive sports teams or relatively
unstructured activities such as socializing with their peers or
solitary, passive, or sedentary activities such as watching tele-
vision. Some adolescents may allocate a large amount of time
to family, caring for younger members or doing housework,
while others work in paid employment situations outside the
home.How adolescents allocate their time is of importance as
participation in social, physical, and passive types of activities
has been associated with the quality of academic perfor-
mance, physical and psychological health, and behavioral
problems both concurrently and at subsequent ages [1–4].

Much of the research into how adolescents spend their
time outside of school and work has focused on leisure
time activities. So, appropriately, recent estimates from the
American Time Use Survey (ATUS) suggest that both male
and female adolescents (ages 15–19 years) in the United States

spend more than five hours a day on leisure time activities,
making leisure time second only to personal care activities
(e.g., sleeping, bathing, and dressing) as a proportion of
daily life, exceeding time spent at both school and work [5].
However, the definition of what constitutes leisure time varies
between studies with regard to the classification of these
activities. Although there is an absence of a standard defini-
tion in the literature, leisure time is operationalized as being
either the amount of time spent engaged in activities or type
of activity, but it could also be classified by its psychological
and emotional impact [6]. Further, all aspects of leisure time
will differ as a function of gender, race, age, and cultural
influences [4, 7, 8].

Leisure time activities have been assessed in a number of
ways, but self-report questionnaires remain the most widely
used method for assessing a wide variety of leisure time
activities [9]. In contrast to technology-based tools (e.g.,
accelerometry), self-report questionnaires provide a low cost
and easy to use method for encompassing the diversity of
adolescent out-of-school activities. Response bias is one
important limitation, however, and may be due to pressures
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to respond in a socially acceptable manner. Both physical
activity and sedentary behaviors have been shown to be
sensitive to this type of bias [10, 11], though not always [12].

Family, economic circumstances, and peers have all been
implicated as meaningful influences on the allocation of
leisure time [1, 13–15]. However, heritable influences may also
be an important influence. Twin studies are well suited for
investigating the extent to which genetic and environmental
influences contribute to individual differences in how siblings
of the same family allocate leisure time. Heritable influences
are implicated when the monozygotic (MZ) twin correlation
is twice the dizygotic (DZ) twin correlation, as MZ twins
share all of their genes in common while DZ twins share
only half or 50%. Shared environmental influences are those
experiences that make siblings of the same family similar and
are suggested when the DZ twin correlation is greater than
half theMZ twin correlation. In situations where the DZ twin
correlation is less than half the MZ twin correlation, non-
additive genetic or dominance contributions to individual
differences are suggested.

Twin and family studies have primarily focused on leisure
time physical activity and passive activities such as watching
television. In general, the magnitude of genetic influences
on individual differences ranges between zero and 85% with
differences as a function of age, sex, the duration of physical
activity, and means of assessment [16–23]. Shared envi-
ronmental factors appear to have important influences on
physical activity during childhood and early adolescence,
with their effects diminishing into late adolescence and young
adulthood [16]. To our knowledge, only a few twin studies of
passive leisure time activities [24–26] have been reported and
generally implicate increasing heritable influences as children
age and decreasing contributions from environments that
make siblings of the same family more alike.

Although physical and passive activities are both widely
engaged in by adolescents, they are only two of a variety of
activities in which adolescents participate. Other important
activities include social, family, and intellectual pursuits.
Along these lines, our analyses were designed to examine two
questions. First, to what extent do genetic and environmental
influences contribute to individual differences in adolescent
leisure time activities? Second, to what extent do the genetic
and environmental influences on one leisure time activity also
influence other activities?

2. Methods

2.1. Subjects. A total of 2847 adolescent twins from 1429 fam-
ilies (11 families with only 1 twin) were drawn from the
Longitudinal Twin Study [27] and the Community Twin
Study [28, 29]. Zygosity status was determined by a com-
bination of tester ratings and DNA polymorphisms, with
discrepancies between testers and DNA results resolved by
a second round of genotyping. Nine hundred twenty-four
DZ same-sex twins (50.2% female), 1374 MZ twins (54.9%
female), 547 DZ opposite-sex twins (50.3% female), and one
pair of males whose zygosity was ambiguous due to DNA
refusal completed questionnaires at an average age of 15.1
years (S.D. 2.2 years). The percentages of 12- to 18-year-olds

in the total sample were roughly comparable (ranging from
10.0% to 22.9%), with higher proportions of 12- and 14-year-
olds.The samplewas self-identified as 86.5%White, with 7.8%
endorsing multiple racial origins. Approximately 10% of the
sample was identified ethnically as Hispanic.

2.2. Measures. Leisure time activity was measured with 17
items drawn from a questionnaire expanded from [30].
Leisure time activities were rated on a six-point Likert scale
ranging from no hours spent (0), one hour or less (1), two to
three hours (2), four to five hours (4), six to seven hours (5),
or eight or more hours (6) spent on an activity after school
or work and on weekends. Two items about the amount of
time (hours) per week spent watching television on weekdays
and weekends were summed into a single variable. A total
leisure time composite representing the sum of all 17 items
was created for comparison purposes after transformation of
the Likert items into hour equivalents.

2.3. Analyses. Age trendswithin sex for each itemwere exam-
ined by regression serially on linear, quadratic, and cubic
age terms. To determine which items formed coherent scales,
unstandardized residuals after taking out significant age
effects were then subjected to an exploratory factor analysis
(principal components, varimax rotation) using SPSS, ver-
sion 22. Based on these results, five leisure time scales were
created and included: physical, social, intellectual, family, and
passive activities. These five scales represent sums of age-
corrected residual items.

Twin correlations and genetic models were estimated
with sex as a covariate in the statistical software Mx [31].
Two genetic models were utilized for the current analyses:
sex limitation and Cholesky decomposition [31, 32]. When
based on data from same-sex sibling pairs, the sex limitation
model examines whether the magnitude of heritable and
environmental contributions to leisure time allocation differs
between males and females (quantitative sex differences).
When data are also available from opposite-sex sibling pairs,
additional sex-specific parameters can be included in order
to examine whether different factors contribute to leisure
time activities in one sex but not the other (qualitative sex
differences).

Although useful, univariate twin models may not pro-
vide enough statistical power to choose between genetic
and environmental influences on a particular leisure time
activity domain and may provide an overestimation of the
heritability. When additional variables have been measured
from the same individual, multivariate models can be more
statistically powerful as they make use of all the covariance
with other leisure time activity domains. Therefore, we
also fit a Cholesky decomposition model to our data. This
model examines the extent that genetic and environmental
influences contribute to the covariation of different leisure
time activities and is a simple restatement of that latent factor
structure designated in our univariate models. Latent genetic
(A) and environmental (C and E) influences are stratified
into influences that are common to leisure time activities and
those that are specific or residual to one activity (Figure 1).
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Figure 1: Cholesky decomposition model. This model decomposes the covariance between different leisure time activity domains into that
due to genetic (G), including additive (A) genetic, and environmental, including shared (C) and nonshared (E), influences.

From this model, it is possible to obtain the genetic (envi-
ronmental) correlation, which indexes the extent that genetic
(environmental) influences are common to different leisure
time activity domains.

The fit of our genetic models was evaluated using
maximum-likelihood estimation.Our baselinemodel includ-
ed the additive genetic (A) and nonshared environmental (E)
latent factors and either a nonadditive genetic (D) or shared
environment (C) factor, as both are confounded in sibling-
based models. The significance of model parameters was
evaluated by a comparison of twice log-likelihood (−2LL) for
models with or without the parameters, with the difference
distributed as a chi-square distribution and the degrees of
freedom being equal to the difference between the number
of parameters estimated. A nonsignificant difference in chi-
square (Δ𝜒2) between two models indicates that the parame-
ters dropped from the more parsimonious model were not
significantly different from zero. Models were accepted on
the basis of the Akaike information criterion {AIC) [33] as
calculated by subtracting twice the difference in the degrees of
freedom from the difference chi-square between any partic-
ular model and the fullest, that is, least parsimonious, model
considered. The AIC indexes the extent that a given model
offers the most parsimonious, but adequate, explanation to
the data, though limitations to using the AIC as a primary
criterion in evaluating model fit do exist [34].

3. Results

For each of the 17 leisure time activities, the percentage of
adolescents who spent no time per week doing an activity,
eight or more hours per week doing an activity, and the
mean number of hours per week is reported in Table 1. Of
the 17 activities, three were not engaged in by over half of
the sample, with the least frequently reported activity being
taking care of younger family members (76%). Only three
percent of the sample reported not watching television dur-
ing an ordinary week. Conversely, one-third of the sample

reported viewing television for more than eight hours per
week. Spending time with friends, doing schoolwork, and
taking part in organized sport were the activities that the
highest proportions of adolescents in this sample spent eight
or more hours doing per week, and it was to an extent
similar for males and females. For most items, residuals after
correcting for age trends within sex are highly correlated with
the uncorrected hours per week (Table 1). The exceptions are
for the two friends items and talking on the telephone where
hours spent per week increased significantly with age in both
sexes.

Summing across items yielded a total leisure score with
means of 44.1 (standard deviation, S.D. = 16.7) hours for
males and 43.5 (S.D. = 17.0) hours for females, or approx-
imately six hours per day. Scores on a total leisure time
scale ranged between 2 and 120 hours, with a slight upward
skewness.The 1.2%of the samplewho reported spending total
leisure times of 90 hours or more per week was elevated on
every item but had ranges comparable to the sample as a
whole.

Principal component analyses yielded five leisure time
scales with eigenvalues above one and factor loading ≥0.40.
These included physical, social, intellectual, family, and pas-
sive activities. Factor loadings for each of the 17 leisure time
activities are provided in Table 2. All but two items, doing
things with family and sitting and listening to music, could
be clearly allocated to a particular scale. These two items
were subsequently allocated to the family and passive scales,
respectively, in order to preserve a simple structure in the
scales and to create scales that reflected clear domains of
leisure activities. Cronbach alphas ranged from 0.36 for the
passive scale to 0.69 for the physical activity scale.

Phenotypic correlations for males and females for the
five leisure time scales are shown in Table 3. Generally, the
phenotypic correlations between the five leisure time scales
were positive and small (0.08) to moderate (0.35) in magni-
tude for both sexes. Negative small phenotypic correlations
(from −0.03 to −0.01) were observed between the physical
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Table 1: Descriptive statistics for 17 leisure time activity items.

Leisure time items 0 hours
(%)

8+ hours
(%)

Males Females
𝑅
2

Mean (S.D.) Mean (S.D.)
Taking part in an organized sport or recreation program? 29 17 3.69 (3.12) 3.23 (3.05) 1.00
Working out as part of a personal exercise program 39 5 2.25 (2.50) 1.87 (2.22) 0.99
Playing pickup games like basketball, touch football, and so forth? 44 4 2.38 (2.45) 1.44 (2.15) 0.97
Practicing different physical activities? 39 6 2.33 (2.56) 1.96 (2.42) 0.99
Going out with friends or dating? 25 13 3.23 (2.87) 3.37 (2.85) 0.89
Sitting around with friends? 12 19 4.36 (2.83) 4.03 (2.81) 0.95
Talking on the telephone? 33 6 1.69 (2.09) 2.58 (2.56) 0.96
Doing your schoolwork? 12 16 3.85 (2.71) 4.43 (2.77) 0.98
Reading for fun? 48 3 1.18 (1.82) 1.79 (2.26) 0.98
Doing things with a club? 70 3 0.89 (1.85) 1.01 (1.94) 0.99
Spending time on a hobby? 38 5 2.25 (2.52) 1.90 (2.27) 1.00
Doing things with your family? 15 7 3.21 (2.31) 3.25 (2.39) 0.99
Taking care of younger family members? 76 2 0.62 (1.48) 0.92 (1.95) 1.00
Doing household chores? 27 2 1.92 (1.80) 2.01 (1.86) 1.00
Total hours watching television weekday plus weekend 3 30 6.74 (4.65) 6.17 (4.53) 0.99
Just sitting around doing nothing? 50 2 1.44 (1.93) 1.23 (1.88) 0.99
Just sitting and listening to music? 32 5 2.07 (2.26) 2.27 (2.40) 0.98
Note: S.D.: standard deviation; 𝑅2: correlation between the raw data and residual data.

Table 2: Factor loadings of residualized leisure time activity hours on principal components.

Leisure time items PC1 PC2 PC3 PC4 PC5
Taking part in an organized sport or recreation program? 0.72 −0.05 0.23 −0.13 −0.10
Working out as part of a personal exercise program 0.54 0.26 0.08 0.10 −0.14
Playing pickup games like basketball, touch football, and so forth? 0.73 0.13 −0.04 0.16 0.07
Practicing different physical activities? 0.76 0.09 0.20 0.08 0.05
Going out with friends or dating? 0.16 0.80 0.04 −0.02 −0.06
Sitting around with friends? 0.08 0.76 0.12 −0.10 −0.02
Talking on the telephone? 0.12 0.64 −0.08 0.12 0.14
Doing your schoolwork? 0.15 0.01 0.48 −0.11 −0.22
Reading for fun? −0.18 −0.01 0.58 0.30 −0.08
Doing things with a club? 0.17 −0.04 0.59 −0.08 −0.01
Spending time on a hobby? 0.15 0.19 0.58 0.13 0.17
Doing things with your family? 0.25 0.02 0.40 0.38 0.11
Taking care of younger family members? 0.02 −0.04 −0.07 0.77 −0.06
Doing household chores? 0.12 0.11 0.14 0.72 0.08
Total hours watching television weekday plus weekend 0.07 −0.01 −0.09 −0.02 0.74
Just sitting around doing nothing? −0.11 0.08 0.02 0.01 0.73
Just sitting and listening to music? −0.07 0.48 0.06 0.20 0.42
Note: PC: principal component.

activity, passive, and intellectual scales for both males and
females. This suggested the possibility of different etiological
influences on the hours allocated to these three types of
leisure time activities.

Twin correlations for each leisure time scale are shown
in Table 4. Overall, MZ male and female twins were more
similar than same-sex and opposite-sex DZ twins. This pat-
tern of correlations suggests genetic influences on the amount

of time spent engaging in different types of leisure time
activities. The greater than half MZ twin correlation for
physical activity and passive leisure time activities for male
DZ twins suggests that environmental influences shared by
siblings of the same family are important sources of indi-
vidual differences. The lower opposite-sex than same-sex DZ
twin correlations suggest the possibility of different latent
influences for males and females.
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Table 3: Phenotypic correlations between five leisure time activities for males (below the diagonal) and females (above the diagonal).

Leisure time scale Physical activity Social activity Intellectual activity Family activity Passive activity
Physical activity — 0.23 0.35 0.20 −0.03
Social 0.29 — 0.08 0.11 0.22
Intellectual 0.26 0.17 — 0.26 −0.07
Family 0.28 0.14 0.29 — 0.10
Passive −0.01 0.17 −0.02 0.11 —
Note: all phenotypic correlations are significant at 𝑃 < 0.01, except bolded cells, which indicate a nonsignificant correlation.

Table 4: Twin correlations (95% confidence intervals) for MZ and DZ same- and opposite-sex twin pairs.

Zygosity Leisure time activity scales

Physical activity Social activity Intellectual
activity Family activity Passive

activity

MZM 0.51
(.42, .59)

0.50
(.41, .57)

0.41
(.31, .49)

0.50
(.41, .57)

0.21
(.41, .32)

MZF 0.52
(.42, .59)

0.54
(.46, .61)

0.39
(.30, .47)

0.54
(.46, .61)

0.54
(.47, .61)

DZM 0.42
(.31, .52)

0.21
(.09, .32)

0.19
(.06, .32)

0.21
(.09, .32)

0.24
(.09, .32)

DZF 0.28
(.15, .39)

0.30
(.18, .41)

0.23
(.11, .34)

0.30
(.18, .41)

0.30
(.18, .41)

OSDZ-MF 0.07
(−.09, .23)

0.27
(.12, .41)

0.09
(−.05, .23)

0.19
(.03, .33)

0.13
(−.02, .28)

OSDZ-FM 0.12
(−.07, .29)

0.42
(.26, .54)

0.03
(−.15, .21)

0.06
(−.13, .23)

0.23
(.05, .39)

Note: MZ: monozygotic; DZ: dizygotic; OS: opposite-sex; M: male; F: female.

3.1. Univariate Genetic Modeling. Table 5 summarizes the
results from our baseline (full) and best-fitting univariate
models. The baseline model allowed A, C, and E latent influ-
ences to be estimated separately between males and females
(quantitative sex differences). Sex-limited genetic influences
were also included in our baseline model to test whether the
same genes contribute to leisure time activities betweenmales
and females (qualitative sex differences). The model fit for
each of the baseline models of five leisure time activity scales
is provided in Table 5.

Against the baseline model, we next compared the fit
of models that equated the latent A, C, and E parameters
for males and females. For each of the scales, genetic and
environmental influences could not be equated between the
sexes without a significant deterioration in model fit (𝑃 ≥
0.01). Results from models that equated the DZ and OSDZ
twin genetic correlations to be equal indicated that the same
genes were influencing leisure time activities in both sexes
(𝑃 ≤ 0.24). Similar results were obtained from models
that equated shared environment correlations between DZ
and OSDZ twins (𝑃 ≤ 0.20). These findings indicated that
although the allocation of leisure time activity was influenced
by the same genes in males and females, the magnitude of
their impact was different between the sexes.

To refine our baseline model further, we next compared
the fit of a series of nested submodels that dropped either A,
C, or both latent factors in males and females separately. For
males, C influences were found to be important contributors

to the hours spent engaged in physical (Δ𝜒2 = 15.95, Δdf =
1, 𝑃 > 0.001, and AIC = 13.95) and passive leisure time
activities (Δ𝜒2 = 4.885, Δdf = 1, 𝑃 > 0.03, and AIC =
2.88). The best-fitting models for the social, intellectual, and
family leisure time scales included only A and E influences.
For females, C influences were important influences on
intellectual (Δ𝜒2 = 5.53, Δdf = 1, 𝑃 = 0.02, and AIC = 3.53)
and passive (Δ𝜒2 = 4.88, Δdf = 1, 𝑃 = 0.027, and AIC =
2.88) leisure time activities but not for physical (Δ𝜒2 = 0.74,
Δdf = 1, 𝑃 = 0.39, and AIC = −1.27), family (Δ𝜒2 = 2.74,
Δdf = 1, 𝑃 = 0.10, and AIC = 0.74), and social (Δ𝜒2 = 2.43,
Δdf = 1, 𝑃 = 0.12, and AIC = 0.44) leisure time activities,
where C influences could be dropped from the model for
females without a significant deterioration in model fit. The
best-fittingmodel and variance component estimates for each
of the five activity scales are shown in Table 5.

3.2. Multivariate Genetic Modeling. We next investigated the
extent of familial specificity in the genetic and environmental
influences on physical, social, intellectual, family, and passive
leisure time activities. Because our univariate models indi-
cated that shared environmental influences were important
sources of individual differences, we included A, C, and
E latent factors in a five-variable Cholesky decomposition
model. Latent factors were allowed to differ between the
sexes.

The overall fit of our Cholesky model was −2LL =
87184.10, df = 14075. Parameter estimates for the genetic
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Table 6: Parameter estimates (95% confidence intervals) for additive genetic (𝑎), shared environment (𝑐), and nonshared environmental (𝑒)
influences on five leisure time activities for males.

Physical activity Social activity Intellectual
activity Family activity Passive activity

𝑎1
0.11

(.00, .33)

𝑎2
−0.10

(−.36, .24)
0.39

(.24, .49)

𝑎3
0.06

(−.21, .40)
−0.39

(−1.31, .19)
0.35

(.18, .46)

𝑎4
0.02

(−.24, .37)
−0.30

(−1.21, .37)
0.39

(.03, .77)
0.21

(.02, .35)

𝑎5
−1.69

(−1.69, 1.69)
0.54

(−.12, 1.04)
6.48

(.78, 6.48)
−0.27

(−1.89, .90)
0.09

(.02, .30)

𝑐1
0.40

(.20, .54)

𝑐2
0.52

(.24, .75)
0.09

(.03, .21)

𝑐3
0.10

(−.22, .36)
0.32

(.01, .92)
0.06

(.05, .20)

𝑐4
0.33

(.02, .57)
0.05

(−.48, .52)
−0.16

(−.48, .11)
0.09

(.01, .26)

𝑐5
5.01

(5.01, 5.01)
−0.06

(−.41, .42)
−0.35

(−.35, −.24)
0.00

(−1.15, 1.02)
0.16

(.01, .26)

𝑒1
0.49

(.42, .57)

𝑒2
0.58

(.39, .78)
0.52

(.44, .60)

𝑒3
0.84

(.61, 1.12)
1.06

(.68, 1.68)
0.59

(.51, .68)

𝑒4
0.64

(.45, .87)
1.23

(.79, 1.01)
0.79

(.56, 1.04)
1.28

(.68, 2.42)

𝑒5
−2.31

(−2.31, 2.31)
0.52

(.19, .91)
−5.13

(−5.13, −.89)
1.28

(.67, 2.42)
0.75

(.73, .83)
Note: bold indicates significant parameter estimates.

and environmental contributions to individual differences in
five leisure time activities and the covariance between the
different activities are shown in Table 6 for males and Table 7
for females. Bolded estimates indicate that a parameter
is statistically significant as judged by its 95% confidence
interval (95% CI). As shown, the magnitude of heritable and
environmental effects varied for each of the five leisure time
activities (along the diagonal), with similar magnitudes to
those obtained from our baseline or full univariate models.
For males, the covariation of different leisure time activities
appears to be largely due to environmental influences, as
only family leisure time activities evidenced the influence of
genetic factors that also contributed to intellectual activities.
For females, genetic contributions to physical activity were
also found to influence intellectual leisure time activities.
Nonshared environmental influences were the largest con-
tributors to the covariation of different leisure time activities.

In order to understand the proportion of variance differ-
ent leisure time activities shared, we estimated the genetic
and environmental correlations that are presented in Tables
8 and 9 for males and females, respectively. Bolded estimates

indicate that a parameter is statistically significant as judged
by its 95% confidence interval (95% CI). As shown, few
leisure time activities shared common genetic influences for
either sex. For males, similar genetic influences appear to
be contributing to both intellectual and family leisure time
activities (𝑟

𝑔
= 0.41, 95%CI:−0.04, 0.1.0) whereas for females

common genes contributed to both social and intellectual
activities (𝑟

𝑔
= 0.51, 95% CI: −0.49, 0.1.0). None of the five

leisure time activities were influenced by common shared
environmental contributions. For both males and females,
however, nonshared environmental experiences on different
leisure time activities were often common to each other. The
exception to this is the nonsignificant nonshared environ-
mental correlation between physical leisure time activity and
passive activities.

4. Discussion

Leisure time activities are an important part of many ado-
lescents’ days and are often the predominate choice the
majority of children make. Because leisure time activities
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Table 7: Parameter estimates (95% confidence intervals) for additive genetic (𝑎), shared environment (𝑐), and nonshared environmental (𝑒)
influences on five leisure time activities for females.

Physical activity Social activity Intellectual
activity Family activity Passive activity

𝑎1
0.43

(.25, .60)

𝑎2
0.16

(−.29, .80)
0.35

(.31, .49)

𝑎3
0.45

(.21, .64)
0.71

(−1.33, 2.81)
0.23

(.06, .41)

𝑎4
0.26

(−.15, .59)
1.01

(−.15, 2.51)
0.39

(−.12, .86)
0.20

(.02, .41)

𝑎5
2.48

(2.48, 2.48)
0.45

(−.10, .97)
0.73

(−1.95, .73)
0.01

(−2.04, 1.64)
0.30

(.07, .52)

𝑐1
0.10

(.00, .25)

𝑐2
0.33

(−.19, .69)
0.19

(.07, .33)

𝑐3
0.01

(−.11, .21)
−1.24

(−4.44, −.09)
0.14

(.01, .31)

𝑐4
0.02

(−.23, .31)
−0.74

(−2.29, .21)
−0.03

(−.44, .40)
0.22

(.04, .42)

𝑐5
−0.06

(−.06, −.06)
0.29

(−.17, .80)
1.55

(−.85, 1.55)
−0.23

(−.66, 1.79)
0.33

(−.19, .69)

𝑒1
0.47

(.40, .54)

𝑒2
0.50

(.30, .75)
0.46

(.40, .53)

𝑒3
0.54

(.39, .70)
1.53

(.80, 4.40)
0.63

(.62, .71)

𝑒4
0.73

(.47, 1.06)
0.72

(.30, 1.44)
0.63

(.43, .87)
0.76

(.30, 1.69)

𝑒5
−1.42

(−1.42, 1.42)
0.26

(.06, .48)
−1.28

(−1.28, −.38)
0.76

(.28, 1.69)
0.47

(.41, .54)
Note: bold indicates significant parameter estimates.

have been linked with healthy and unhealthy lifestyles as
well as educational attainment [1–4], we sought to determine
etiology of individual differences in the allocation of leisure
time activities. To do so, we examined self-reported hours
spent engaged in five leisure time activity domains among
adolescent same- and opposite-sex twin pairs. Using a twin
design to understand the etiology of individual differences in
the allocation of leisure time allowed us to investigate three
questions. First, to what extent do genes and environments
contribute to individual differences in the allocation of leisure
time? Second, are there sex differences in the heritable
and environmental influences on the time spent engaged
in leisure time activities? Lastly, to what extent are genetic
and environmental influences specific to a particular activity
domain or shared across different domains?

Our first two questions sought to determine the type
and magnitude of genetic and environmental influences on
the allocation of leisure time and whether they differed
between sexes. Existing twin studies have implicated genetic
influences on exercise and sport participation and general
physical activity. The estimates of the size of genetic effects
vary between studies, ranging from zero to 85% [16–23, 35].

Sex differences in the magnitude of genetic contributions
have also been implicated, with greater effects among males
than females, especially during adolescence [35–37]. Shared
environmental contributions to physical activity levels have
also been suggested in adolescent samples [16, 23, 24, 38]
with estimates ranging between 25% and 75%. Against this
literature, results from our study are broadly consistent with
findings that implicate genetic and shared environmental
influences on adolescent physical activity, though they differ
in respect to the magnitude of genetic effects. One possible
reason for this could be that twin siblings played the same
or different sports. Though they had different amounts of
practice or playing time, they live in a household where there
is an emphasis placed on sports participation. Though it was
not possible to determine if this was the case in our data,
a scenario such as this would be expected to result in DZ
twin correlations greater than half the MZ twin correlation.
A further possibility could be changes in the role genetic and
environmental influences have during adolescence [35].

Declining physical activity during adolescence [39–41]
has sparked a growing interest in the etiological influences on
sedentary or passive leisure time activities.The increase in the
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Table 8: Genetic, shared, and nonshared environmental correlations (95% confidence intervals) for five leisure time activities for males.

1 2 3 4

𝑎2
−0.13

(−.80, .22)

𝑎3
−0.08

(−.37, .42)
−0.15

(−.60, .08)

𝑎4
0.04

(−.68, .59)
−0.14

(−.67, .24)
0.41

(.04, 1.0)

𝑎5
0.25

(−.50, .83)
−0.49

(−.10, .97)
−0.80

(−1.0, −.11)
−0.20

(−1.0, .51)

𝑐2
0.77

(−.14, 1.0)

𝑐3
0.16

(−.52, .92)
0.66

(−.11, 1.0)

𝑐4
0.48

(.03, 1.0)
0.09

(−.55, .91)
−0.66

(−1.0, .50)

𝑐5
−0.30

(−.98, −.01)
−0.09

(−.74, .50)
0.08

(−.78, .96)
0.00

(−1.0, .72)

𝑒2
0.33

(.23, .41)

𝑒3
0.39

(.30, .47)
0.29

(.20, .38)

𝑒4
0.30

(.22, .39)
0.29

(.19, .37)
0.34

(.25, .43)

𝑒5
0.06

(−.03, .15)
0.15

(.05, .24)
0.17

(.07, .27)
0.19

(.09, .28)
Note: bold indicates significant parameter estimates.

Table 9: Genetic, shared, and nonshared environmental correlations (95% confidence intervals) for five leisure time activities for females.

1 2 3 4

𝑎2
0.10

(−.20, .44)

𝑎3
0.51

(.49, 1.0)
0.20

(−.39, .69)

𝑎4
0.18

(−.13, .63)
0.44

(−.05, .1.0)
0.48

(−.11, .99)

𝑎5
−0.18

(−.50, .04)
0.30

(−.08, .71)
−0.18

(−.99, .33)
0.00

(−.92, .66)

𝑐2
0.56

(−.77, .87)

𝑐3
0.04

(−.50, .48)
−0.61

(−.1.0, .09)

𝑐4
0.02

(−.41, .38)
−0.42

(−.90, .13)
−0.04

(−.75, .69)

𝑐5
0.01

(−.36, .37)
0.30

(−.18, .80)
−0.56

(−.62, −.22)
0.10

(−.72, .72)

𝑒2
0.24

(.15, .34)

𝑒3
0.36

(.27, .44)
0.23

(.13, .32)

𝑒4
0.29

(.20, .37)
0.16

(.07, .25)
0.28

(.19, .36)

𝑒5
0.08

(−.02, .17)
0.12

(.03, .21)
0.16

(.15, .24)
0.15

(.06, .24)
Note: bold indicates significant parameter estimates.
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hours spent engaged in passive leisure time activities has been
linked to poormetabolic syndrome profiles [42–44] as well as
poorer psychosocial functioning [45–47]. Further, previous
work has suggested that physical and passive activities are not
two ends of a spectrum of activity and that the two types of
behaviors are relatively distinct [48–50]. To date, there have
been few heritability studies of sedentary behaviors. In gen-
eral, they implicate heritable and environmental influences
with estimates that vary widely between males and females
[24–26]. Consistent with this previous literature, we found
both genetic and shared environmental contributions to the
hours spent engaged in passive leisure time activities and
that their magnitudes differed between the sexes. Differences
between males and females could reflect family expectations.

Because adolescents have wider choices in how to spend
their leisure time, we also examined the genetic and environ-
mental influences on additional leisure time activities. These
included social, intellectual, and family activities that are
thought to provide important opportunities for adolescents to
develop skills and interests and promote growth [2, 51–53]. To
our knowledge, the etiology of individual differences in these
three leisure time activities has not been examined previously.
From both our univariate and multivariate analyses, we
found that each activity domain evidenced small to moderate
genetic influences and large nonshared environmental effects,
which may reflect measurement error. Difference in the
parameter estimates may be due to the lower statistical power
from considering each measured activity domain separately
as in the case of our univariate models. Shared environments,
such as home and school experiences, were also important
influences on intellectual activities for females but not males.
That intellectual leisure time activities evidence the impact
of environmental experiences shared by siblings of the same
family suggests that educational programs and opportunities
as well as the parental prioritization of learning that are
directed towards females would be expected to offer an
opportunity or target for intervention efforts to improve or
further enhance these activities.

Our third question sought to investigate the extent that
genetic and environmental influences on one activity domain
also influenced other activity domains. A common obser-
vation from our Cholesky model was that environmental
influences, both shared and nonshared, were the primary
etiological influences in the covariation of different leisure
time activities. In the case of physical activity and social
activities among males, an example of a shared or com-
mon environmental experience could be a team’s emphasis
on social interactions amongst its members and the large
amounts of time they spend together in an athletic environ-
ment. Similarly, the relationship between social and passive
activities among males could reflect an adolescent choice of
activity while spending time with peers. Further, results from
our multivariate models indicated that genetic influences on
leisure time activities were largely specific to that activity.
Further, results from our Cholesky model indicated that
genetic influences on leisure time activities were largely
specific to that activity. Among males, our results suggest
that the time allocation to intellectual and family leisure time
activities has similar genetic influences. Among females, a

similar relationship was identified for physical activity and
social leisure time activities. This could reflect genetically
influenced interaction styles or personality characteristics
that are involved in these activities. Future studies, though,
are needed to examine these possibilities.

Although our results are largely consistent with the extant
literature, a number of limitations need to be considered
when generalizing these results. First, leisure time activities
were assessed via self-report whichmay be impacted by recall
bias. Similarly, social desirability or a tendency to report
more socially favorable responses may have resulted in an
overreporting of the time allocated to the different activities
[9]. Second, though the passive leisure time activity scale
assessed watching television, it did not include other mea-
sures of computer and video game usage that are common
activities of many adolescents. Third, though we controlled
age and sex effects on leisure time activities, we did not
control possible differences in sociodemographic influences.
Lastly, our measure of leisure time activities may reflect
those engaged in by American youth and thereby limit their
generalizability.

In conclusion, we sought to determine the type and
magnitude of heritable and environmental influences on
adolescent leisure time allocations and the extent to which
the genetic and environmental influences on one leisure time
activity domain also influenced other activity domains. To
this end, our findings suggest that both genes and environ-
ments, especially those environmental experiences shared
by siblings of the same home, are important contributors
to how leisure time is allocated. Importantly, though the
magnitudes of genetic and environmental influences appear
to differ between males and females, having an awareness of
the extent that leisure time allocations are environmentally
influenced may offer opportunities for effective public health
messaging and interventions designed to change unhealthy
behaviors aswell as to promote certain types of activities.That
environmental influences also contribute to the covariation of
leisure time activities suggests the possibility of influencing
more than a single choice of how children allocate their
leisure time.
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The aim of the study was to investigate the effects of age, sex, and body mass index (BMI) on total sitting time among the Finnish
twin cohort. Also, heritability and environmental factors were analysed. The final sample included 6713 twin individuals 53–67
years of age (46% men). Among them there were 1940 complete twin pairs (732 monozygotic [MZ] and 1208 dizygotic [DZ] twin
pairs). Sedentary behaviour was queried with a self-reported questionnaire with multiple-choice questions about sitting time at
different domains. The mean total sitting time per day was 6 hours 41 minutes (standard deviation: 2 hours 41 minutes). The total
sitting time was less in women than in men (𝑃 = 0.002). Older age was associated with less total sitting time (𝑃 < 0.001). Those
with higher body mass index had higher total sitting time in age and sex adjusted analysis (𝑃 < 0.001). MZ pairs were more
similar for sitting time than DZ pairs, with initial estimates of heritability for the total sitting time of 35%.The influence of shared
environmental factors was negligible (1%), while most (64%) of the variation could be ascribed to unique environmental factors,
the latter including measurement error.

1. Introduction

Sedentary behaviour, measured as sitting time, is one of the
major global public health concerns [1, 2]. A high amount
of sitting is independently associated with overweight [3, 4]
and cardiometabolic risk [4]. In addition, a high amount of
sitting time increases all-cause and cardiovascular disease-
relatedmortality independent of whether a person is meeting
physical activity guidelines [5–7].Thus, actions to investigate
the backgrounds and genetics of sedentary behaviour need to
be studied further in order to implement effective preventive
actions [8].

Sedentary behaviour has been defined in various ways
[9]. It has been suggested that sedentary behaviour can be
a paradigm of its own, distinctive to that of moderate- to
vigorous-intensity physical activity, with independent effects

on health [2]. Thus, sedentary behaviour is not simply the
absence of moderate- to vigorous-intensity physical activity
[2] or even the presence of light physical activity [9]. Recently
one of the globally accepted suggestions for the use of the
term sedentary behaviour had been given by the Sedentary
Behaviour Research Network, including the definition of
sedentary behaviour “as any waking behaviour characterized
by an energy expenditure ≤1.5 metabolic equivalents (METs)
while in sitting or reclining posture” [10]. The Network also
suggests using the term inactive in describing “those who
are performing insufficient amount ofmoderate- to vigorous-
intensity physical activity (MVPA) (i.e., not meeting specific
physical activity guidelines)” [10].

In addition to variation in definitions, sedentary behav-
iour can also bemeasured in various ways. Even though there
is a recommendation that sedentary behaviour should be
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monitored by incorporation of both self-reported and device-
based measures [11], no consensus exists for a golden rule of
method to measure sedentary behaviour [11].

In the observational research, sedentary behaviour has
been investigated with self-report questions about sitting
time during different sedentary activities such as watching
TV or using the computer and sitting at work or in vehicles
[12, 13]. Especially in large population-based studies, those
involving thousands of participants, the self-reported sitting
time is a useful method despite its inaccuracy of the total
amount of physical activity and the potential recall bias [11].

Understanding why some people are physically active
and others inactive or behaving in a sedentary way is
important in planning public health interventions [14]. It
has been shown that age, health status, self-efficacy, and
motivation in addition to social and physical environmental
factors are associated with physical activity levels [14]. In two
recently published Finnish population-based studies using
self-administered questionnaires, the mean sitting times per
day in men and women 25 to 60 years of age varied between
5.5 to 6.9 hours and 5.2 to 6.4 hours, respectively [15, 16]. The
total sedentary times in these Finnish cohorts [15, 16] were
less than reported in a large multiethnic cohort study with
over 130,000 older subjects where the average daily sitting
time was 8.0 hours in men and 8.2 in women [7]. It has
been reported that differences in sitting times are based on
ethnicity, age, educational level, and body mass index (BMI)
[17].

Another potential factor related to physical activity,
inactivity, and sedentary behaviour is family background and
genetic predisposition [18]. It has been shown that when
exercise participation is determined as 60 minutes/week at
a minimum intensity of 4 METs, interindividual genetic
differences accounted for 48–71% of variance in both sexes
[19]. A recently published review presented a variance for
genetics that was widely spread, as heritability estimates
ranged from 0 to 85% for physical activity and from 25 to 60%
for physical inactivity depending on definitions of physical
activity levels, population, age, and other differences between
studies [18]. Among adolescents, genetics has explained 72%
to 85% of variance in exercise participation determined as
sedentary, moderate, or vigorous exercise by METs [20].
The contribution of genetic factors to variation in sedentary
behaviour frequency per week among 12–20 year-old boys
was 35% to 48% and 19% to 34% among same aged girls [21].
In addition, the influence of shared environmental factors
decreased along age in adolescence [21]. In another study,
the role of genetics in MVPA was 59% among adolescents
and 12% in young adults [22]. In adolescents, genetics
explained 34% of the variance of sedentary time (per week),
whereas shared environmental (household) explained 10%
and unique environmental factors 56% of the variation [22].
The influence of genetics in sedentary behaviour in young
adults was 28% of variance suggesting a somewhat increasing
impact of unique environmental factors along age. In older
adult twins, genetics explained 31% of the time spent in
sedentary behaviour (≤1.5 METs) whereas it was larger (47%)
for MVPA [23]. The effect of unique environment (i.e., the
exposures and experiences mainly related to adulthood) was

52–55% of variance [23]. It is possible that genetic influences
are different in inactivity and sedentary behaviours compared
to physical activity but there is an inconsistency between
previously published results [18, 23].

In this paper, the focus was to describe the latest data
collection of physical activity and sedentary behaviour in the
Finnish twin cohort [24, 25]. The main aim was to investi-
gate the relative contribution of genetics and environmental
factors of sedentary behaviour in 53 to 67 year-old men and
women from the Finnish twin cohort study. In addition, the
effects of age, sex, and body mass index (BMI) on total sitting
time were investigated.

2. Materials and Methods

2.1. Participants. The population-based data of the older
Finnish twin cohort was available for 16,269 same-sex twin
pairs [26]. The extensive longitudinal data includes four
waves of surveys (baseline in 1975 and three follow-up surveys
in 1981, 1990, and 2011/12) [24–26]. During the fourth wave
(October 2011 to June 2012) all twins born 1945–1957 (𝑛 = 11
738) originally identified to the cohort in 1974 and known
to be alive in 2011 with an address in Finland were sent the
questionnaire survey, either in Finnish or in Swedish. All
subjects, except 13 individuals, had answered at least one of
the earlier surveys (1975 and/or 1981 and/or 1990) along the
follow-up. The vital status of the original cohort members
was updated in 2011 from the national Finnish population
register. All surviving twins received the survey irrespective
of their cotwin’s status. The data collection of the fourth
wave is mainly described in the review article in 2013 [25].
The protocol was designed and performed according to the
principles of the Helsinki Declaration and was approved by
the Ethical Committee of the Helsinki University Central
Hospital.

2.2. Methods. To maintain continuity the original questions
(such as in 1975 and 1981) were used wherever possible,
despite the development of better measurements for some
topics. The questionnaire of the fourth wave included com-
prehensive questions about self-reported health, functional
capacity, and lifestyle factors, described in more detail in the
review published in 2013 [25].

2.2.1. Physical Activity. All four surveys included questions
about the quality and quantity of leisure-time physical activi-
ties: amount (per year), duration (per one session), frequency
(per month), and intensity of leisure-time physical activity as
well as daily time of commuting by physically active means
(including walking, jogging, and cycling) to and from work
(minutes per day) (see Appendix A). Also physical workload
of the present or previous work was asked.

2.2.2. Sedentary Behaviour. Sedentary behaviour has been
queried in the fourth questionnaire with multiple-choice
questions about sitting time during different activities (see
Appendix B). The participants have answered how many
hours, on average, they are sitting per day: (1) in office or
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similar places, (2) at homewatchingTVor videos, (3) at home
at the computer, (4) in a vehicle, and (5) elsewhere. Each
question had four alternatives: (a) less than an hour, (b) an
hour–less than two hours, (c) two hours–less than four hours,
and (d) four hours or more.We assumed the intensity of each
of these sedentary activities to be no more than 1.5 METs
[9]. Total daily sitting time was the sum of the midpoints
of the specific sitting categories, using 30 minutes for “less
than an hour,” 90 minutes for “an hour–less than two hours,”
180 minutes for “two hours–less than four hours,” and 300
minutes for “four hours or more.” For those twin individuals
(𝑛 = 4034) who were not working at the moment of the
survey, sitting time at work was denoted as zero minutes.

2.3. Statistical Methods and Data Analysis. The total sitting
time parameter has been developed based on five sitting
activities by developing a summary variable (sitting time
in hours and/or in minutes). Only those twin individuals
reporting sitting times in all five sitting domains, including
those not at work with zero sitting time on that item, were
chosen for the final analyses. The normality of the sitting
summary variable was tested with Kolmogorov-Smirnov and
Shapiro-Wilk tests. The total sitting sum variable had the
skewness value of 0.676 and kurtosis of 0.345 indicating that
sitting time was not fully, normally distributed (𝑃 < 0.001)
(Figure 1). However, tests of normality are extremely robust
[27] and our relatively large sample size will result in a minor
departure fromnormality being significant. Furthermore, the
methods used in analyzing twin data are robust to minor
deviation of normality.The original cohort had been a sample
of twin pairs and that was taken into account, and robust
standard errors were derived to obtain correct confidence
intervals and 𝑃 values [28]. The chi-squared test, Spearman
correlation, and independent-sample t-test were used in the
descriptive analyses. In the linear regression models, with
95% confidence intervals (95% CI), the effects of sex and
age were analysed together. Age was used as a continuous
parameter in the analyses.

Body mass index (BMI) was calculated by individual’s
weight and height (kg∗m−2). BMI values 20 or less as well
as BMI 36 or more were combined to be the first and the last
categories for descriptive purposes. The sex and age adjusted
linear regression model with 95% confidence intervals was
used in analysing the association between the total sitting
time and BMI.

To investigate the heritability of physical activity, the
phenotype was assumed to have an underlying, continuous
liability. Heritability was analysed by calculating pairwise
correlation coefficients by zygosity and sex and further
comparing the results of monozygotic twins (MZ) to same-
sex dizygotic twins (DZ). As MZ twins are genetically
alike, that is, share the same genomic sequence, while DZ
twins share on average 50% of the their segregating genes,
increased similarity of MZ pairs versus DZ pairs is taken
as evidence for the presence of genetic effects. In addition,
Falconer’s formula [29] was used to calculate the proportion
of variance estimated by the ratio of MZ and DZ twin cor-
relations explained by additive genetics (ℎ2 = 2(𝑟MZ − 𝑟DZ)),

shared environmental factors (𝑐2 = 2𝑟DZ − 𝑟MZ), and
unique environmental factors (𝑒2 = 1 − ℎ2 − 𝑐2) based on
MZ correlations being twice that or less compared to DZ
correlations.

All analyses were performed with the Stata version 12 or
the IBM SPSS version 21. In all analyses, significance was
considered to be 𝑃 < 0.05.

3. Results

The fourth questionnaire was returned by 8406 twin individ-
uals (3750 men, 4656 women) resulting in a response rate of
72%. Complete data of sedentary behaviour (those answered
in all five sitting domains) was available for 6713 participants
(3082men, 3631 women).The data covered 80% of those who
returned the questionnaire.

There were more women (61% versus 54%, 𝑃 = 0.009)
in those having missing information at least in one sitting
domain compared with those with information in all five
domains. Those with any missing information were older
(mean age 62 years versus 60 years, 𝑃 = 0.000), not working
full time (81% versus 41%, 𝑃 = 0.000), and they were more
likely obese, BMI > 30 (19.1% versus 16%, 𝑃 = 0.009).
Therewere no significant differences in the amount of leisure-
time physical activity between those with or without missing
information about their sitting times (𝑃 = 0.068).

The final analysis sample (𝑛 = 6713) comprised 310
complete monozygotic male pairs (MZM), 422 monozygotic
female pairs (MZW), 527 dizygotic male pairs (DZM), and
681 dizygotic female pairs (together 1940 pairs). The average
age of the twins was 60 years (range 53 to 67 years) in both
sexes and their mean BMI was 26 (range 15 to 48). At the time
of the survey, 59% of the twin individuals reported working
full time. The physical workload of the present work was
mainly sedentary work in 38% of the twins; 12% of twins
had work which involved standing and walking but no other
physical activity; 41% had work which in addition to standing
and walking required lifting and carrying; and 8% did heavy
physical work, whereas 1% of the twins reported a mixed
combination of all these kinds of work loading conditions.

Themean sitting time per daywas 6 hours 41minutes (SD:
2 h 41 minutes) (Figure 1). In men, the mean total sitting time
was 6 hours 46min (SD: 2 h 50 minutes) and in women 6
hours 34 minutes (SD: 2 hours 34 minutes). One quarter of
the twins reported sitting 4.5 hours or less per day, a half 4.5–
6.5 hours a day, and 10% at least 10.5 hours a day. The sitting
times during different sitting activities by sex are described in
Table 1.

There were 6% of the individuals who reported not
exercising any kind of physical activity during their leisure
time. Of the sample, 22% reported a small amount of exercise
and the rest 72%were exercising at least amoderate amount of
exercise per year.The amount of leisure-time exercise by sex is
described in Table 1. In the preliminary analyses, there was no
evidence for differences in physical activity levels regarding
the total daily sitting time (data not shown).

In the linear regression analyses, the total sitting time
of women was less than sitting time of men (regression
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Figure 1: Distribution of total sitting time (minutes) by sex and data included. Total sum score includes all five domains: work, commuting,
watching TV, computer use, and others. No missing data includes those with no missing data on any single sitting domain. For those not
working, sitting time at work was denoted as zero minutes.

coefficients: −13.01 minutes [95% CI: −21.30, −4.83]) and
increase of age decreased the sitting time (regression coeffi-
cients: −9.67 minutes per year [95% CI: −10.72, −8.63]). In
the analyses of sitting time in different activities (Table 2),
sex had no effect on the sitting time at work but sitting at
work decreased with age. Both sexes had an equally long
sitting time at homewatchingTVor videos, and age increased
this activity. However, men had significantly longer sitting
time at the computer at home as they did for sitting time
in vehicles compared to women. Increase of age increased
computer related sitting time but decreased the amount of
vehicle-related sitting time. In other activities, both sexes
were sitting an equal amount of time but age increased the
sitting time.

As an example of the sedentary behaviour risk factors,
the association of body mass index with the total sitting time
was analysed.The association of BMI and total time of sitting
seemed to be linear in direction that those with higher BMI
had also higher total sitting time (regression coefficients 2.78
minutes per BMI unit [95% CI: 1.77, 3.79], and correlation
coefficient 0.064) (Figure 2).

In general, the pairwise correlations of MZ twins were
double compared to correlation of DZ twins suggesting
genetic influences on sedentary behaviour (Table 3). The
correlation coefficients were similar for men and women.
MZ pairs were more similar for sitting time than DZ pairs,
with initial estimates of heritability for the total sitting time
being 35%.The influence of shared environmental factors was
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Table 1: Domain-based sitting times and the amount of leisure-time physical exercise by sex (𝑛 = 6713∗).

Activities Men (𝑛 = 3082) Women (𝑛 = 3631)
Mean time (SD) Mean time (SD)

Sitting time
At work∗∗ 2 h 52min (1 h 53min) 2 h 58min (2 h 56min)
At home watching TV or videos 2 h 25min (1 h 12min) 2 h 25min (1 h 11min)
At home at the computer 57min (52min) 50min (43min)
In a vehicle 59min (59min) 43min (33min)
Elsewhere 48min (45min) 48min (45min)
Sum of sitting time∗∗∗ 6 h 46min (2 h 50min) 6 h 36min (2 h 34min)

𝑛 (%) 𝑛 (%)
Amount of leisure-time physical exercise∗∗∗∗

Practically none 252 (8) 150 (4)
A little 754 (25) 716 (20)
A moderate amount 1369 (45) 1722 (48)
Quite a lot or a great deal 695 (23) 1038 (29)

∗ Data from those twin individuals who had no missing values in any of the sedentary domains.
∗∗ Data from those twin individuals (𝑛 = 3970) who reported working full time at the moment of the survey.
∗∗∗In calculating the total sum of sitting, sitting at office (work) was denoted as zero minutes for those twins (𝑛 = 2728) who reported not working at the
moment of the survey (missing information in 15 individuals).
∗∗∗∗Missing information in 17 individuals.
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Figure 2: Association of BMI and regressionmodel predictedmean
of the total sitting time (minutes per day), with 95% confidence
intervals. BMI values 20 or less as well as values 36 or more were
combined to be the first and the last categories.

negligible (1%), while most (64%) of the variation could be
ascribed to unique environmental factors, the latter including
measurement error.

4. Discussion

In this sample of 6713 twin individuals, 53–67 years of age,
the total amount of sitting was on average 6 hours 41 minutes
per day. In a Finnish population-based study of 30–45 years
of age, the mean sedentary time (time spent viewing TV,

Table 2: Influence of sex and age on sitting time in five different sit-
ting domains in the linear regression model (regression coefficients
with 95% confidence intervals). Men were used as the reference sex.

Sitting domain Coefficient 95% CI 𝑃 value
At work∗

Female sex 6.40 0.50, 12.30 0.034
Age per year −11.92 −12.64, −11.20 0.000

At home watching TV or videos
Female sex 1.10 −2.57, 4.76 0.558
Age 2.28 1.77, 2.79 0.000

At home at the computer
Female sex −6.70 −9.13, −4.26 0.000
Age 0.52 0.18, 0.87 0.003

In a vehicle
Female sex −16.86 −19.31, −14.41 0.000
Age − 1.16 −1.46, − 0.86 0.000

Elsewhere
Female sex 0.93 −1.29, 3.14 0.413
Age 0.74 0.44, 1.05 0.000

∗For those twins whowere not working at themoment of survey, sitting time
at work was denoted as zero minutes (𝑛 = 2728).

using the computer, reading, listening to music/radio, and
in other types of relaxation) was slightly less, a little over 5
hours, [16] but the time spent in vehicles was not inquired
into. Another study, involving those of 25–64 years of age,
has also shown similar estimates based on the mean self-
reported sitting times (including sitting times at work and
during leisure time, at home, while visiting friends, studying,
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Table 3: Pairwise correlations for sitting time by zygosity.

Number of pairs Correlation coefficient
MZ total 732 0.364
DZ total 1208 0.188

Male MZ 310 0.355
Female MZ 422 0.372
Male DZ 527 0.211
Female DZ 681 0.166
MZ: monozygotic; DZ: dizygotic.

and travelling) during a day: 6.9 hours (SD: 3.5) in men and
6.4 (SD: 3.3) hours in women [15].

In this study, the association between sitting time and
age indicated that those of a younger age had higher total
sitting time. The association of aging in sedentary behaviour
and physical activity patterns is still poorly known [30].
Some evidence exists that younger adults are more active in
moderate to vigorous physical activity than older adults [31]
but knowledge is lacking on changes in the daily proportion
of age-specific sedentary time. Among those with an average
79 years of age, sedentary behaviour explained 24% of the
daily functions [30]. The changes in leisure-time activities
after working age can only be speculated. In this study, 59%
of the twin individuals reported working full time during
the survey. It is possible that after working age the mean
activity levelmay increase because ofmore active hobbies and
a decreasing amount of sitting in vehicles to and from work,
at least for a few years. This hypothesis needs to be studied
further with long-term follow-up studies.

Our results also indicate that the increase in total sitting
time is associated with increase of BMI. This is in line with
other studies where a high amount of TV viewing time has
been related to higher BMI and waist circumference [3, 16].
On the other hand, lower BMI has been related to a higher
physical activity level in the aged [30].

There is evidence that genetics has at least a moderate
influence on physical activity levels, and age seems to be a
regulator of the activity heritability [21, 32, 33]. In adolescents
(13–19 years of age), genetic factors explained 72–85% of the
variance in exercise behaviour [20]. In another study, genetics
of sedentary behaviour in 12-year-old boys was 35% and
19% in girls, whereas the proportion of variance explained
by genetics increased to 48% in 20-year-old boys and to
34% in 20-year-old girls, respectively [21]. To the best of
our knowledge, our study is among the first ones to study
the relative contribution of heritability and environmental
factors to sedentary behaviour, measured as total sitting time
among older adults. In the present study, the influence of
heritability for the total sitting time was 35%, andmost (64%)
of the variation could be ascribed to unique environmental
factors. The role of heritability was of equal importance for
women and men in this study. The proportion of heritability
has been shown to be alike also in a study measuring daily
activities with an accelerometer device [23]. However, the
genetic component of physical inactivity has reported to be
stronger in a comprehensive review [18] compared to our

results. It has been reported that the heritability of physical
activity decreases with age [33]. However, more sophisticated
analyses need to be performed to confirm these results, also
using relevant adjusting or stratified variables.

It seems that environmental factors play an important role
in sitting time that may be related to adulthood choices or
other factors unique to each individual such as occupation
and leisure-time activities.The strong influence (50% to 72%)
of unique environmental factors on physical activity has also
been reported in other twin studies [22, 34]. These findings
suggest that factors influencing our sedentary behaviour
should be further elucidated. If the adulthood choices or
habits, but also built environments are really of importance
for the sitting time, as our preliminary results suggest, there
might be possibilities to target public health campaigns to
increase the public awareness of sedentary behaviour and/or
to target both individual and community-based interventions
in order to minimize sedentary behaviour and increase more
activity and health enhancing behaviour. Societal policies in
urban planning, the work environment, accessing leisure-
time facilities, and many others are probably of great impor-
tance in their impact on total sitting time. However, we can
also explore the role of earlier life circumstances, personality
factors, life events, and health status using the cohort data
available to us.

One of the main strengths of this study is the large
population-based twin data and a high participation rate.The
twin study design enables analysing the genetic component of
sitting time. Also the generalizability of this twin data should
be good since earlier reports have shown that the twins do
not differ from the general population in terms of several
traits including behaviour [35] or morbidity and mortality
[25]. Thus, our study gives new information and aspects
in analysing both the prevalence of sedentary behaviour by
sitting activity and the relative role of heritability in sitting
time.

Recommendations exist that monitoring self-reported
sedentary behaviour should include overall sitting time
in various activities [11]. In this study, the questionnaire
included questions of sitting time in several activities; at
work, at home, during commuting, and in all other activities
from which we calculated the total time of sitting. Hence,
we would like to assume that we have captured well the
sitting time during a day. Even though there are both validity
and reliability problems in self-rating methods reporting
sedentary behaviour [36], there is also evidence that those
who are reporting more sedentary behaviour in the self-
rating questionnaires are also behaving more sedentary in
the objectively measured studies [13]. Previous studies have
used predominantly only TV viewing time or TV viewing
alongside related “screen time” activities such as computer
and video-based time as an indicator of sedentary behaviour
[7, 11]. For example, longTVviewing timehas been associated
with overweight [3], mortality related to all-causes and
cardiovascular diseases [7] as well as mental health [37]
independent of many other risk factors or health behaviours.
In addition, sitting most of the day has been shown to cause
negative effects on insulin sensitivity and plasma lipids [38]. It
is, however, noticeable that not all kinds of sitting are harmful
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to our health [37]. Further studies of the age-related sedentary
behaviour heritability are needed.

5. Conclusion

The amount of sitting time decreases with increasing age
but seems to increase along with BMI among older adults.
Heritability seems to have a modest role in sitting time with
no difference by sex.

Appendices

A. Questions about Physical Exercise

What is your daily time of commuting by physically active
means (including walking, jogging, cycling, and/or cross-
country skiing) to and from work in total?

(a) less than 15 minutes
(b) 15 minutes–less than half an hour
(c) half an hour–less than an hour
(d) an hour or more
(e) I am not presently at work

Leisure-time physical exercise (exercise that does not occur
at work or while commuting to and from work). Here are
five alternatives that describe the amount of your leisure-time
exercise. Which one applies best to you when considering the
amount of exercise you get during the year as a whole?

(a) practically none
(b) a little
(c) a moderate amount
(d) quite a lot
(e) a great deal

How long does one session of your leisure-time physical
exercise last an average?

(a) less than 15 minutes
(b) 15 minutes–less than half an hour
(c) half an hour–less than an hour
(d) an hour to less than two hours
(e) over two hours

Presently how many times per month do you engage in
physical exercise during your leisure time?

(a) less than once a month
(b) 1-2 times a month
(c) 3–5 times a month
(d) 6–10 times a month
(e) 11–19 times a month
(f) more than 20 times a month

Is your leisure-time physical exercise about as intensive on
average as

(a) walking
(b) alternatively walking and jogging
(c) jogging (light run)
(d) running

B. Question about Sitting Time
(Sedentary Behaviour)

How many hours per day do you sit on average?

(1) in office or similar places (e.g., during a working day):

(a) less than an hour
(b) an hour–less than two hours
(c) two hours–less than four hours
(d) four hours or more

(2) at home watching TV or videos:

(a) less than an hour
(b) an hour–less than two hours
(c) two hours–less than four hours
(d) four hours or more

(3) at home at the computer:

(a) less than an hour
(b) an hour–less than two hours
(c) two hours–less than four hours
(d) four hours or more

(4) in a vehicle:

(a) less than an hour
(b) an hour–less than two hours
(c) two hours–less than four hours
(d) four hours or more

(5) elsewhere:

(a) less than an hour
(b) an hour–less than two hours
(c) two hours–less than four hours
(d) four hours or more

Conflict of Interests

The authors declare that they have no conflict of interests
regarding the publication of this paper.



8 BioMed Research International

Acknowledgments

Data collection was supported by the Academy of Finland
Center of Excellence in Complex Disease Genetics (Grant
nos. 213506 and 129680 to Jaakko Kaprio) and the Academy
of Finland (Grant nos. 265240 and 263278 to Jaakko Kaprio).
Analysis was supported by a grant from the Ministry for
Education and Culture of Finland to Annina Ropponen. The
authors would like to warmly thank the dedicated staff and
researchers in our group who took part in the planning and
data collection of wave four. A great thanks is due to all the
twins who have participated in these studies over the years.

References

[1] I. M. Lee, E. J. Shiroma, F. Lobelo, P. Puska, S. N. Blair, and
P. T. Katzmarzyk, “Effect of physical inactivity on major non-
communicable diseases worldwide: an analysis of burden of
disease and life expectancy,” The Lancet, vol. 380, no. 9838, pp.
219–229, 2012.

[2] M. T. Hamilton, D. G. Hamilton, and T. W. Zderic, “Role of low
energy expenditure and sitting in obesity, metabolic syndrome,
type 2 diabetes, and cardiovascular disease,” Diabetes, vol. 56,
no. 11, pp. 2655–2667, 2007.

[3] S. Inoue, T. Sugiyama, T. Takamiya, K. Oka, N. Owen, and T.
Shimomitsu, “Television viewing time is associated with over-
weight/obesity among older adults, independent of meeting
physical activity and health guidelines,” Journal of Epidemiology,
vol. 22, no. 1, pp. 50–56, 2012.

[4] A. E. Staiano, D. M. Harrington, T. V. Barreira, and P. T.
Katzmarzyk, “Sitting time and cardiometabolic risk in US
adults: associations by sex, race, socioeconomic status and
activity level,” British Journal of Sports Medicine, vol. 48, no. 3,
pp. 213–219, 2014.

[5] N. Owen, G. N. Healy, C. E. Matthews, and D. W. Dunstan,
“Too much sitting: the population health science of sedentary
behavior,” Exercise and Sport Sciences Reviews, vol. 38, no. 3, pp.
105–113, 2010.

[6] K. I. Proper, A. S. Singh, W. Van Mechelen, and M. J. M.
Chinapaw, “Sedentary behaviors and health outcomes among
adults: a systematic review of prospective studies,” American
Journal of Preventive Medicine, vol. 40, no. 2, pp. 174–182, 2011.

[7] Y. Kim, L. R.Wilkens, S. Y. Park,M. T. Goodman, K. R.Monroe,
and L. N. Kolonel, “Association between various sedentary
behaviours and all-cause, cardiovascular disease and cancer
mortality: the Multiethnic Cohort Study,” International Journal
of Epidemiology, vol. 42, no. 4, pp. 1040–1056, 2013.

[8] H. W. Kohl, C. L. Craig, E. V. Lambert et al., “The pandemic of
physical inactivity: global action for public health,”The Lancet,
vol. 380, no. 9838, pp. 294–305, 2012.

[9] R. R. Pate, J. R. O’Neill, and F. Lobelo, “The evolving definition
of ‘sedentary’,” Exercise and Sport Sciences Reviews, vol. 36, no.
4, pp. 173–178, 2008.

[10] M. Tremblay, “Letter to the editor: standardized use of the
terms ‘sedentary’ and ‘sedentary behaviours’,” Applied Physiol-
ogy, Nutrition and Metabolism, vol. 37, no. 3, pp. 540–542, 2012.

[11] G. N. Healy, B. K. Clark, E. A. H. Winkler, P. A. Gardiner,
W. J. Brown, and C. E. Matthews, “Measurement of adults’
sedentary time in population-based studies,” American Journal
of Preventive Medicine, vol. 41, no. 2, pp. 216–227, 2011.

[12] H. J. Helmerhorst, S. Brage, J. Warren, H. Besson, and U.
Ekelund, “A systematic review of reliability and objective
criterion-related validity of physical activity questionnaires,”
International Journal of Behavioral Nutrition and Physical Activ-
ity, vol. 9, p. 103, 2012.

[13] J.M. Schuna Jr.,W.D. Johnson, andC. Tudor-Locke, “Adult self-
reported and objectivelymonitored physical activity and seden-
tary behavior: NHANES 2005–2006,” International Journal of
Behavioral Nutrition and Physical Activity, vol. 10, no. 1, p. 126,
2013.

[14] A. E. Bauman, R. S. Reis, J. F. Sallis, J. C.Wells, R. J. Loos, and B.
W.Martin, “Correlates of physical activity: why are some people
physically active and others not?”TheLancet, vol. 380, no. 9838,
pp. 258–271, 2012.

[15] K. Borodulin, C. Zimmer, R. Sippola, T. E. Mäkinen, T.
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Different approaches are being taken to clarify the role of various factors in the development of physical activity behaviors. Genetic
studies are a new area of physical activity research and also the motives for physical activity have been widely studied.The purpose
of this paper is to review the findings emerging from the longitudinal genetic studies on leisure-time physical activity and to
evaluate the associations between motivational factors and leisure-time physical activity. The focus is to review recent findings
of longitudinal Finnish twin studies. The results of the latest longitudinal Finnish twin studies point to the existence of age-specific
genetic and environmental influences on leisure-time physical activity. Variations in environmental factors seem to explain the
observed deterioration in leisure-time physical activity levels. A decline in genetic influences is seen first from adolescence to
young adulthood and again from the age of thirty to the mid-thirties. In the Finnish twin participants, mastery, physical fitness,
and psychological state were the major motivation factors associated with consistent leisure-time physical activity behavior. The
results also indicate that intrinsic motivation factors may be important for engagement in leisure-time physical activity.

1. Introduction

Epidemiological studies have revealed that physical activity
can reduce risks for obesity as well as preventing several
chronic diseases and even reducing mortality [1–6]. How-
ever, a substantial proportion of individuals, especially those
living in the most developed countries, do not participate
in sufficient physical activities and thus fail to gain the
subsequent health benefits [7, 8]. If we are to understand why
some subjects fail to engage in regular physical activity in
leisure time, then we need to clarify which factors underlie
individual differences in physical activity behavior.

It is known that many different factors play a role in
leisure-time physical activity behavior. Leisure-time physical
activity level may partly be determined on the basis of

personal traits, needs, and interests and partly on external
factors such as environment and availability factors [9–11].
Some of these factors may make it easier or harder for
certain individuals to achieve high levels of physical activity.
However, it is important to remember that environmental
and genetic factors always work in conjunction. In the last
decades, serious attempts have been made to clarify the role
of different factors in physical activity behavior. Studies have
concentrated on the correlates (i.e., factors associated with
physical activity) and the determinants of physical activity
(i.e., factors associated with a causal relationship). No clear
consensus has been achieved, although several factors such
as age, sex, previous physical activity, self-efficacy, and health
status do seem to be associated with current physical activity
level [11].
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Figure 1: Participants in the Finnish twin studies originally described by Aaltonen et al. [27, 28, 65, 66].

Genetic studies are one of the new areas of physical
activity research. This is logical because individual’s genetic
characteristics seem to be a possible determinant of physical
activity [11] and advances in genetic technologies permit
identification of individual genes or gene systems associated
with a trait such as physical activity. These studies have
attempted to determine the genetic architecture of factors
contributing to an individual’s propensity to be physically
active. This includes estimating the overall role of genetic
factors (in contrast to all nongenetic factors). If genetic factors
are shown to be relevant, work is done to identify the genes
and the mode of action of the genes in physical activity. The
overall contribution of genetic factors to variation in physical
activity is often examined by conducting twin studies. Twin
study designs are popular in behavioral genetics, as they
provide an opportunity to disentangle the effects of genes
from those of the environment [12, 13]. In addition to
genetics, motivation is a personal characteristic that also may
be one of the key factors to help understand why some people
spend their leisure time undertaking physical activity. This
may be the reason why motives have been widely studied.

Although there are cross-sectional studies examining the
associations between the genetic and environmental influ-
ences, motives, and leisure-time physical activity, longitudi-
nal studies have been less frequently conducted. However,
the advantages of longitudinal study designs are that causal
associations can be better revealed and that the true effects of
agingmay be demonstrated. To date, little is also known about
whether the motives for physical activity change over the life
course. Another poorly characterized area is the difference in
motivational factors between active and inactive individuals.
The Finnish twin cohorts offered a great opportunity to
utilize longitudinal study design and conduct comparison
between physically active and inactive twins. The main aim

of the present paper is to review the recent findings on
genetic and environmental influences on the longitudinal
changes of leisure-time physical activity behavior as revealed
in the Finnish twin studies: first, from adolescence to young
adulthood and, second, over a 6-year follow-up period in
adulthood. Furthermore, the motives for leisure-time phys-
ical activity among consistently physically active and inactive
people from the Finnish twin studies are presented. The
present paper is based on the Ph.D. thesis of the first author,
Aaltonen [14].

Physical activity has been defined to be body movements
produced by the skeletal muscles, which cause a substantial
increase in energy demands over resting energy expendi-
ture [15]. However, the term physical activity is often used
interchangeably with the terms exercise or sports although
that is not correct or recommended [15]. The choice of term
(physical activity, exercise, or sports) may impact the results
of the genetic analyses and motivational studies. In this
review, we have therefore used the same terms used in the
original papers.

2. Genetic and Environmental Influences on
Leisure-Time Physical Activity

In quantitative genetic modeling, physical activity is assumed
to be made up of genetic and environmental contribu-
tions. Environmental influences can be divided into shared
environmental influences, representing the effects of envi-
ronmental factors shared, for example, by the cotwins in
a pair. Specific environmental influences represent unique
environmental influences and specific environmental influ-
ences result in differences between the cotwins of a pair
[16]. A number of twin studies using the quantitative genetic
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modeling have shown that genetic influences play an impor-
tant role in explaining individual differences in leisure-time
physical activity [17–26]. However, the different studies have
found very different patterns. The largest of these studies has
pooled data on leisure-time exercise behavior from seven
different countries (GenomEUtwin project) and found that
the heritability of exercise participation ranged from 48%
to 71%, with the exception of Norwegian men where it was
only 27% [22]. As this investigation indicates, it is clear that
there is heterogeneity in the results of studies related to
genetic influences on leisure-time physical activity. It can be
assumed that a significant proportion of the heterogeneity
may derive not only from changes in the genetic contribution
to this trait in different aged individuals but also from culture-
specific, sex-specific, and period-specific effects. Physical
activity assessment methods may also have an influence on
the heterogeneity of results. Heritability is always assessed
at a particular time and age, and above all, heritability is an
estimate of the genetic influences to individual differences on
a population level.

Longitudinal study designs are needed to reveal the age-
specific genetic influences on leisure-time physical activity.
However, only a few studies have investigated the genetic
and environmental influences on longitudinal leisure-time
physical activity before the Finnish twin studies were pub-
lished [27, 28]. Simonen et al. [29] reported change across
the lifespan in heritability estimates for leisure-time physical
activity in adult male twin pairs. A recent comparative study
in twins aged 19 to 50 from seven countries that collaborated
in the GenomEUtwin project was not a pure longitudinal
study, but it revealed also age-related changes in heritability
[30].

Earlier studies have also reported a shift between genetic
and environmental influences in the time periods between
childhood and adolescence and between adolescence and
young adulthood, although at different times in different
studies and in different directions. In Dutch boys, genetic
influences on leisure-time exercise behavior were fluctuating
from age of 7 years to age of 12 years, while in girls genetic
influences were more stable [31]. In this study, shared envi-
ronmental influences mainly explained the largest part of the
variance in leisure-time exercise behavior between childhood
and early adolescence.The decline in the heritability estimate
was noted in longitudinal studies by both van der Aa et al.
[32] and Eriksson et al. [33]. Genetic influences on leisure-
time physical activity declined from early adolescence to late
adolescence in both sexes in Dutch twins [32] and decline
was also seen during a 4-year followup among young Swedish
men in their twenties [33]. In contrast to these studies, Stubbe
et al. [34] found in their longitudinal study that between
the age of 13 and the age of 16 years genetic influences were
not important, whereas between the age of 19 and the age of
20 years genetic influences largely explained the individual
differences in leisure-time sports participation.

2.1. Genetic and Environmental Influences on Longitudinal
Leisure-Time Physical Activity in Finnish Twin Studies. The
participants of the Finnish twin studies examined for genetic

and environmental influences of leisure-time physical activity
are drawn from two cohorts: the FinnTwin16 study (twins
born between 1975 and 1979) and the older Finnish Twin
Cohort (twins born before 1958 and both cotwins alive
in 1967) (Figure 1). Both cohorts were identified from the
Central Population Registry of Finland with the purpose
of forming a national resource for genetic epidemiological
studies [35–39]. The longitudinal quantitative genetic anal-
yses of these cohorts published by Aaltonen et al. [27, 28]
produced results, which corroborate the findings of much
of the previous work in this field; that is, the heritability of
leisure-time physical activity behavior ranged between 27%
and 71% as summarized above. In the studies by Aaltonen
et al. [27, 28], the heritability of leisure-time physical activity
ranged between ∼30% and ∼52%.

In addition, these results of the Finnish twin studies
confirmed the existence of age-specific changes in the genetic
and environmental influences on leisure-time physical activ-
ity. The results revealed a change in the pattern of genetic
and environmental influences in the progress of leisure-time
physical activity: first, from adolescence to adulthood [27]
and, second, from the age of thirty to the mid-thirties [28].
The summary of the final models for leisure-time physical
activity has been presented in Figure 2.

In the study of the younger Finnish twins, the relative
role of additive genetic influences remained rather stable
during adolescence only changing from 43% to 52% [27].
However, the heritability estimate declined in the period
from adolescence to young adulthood to around 30%. This
decrease in genetic influences is parallel to the indications
that leisure-time physical activity level declines with age
[8, 40–42]. Shared environmental influences, in turn, also
showed relative stability during adolescence, but in contrast
to genetic influences they increasedmarkedly in young adult-
hood, especially in women. Additive genetic, shared environ-
mental, and specific environmental correlations between the
baseline results in adolescence and follow-up results in young
adulthood are shown in Figure 2.

In adulthood, around the age of thirty, additive genetic
influences were also moderate, at 44%, while a slight decline
was also seen in the mid-thirties, when additive genetic
influences were estimated to be 34% [28]. In this study, the
additive genetic correlation for leisure-time physical activity
was greater for men, 0.79, than for women, 0.64, but the
environmental correlation between the two time points did
not differ substantially between the sexes (Figure 2).The lon-
gitudinal phenotypic correlation in men was 0.45, of which
74% was due to longitudinal additive genetic influences,
while in women the longitudinal phenotypic correlation was
0.38, of which 60% was due to longitudinal additive genetic
influences.

Based on these longitudinal quantitative studies among
Finnish twins, both shared and specific environmental influ-
ences affected leisure-time physical activity up to adult-
hood, but only specific environmental influences were fur-
ther present in adulthood in the thirties and mid-thirties.
In contrast to the consistent expression of an important
group of genes observed in adulthood, new additive genetic,
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Figure 2: The summary of the final genetic models for leisure-time physical activity between both ages of 16.2 and 24.5 years and ages of
29.6 and 35.6 years in Finnish twin studies. It is important to note that the cohorts used in the models between ages of 16.2 and 24.5 years
and between ages of 29.6 and 35.6 years are not identical. Genetic and environmental influences are shown as percentages; upper value is for
men and lower value is for women. Confidence intervals (95% CI) are shown in the parentheses. Additive genetic, shared environmental, and
specific environmental correlations between the baseline and follow-up results are shown as curved arrows.Themore detailed summaries for
models are presented in the publications of Aaltonen et al. [27, 28].

shared, and specific environmental influences emerged at
each follow-up point in adolescence and in young adulthood.

3. Motives for Leisure-Time Physical Activity

In addition to genetics, motivation is a personal characteristic
that also may be one of the key factors for understand-
ing why some people are physically active in their leisure
time. Many studies have been published on what motivates
individuals to undertake physical activity. Several of these
studies have reported that, regardless of age, gender, or level
of physical activity, health is an important factor motivating
participation in leisure-time physical activity among adults
[43–49]. For instance, among the citizens of the European
Union member states, almost half of those aged over 15
years reported good health as the most important reason for
participation in physical activity [44]. Despite the general
importance of health as a factor motivating leisure-time
physical activity, it seems to be a factor which varies by
region [50]. In addition to health benefits, appearance [51],
fitness [48], enjoyment [48], and body image [52] are features
which are highly linked to physical activity among young
adults. However, it is important to remember that motives
may change during the stages of adoption of some form of

physical exercise [53]. Differences may also exist according
to exercise type [54, 55], gender, and age [46, 53, 56, 57].

So far, only some of the published studies have examined
differences in motivational factors between physically active
and inactive people, but none of these studies has been
longitudinal. Studies have been based on the hypothesis that
the level of leisure-time physical activity is explained by
differences in motivational factors. One study did indicate
that physical activitywasmostly associatedwith environmen-
tal factors, whereas inactivity was linked with sociodemo-
graphic factors [58]. Overall, when physically active people
were compared to physically inactive people, health, fitness,
and enjoyment were identified as the major motivational
factors for leisure-time physical activity in the active people
[46, 48, 59]. Social reasons were highlighted by physically
active and inactive people in the recent study of Costello
et al. [60]. In this study, physically inactive people wanted
leisure-time physical activity to be purposeful and fun,
while the active participants enjoyed exercise regardless of
its purpose. The randomized controlled study of Silva et
al. [61] found that women whose intervention focused on
promoting autonomous forms of exercise regulation and
intrinsic motivation showed higher physical activity levels
than controls.
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The role of family and genetic factors in motivation for
physical activity is poorly studied; further, links between
physical activity, genetic influences, and motivational factors
remain unraveled. A recent animal study suggested that
voluntary running motivation may be inherent [62]. In a
study by Huppertz et al. [63], exercise attitude components
explained 28% of the variance in leisure-time exercise behav-
ior. In bivariate modeling, all the genetic and all but two
unique environmental correlations between attitude compo-
nents and exercise behavior suggested a causal relationship
between exercise attitude and leisure-time exercise behavior.
The authors concluded that both exercise attitudes and exer-
cise behavior are heritable and are partly correlated through
pleiotropic genetic effects. It thus seems plausible that family
and genetic factors influence motives for physical activity.

3.1. Motives for Leisure-Time Physical Activity Based on Finn-
ish Twin Studies. The motives for undertaking leisure-time
physical activity were also studied using data from the
FinnTwin16 study (younger twins born between 1975 and
1979) and the Finnish Twin Cohort (older twins born before
1958 and both cotwins alive in 1967) (Figure 1). Participants
from the FinnTwin16 study were analyzed as individuals
in their mid-thirties. The cotwin control study design was
used when twin pairs (mean age 60.4 years) discordant
for leisure-time physical activity over 30 years from the
Finnish TwinCohort were analysed. In these studies, physical
fitness, psychological state, and enjoyment were the highest
scored reasons for engaging in leisure-time physical activity
when motivational factors were assessed by the Recreational
Exercise Motivation Measure (REMM) [64]. Thus, the same
factors seem to be important for engagement in leisure-
time physical activity among both younger and older adults
in Finland. These were also the factors that the physically
active participants rated higher than the physically inactive
participants. The findings of the importance of physical and
psychological health as motivational factors are also in agree-
ment with earlier findings by other researchers presented
above.

However, amajor result of the Finnish twin studies related
to motives confirmed the importance of motivational factors
in separating leisure-time physical activity behavior. When
motives for leisure-time physical activity were measured
among older Finnish twin pairs who have been discordant for
leisure-time physical activity over 30 years, the motivational
factors of mastery, physical fitness, and psychological state
were subdimensions that differed significantly between the
consistently physically active twins and their consistently
physically inactive cotwins [65] (Figure 3). The same results
were obtained when the consistently active twin individuals
were compared to the consistently inactive twin individuals
in the FinnTwin16 study [66] (Figure 4). These younger twin
individuals had been either consistently physically active
or consistently physically inactive for at least the last ten
years. Moreover, motivational factors related to appearance,
enjoyment, and willingness to be fitter or look better than
others and the social aspect of physical activity differed
also significantly between the younger twin individuals in
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Figure 3: Differences in the subdimensions of the REMMmeasure-
ment scale among twin pairs who have been discordant for leisure-
time physical activity over 30 years (twins from the Finnish Twin
Cohort) [65]. The dark grey columns of the histogram represent
twins who have been physically active over 30 years and the
light grey columns represent their inactive cotwins. The names of
the subdimensions are shown below the columns and the answer
options are shown on the left hand side of the histogram. The 𝑃
values above the columns indicate that there is a statistical difference
between the active and inactive cotwins. The 𝑃 value is shown only
if a significant difference between the groups was detected.

the FinnTwin16 study [66] (Figure 4). The results did not
substantially differ according to gender.

In the Finnish twin studies, both younger twin individ-
uals and older twin pairs rated conforming to others’ expec-
tations as the least meaningful motivating factors for under-
taking leisure-time physical activity. Conforming to others’
expectations is one of the subdimensions of the REMM. The
older inactive twins in the Finnish Twin Cohort emphasized
compliance with other peoples expectations slightly more
than their active cotwins within the pair. The same result was
found among younger twin individuals in the FinnTwin16
study. However, the difference was statistically significant
only between the consistently active and consistently inactive
twin individuals in the FinnTwin16 study and between the
consistently active and consistently inactive women in their
mid-thirties in the FinnTwin16 study [66]. No statistically
significant differencewas seen between the consistently active
and consistently inactive men in their mid-thirties in the
FinnTwin16 study [66] or between the twin pairs who have
been discordant for leisure-time physical activity over 30
years in the Finnish Twin Cohort [65]. The measure of effect
size also revealed that the difference between the groups
was of low magnitude. The subdimension of conforming
to others’ expectations clearly reflects the extrinsic type of
motivation. This suggests that genetic factors may contribute
to the relationship of physical activity and motivations, but
this has not been formally modelled.
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Figure 4: Differences in the subdimensions of the REMM mea-
surement scale among consistently physically active and inactive
twin individuals in their mid-thirties (twins from the FinnTwin16
study) [66]. The dark grey columns of the histogram represent twin
individuals who have been physically active for at least the last
ten years and the light grey columns represent twin individuals
who have been inactive for the same period of time. The names of
the subdimensions are shown below the columns and the answer
options are shown on the left hand side of the histogram. The 𝑃
values above columns indicate that there is a statistical difference
between the active and inactive cotwins.

4. Conclusions

In conclusion, several studies have provided evidence that
both genetic and environmental influences and motives are
associated with physical activity behavior. Furthermore, the
latest longitudinal studies among Finnish twins deepened
the understanding of regular, consistent leisure-time physical
activity behavior. Specifically, the results of the longitudinal
Finnish twin studies found evidence for the existence of age-
specific genetic and environmental influences on leisure-time
physical activity. Such age-specific genetic effects need to be
carefully considered when designing and analyzing molec-
ular genetic studies to identify specific genes and factors
affecting the expression of genes, such as through epigenetic
mechanisms. In addition, the results of the Finnish twin stud-
ies revealed differences in motivational factors influencing
leisure-time physical activity between consistently physically
active and inactive people. The results also indicated that
intrinsic motivation factors are important for engagement in
leisure-time physical activity.

The results of the present review suggested that variations
in environmental factors seemed to explain the observed
deterioration in leisure-time physical activity levels. Mea-
sures promoting leisure-time physical activity may be even
more important for women than for men, because of the
greater role of environmental influences in women shown
by these Finnish twin studies. Furthermore, the transitional
period from adolescence to young adulthood should be seen

as a strategic point to stimulate leisure-time physical activity
that would also lead to an active lifestyle in later adulthood.
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Background and Aims. Energy expenditure has been negatively correlated with fat accumulation. However, this association is highly
variable. In the present study we applied a genotype by environment interaction method to examine the presence of Genotype x
by Total Daily Energy Expenditure and Genotype x by Daily Energy Expenditure interactions in the expression of different body
composition traits. Methods and Results. A total of 958 subjects from 294 families of The Portuguese Healthy Family Study were
included in the analysis. TDEE and DEE were assessed using a physical activity recall. Body fat percentages were measured with a
bioelectrical impedance scale. GxTDEE and GxDEE examinations were performed using SOLAR 4.0 software. All BC traits were
significantly heritable, with heritabilities ranging from 21% to 34%. The GxTDEE and GxDEE interaction models fitted the data
better than the polygenic model for all traits. For all traits, a significant GxTDEE and GxDEE interaction was due to variance
heterogeneity among distinct levels of TDEE and DEE. For WC, GxTDEE was also significant due to the genetic correlation
function. Conclusions. TDEE and DEE are environmental constraints associated with the expression of individuals’ BC genotypes,
leading to variability in the phenotypic expression of BC traits.

1. Introduction

The hypothesis that the development of many complex traits
are the result of the interplay between genetic background
and environmental influences has long been postulated [1]
and has been referred to as genotype-by-environment inter-
action (GxE) [2]. Under such a hypothesis it is expected that
genetic effects are dynamically modulated by environmental
exposures.

This concept has been used to study obesity for several
decades [3], and there is a wealth of data confirming that
environmental factors, whether related to nutritional habits
and/or physical activity/exercise patterns, play key roles in the
accumulation of body fat [4, 5]. However, within a population
sharing the same physical activity (PA) habits (in terms
of levels and patterns), interindividual variability in body
composition is widely observed [6].

Genetic epidemiology research suggests that genetic fac-
tors account for 50% to 90% [7] of the total interindividual
variability in body fat accumulation. It remains, however,
to be explained how environmental and behavioral factors,
such as PA, affect the genetic influence on body composition.
Twin-based studies have shown that genetic factors influence
weight changes following different exercise patterns [8–
10]. For example, results from the Swedish Young Male
Twins study [5] indicated that for those twins with genetic
susceptibility for obesity, engaging in an active lifestyle, had a
preventive effect on accumulating fat. Accordingly, Mustelin
et al. [11] found an inverse additive genetic correlation
between PA and BMI in both genders with correlations
of −0.22 and −0.08 for females and males, respectively.
More recently, an association study identified significant
interactions between individual genes and self-reported PA,
suggesting, for example, that the effect of the FTO rs9939609
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polymorphism on body fat accumulation is exacerbated by
low levels of PA [12]. Also, it has been shown that PAdecreases
the impact of FTO gene variants on obesity [13]. In a study
with Danish and Finnish twin samples [14], the results follow
the same trend with an inverse association between PA and
WC and BMI and % body fat as well as evidence that PA
decreases both genetic and environmental variances of BMI
and waist circumference. Moreover, using a GxE model,
McCaffery et al. [15] found that BMI is, on average, lower
among those individuals that engage in vigorous activities
and that vigorous exercise significantly modified the additive
genetic component of BMI, confirming the presence of a GxE
interaction. Using an animal model, Noland et al. [16] found
that even when exposed to a high fat diet, rats with inherited
low oxidative capacity were heavier and hypertriglyceridemic
when compared to high oxidative capacity rats. As such, it is
highly likely that differences in PA patterns and levels may
have different impacts on body composition changes within
the same population. Accordingly, to better explainwhy some
people become obese while others do not, it is important to
understand how PA interacts with genotype and influences
its association with body fat.

In the present study, using a nuclear family design, we
bring together information on body composition and energy
expenditure aiming (1) to estimate the magnitude of the
genetic effects on body composition (BC) traits and (2)
to examine the Genotype x Total Daily Energy Expendi-
ture (GxTDEE) and Genotype x Daily Energy Expenditure
(GxDEE) interactions that may affect the impact of PA on BC
traits. Our main hypothesis is that the genetic regulation of
BC is affected by distinct levels of PA/EE.

2. Materials and Methods

2.1. Study Population

The Portuguese Healthy Family Study, from the Portuguese
Estudo de Famı́lias Saudáveis Portuguesas (FAMS), investi-
gates the relationship amongmetabolic syndrome indicators,
physical activity, physical fitness, and body composition in
nuclear Caucasian families. Children and adolescents aged
10 to 18 years were recruited in schools from the north and
central regions of mainland Portugal and were approached
to freely participate in the study with their siblings and
parents. Children with chronic diseases (such as asthma
and diabetes), physical handicaps, or psychological disorders
that might impair their daily routines and physical activities
within schools and/or sports clubs were excluded. Given that
families with 3 or more children are scarce in the Portuguese
population [17], the sample comprises 294 families with only
one or two siblings (see Table 1). The ethics committee of the
Faculty of Sport, University of Porto, approved the study and
written informed consent, and assent was obtained from all
subjects.

2.2. Data Collection

2.2.1. Physical Activity. Using a 3-day physical activity recall
[18], a trained technician interviewed each subject, recording

the dominant activity for each 15-min period during 24 h by
using a list of categorized activities. Categories from 1 to 9
refer to increasing levels of energy expenditure (METs) of
each activity in which category 1 indicates very low energy
expenditure such as sleeping or resting in bed and category
9 refers to highly demanding physical work such as high-
intensity sports. Approximate median energy cost for each
of the nine categories in kcal/kg/15min was used to compute
the daily energy expenditure (DEE) for each individual. The
number of 15-min periods for each categorywas first summed
over the 3-day period andweighted by its ownmedian energy
cost. DEE was then calculated by summing over the median
energy cost of all nine categories and dividing by 3 days.
TDEE was then computed by multiplying DEE by subjects’
body weights. This method has been previously validated for
children and adults [18].

2.2.2. Anthropometric Measurements. The standardized pro-
cedures of Lohman et al. [19] were used to measure height
with a Siber Hegner anthropometer (GMP instruments),
and body composition was measured with a bioelectric
impedance scale (TANITA BC-418 MA; Segmental Body
Composition Analyser Tanita, Corporation, Tokyo, Japan).
Two body composition traits were estimated—%body fat
(%FAT) and %trunk fat (%TFAT). This impedance scale
has been validated previously with Dual-Energy X-ray
Absorptiometry—DXA [20], a gold standard method for
body compositionmeasurement. Bodymass index (BMI)was
calculated as weight (kg)/height (m2). Waist circumference
was measured at the end of a normal expiration just above
the iliac crest, using a nonelastic Holtain tape.

2.2.3. Statistical Analysis. Univariate quantitative genetic
procedures as implemented in SOLAR [21] under a special
class of the multivariate linear model, namely, the variance
components (VC) approach, were used to estimate additive
genetic and environmental VCs for each of the BC traits.
Prior to all modeling, TDEE, age, age2, sex, age-by-sex,
and age2-by-sex were used as covariates in a preliminary
VC model. Residuals were thus derived for each trait and
were normalized using an inverse normal transformation, as
previously advocated [22, 23]. Heritability estimates (h2) were
computed using a maximum likelihood approach to estimate
variance components under the standard polygenic model as
implemented in SOLAR v.4.3.1 software [21].

Hypothesis Testing. In order to assess the influence of distinct
levels of energy expenditure in body composition genetic
regulation we established two main hypotheses.

(1) The genetic background of body composition traits is
dependent on changes in total daily energy expendi-
ture [TDEE (kcal/day)];

(2) The genetic background of body composition traits
is dependent on changes in daily energy expenditure
[DEE (kg/kcal/day)].

To test for GxTDEE and GxDEE interactions, basic
initial hypotheses were formulated regarding the vari-
ance/covariance relationship of a BC indicator between
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Table 1: Sample descriptive characteristics (means ± standard deviations).

Fathers (𝑛 = 180) Mothers (𝑛 = 253) Sons (𝑛 = 265) Daughters (𝑛 = 260)
Age (yrs) 45.4 ± 5.2 43.5 ± 4.5 14.7 ± 2.8 14.4 ± 2.8
Height (cm) 170.0 ± 6.7 158.6 ± 5.7 162.2 ± 12.9 156.3 ± 9.7
Weight (kg) 80.1 ± 13.2 66.9 ± 10.2 58.0 ± 16.2 53.6 ± 12.7
TDEE (kcal/day) 3561.8 ± 962.7 2788.4 ± 527.6 2280.6 ± 774.4 2024.9 ± 568.4
DEE (kg/kcal/day) 44.25 ± 8.8 41.92 ± 6.3 39.15 ± 7.4 39.03 ± 10.6
BMI (kg/m2) 27.7 ± 4.1 26.6 ± 3.9 21.5 ± 4.1 21.7 ± 3.9
%FAT 23.0 ± 5.7 33.7 ± 5.9 20.0 ± 6.5 27.8 ± 6.2
%TFAT 24.6 ± 6.5 29.9 ± 7.0 16.9 ± 6.8 22.5 ± 7.6
WC (cm) 92.3 ± 10.6 81.0 ± 9.0 72.8 ± 10.4 68.4 ± 8.6
TDEE: total daily energy expenditure; DEE: daily energy expenditure; BMI: body mass index; %FAT: fat percentage; %TFAT: trunk fat percentage; WC: waist
circumference.

family members with different levels of energy expenditure.
With regard to GxTDEE andGxDEE interactions, the funda-
mental null hypothesis is that the expression of a polygeno-
type (i.e., aggregate of all genotypes related to the expression
of a phenotype) is independent of TDEE and/or DEE levels.
It can be shown from first principles that if there are no
GxTDEE and/or GxDEE interactions, the same BC indicator
measured in subjects with different levels of TDEE and/or
DEE will have a genetic correlation of 1.0 and the genetic
variance will be homogeneous across all levels of TDEE
and/or DEE [24, 25]. On the contrary, if GxTDEE and/or
GxDEE interactions are present, the genetic correlation will
be significantly less than 1.0 and/or the genetic variance will
not be the same among all levels of TDEE and/or DEE.

The foregoing requires that we model the variance and
correlation as functions of TDEE and/or DEE levels. For the
genetic variance function (and similarly for the environmen-
tal variance function), we modeled the variance using an
exponential function to ensure positivity, which is required
since any variance is a squared term [24, 25]: 𝜎2

𝑔
= exp[𝛼

𝑔
+

𝛾

𝑔
(EE)], where 𝛼

𝑔
and 𝛾

𝑔
are parameters to be estimated.

An additional justification for the exponential function is
suggested by the alternative name of this approach, namely,
the log-linear model of the variance: ln 𝜎2

𝑔
= 𝛼

𝑔
+ 𝛾

𝑔
(EE).

That is, on taking the natural logarithm of the variance
modeled as an exponential function, we have the equation
of a straight line. In this form, the variance homogeneity
null hypothesis obviously holds for a slope-term equal to 0:
𝛾

𝑔
= 0. For the genetic correlation function, we modeled

the genetic correlation as an exponential decay function
of the pairwise differences in TDEE and/or DEE levels:
𝜌

𝑔
= exp(−𝜆|EE

𝑖
− EE
𝑗
|), where 𝜆 is a parameter to be

estimated as a function of the difference in TDEE and/or
DEE levels between any two individuals 𝑖 and 𝑗. Here, we
also have an elegant reexpression of the interaction null
hypothesis, in this case regarding the genetic correlation, in
that a genetic correlation equal to 1 is equivalent to 𝜆 = 0.
This is because for 𝜆 = 0, we have 𝜌

𝑔
= exp(−𝜆|EE

𝑖
−

EE
𝑗
|) = 𝑒

0
= 1. At the same time we employed a similar

variance function for the residual environment variance as
a function of the TDEE and/or DEE environments because
it guards against bias in the detection of additive genetic
variance heterogeneity. Allowing for variance heterogeneity

(i.e., model the variance as a function) in only the additive
genetic variancewould lead to a bias in the relevant parameter
estimate because it is possible in theory for there to be
heterogeneity in the residual environmental variance as well.
Thus, allowing for heterogeneity in both the additive genetic
variance and residual environmental variance can be said
to guard against this bias. Also, since our statistical genetic
model assumes from the outset that the genetic and residual
environmental effects are uncorrelated we did not posit a
corresponding environmental correlation function. Allowing
for a residual environmental correlation function on the same
environmental variable as that for the genetic correlation
function would violate the said assumption.

For reasons detailed in Diego et al. [24], the likelihood
ratio test statistics (LRTs) to test 𝛾

𝑔
= 0 and 𝜆 = 0 are,

respectively, distributed as 𝜒2
1
and are as follows: a chi-square

randomvariablewith 1 degree of freedom (d.f.) and ((1/2)𝜒2
0
+

(1/2)𝜒

2

1
), a 50 : 50mixture of chi-square randomvariablewith

a point-mass at 0, denoted by 𝜒2
0
, and a chi-square with 1 d.f.

Prior to examination of these hypotheses, however, we first
confirmed if the overall GxTDEE and/or GxDEE interaction
models provided a better fit to the data than the standard so-
called polygenic model. The LRT for these comparisons can
be shown to be distributed as ((1/2)𝜒2

2
+(1/2)𝜒

2

3
) [26]. Under

the null hypothesis, the GxTDEE and/or GxDEE models can
be thought of as reparameterized models, where the additive
genetic variance is equal to exp(alphaG) and the residual
environmental variance is equal to exp(alphaE). Taking this
into account, on comparison with the polygenic model, the
full GxTDEE and/or GxDEE models have three additional
parameters, namely, the gamma parameters for the additive
genetic and residual environmental variance functions and
the lambda parameter for the genetic correlation function.
The two gamma parameters give rise to LRTs that are each
distributed as 𝜒2

1
, and the lambda parameter gives rise to an

LRT that is distributed as themixture ((1/2)𝜒2
0
+(1/2)𝜒

2

1
).The

sum of these chi-squares gives ((1/2)𝜒2
2
+ (1/2)𝜒

2

3
).

3. Results

The basic descriptive data for TDEE, DEE, and BC traits in
fathers,mothers, sons, and daughters are presented in Table 1.
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Table 2: Family structures.

FM4 FM3 FM2 FM1 FM M3 M2 M1 M F3 F2 F 2 1 Total
𝑛 3 21 105 41 4 7 44 24 2 2 7 1 16 17 294
% 1.02 7.14 35.71 13.95 1.36 2.38 14.97 8.16 0.68 0.68 2.38 0.34 5.44 5.78 100
FM4: father + mother + 4 offspring; FM3: father + mother + 3 offspring; FM2: father + mother + 2 offspring; FM1: father + mother + 1 offspring; FM: father +
mother; M3: mother + 3 offspring; M2: mother + 2 offspring; M1: mother + 1 offspring; M: mother; F3: father + 3 offspring; F2: father + 2 offspring; F: father;
2: two siblings; 1: one sibling.

Table 3: Heritability estimates (ℎ2), standard-errors, and cor-
responding 95% confidence intervals (95% CI) of the different
phenotypes inThe Portuguese Healthy Family Study.

Trait ℎ

2 (95% CI) Std. error 𝑃 value
BMI 0.25 (0.14, 0.37) 0.07 <0.001
%FM 0.25 (0.14, 0.37) 0.07 <0.001
%TFM 0.21 (0.10, 0.32) 0.07 <0.001
WC 0.34 (0.22, 0.45) 0.07 <0.001
BMI: body mass index; %FM: fat percentage; %TFM: trunk fat percentage;
WC: waist circumference.

Information from 294 families comprising 180 fathers, 253
mothers, 265 sons, and 260 daughters was included. The
average family size was 3.3 subjects (Table 2). Total daily
energy expenditure follows the expected trend with fathers
presenting the highest values, followed by mothers, sons, and
daughters, which can be explained by the greater weight of
fathers andmothers.These differences are heavily diminished
for daily energy expenditure, which does not account for the
individuals’ weight. However, significant differences were still
observed between all classes of relatives for DEE [F(3,795) =
16.126, 𝑃 < 0.001]. As expected, %FAT was higher in females
than in males. Sons and daughters’ average BMIs were very
similar.

Heritability estimates (h2) presented in Table 3 were all
highly significant (𝑃 < 0.001), ranging from 0.21 (95% CI:
0.14, 0.37) for %TFAT to 0.34 (95% CI: 0.22, 0.45) for WC
meaning that the phenotypic expression of BC traits is in part
due to moderate-to-strong additive genetic factors, which is
a compelling argument to pursue further specific analysis of
their genetic architecture.

The polygenic model was compared to the GxTDEE
and/or GxDEE interaction models by means of a log-
likelihood ratio test (see Table 4). The GxTDEE and GxDEE
interaction models were significantly better than the poly-
genic model for all the BC traits implying that the GxTDEE
and/or GxDEE models fit the data better than the poly-
genic model for each of these four traits. This means that
interindividual variability in the phenotypic expression of
these body composition traits is to some degree explained
by an interaction between genotype and energy expenditure.
As such, different genotype architectures lead to distinct
expressions of body composition under the same energy
expenditure levels. In Table 5 we present the parameter
estimates relevant to interpreting GxE interaction, namely,
the gamma and lambda parameters.

Table 4: Results of log-likelihood ratio tests (LRT) and respective 𝑃
values contrasting a polygenic model versus a GxTDEE and GxDEE
model for each of the body composition traits.

Trait Polygenic LnL LnL LRT 𝑃 value
GxTDEE

BMI −387.781 −338.660 98.243 <0.0001
%FM −386.643 −370.572 32.144 <0.0001
%TFM −387.543 −380.396 14.294 0.002
WC −380.061 −319.731 120.660 <0.0001

GxDEE
BMI −387.781 −356.720 62.124 <0.0001
%FM −386.630 −378.016 17.227 <0.0001
%TFM −387.432 −380.609 13.646 0.002
WC −379.868 −344.650 70.436 <0.0001
BMI: body mass index; %FM: fat mass percentage; %TFM: trunk fat mass
percentage; WC: waist circumference; LnL: log-likelihoods; LRT: likelihood
ratio test.
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Figure 1: Genotype x Daily Energy Expenditure genetic variance.
BMI: body mass index; FM%: fat mass percentage; TFM%: trunk fat
mass percentage; WC: waist circumference.

Verification of GxTDEE and/or GxDEE interactions was
made by comparing both full models to their constrained
alternatives for BMI, % FAT, % TFAT, and WC.

The significant results for variance heterogeneity and
genetic correlation are shown in Figures 1 and 2. All traits
were significantly influenced for both GxTDEE and GxDEE
models. The significance of the GxDEEmodel was due to the
rejection of the genetic variance (𝜎2

𝑔
) (Figure 1) homogeneity

hypothesis, whereas the significance of the GxTDEE model



BioMed Research International 5

Table 5: Lambda and Gamma parameter estimates for each of the body composition traits under the GxTDEE and the GxDEE models.

Trait Lambda∗ Gamma∗ Lambda LRT Gamma LRT
GxTDEE

BMI 0.0008 (0.0004, 0.0017) — 6.243 —
%FM 0.0014 (0.0008, 0.0026) — 11.597 —
%TFM 0.0012 (0.0006, 0.0026) — 7.031 —
WC 0.00009 (0.0005, 0.0014) 0.0006 (0.0004, 0.0007) 11.909 12.711

GxDEE
BMI — 0.0896 (0.0733, 0.1076) — 13.261
%FM — 0.0731 (0.0525, 0.0949) — 12.116
%TFM — 0.0755 (0.0527, 0.0989) — 9.950
WC — 0.0868 (0.0710, 0.1043) — 27.063
∗Maximum likelihood parameter estimate followed by the lower and upper bounds for a 95% confidence interval computed following standardmethods. BMI:
body mass index; %FM: fat mass percentage; %TFM: trunk fat mass percentage; WC: waist circumference; LRT: likelihood ratio test.
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Figure 2: Genotype x Total Daily Energy Expenditure genetic variance (a) and genetic correlation (b). BMI: body mass index; FM%: fat mass
percentage; TFM%: trunk fat mass percentage. Genetic correlation function refers to the genetic correlation for the same trait under different
TDEE environments.

was due to the rejection of the null hypotheses of a genetic
correlation (𝜌

𝑔
) equal to 1 (Figure 2). The only exception was

WC inwhich the genetic variance (𝜎2
𝑔
) homogeneity hypothe-

sis was also rejected under the GxTDEEmodel (Figure 2(b)).
This means, for instance, despite variance homogeneity for
BMI, %FAT, and %TFAT under the GxTDEE model, that a
significant interaction with TDEE was still present because
the genetic correlation of these traits under distinct TDEE
levels was not equal to 1. For example, if the genetic correla-
tion between BMI under TDEE of 2500 kcal/day and a TDEE
of 1500 kcal/day is 0.6, thenwemay speculate that if the TDEE
environments differ then different genes are being activated
and are being responsible for body composition expression.
The null hypothesis of homogeneity in the genetic variance
implies a straight line graph (i.e., slope equal to 0) at the
level of the natural logarithm of the heritability given that
the variances are modeled as exponential functions. Thus,

Figure 2(a) shows that the genetic variance does vary as a
function of the energy expenditure environment. Specifically,
the genetic variance increases with increasing levels of energy
expenditure, which means that the higher the TDEE values,
the greater the differences in the set of genes activated that
are responsible for WC expression. As for Figures 1 and 2(b),
the null hypothesis of a genetic correlation equal to 1 is
graphically depicted by the horizontal line where the genetic
correlation function equals 1. This means that under the
null hypothesis the genetic correlation is not to be regarded
as a function of differences in the environmental measure.
Exponential curves that decay away from the null value
simply indicate that the genetic correlation is in these cases
a function of differences in the environmental measure.

Figure 3 shows the simultaneous representation of the
variance and correlation functions for WC, demonstrating
that GxTDEE interaction forWC is a joint function of genetic
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Figure 3: Genetic covariance function for waist circumference
under the GxTDEE model.

variance heterogeneity and a genetic correlation different
than one. In the figure, pairwise differences refer to the
differences between subjects in their TDEE levels.

4. Discussion

This study, based on a Portuguese sample of families, aimed
to quantify the genetic variance of different BC traits as
well as to examine the GxTDEE and GxDEE interactions in
modulating the manifestation of these traits in family mem-
bers. Our results not only confirm the importance of genetic
factors in governing the expression of these BC traits, with
all h2 being significant, but also most importantly showed
the importance of both GxTDEE and GxDEE interactions
in fat accumulation. To the extent of our knowledge this
is the first effort to apply a GxE interaction analysis, using
a nuclear family-design study, to test the hypothesis that
individual differences in phenotypic expression of BC traits
are conditioned by their EE levels; that is, the interindividual
variability in different body composition traits is genetically
driven and mediated by physical activity exposure.

Body composition heritability estimates reported here
were all statistically significant which is in agreement with
previous results [27–32]. Waist circumference was the most
heritable of the four traits (h2 = 0.34), and its value is
comparable to the estimates of 0.38 found in the Linosa study
[32] and 0.39 found in a study with 533 nuclear families from
Spain [28]. The heritability of BMI (h2 = 0.25) is lower than
those from Spain (h2 = 0.44 [28]). The same tendency was
observed for body fat with our moderate heritability estimate
of 0.25 contrasting with 0.69 in a Swedish sample [33], 0.48
in Nigeria, 0.54 in Jamaica, 0.57 in USA [31], and 0.64 for
males and 0.56 for females in a Chinese sample [34]. These
discrepancies are usually attributable to different sampling
strategies and sample sizes, distinct statistical approaches
used to estimate h2, and use of distinct adjustments (different

covariates). For instance, in our study, all of the h2 estimations
were controlled for the effect of TDEE which might explain
this discrepancy of results. In summary, this wealth of
data merely affirms the well-known dictum that heritability
estimates are sample specific. Although our h2 estimates are
somewhat lower than the ones previously reported, we still
have from 1/5 to 1/3 of residual variance of BC traits explained
by genetic factors, which is a compelling argument to further
examine the underlying genetic architecture.

Over the years, researchers have been keen on studying
the associations of different environmental exposures with
BC [35]. This has mostly been done using a regression-based
approach for the detection of phenotypic-level associations
between traits among family members [34, 36]. Despite
its usefulness in quantifying the degree and sign of the
association between distinct BC phenotypes, correlations
provide little information regarding the putativemechanisms
that underlie such associations. GxE interaction analysis
holds the promise of verifying if the association between an
environmental factor (e.g., EE) and body fat accumulation
is genetically driven, which may be of importance in under-
standing why people respond differently to physical exercise
intervention programs [37].

In the present report, we chose to analyze the potential
effects of EE on genotype determination of body composition
traits in two different ways: assess the effects of (i) total
daily energy expenditure (kcal/min) and (ii) daily energy
expenditure (kg/kcal/min). The rationale behind the two
different approaches is that TDEE is an absolute measure
that is known to be significantly influenced by the effects of
age on BMI [38], mainly due to the greater weight of older
subjects that is here well observed since there are substantial
differences in TDEE between generations, meaning that the
differences track with age. Thus, the further analysis of
GxDEE allows avoiding the bias related with the influence of
greater weight on energy expenditure and a possible age effect
on the results of GxTDEE.

The results showed that all BC traits were signifi-
cantly influenced by both GxDEE and GxTDEE interactions
through the rejection of the hypothesis of the genetic cor-
relation being equal to 1 or/and the hypothesis of variance
homogeneity. This means that the genotype effects are not
exactly the same under different energy expenditure condi-
tions, as they are not fully correlated between distinct DEE
and/or TDEE environments. Generally, distinct trends were
observed for the two models as the GxDEE interaction was
significant due to the rejection of the genetic variance (𝜎2g )
homogeneity hypothesis and the GxTDEE interaction due to
the rejection of the null hypotheses of a genetic correlation
(𝜌g) equal to 1. Waist circumference was the only trait to be
significantly influenced by the twohypotheses and only under
the GxTDEE model.

As regards the GxDEE model and the expression of WC
under the GxTDEE model, the results presented here show
that the genetic variance increases with increasing levels of
DEE (and TDEE for WC), which may lead us to speculate
that there are genes involved in the expression of body
composition traits that are only “triggered” at higher levels
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of DEE. This particular set of results is not in line with the
majority of the previous studies on the interaction between
energy expenditure and obesity, in which increasing EE levels
have been found to diminish the genetic effects on obesity-
related traits. However, the research by Lappalainen et al. [39]
also failed to find an association between exercise and the
effect of FTO gene on weight changes, in a 4-year followup
of 522 overweight or obese subjects randomized to control
and lifestyle intervention groups. This evidence poses an
argument for the necessity of continuing efforts to unravel the
effects of EE at a genetic level that might influence different
BC traits. The results under the GxTDEE model indicate
that the greater the differences in TDEE levels, the lower
the genetic correlations, meaning that the genes influencing
body composition traits differ under different TDEE levels.
So, in contrast with the GxDEEmodel, the significance of this
model is due to the influence of different genes under distinct
levels of TDEE and not to an increase in the additive effects
of genes under higher levels of DEE. Previously, physical
inactivity was found to upregulate the expression of a number
of genes in skeletal muscle tissue in a mice model, which
leads to a speculation that the same may be true for obesity
markers [40, 41]. In humans, physical inactivity before and
after bed rest has been associated with higher levels of tumor
necrosis factor 𝛼 (TNF-𝛼) [42], which is a potent mediator of
gene expression related to inflammation by activating nuclear
factor kappaB (NF𝜅B) signalling [43, 44]. On the basis of
these data, individuals at different ends of the spectrum of
physical activity would be expected to express different sets of
genes, one set more associated with subclinical inflammation
and the other set less so. In turn, these different sets of
genes being expressed across the physical activity spectrum
would result in a decay of the genetic correlation away from
complete correlation.

GxEE influence on body composition traits has also been
studied using DNA analysis [45, 46]. For example, Li et al.
[45] genotyped 12 SNPs in obesity-susceptibility loci of 20,430
individuals from the EPIC-Norfolk cohort and reported that
each additional BMI-increasing allele significantly increased
the risk of obesity in the whole population, but significantly
(𝑝interaction = 0.015) more in inactive individuals [OR = 1.158
(CI
95% = 1.118–1.199)] than in active individuals [OR = 1.095

(CI
95% = 1.068–1.123)]. However, in the active group this

increase was only 379 g, leading to the conclusion that being
active may reduce the genetic predisposition to obesity by
40%. Also, the FTO gene was found, when comparing active
to nonactive individuals, to have a diminished influence on
BMI (0.25 BMI increase per risk allele in active individuals
versus 0.44 BMI increase per risk allele in nonactive indi-
viduals) and WC (0.64 cm increase per risk allele in active
individuals versus 1.04 cm increase per risk allele in nonactive
individuals) [46]. More recently, in a robust meta-analysis of
218,166 adults and 19,268 children the results showed that the
association between FTO and obesity is diminished by 27%
from the effect of PA [13].

This issue is highly challenging and important consid-
ering that in many countries researchers and policy makers
are trying to deal with the obesity epidemic and associated
morbidities not only from a health standpoint but also from

a financial view given the public burden in costs of obesity
related morbidities [47, 48]. This epidemic has been mostly
connected to a fast changing environment (referred to as
“obesogenic”) characterized by inducing low levels of energy
expenditure and persuasive ways of increasing caloric intake
that together constitute a difficult challenge to our genome
[45, 46], but our results highlight that genetic adaptabil-
ity to energy expenditure environments is probably more
important than the environment itself. This has been proven
previously in a highly cited experimental study with MZ
twins [8] in which the variance in response to an overfeeding
program of 100 days was three times greater between-pairs
than within-pairs for BC traits. The same trend was observed
when MZ twins were subjected to an exercise protocol over
a 93-day period. Once again, and under controlled nutrient
intake, the differences in weight loss were more pronounced
between-pairs than within-pairs [10]. Both of these studies
substantiate that the more genetically similar individuals are,
the more similar they react to the same environment.

We think that our results add to the efforts in trying to
disentangle these matters and help to substantiate the latter
arguments by suggesting that the phenotypic expression of
BC traits is the result of joint effects of genes, EE levels
(environment), and their interactions.

Despite the relevance of the present results, some limita-
tions should be acknowledged. Firstly, the sample used may
not be representative of the general Portuguese population.
Secondly, the method chosen to estimate BC traits, in our
case bioelectrical impedance analysis, even though having
been previously validated with DXA [20], is not free from
bias in its results although the precision of the equipment
is ±1%. Nevertheless, this method has been widely used as
a BC analyzer in many studies [49–51]. Also, our sample is
made of 294 families, which compares with 319 families from
the Viva la Familia Study [30] but is somewhat smaller than
533 families from Spain [28]. However, we feel that the joint
effects of the size of our sample, the use of state of the art
statistical procedures, and the novelty of the analysis in PA
genetic epidemiology research are strengths of the present
study that warrant consideration.

5. Conclusions

In conclusion, the present results showed that the genetic
expression of BC traits is significantly influenced by energy
expenditure levels. Accordingly, physical activitymay be con-
sidered an environmental variable that promotes interindi-
vidual differences in BC traits through genetic mediation.
This is valuable information for health practitioners. More
efforts should be devoted to not only identify specific loci
that control different BC traits but also test if these loci are
regulated or not by different PA levels.

Acronyms

BMI: Body mass index
%TFM: Trunk fat mass percentage
%FM: Fat mass percentage
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TDEE: Total daily energy expenditure
DEE: Daily energy expenditure
EE: Energy expenditure
GxE: Genotype by environment

interaction
PA: Physical activity
BC: Body composition
WC: Waist circumference.
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Purpose. Twin studies provide evidence that genetic influences contribute strongly to individual differences in exercise behavior.
We hypothesize that part of this heritability is explained by genetic variation in the dopaminergic reward system. Eight single
nucleotide polymorphisms (SNPs in DRD1: rs265981, DRD2: rs6275, rs1800497, DRD3: rs6280, DRD4: rs1800955, DBH: rs1611115,
rs2519152, and in COMT: rs4680) and three variable number of tandem repeats (VNTRs in DRD4, upstream of DRD5, and in
DAT1) were investigated for an association with regular leisure time exercise behavior. Materials and Methods. Data on exercise
activities and at least one SNP/VNTR were available for 8,768 individuals aged 7 to 50 years old that were part of the Netherlands
Twin Register. Exercise behavior was quantified as weekly metabolic equivalents of task (MET) spent on exercise activities. Mixed
models were fitted in SPSS with genetic relatedness as a random effect. Results. None of the genetic variants were associated with
exercise behavior (𝑃 > .02), despite sufficient power to detect small effects. Discussion and Conclusions. We did not confirm that
allelic variants involved in dopaminergic function play a role in creating individual differences in exercise behavior. A plea is made
for large genome-wide association studies to unravel the genetic pathways that affect this health-enhancing behavior.

1. Introduction

Despite its well-known health benefits both in youth [1] and
in adults [2, 3], regular leisure time exercise behavior drops
from childhood to adolescence and reaches unacceptable low
proportions in adulthood, with the majority of people in the

United States and Europe not engaging in regular exercise
activities at the recommended level [4–6]. Twin studies have
shown that a substantial part of the variation in exercise
behavior between individuals can be explained with genetic
factors [7]. However, there is no definite evidence on which
genes are implicated in the take-up and maintenance of
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exercise behavior [8, 9]. A few significant associations have
been found, but replication studies are scarce and the func-
tional meaning of those genes is often not straightforward
[10].

It is likely that a large part of the heritability of leisure time
exercise behavior is due to genes that influence the affective
reaction to exercise [11]. Feelings of reward and punishment
have been hypothesized to be crucial agents in the take-
up and maintenance of exercise behavior [11, 12]. The net
rewarding effects of exercise may have to outweigh the net
aversive effects to a substantial degree for the behavior to be
repeated [11]. As part of an intervention study, Williams et
al. [13] investigated the relationship between acute affective
responses during a moderate-intensity exercise test on a
treadmill and subsequent exercise behavior 6 months and
12 months after the baseline assessment. They found large
individual differences in the affective reactions to the exercise
test, with some of the participants reporting a more positive
affect during (versus before) the test, some of them reporting
a more negative affect, and some showing no change. Impor-
tantly, individuals characterized by positive affect during
the exercise test were more likely to be engaged in exercise
behavior at 6 and 12 months of follow-up.

Reward is governed by themesolimbic reward system that
involves dopaminergic pathways [14]. Associations between
those pathways and physical activity behavior have been
found both in animal models and in humans. It is well
established that physical activity affects the dopaminergic
system in some way. For instance, Greenwood et al. [15]
showed that in rodents, acute rewarding effects of exercise
were linked to changes in dopaminergic functioning. The
reversed case, where dopaminergic functioning affects physi-
cal activity behavior and thus acts as a potential determinant
of exercise behavior, has been less studied and deserves
closer attention. Knab et al. [16] examined voluntary wheel
running in mice. Both a high-active strain of mice (C57L/J)
and a low-active strain of mice (C3H/HeJ) were divided
into two groups: one group had free access to running
wheels for 21 days and the other did not. After 21 days,
the high-active strain and the low-active strain differed in
the expression of two dopaminergic genes (drd1 and th),
irrespective of access to the running wheels. Assuming that
expression was controlled in part by cis-acting variants, this
suggests that innate differences in dopaminergic functioning
can affect physical activity behavior. A review on the role of
the dopamine system as a determinant of physical activity can
be found in Knab and Lightfoot [17].

There are not many studies in humans that have inves-
tigated the effect of genetic variants in dopaminergic genes
on physical activity. Jozkow et al. [18] found no significant
association between two polymorphisms and the level of
physical activity in a group of adult men. Two variants were
investigated: rs6275 in the DRD2 gene (𝑁 = 371) and a 48-
base pair variable number of tandem repeat (VNTR) in the
DRD4 gene (𝑁 = 397). Simonen et al. [19] examined the
association between rs6275 in DRD2 and physical activity in
participants of the Quebec Family Study (QFS,𝑁 = 721) and
replicated it in participants of the HERITAGE Family Study
(𝑁 = 275AfricanAmerican and 497Caucasian participants).

They found that Caucasian women that were homozygous for
the T allele had been significantly less active during the past
year than CT heterozygotes and CC homozygotes. Thomson
et al. [20] examined the association between rs1800955 in the
DRD4 gene and risk-taking behavior in sports by measur-
ing general and ski/snowboarding-specific sensation seeking
behavior in 503 male and female skiers and snowboarders.
They found a significant association between the studied
polymorphism and sport-specific sensation seeking, with
higher sensation seeking scores in the CC homozygotes.
Thus, part of the genetic variation that causes differences
in exercise behavior may indeed reside in the dopaminergic
midbrain reward systems, although the evidence is not
compelling.

There are currently several strategies to detect genetic
variants involved in the heritability of behavioral traits—the
two most frequently used techniques are (i) genome-wide
association studies (GWAS) where markers are placed across
the length of the entire genome, ranging in density from a
few hundreds of thousands to millions [21, 22], and (ii) can-
didate gene studies [23], where polymorphisms are typed in
genes of putative biological relevance. Both techniques have
strengths and weaknesses–for instance, a GWAS allows for
unexpected gene discovery by taking an agnostic approach
to the selection of single nucleotide polymorphisms (SNP);
it is limited, however, by requiring very large samples to
overcome the multiple testing penalty and by the difficulty
of explaining association results when identified SNPs are
intergenic. Candidate gene studies, on the other hand, rely
on polymorphisms in (close proximity to) genes of interest,
ideally with known effects on gene function. While this
limits the ability to discover novel polymorphisms, it provides
interpretability within an a priori theoretical framework and
greatly reduces the multiple testing burden.

For the present study, we selected the latter approach.
Eight SNPs (rs265981, rs6275, rs1800497, rs6280, rs1800955,
rs1611115, rs2519152, and rs4680) and three VNTRs (a 48-bp
VNTR in exon III of DRD4, a dinucleotide repeat 18.5 kb
upstream of DRD5, and a 40-bp VNTR in the 3 UTR of
DAT1) were chosen based on their known function in the
dopaminergic reward system.

Dopamine receptors relay signals from one nerve cell to
a neighboring nerve cell. At least five subtypes have been
identified (dopamine receptors D1 to D5) that are encoded
by dopamine receptor genes (DRD1 to DRD5, resp.). The
receptors D1 and D5 are grouped in the D1-like family which
increase the cellular response [increased cyclic adenosine
monophosphate (cAMP) production], whereas D2, D3, and
D4 are grouped in theD2-like family and decrease the cellular
response (decreased cAMP production). We selected four
SNPs and two VNTRs that affect the dopamine receptors for
this study: rs265981 is located within the DRD1 gene and has
two possible alleles, A (minor) and G (major). The A allele
has been associated with a decrease ofDRD1 expression levels
and thus worse dopamine transmission compared to the G
allele [24]. rs6275 (minor allele A and major allele G) is a
synonymous SNP located within theDRD2 gene.TheG allele
has been associated with increased DRD2 expression levels
[25].The rs1800497 polymorphism (minor allele A andmajor
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allele G) lies within the ankyrin repeat and kinase domain
containing 1 gene (ANKK1), downstream of and in linkage
disequilibrium with the DRD2 gene [26, 27]. The A allele
has been associated with a reduced number of dopamine
D2 receptors and thus increased dopamine transmission
[28, 29] and higher reward responsiveness [30]. rs6280 lies
within the DRD3 gene and is translated to one of two amino
acids in the D3 receptor protein: glycine (minor allele C) or
serine (major allele T), with glycine having a higher affinity
for dopamine compared to serine [31] and thus decreasing
dopamine transmission. rs1800955 (minor allele C andmajor
allele T) is located in close proximity to the DRD4 gene
and has been shown to influence promoter activity, with the
C allele potentially enhancing activity compared to the T
allele [32, 33]. A VNTR in exon III of the DRD4 gene was
investigated consisting of 48 base pairs with varying repeats
ranging from 2 to 11. The 7-repeat allele has been shown to
have a lower affinity for dopamine compared to the other
repeats [34], thus increasing dopamine transmission [35]. A
VNTR 18.5 kb upstream of the DRD5 transcription start site
consists of a dinucleotide polymorphism with alleles ranging
from 130 to 166 base pairs and has been hypothesized to be
in strong linkage disequilibrium with one or more functional
variants in the DRD5 gene.The 148 allele has been associated
with decreased DRD5 expression levels [36].

Dopamine 𝛽-hydroxylase (DBH) converts dopamine to
norepinephrine and is encoded by the DBH gene. rs1611115
(minor allele T and major allele C) is located in the promoter
region of theDBH gene.This polymorphism has been shown
to account for 30–50% of the variance in DBH activity. More
specifically, the C allele has been associated with higher
plasma levels ofDBHand thus lower dopamine levels [37, 38].
The rs2519152 polymorphism (minor allele C andmajor allele
T) is situated within the DBH gene and the T allele has
been associated with lower DBH activity and thus higher
dopamine levels compared to the C allele [39].

Finally, two geneswere selected based on their association
with dopamine reuptake and dopamine degradation: the
DAT1 (=SLC6A3) gene and theCOMT gene, respectively.The
dopamine active transporter is encoded by theDAT1 gene and
clears dopamine from the synapse by depositing it back into
the cells. A VNTR in the 3 untranslated region of the DAT1
gene was investigated that consists of a 40-base pair repeat
with three alleles: 440, 480, and 520.We investigated the effect
of the 480 allele in the present study as it has been associated
with higher expression of the transporter, resulting in higher
dopamine reuptake and thus lower levels of dopamine [40,
41]. Catechol-O-methyltransferase is encoded by the COMT
gene and degrades dopamine. The SNP rs4680 (minor allele
A and major allele G) lies within the COMT gene and
is either translated to methionine (Met) or valine (Val),
depending on the allelic variant that an individual has (G
versus A, resp.).TheCOMT-Met enzyme degrades dopamine
slower than the COMT-Val enzyme does and therefore results
in higher dopamine levels [42], thereby increasing reward
responsiveness and reward seeking [43].

The aim of the present study was to specifically test
candidate alleles with a known function in the dopaminergic

reward system for their association with regular leisure time
exercise behavior, assuming that higher dopamine levels and
stronger dopamine transmission are associated with higher
reward sensitivity and thus more exercise behavior. The
specific hypotheses are summarized in Table 1.

2. Materials and Methods

2.1. Participants. Data originated from twins and their family
members that agreed to participate in longitudinal research
of the Netherlands Twin Register (NTR) which has been set
up to investigate individual differences in human behavior.
The data collection protocol was approved by the Medical
Research Ethics Committee of the VU University Medical
Centre.The final sample consisted of 8,768 individuals (3,900
families), of which 38% were males and 62% were females,
with a mean age of 32.5 years (SD = 12.3, age range = 7–50
years).

Twins and their families are involved in research projects:
for 7-, 10-, and 12-year-olds, both mothers and fathers are
invited to fill in surveys on their twins’ health, lifestyle, and
behavior. From 13 years onwards, the twins and their siblings
are invited to complete self-report surveys. When reaching
adulthood (18 years), the twins are asked to fill in surveys
every 2-3 years and additional family members are invited
to take part in research projects (siblings, parents, adult
offspring, and spouses). Characteristics and recruitment of
participants are described in van Beijsterveldt et al. [44] and
Willemsen et al. [45]. Individuals with diseases or disabilities
that may prevent them from being physically active were
excluded from the present study. Only individuals with a
Dutch/Western European background were included that
had genotype data available and at least one measure of
exercise behavior (see below).

2.2. Phenotyping. For this study, we focused on regular leisure
time exercise behavior since we were interested in voluntary
(leisure time) physical activity that might be affected by
individual differences in reward sensitivity. Participants (or
their parents, for <13-year-olds) were asked to indicate (1)
which exercise activities they participated in and (if any) (2)
for how many years, (3) how many months a year, (4) how
many times aweek, and (5) howmanyminutes each time they
participated in the respective activity. Test-retest reliability of
this questionnaire was high (>0.82) in previous studies [46,
47] and it has been associated with other exercise phenotypes
[48]. Our focus was regular leisure time exercise behavior,
explicitly excluding irregular activities such as sailing camps
or ski holidays (by requiring activities to be conducted for at
least 3 months a year and for at least half a year), non-leisure
activities such as transportation (e.g., cycling or walking to
get somewhere), gardening, house cleaning, and–for younger
participants–compulsory physical education classes. Each
activity was recoded into its metabolic equivalent of task
(MET), reflecting energy expenditure during a specific activ-
ity as a multiple of energy expended at rest (approximately
one kcal/kg/h). For individuals younger than 18 years old,
Ridley et al’s. [49] compendium of energy expenditures for
youth was applied; for individuals of 18 years or older,
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Table 1: Allele-specific hypotheses.

Gene Variant Allele Expected effect Reference
number

Effect on dopamine
level∗

Effect on exercise
behavior∗

DRD1 rs265981 A Decreased DRD1 expression levels [24] ↓ ↓

DRD2 rs6275 G Increased DRD2 expression levels [25] ↓ ↓

rs1800497 A Reduced number of (inhibitory) D2 receptors [28, 29] ↑ ↑

DRD3 rs6280 C Higher affinity for dopamine → decreased
transmission [31] ↓ ↓

DRD4 rs1800955 C Increased DRD4 expression levels [32, 33] ↓ ↓

VNTR: 7 allele Lower affinity for dopamine → increased
transmission [34, 35] ↑ ↑

DRD5 VNTR: 148 allele Decreased DRD5 expression levels [36] ↓ ↓

DBH rs1611115 C Higher DBH activity [37, 38] ↓ ↓

rs2519152 T Lower DBH activity [39] ↑ ↑

DAT1 VNTR: 480 allele Higher DAT activity → higher reuptake [40, 41] ↓ ↓

COMT rs4680 G Methionine → slower degradation of dopamine [42] ↑ ↑

∗
↑: increase; ↓: decrease.

Ainsworth’s compendium of physical activities was used
[50]. The product of the MET score, weekly frequency, and
duration was summed over all exercise activities that an
individual was engaged in, resulting in one summary score,
namely, “weeklyMET hours spent on exercise activities.” If an
individual participated in more than 120 MET hours a week
(𝑁 = 31 of the final sample), the score was truncated at 120
MET hours.

Exercise data of several longitudinal assessments were
combined into one score. First, exercise data of individuals
that were >50 years old were changed to missing and exercise
data (of the respective assessment only) were removed when
participants were injured at the time of survey completion.
Subsequently, the data were combined by creating a new
“weeklyMET hours”-variable based on themost recent ques-
tionnaire of adults. Missing values were then replaced with
older data of those individuals–preferentially, with data at an
adult age and, if unavailable, with data of adolescents and
children (step by step, one batch of questionnaires at a time).
The association analysis was thus run on the joint exercise-
variable that was composed of adults’ data (𝑁 = 7, 349),
adolescents’ data (𝑁 = 997), and children’s data (𝑁 = 422).

2.3. Genotyping and Imputation. Genotype data were avail-
able from several projects within the NTR. Eight SNPs
(rs265981, rs6275, rs1800497, rs6280, rs1800955, rs1611115,
rs2519152, and rs4680) and three VNTRs (a 48-bp VNTR
in exon III of DRD4, a dinucleotide repeat 18.5 kb upstream
of DRD5, and a 40-bp VNTR in the 3 UTR of DAT1) were
selected for this candidate gene study based on their known
function in the dopaminergic reward system. For some
individuals, genotype data were available from fingerprint
sets that included 30–38 SNPs and 5–7 VNTRs in candidate
genes (see [44]). For other individuals (partly overlapping
with the fingerprint-sample), SNP data were available based
on imputed genome-wide SNP arrays.

In the fingerprint set, samples were excluded based on
low sample call rate, sex errors, inconsistencies between

duplicate samples, Mendelian errors, and erroneous IBS/IBD
relationships. In the imputed dataset, samples were filtered
on the same criteria, as well as on excessive heterozygosity. If
samples were present in both the fingerprint and the imputed
dataset, they were included only if they survived quality
control (QC) in both sets.

In the fingerprint set, SNPs and VNTRs were tested for
Hardy-Weinberg Equilibrium (HWE), Mendelian error rate,
SNP/VNTR call rate, concordance rate for duplicate samples,
and allele frequency difference with a reference set (HapMap
CEU). In the genome-wide SNP dataset, SNPs were filtered
on the following criteria before imputation: HWE 𝑃 value
>.00001, minor allele frequencies (MAF) >.01, Mendelian
error rate<.02, SNP call rate>.95, SNP concordance rate>.99,
and allele frequency difference with the reference set <.20.
Haplotype phasing and imputation of missing genotyped
SNPs was done in MACH 1.0 and subsequent imputation of
the missing SNPs was done with Minimach using 1000G as
a reference set (March 2012 phase 3 release, all ethnicity pan-
els). After imputation, SNPs were tested for HWE,Mendelian
error rate, allele frequency difference with the reference set,
and imputation quality (𝑅2). For two SNPs (rs1611115 and
rs1800955), we decided to use the fingerprint data only, since
they showed a low 𝑅2 and/or a high rate of Mendelian errors
in the imputed set as well as a low concordance between
the fingerprint set and the imputed set (<95%). MAF and
HWE for the final data set are depicted in Table 2. Allele
frequencies were similar to those in public data bases (e.g.,
HapMap CEU).

In individuals with genome-wide SNP data, information
on ancestry was based on Principal Component Analysis
[51]. For the remaining individuals, ancestry information was
derived from questionnaire information on birth country of
the parents. Individuals who were from non-Western Euro-
pean originwere excluded.Thefinal sample consisted of 8,768
individuals with both phenotype data and genotype data on at
least one variant. For the VNTRs and two SNPs (rs1611115 and
rs1800955), data were derived from the fingerprint chip only.
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Table 2: Number of individuals with complete genotype and phenotype data (𝑁), their mean age (SD), mean weekly MET hours for the
three combinations of alleles (SD; the number of individuals across the three allele codings), minor allele frequencies (MAF), the 𝑃 value of
the test for Hardy-Weinberg Equilibrium (HWE), and the 𝑃 value of the main effect of the variant on exercise behavior, for each SNP/VNTR
separately.

Gene Variant 𝑁
Age 0 1 2 MAF HWE 𝑃 value∗
𝜇 (sd) 𝜇 (sd;𝑁) 𝜇 (sd;𝑁) 𝜇 (sd;𝑁)

DRD1 rs265981 7873 33.28 𝐺𝐺: 12.51 𝐺𝐴: 12.39 𝐴𝐴: 12.57 0.37 0.02 0.942
(12.13) (17.54; 3069) (18.18; 3771) (18.20; 1033)

DRD2
rs6275 7734 33.23 𝐺𝐺: 12.41 𝐺𝐴: 12.44 𝐴𝐴: 13.40 0.30 0.31 0.672

(12.14) (18.07; 3812) (17.48; 3262) (19.38; 660)

rs1800497 8756 32.46 𝐺𝐺: 12.92 𝐺𝐴: 13.18 𝐴𝐴: 14.52 0.19 0.06 0.357
(12.27) (18.33; 5714) (18.63; 2684) (20.24; 358)

DRD3 rs6280 7734 33.23 𝐶𝐶: 12.27 𝐶𝑇: 12.72 𝑇𝑇: 12.37 0.31 0.68 0.878
(12.14) (18.30; 734) (18.65; 3272) (17.23; 3728)

DRD4
rs1800955 2152 23.94 𝑇𝑇: 17.34 𝑇𝐶: 18.04 𝐶𝐶: 18.13 0.43 0.03 0.365

(11.25) (22.54; 680) (22.30; 1103) (21.29; 369)

7 allele 2476 23.34 18.29 19.69 15.75 0.19 0.49 0.854
(10.98) (22.72; 1624) (23.24; 756) (17.88; 96)

DRD5 148 allele 2480 23.34 17.58 19.17 18.33 0.49 0.01 0.477
(10.98) (23.02; 607) (22.29; 1302) (23.02; 571)

DBH
rs1611115 3140 24.38 𝑇𝑇: 15.90 𝑇𝐶: 18.23 𝐶𝐶: 17.96 0.21 0.95 0.737

(11.21) (19.34; 137) (23.14; 1035) (21.85; 1968)

rs2519152 8139 32.77 𝐶𝐶: 12.45 𝐶𝑇: 12.61 𝑇𝑇: 13.52 0.46 0.04 0.028
(12.28) (16.91; 1752) (17.76; 3948) (20.08; 2439)

DAT1 480 allele 2464 23.33 19.22 18.20 18.87 0.25 0.69 0.882
(10.98) (21.11; 162) (20.77; 925) (24.19; 1377)

COMT rs4680 8755 32.46 𝐺𝐺: 13.79 𝐺𝐴: 13.16 𝐴𝐴: 12.40 0.45 0.94 0.085
(12.27) (18.62; 1779) (18.73; 4339) (18.04; 2637)

∗Fixed effects: sex, age, sex × age interaction, SNP/VNTR; random effect: latent genetic factor.

For two other SNPs (rs6275 and rs6280), data were derived
from the imputed set only. For the remaining SNPs (rs265981,
rs1800497, rs2519152, and rs4680), data were derived from the
fingerprint chip for about 37% of the individuals and were
complemented with data from the imputed set for 63% of the
individuals. Concordance between genotyped and imputed
SNP data in the individuals with both fingerprint chip and
genome-wide data was higher than 95%.

2.4. Statistical Analyses. The SNPs were coded based on the
presence of one or two of each of the two alleles in the called
genotype (0 = allele 1 homozygote, 1 = heterozygote, and 2 =
allele 2 homozygote). For the SNPs, the exact combination of
alleles corresponding to 0, 1, and 2 can be found in Table 2.
VNTRs, particularly the ones in the DRD4 and DRD5 genes,
are highly polymorphic. Based on the literature, we decided
to focus on specific repeats and the coding was based on the
presence or absence of those repeats. For the VNTR in the
DRD4 gene, this resulted in the following coding: 0 = no 7
allele, 1 = one 7 allele, and 2 = two 7 alleles. For the DRD5
gene, it was 0 = no 148 allele, 1 = one 148 allele, and 2 = two
148 alleles. For the DAT1 gene, it was 0 = no 480 allele, 1 = one
480 allele, and 2 = two 480 alleles.

As a first step, the analyses were performed for each
genetic variant separately. Mixed models were run in SPSS

for Windows (version 20.0, SPSS Inc.) and were based on
maximum likelihood estimation.The dependent variable was
weekly MET hours. The following variables were included as
fixed effects: sex (0 = males, 1 = females), age (z-score), sex
x age interaction, and the respective SNP/VNTR. We tested
whether correction for a number of possible confounders had
a significant effect on the results, namely, ancestry differences
within the Dutch population (3 principal components),
ancestry differences based on the 1000 Genomes project (6
principal components), differences due to batch effects (1
principal component), and a dummy variable to correct for
differences between genotyping platforms.

As the next steps, (1) multiple variants were included
into a single mixed model to test their effects simultaneously
and (2) mixed models were run with a polygenic risk score
computed as the sum of the alleles that are hypothesized
to increase dopamine level (“effect alleles”) across multiple
variants. As data were derived from family members (twins,
siblings, parents, and spouses of twins), we added genetic
relatedness as a random effect to the models. The chosen
alpha level was .05/11 (Bonferroni correction for 11 tests; alpha
= .0045).

To get an indication of the power to detect genetic effects,
simulated datawas used, as this allows us to accommodate the
large variation in family composition and the truncation of
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the phenotype distribution (𝑅 code available upon request).
Due to differences in sample sizes and family structures
between the “fingerprint data only” and the “(fingerprint data
with additional) imputed data”, the power was calculated for
four genetic variants: (1) the SNPwith the smallest sample size
(rs1800955, 𝑁 = 2,152), (2) the SNP with the largest sample
size within the five variants that we had fingerprint data for
only (rs1611115, 𝑁 = 3,140), (3) the SNP with the smallest
sample size within the six variants that included imputed
data (rs6275, 𝑁 = 7,734), and (4) the SNP with the largest
sample size (rs1800497, 𝑁 = 8,756). Thus, we approximated
the upper and lower bounds of power within (a) five variants
that were derived from the fingerprint set and (b) six variants
that were derived from the imputed/combined set.The power
calculations were based on 1000 replications and the chosen
alpha level was .05/11. For the smaller data set, the power
ranged from .36 (95%confidence interval: .33–.39) to .58 (.55–
.61) to detect an effect explaining 0.5% of the phenotypic
variance. The power to detect an effect explaining 1% of the
variance ranged from .78 (95% confidence interval: .75–.80)
to .91 (.89–.92). For the larger data set, the power ranged
from .69 (95% confidence interval: .66–.72) to .75 (.72–.77) to
detect an effect explaining 0.25%of the variance.Thepower to
detect an effect explaining 0.5% of the variance ranged from
.96 (.94–.97) to .97 (.96–.98).These estimates are conservative
as age and sex were not taken into account.

3. Results

Table 2 depicts—for each genetic variant—the number of
individuals with complete genotype and phenotype data,
their mean age (SD), the mean weekly MET hours across the
three allele codings (SD; the number of individuals across the
three allele codings), and the𝑃 value for themain effect of the
respective SNP or VNTR.The table also includes the specific
combinations of alleles for each SNP (not for the VNTRs).
The sample size is lower for those variants that were collected
with the fingerprint chip only (all VNTRs, rs1800955, and
rs1611115) compared to the remaining variants that were
derived from the fingerprint chip and complemented with
imputed data, or derived from the imputed data only. Also,
the fingerprint data were derived from relatively young
participants. The 𝑃 values in the table are based on the
model that included sex, age, sex × age interaction, and the
respective variant as fixed effects and familial relatedness as a
random effect. Main effects of sex and age were significant
(𝑃 < .001) with males and younger participants showing
higher levels of exercise behavior and so was the sex x age
interaction (𝑃 < .004). Importantly, none of the SNPs or
VNTRs had a significant effect on exercise behavior (𝑃 > .02).

In additional analyses, we (1) added possible confounders
(differences in ancestry, batch effect, and genotyping plat-
forms) to the model and (2) reran the analyses on dosage
scores (in which the uncertainty of imputation is taken into
account). The effect of each SNP and VNTR remained non-
significant. Next,multiple variants were included into a single
mixed model to investigate their joint effect. As the VNTRs
and two SNPs (rs1800955, rs1611115) were derived from the
fingerprint chip only, the number of individuals dropped to

less than 2,000 individuals when including only individuals
that had been genotyped on all variants.Therefore, a potential
overall effect was tested in two steps. First, all variants were
included, reducing the sample size to 1,954 individuals with
full genotypic and phenotypic data. Second, only SNPs were
included that we had imputed data for (mostly in addition
to the fingerprint data; rs265981, rs6275, rs1800497, rs6280,
rs2519152, and rs4680), resulting in 7,734 individuals with full
genotypic and phenotypic data. In both cases, the joint effect
of the variants was non-significant (𝜒2 = 15.65, df = 11, and
𝜒
2
= 3.99, df = 6, resp.).
Finally, the analyses on the polygenic risk scores also

failed to show a significant association (𝑃 > .15). Mixed
models on the sumof the effect alleles acrossmultiple variants
were again run in two steps. First, the complete set of variants
was included and, second, only the variants we had the larger
sample size for were included.

4. Discussion

This study aimed to investigate the genetic basis of reg-
ular leisure time exercise behavior. Eight SNPs (rs265981,
rs6275, rs1800497, rs6280, rs1800955, rs1611115, rs2519152, and
rs4680) and three VNTRs (a 48-bp VNTR in exon III of
DRD4, a dinucleotide repeat 18.5 kb upstream ofDRD5, and a
40-bp VNTR in the 3 UTR of DAT1) with a known function
in the dopaminergic reward system were investigated. None
of them was significantly associated with exercise behavior.

It is well established from twin studies that exercise
behavior is a heritable trait [11]. Twin studies allow the
decomposition of variance of any phenotype into variance
due to genetic effects and variance due to environmental
effects (genetic effects + environmental effects = 100% of the
variance). In children, genetic effects have been shown to
explain slightly more than 20% of the variance in exercise
behavior [52]. This heritability rises dramatically to 70–
80% in adolescence [53] and stabilizes at about 50–60% in
adulthood [54]. However, it is not clear yet which genes
contribute to individual differences in exercise behavior.

A priori, genetic variation in the dopaminergic signaling
pathway provided a promising source for the biological basis
of this phenotype. Dopaminergic neurotransmission is impli-
cated in the experience of reward which in turn is likely to be
a crucial agent in the take-up and maintenance of exercise
behavior [17]. Engaging in exercise itself has been related to
changes in dopaminergic transmission [15] and individual
differences in the dopaminergic reward system, more specifi-
cally in genetic variants that affect the system, have previously
been linked to differences in physical activity both in rodents
[16] and in humans [19]. Admittedly, some of this previous
evidence implicating dopaminergic genes looked at more
general forms of physical activity (e.g., parts of [19]) instead
of the trait of self-initiated exercise behavior used here [55].
We focused on voluntary exercise behavior for two reasons.
First, we hypothesized that the pleasure someone experiences
when performing an exercise activity is a crucial determinant
of the voluntary take-up and maintenance of regular exercise
habits [10]. Secondly, excellent test-retest reliability has been
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established for assessing leisure time exercise behavior by
survey [46, 47], probably because recall is relatively easy as
those activities are not only self-initiated but often clearly
defined in time. In contrast, general physical activity is harder
to assess reliably by questionnaires or recall interviews. It has
been shown that self-reported physical activity corresponds
only poorly with actual physical activity [56]. Reliability of
self-reported physical activitymay improvewhen focusing on
activities that requiremoderate to vigorous effort, as these are
more salient to the person. Nonetheless, even then recall will
not be perfect. It may be hard, for instance, to recall the exact
duration of nonvoluntary physical activity at work (lifting and
effortful manual labor) or activities like bicycling to work
or effortful household activities (vacuum cleaning). Instead,
more objective measurement instruments should be applied,
such as accelerometers or doubly labeled water.

Our study was founded on the solid expectation that
we would find an association between known functional
allelic variations in the dopaminergic signaling pathway and
the narrow, but well-defined, trait of regular leisure time
exercise behavior. This expectation was clearly not borne
out by the results. Do our findings rule out a role for the
dopaminergic system in individual differences in regular
leisure time exercise behavior?There are a number of reasons
why this conclusion would be premature.

First, the selected SNPs and VNTRs might not have
covered all genetic variation within the dopaminergic genes
examined, specifically in the case of low linkage disequilib-
rium between variants within a gene. We opted to choose
alleles with known functional effects and/or previously
reported effects on relevant phenotypes instead of examining
the larger set of SNPs tagging the major haplotypes within
dopaminergic genes [57]. Also, by focusing on eight genes, we
covered only a small portion of the total dopamine signaling
pathway. Already there are many other proteins known to
be involved in this signaling pathway [14] and probably an
even larger amount still eludes us. By definition, a candidate
gene approachwillmiss these uncharted parts of the signaling
cascade.

Second, one might argue that the effect sizes of the
genetic variants measured here may have been too low to
detect even with the substantial sample sizes available to us.
Exercise behavior is a very complex phenotype and is likely
to be affected by a lot of genes, each of which has only a
small effect. These small effects might not be detectable in
a sample of less than ten thousands of individuals. For six
of the eleven variants, data of around 8,000 individuals were
available and for the remaining five variants, data of around
2,500 individuals were available. A power analysis revealed
that—for the larger samples—the power to detect an effect
explaining 0.5% of the phenotypic variance was very good,
and the power to detect an effect explaining 0.25% of the
variance was acceptable, taking into account multiple testing,
family structures, and the phenotypic distribution. For the
smaller samples, power was more modest, but still the power
to detect an effect explaining 1% of the phenotypic variance
ranged between .78 and .91. Apart from increasing sample
size, power could be increased by using intermediate phe-
notypes [12]. For instance, genetic association with reward

sensitivity in the context of exercise activities or exercise
motivation could be investigated as intermediate biological
precursors instead of the exercise behavior per se. These are
potentially more directly related to the genetic mechanisms,
thereby decreasing residual variance that might cover an
effect. Replication of our study in large, independent cohorts
would increase the confidence in our results.

Third, we should bear in mind that dopaminergic neu-
rotransmission may mediate the effect of entirely different
genetic variants on exercise behavior, in the absence of a
direct effect of dopaminergic genes. For instance, there might
be genetic variants that increase exercise ability, thereby trig-
gering increased dopaminergic neurotransmission during
exercise activities as it is rewarding to perform an activity
that one is good at. In this case, genetic variants within the
dopaminergic pathway may not be directly involved, but
dopaminergic neurotransmission may still indirectly convey
genetic effects on exercise behavior.

5. Conclusions

We did not confirm our hypothesis that allelic variants
involved in dopaminergic function create individual differ-
ences in exercise behavior. This leads us to plea for a large
scale GWAS on leisure time exercise behavior involving
more research groups as the success of GWAS efforts clearly
scales with the number of participants. Currently, leisure
time exercise behavior is less frequently assessed than general
physical activity, in spite of the potentially less favorable
psychometric properties of the latter.We believe that a GWAS
effort on leisure time exercise behavior is worth pursuing. In
order to pick up effects, assessing intermediate phenotypes
such as exercisemotivation should be considered. An inactive
lifestyle is one of the major public health burdens nowadays
and interventions that aim to tackle the problem are mostly
unsuccessful. Given the substantial heritability of leisure time
exercise behavior, it is of outmost importance to better under-
stand its biological basis in order to improve intervention on
this health-enhancing lifestyle.
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Lifelong physical inactivity is associated with morbidity in adulthood, possibly influenced by changes in gene and protein
expressions occurring earlier in life. mRNA (Affymetrix gene array) and proteomic (2D-DIGE MALDI-TOF/MS) analyses were
determined in cardiac tissue of young (3 months) and old (16 months) Sprague-Dawley rats housed with no access to physical
activity (SED) versus an exercise wheel (EX). Unfavorable phenotypes for body weight, dyslipidemia, and tumorogenesis appeared
more often in adult SED versus EX. No differentially expressed genes (DEGs) occurred between groups at 3 or 16 months.Within
groups, SED and EX shared 215 age-associatedDEGs. In SED, ten uniqueDEGs occurredwith age; three had cell adhesion functions
(fn1, lgals3, ncam2). In EX, five unique DEGs occurred with age; two involved hypothalamic, pituitary, and gonadal hormone axis
(nrob2, xpnpep2). Protein expression involved in binding, sugar metabolic processes, and vascular regulation declined with age
in SED (KNT1, ALBU, GPX1, PYGB, LDHB, G3P, PYGM, PGM1, ENOB). Protein expression increased with age in EX for ATP
metabolic processes (MYH6, MYH7, ATP5J, ATPA) and vascular function (KNT1, ALBU, GPX1). Differences in select gene and
protein expressions within sedentary and active animals occurred with age and contributed to distinct health-related phenotypes
in adulthood.

1. Introduction

Major advances in biomedical research and human health
anddisease have occurred in large part through animal exper-
iments. The shorter life expectancy of rats (∼2 years) pro-
vides an advantage when studying age-related changes that
occur over the lifespan [1, 2]. The human and rat genome are
very similar, both containing 25,000–30,000 protein-coding
genes [3, 4], although most gene functions (∼95%) are
unknown [5]. Thus far, approximately 80% of rat genes have
been reported to have ortholog (genes that evolved from a
common ancestral gene) counterparts in humans [6] and, to
date, less than 5% of genes in the rat genome have been deter-
mined to lack an analogous gene in the human genome.Addi-
tionally, almost every human gene discovered to be associated
with disease has an ortholog in the rat genome. Despite the
biological similarities, outcomes of animal research usually
do not account for molecular or physiological alterations that

may occur over the life span due to extremely low physical
activity levels in laboratory animals used in research [7, 8].
Laboratory rats housed in standard 0.02m3 cages move on
average 160m⋅day−1, compared with over 10,000m⋅day−1 in
animals that have access to a running wheel [9].This very low
activity coupled with ad libitum food access, likely con-
tributed to findings from previous studies of unhealthy phe-
notypes including excessive weight gain, tumor development,
abnormal blood lipids, hypertension, oxidative stress, and
poor spatial maze performance in animals having no access
to physical activity outside of a standard cage compared to
those with access to an exercise wheel [9–14]. In these studies
documenting phenotype differences after lifelong physical
inactivity or activity, neither microarray nor proteomics was
examined.

In this study, mRNA and protein expression in young and
old animals confined to standard cages were compared with
age-matched animals that voluntarily exercised on an exercise
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wheel placed inside the cages. Health-related phenotypes in
these same animalswere previously reported [9, 10]withmost
health risk traits developing so gradually, that they did not
appear clinically relevant until adulthood. It is possible that
ephemeral shifts in gene or protein expressions that occur
throughout the life span may provide a blueprint for age-
associated disease phenotypes evident in adulthood. We
know of no studies that have investigated both global gene
and protein expression in cardiac tissue in laboratory animals
with and without access to regular physical activity. It would
be useful to understand if any genes and proteins express
differently in animals that are housed solely in a cage com-
pared with animals with access to an exercise wheel, given
the phenotype data in adult rats already reported.

Microarray gene analyses provided identification at the
transcriptome level of genes that were over- or underex-
pressed comparing cardiac tissue of young and old animals
with very different daily physical activity levels. Proteomic
analysis provided protein abundance in cardiac tissue. Over
the course of a typical lifespan, the accumulation of exercise-
induced effects on genes has been shown to offset many age-
related gene expression increases reported in cardiac tissue
of sedentary mice [15]. Bronikowski’s study reported an
overall downregulation of expression for genes involved with
inflammation and stress responses in a regular exercise com-
pared with a sedentary group. It is possible that limiting
regular physical activity in laboratory animals by the confines
inherent in standard cages affects the expression of a number
of genes and proteins in critical networks, such as inflamma-
tion and stress, which are associated with age- and sedentary-
related phenotypes. In this study, gene expressions, functional
networks, protein levels, and clusters were compared in 3-
month- and 16-month-old male Sprague-Dawley rats that
were either chronically inactive due to being housed solely in
a cage or were regularly active by voluntarily running on an
exercise wheel located inside the cage.

2. Materials and Methods

Male Sprague-Dawley rats (𝑁 = 24; age = 3wk; Charles River,
Wilmington,MA) were divided into two groups consisting of
animals with similar mean starting weights: (1) SED (𝑛 = 12):
resided in pairs in standard cages with no access to a running
wheel throughout the study; mean starting weight = 63.6 ±
1 g, and (2) EX (𝑛 = 12): resided in pairs in standard cages
for 24 hours and then were placed individually in a different
standard sized cage equipped with a running wheel for 24
hours, with cage switching repeated every day throughout
the study; mean starting weight = 59.4 ± 1 g. This schedule
provided EX animals regular access to physical activity on
a running wheel while controlling for the effect of paired
versus individual housing. Animals were housed in standard
polypropylene cages (0.454m × 0.238m× 0.200m) equipped
with corn cob bedding (Bed-O-Cobs), in climate-controlled
rooms (24 ± 2∘C) with a 12-h light/dark cycle in a normal
day cycle, and free access to water and food (Purina Lab Diet
5001 Rodent Chow). The study was conducted in accordance
with ethical procedures and policies and was approved by the
Institutional Animal Care and Use Committee.

2.1. Activity and Exercise Protocols and Measurements. Han-
dling procedures were the same for all animals and described
previously [9, 10]. SED animals resided in pairs in standard
cages with no items added for enrichment. EX animals
resided in pairs in the same standard cages and then were
placed in standard cages equipped with running wheels every
other day. This provided both groups with socialization as
well as regular access to a running wheel for the EX group.
Animal movement in the cages was monitored by a 24-
hour surveillance VDI-2000BI B/W CCD IR camera, using
infrared light. Two animals from each group were randomly
selected each month and then marked with a permanent
marking pen for tracking purposes. Recorded videos were
evaluated by two individuals trained to trace movement
inside the cage following the marked animals. Daily distance
in SED was determined by averaging both total distance
measures covered in 24 hours and recorded in meters.
Daily distance in EX was determined by wheel revolutions
converted to meters⋅day−1 in each EX animal.

SED and EX rats were sacrificed at 3mo and 16mo
in a rested condition by decapitation and exsanguination.
Serum was collected and separated following centrifugation
(2000×g for 15min). Organs and tissues were harvested
immediately and were deep-frozen at −80∘C for RNA and
protein isolation described below.

2.2. Gene Expression Analyses. Global gene expression was
measured using RNA from the frozen heart tissue. Briefly,
RNA was extracted from 20–30mg samples cut from the left
ventricles using Qiagen RNeasy (Valencia, CA) RNA extrac-
tion kits. The absorbance ratios (A260/A280) were deter-
mined using a ND-1000 UV/VIS spectrophotometer (Nan-
odrop Technologies, Inc., Montchanin, DE) and were in a
range from 2.04 to 2.17. The integrity of each sample was
further assessed with an Agilent BioAnalyzer system by
the Biomedical Genomics Core at the Research Institute at
Nationwide Children’s Hospital (Columbus, OH) and deter-
mined to be of high quality before processing. All samples
passed quality control andwere pooledwithin each treatment
group to yield 4 gene chips per treatment group, with RNA
from 3 animals on each chip, to ensure correct quantity of
total RNA. The pooling of RNA samples allowed for repre-
sentation in a cost-effective analysis. Samples were labeled
with the Affymetrix Whole Transcript Labeling system and
then hybridized to the Affymetrix GeneChip Rat Gene 1.0 ST
Array (Santa Clara, CA). The design of the Rat Gene 1.0 ST
Array is based primarily on a subset of GeneChip Rat Exon
1.0 ST Array probes that map to well-supported exons of
knowngenes.The array comprisedmore than 700,000 unique
25-mer oligonucleotide features constituting more than
27,000 gene-level probe sets. Data was preprocessed using the
RMA approach for background correction, normalization,
and probe set summarization using the Bioconductor affy
package in R.

Significance Analysis of Microarrays (SAM) used the
Bioconductor Siggenes package to identify differentially exp-
ressed genes (DEGs) between 3mo and 16mo old animals for
each treatment group. A two-class unpaired analysis with a
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false discovery rate (FDR) of 10% was used to maximize
sensitivity andminimize the effect on accuracy. Comparisons
were made between 3mo EX versus 3mo SED and between
16mo EX versus 16mo SED. Microarray results are available
in the Gene Expression Omnibus (GEO) database (http://
www.ncbi.nlm.nih.gov/geo/) under the GEO accession no.
GPL6247. Samples can be located with GEO accession nos.
GSM1244311, GSM1244312, GSM1244313, GSM1244314,
GSM1244319, GSM1244320, GSM1244321, GSM1244322,
GSM1244335, GSM1244336, GSM1244337, GSM1244338,
GSM1244343, GSM1244344, GSM1244345, and
GSM1244346.

2-dimensional difference gel electrophoresis (2D-DIGE),
matrix-assisted laser desorption/ionization time-of-flight
mass spectrometry (MALDI-TOF MS) and protein cluster
analyses identification were performed by Applied Biomics,
Inc. (Hayward, CA). A small portion (10mg) of cardiac tissue
from the left ventricle of each animal was washed with 10mM
Tris-HCl, 5mM magnesium acetate, pH 8.0 three times to
remove any contaminating blood. Then 200𝜇L of 2D cell
lysis buffer (30mM Tris-HCl, pH 8.8, containing 7M urea,
2M thiourea, and 4% CHAPS) was added to the tissue.
The mixture was sonicated at 4∘C followed by shaking for
30min at room temperature and centrifugation for 30min
at 21,000 g. Protein concentration in the supernatants was
measured using Bio-Rad protein assay method.

For each cardiac sample, 30 𝜇g of protein was mixed with
1.0 𝜇L of dilutedCyDye and kept in the dark on ice for 30min.
A protocol described by Berkelman and Stenstedt [16] was
followed. Samples from each pair were labeled with Cy3 and
Cy5 dyes, respectively. An internal standard was made up
of equal amounts of protein from each sample and labeled
with Cy2 and run on every gel. So, in each gel, there were 3
samples that were individually labeled: an internal standard
labeled with Cy2, the first sample labeled with Cy3, and the
second sample labeled with Cy5. The labeling reaction was
stopped by adding 1.0 𝜇L of 10mM lysine to each sample and
incubating in dark on ice for additional 15min. The labeled
samples were then mixed together. The 2X 2D sample buffer
(8M urea, 4% CHAPS, 20mg/mL dithiothreitol (DTT),
2% pharmalytes, and trace amount of bromophenol blue),
100 𝜇L destreak solution, and rehydration buffer (7M urea,
2M thiourea, 4% CHAPS, 20mg/mL DTT, 1% pharmalytes,
and trace amount of bromophenol blue) were added to the
labeling mix to bring the total volume to 250 𝜇L before
loading the labeled samples into the strip holder.

After loading the labeled samples, isoelectric focusing
(IEF) was run following the protocol provided by Amersham
BioSciences. Upon finishing the IEF, the immobilized pH
gradient (IPG) strips were incubated in the freshly made
equilibration buffer-1 (50mM tris-HCl, pH 8.8, containing
6M urea, 30% glycerol, 2% sodium dodecyl sulfate (SDS),
trace amount of bromophenol blue, and 10mg/mL DTT) for
15minutes with gentle shaking.Then the strips were rinsed in
the freshly made equilibration buffer-2 (50mMTris-HCl, pH
8.8, containing 6Murea, 30% glycerol, 2% SDS, trace amount
of bromophenol blue, and 45mg/mL DTT) for 10min with
gentle shaking. Next the IPG strips were rinsed in the SDS-
gel running buffer before transferring into 12% SDS-gels.The

SDS-gels were run at 15∘C until the dye front reached the end
of the gels.

Gel images were scanned immediately following the
SDS polyacrylamide gel electrophoresis (SDS-PAGE) using
Typhoon TRIO (GE Healthcare). Scanned images were then
analyzed by Image Quant software (version 6.0, GE Health-
care), followed by cross-gel analysis using DeCyder software
(version 6.5, GE Healthcare). Fold changes of the protein
expression levels were obtained from in-gel DeCyder anal-
ysis. Specific proteins were identified by matrix assisted
laser desorption/ionization time of flight mass spectrometry
(MALDI-TOF/MS) and meeting criteria of 1.3-fold and 𝑃 <
0.05 comparing old and young in SED and EX groups and
correlated with protein spot numbers with an altered density.
A follow-up completed the cluster pathway analysis, using a
public bioinformatics tool available from the National Insti-
tutes of Health (NIH) called The Database for Annotation,
Visualization and Integrated Discovery (DAVID).

DAVID, a public bioinformatics tool available from the
NIH,was used to explore functionality andmeaning of the list
of proteins entered into the analyses [17]. All proteins entered
into the analysis were first annotated into >40 annotation
categories or clusters, including GO terms, protein-protein
interactions, protein functional domains, disease associa-
tions, biopathways, sequence general features, homologies,
gene functional summaries, and gene tissue expressions.
DAVID software uses a novel algorithm to measure the rela-
tionships among the annotation terms based on the degrees
of their coassociation genes to group the similar, redundant,
and heterogeneous annotation contents from the same or
different resources into annotation groups.

3. Results

3.1. Daily Physical Activity of SED and EX Groups. Distance
covered in 24 hours for both SED and EX animals peaked
at 2mo of age and then, as demonstrated previously [9, 10],
declined with age. However, the difference in daily physical
activity between the two groups was stark. Mean daily dis-
tance of 161 ± 26m⋅day−1 in the SED group was consistent
over the life span. In contrast, animals in the EX group had
a mean peak distance of 5548 ± 273m⋅day−1 at 2mo old on
the running wheel. When housed in the standard cage with
no exercise wheel every other day EX animals covered only
111 ± 10m⋅day−1. When in the cage equipped with a running
wheel, daily activity other than wheel running was negligible
and averaged 45m⋅day−1.

With increasing age, animals in the EX group became less
active when housed in the cage with the running wheel, as
shown bymean distances that decreased after 2monthswith a
peak of 5,548m⋅day−1 to approximately 2000m⋅day−1 at 6mo
and 500–1000m⋅day−1 between 6 and 16mo (Figure 1). Exer-
cise intensity was not measured in this study; however, pre-
vious reports indicated that regular wheel running reduced
body mass, visceral fat, and positively impacted lipid and
amino acid metabolism [18–20], while not affecting oxidative
capacity in rat muscle. We previously reported heart : body
weight ratios as 0.370± 0.007 in EX and 0.340± .0007 in SED,
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Table 1: Number of differentially expressed genes (DEGs) comparing 16mo and 3mo animals residing solely in a cage (SED) or with access
to an exercise wheel (EX), measured by gene array analysis on mRNA isolated from heart tissue.

Comparison
group

Reference
group

Total number
of DEGs

Number of
upregulated genes

Number of
downregulated genes

Number of DEGs with
>2-fold increase

>Number of DEGs with
>2-fold decrease

SED
16 mo

SED
3 mo 228 123 105 23 15

EX
16 mo

EX
3 mo 230 133 97 19 20
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Figure 1: Mean daily distance covered (m⋅d−1) in rats over time
that were housed in standard cages (SED) and rats when housed
individually in standard cages equipped with running wheels (EX).

which were not found to reach statistical significance. The
main indicators that regular physical activity of the EX group
resulted in physiological differences compared with the SED
group have been previously reported [9, 10], and included EX
having a significantly lower body weight throughout the
life span with final mean body weights of 683 ± 14 versus
737 ± 18 g, lower prolactin levels (4.2 ± 0.6 versus 9.9 ±
2.4 ng⋅mL−1), a more favorable oxidative stress balance rep-
resented by GSH :GSSG (189 versus 117), and fewer tumors
(54% fewer) whichwere all benign cysts in EX comparedwith
more tumors, including thyroid carcinoma and malignancy
in SED.

3.2.Microarray Gene Expression. Microarray results compar-
ing SED toEX at 16mo and 3mo showed no effect of exercise
treatment, controlling for age,with nodifferentially expressed
genes (DEGs). This surprising finding indicated that gene
expression for animals that exercised on a running wheel
was indistinguishable from gene expression for their seden-
tary counterparts of the same age. Phenotype changes that
were obvious at 16 months in the absence of gene expression
differences between groups may be the result of a relatively
small number of modified gene expressions that occurred
briefly, earlier in life. These gene expressions may have
initiated the translation of key health-related proteins and

then returned to a baseline transcription level. For animals in
either group, there were unique changes in gene expression
with age, supporting the hypothesis that exercise exerts an
effect on gene expression early in life, even though physio-
logical consequences may not be apparent until late in life.
There was a significant age effect within SED and EX groups
(Table 1) and a comparison of gene expressions in 16mo and
3mo old rats within SED and EX resulted in 228 DEGs in
SED and 230 DEGs in EX, with 215 of those gene expressions
shared by both groups. Genes with the largest disparate
expressions between young and old in SED and EX were
involved in vascular function, homeostasis, oxidative stress,
and cholesterol (e.g., Col3a1, Emb, Atp2b2, Fmo1, Cyp2e1,
Nox4, InhA, Chrna1, and Cyp1a1).

Table 2 displays the names of common genes expressed at
least 2-fold differently between 16mo and 3mo old animals
in SED or EX groups.The four largest DEGs occurred for the
following genes: Atp2b2 (functions in intracellular calcium
homeostasis), Cyp1a1 (roles in drug metabolism, synthesis of
cholesterol, steroids, lipids, and NADPH-dependent electron
transport pathway), Chrna1 (functions in acetylcholine bind-
ing/channel gating), and Col3a1 (roles in connective tissue
and vascular function). None of these genes have previously
been associated with physical activity, although Col3a1 was
suspected to be associated withmuscle cramping [21]. Table 3
displays fifteen unique DEGs with fold changes of at least 1.5-
fold between 16mo and 3mo old animals in both groups.
Ten unique DEGs were identified for SED, with three having
cell adhesion functions (e.g. Fn1, Lgals3, and Ncam1). Only
five unique genes were associated with EX, with two involved
in the hypothalamic, pituitary, and gonadal hormone axis
and obesity (e.g., Nrob2 and Xpnpep2). Candidate genes that
were previously associated with voluntary exercise, including
glucose transporter 4 (Glut4) [22], nescient helix loop helix 2
(Nhlh2) [23], and dopamine receptor 1 (Drd1) [24], were not
identified as DEGs in the current study.

In a review of gene candidates that regulate physical
activity, Lightfoot [25] describes a strong case for two can-
didate genes, Drd1, which regulates dopamine levels, and
Nhlh2, which affects B-endorphin levels. Both gene candi-
dates meet four standards of evidence from research includ-
ing (1) having functional relevance to a known trait, (2)
localizing within an identified quantitative trait loci, (3) hav-
ing a possible genomic structural variation in the gene that
may give rise to a functional difference in a protein, and (4)
demonstrating a difference in gene expression as well as a
difference in trait. Lightfoot states that other genes are likely
to emerge as strong candidates, recognizing that epigenetic
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Table 2: Common differentially expressed genes in SED and EX groups comparing 16mo and 3mo old animals.

Gene Symbol Gene Name Gene Function Fold Change SED Fold Change EX
col3a1 Collagen type III alpha 1 Connective tissue and vascular function −1.5∗ 3.6#

emb Embigin Cell growth and homeostasis −1.7∗ 2.0#

atp2b2 ATPase Calcium transporting
plasma membrane 2 Intracellular calcium homeostasis 1.7# −8.9∗

fmo1 Flavin containing monoxidase 1 Oxidative metabolism 1.8# −2.2∗

cyp2e1 Cytochrome P450 family, 2,
subfamily E polypeptide

Metabolism, cholesterol, and other lipid
regulation 2.0# −1.6∗

npr3 Natriuretic peptide receptor
C/guanylate cyclase C

Regulates blood volume and pressure
cardiac function, metabolism 2.0# 2.3#

nax4 NADPH oxidase 4 Generates superoxide, functions as an
oxygen sensor, apoptosis −2.1∗ 1.5#

nadph oxidase 4 NADPH oxidase 4 Generates superoxide, functions as an
oxygen sensor, apoptosis −2.1∗ −1.7∗

inha Inhibin alpha

Hypothalamic, pituitary, gonadal hormone
secretion, germ cell development and
maturation, erythoid differentiation, insulin
secretion, nerve cell survival, embryonic
axial development or bone growth

−2.6∗ 1.7#

chrna1 Cholinergic receptor, nicotinic,
alpha 1

Plays a role in acetylcholine binding/channel
gating 4.0# 2.3#

cyp1a1 Cytochrome P450, family 1,
subfamily A polypeptide 1

Drug metabolism and synthesis of
cholesterol, steroids and other lipids,
involved in an NADPH-dependent electron
transport pathway

−4.1∗ −1.6∗

#: Up-regulation; ∗: down-regulation.

forces, including acetylation and methylation, may also be
strong regulators of traits associated with physical activity.
Furthermore, combinations of genes that are up- and down-
regulated can communicate in networks that ultimately
translate for proteins that regulate cell function. In the current
study, the largest DEGs expressed with age in both SED and
EXwereAtp2b2 (SED: 1.7 versus EX:−8.9) andCol3a1 (SED=
−1.5 versus EX: +3.6). Other DEGs, whether shared or unique
in SED and EX, were approximately 2-fold different or less.
These data suggest resilience in gene expression over time,
with only a small number of genes modified as a result of
either chronic inactivity or activity.

3.3. 2D-DIGE, SDS PAGE, and MALDI-TOF-MS. 2D-DIGE
and SDS PAGE distinguished 103 proteins that met statistical
significance when comparing old and young animals in SED
and EX groups. Of the 103 spots, 58 of these proteins were
identified by MALDI-TOF-MS (Figures 2 and 3). Significant
spots on the gel were identified independently in each com-
parison, and the number of significant spots varies by com-
parisons. Some spots could be significant inmultiple compar-
isons. Supplementary Table 1 (see Supplementary Material
available online at http://dx.doi.org/10.1155/2014/950516) lists
the names of the DIGE-identified proteins in cardiac tissue
that changed in abundance, identified by MALDI-TOF/MS
and meeting criteria of 1.3-fold and 𝑃 < 0.05, comparing
old and young in SED and EX groups, and correlated with
protein spot numbers with altered densities in Figures 2

and 3, respectively. Relevant information about the match
quality, molecular weight, isoelectric point, protein scores,
and confidence levels is provided in Supplementary Table 1.
Supplementary Table 2 lists protein spot numbers that corre-
spond to the names in Supplementary Table 1. Also listed are
the comparative ratios in SED old versus young and EX old
versus young, along with their 𝑃 values. Fold changes in
specific proteins, as well as functional categories in old and
young animals in both SED and EX are shown in Figure 4.

Results of the DAVID bioinformatics cluster analyses
showed that, comparedwith EX, SEDhadhigher proteins lev-
els in old versus young that were associated with mitochon-
drial membrane, motor activity, and muscle contraction cat-
egories and lower protein levels for binding, sugar metabolic
processes, and vascular regulation (e.g., KNT1, ALBU, GPX1,
PYGB, LDHB, G3P, PYGM, PGM1, and ENOB). Compared
with SED, the EX group had higher protein levels in only two
functional categories: ATP metabolic processes (e.g., MYH6,
MYH7, ATP5J, and ATPA) and vascular function (e.g., KNT1,
ALBU, and GPX1).

4. Discussion

Global gene expression and 2D-DIGE were combined in this
study to compare gene and protein expressions in physically
inactive animals that resided solely in a standard cage with
physically active animals having regular access to an exer-
cise wheel. Exercise training-induced changes in contractile,
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Table 3: Genes that exhibit unique fold changes in animals in SED and EX groups, for SED and EX, 16mo versus 3mo.

Gene symbol Gene name Gene function Fold change SED Fold change EX

myoc
Myocilin, trabecular meshwork
inducible glucocorticoid
response

Cytoskeletal function and is expressed in many
occular tissues 1.7#

fn1 Fibronectin 1
Involved in cell adhesion, cell motility,
opsonization, wound healing, and maintenance
of cell shape

−1.5∗

s100a10 S100 calcium binding protein A10

Regulator of protein phosphorylation, involved
in the regulation of a number of cellular
processes such as cell cycle progression and
differentiation

−1.5∗

lgals3 Lectin, galactoside-binding,
soluble, 3

Involved in acute inflammatory responses
including neutrophil activation and adhesion,
chemoattraction of monocytes macrophages,
opsonization of apoptotic neutrophils, and
activation of mast cells

−1.6∗

il33 Interleukin 33 Induces T-helper type 2-associated cytokines 1.6#

vcan Versican

May play a role in intercellular signaling and in
connecting cells with the extracellular matrix.
May take part in the regulation of cell motility,
growth, and differentiation. Binds hyaluronic
acid.

−1.6∗

emp1 Epithelial membrane protein 1 −1.5∗

nr1d1 Nuclear receptor subfamily 1,
group D, member 1 −1.5∗

ncam1 Neural cellular adhesion
molecule

Cell adhesion molecule involved in
neuron-neuron adhesion, neurite fasciculation,
and outgrowth of neurites

1.6#

fhl3 Four and a half LIM domains 3
May be involved in tumor suppression,
repression of MyoD expression, and repression
of IgE receptor expression

−1.6∗

nr0b2 nuclear receptor subfamily 0,
group B, member 1

Component of a cascade required for the
development of the
hypothalamic-pituitary-adrenal-gonadal axis

−1.5∗

ptgfr Prostaglandin F receptor

Receptor for prostaglandin F2-alpha
(PGF2alpha). The activity of this receptor is
mediated by G proteins which activate a
phosphatidylinositol-calcium second
messenger system. Initiates luteolysis in the
corpus luteum

1.8#

xpnpep2 Inhibin alpha

Hypothalamic, pituitary, gonadal hormone
secretion, germ cell development and
maturation, erythroid differentiation, insulin
secretion, nerve cell survival, embryonic axial
development, or bone growth

1.5#

abca1 Cholinergic receptor, nicotinic,
alpha 1

Plays a role in acetylcholine binding/channel
gating 1.5#

pla2g2a Cytochrome P450, family 1,
subfamily A polypeptide 1

Drug metabolism and synthesis of cholesterol,
steroids, and other lipids, involved in an
NADPH-dependent electron transport
pathway

−1.7∗

#: upregulation; ∗: downregulation.
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Figure 2: 2-dimensional gel electrophoresis image of overlay com-
paring 3-month-old SED and 3-month-old EX animals. Proteins
(𝑛 = 103) showing different expressions (>1.5, 𝑃 < 0.05) are circled.

Figure 3: 2-dimensional gel electrophoresis image of overlay com-
paring 16mo old SED and 16mo old EX animals. Proteins (𝑛 = 103)
showing different expressions (>1.5, 𝑃 < 0.05) are circled.

mitochondrial, and transporter protein expression in rat
skeletal muscle have been previously described [26, 27].
Yamaguchi et al. [28] identified 13 protein expression differ-
ences between high-intensity exercise trained and sedentary
animals, several of which had previously unknown functions
related to regular exercise. Several studies have reported
that 65–73% of the variance in protein abundance may be
explained by mRNA concentration [29, 30]; however, due to
miRNA interactions, posttranslational modifications protein
degradation, and sometimes unpredictable protein response
to stimuli, mRNA alone is not always a good predictor of
protein abundance [29, 30].

Although no DEGs were observed when comparing
same-aged animals in different activity treatment groups, 2D-
DIGE and SAGE analyses revealed 103 proteins at different
measurable levels in 16mo old SED versus 16mo old EX rats
and 3mo SED versus 3mo old SED rats. Comparing EX

and SED, similar age-associated protein abundances were
found for ETFD, HBB1, APOA1, MLRV, SPA3K, and FHL2
in both groups, indicating a more powerful age rather
than physical activity influence on these protein expressions.
Proteins that were expressed differently in old versus young
SED compared with old versus young EX, indicating a more
powerful influence of physical activity on protein expression,
includedNDUF3, ATP5J, G3P, GPX1,HSP7C,MCCA, PYGB,
IDH3B, PYGM, ALDH2, ACADS, LDHB, MYL3, ALBU, and
TTHY. These proteins represent a small fraction of the total
number of the tens of thousands of proteins estimated in
the entire organism. In our investigation, health-related dif-
ferences between exercised and sedentary animals were not
clinically obvious until the rats were 12 months old. After this
age, animals housed in standard cages without access to a
running wheel, exhibited undesirable phenotypes such as
high blood cholesterol, high body weight, hypertension,
greater number of tumors, and compromised spatial maze
performance, compared with their more active counterparts
[9, 10, 14]. The top proteins that were differentially expressed
when comparing SED (old versus young) to EX (old versus
young) groups (e.g., NDUF3, ATP5J, G3P, GPX1, andHSP7C)
encompassed a wide variety of regulatory functions, includ-
ingmetabolism, oxidative stress, glycosaminoglycan binding,
response to vitamin A, cell morphogenesis, activation of
protein kinase activity, fatty acid biosynthesis, and contractile
activity. Other proteins with large differences in expression
between SED and EX had unknown functions related to
exercise (e.g., four and a half LIM domains protein 2, ES1
protein homolog).

A surprisingly small number of genes and proteins have
been found to be involved in cell regulation, with single
proteins having multiple functions [5]. In previous studies
only ∼1.5% of genes from cardiac tissue in rats were differen-
tially expressed when comparing animals at rest with those
following an acute (one-time) bout of exercise [12, 27]. One
study reported that sedentary female rat muscle exhibited
52 significant changes in gene transcription after one hour
of vigorous exercise compared with skeletal muscle collected
from resting animals [31]; however, any effect of these gene
expressions on protein abundance was not investigated. In
the present study, cardiac gene expressions were measured
using tissue from animals sacrificed in a rested state, and
so any change in expression, up or down, which may have
occurred due to acute physical activity, were likely to have
returned to baseline upon recovery. The small number of
DEGs and proteins comparing old to young animals with dif-
ferent lifelong activity levels contrasted with large differences
in phenotypes described previously in these animals (e.g.,
higher body weight, blood pressure, and tumor formation
in less active) that did not emerge until early adulthood (12
months old) [9, 10].

Gene and protein expressions do not always clearly link
to specific health- or disease-associated phenotypes. Yet the
tissue-specific protein complement of the genome usually
governs the function of the cell and in so doing regulates the
phenotype. The emerging field of proteomics identifies and
quantifies proteins that are translated, whether or not they
can be predicted from DNA or mRNA analyses [28–30, 32].
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PHB, ETFD, MCCA, ATP5J, NDUF3, ATPA
MLRV, MYH6, MYL3, MYH7
MYH6, MYL3, MYH7

MYH6, ATP5J, MYH7, ATPA
MLRV, MYH6, MYL3, ACTC, MYH7
MYH6, MYH7, ATPA

MYH6, MYL3, ACTC, MYH7
HSP7C, SYFM, MYH6, MCCA, PYGM, ACTC,
NDUAA, ACAD5, MYH7, GRP78, ATPA
FHL2, MYH6, MYL3, ACTC, MYH7
LDHB, G3P, ENOB
PHB, IF5A1, GPX1, G3P, ACTC, ALBU, GRP78
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Figure 4: Functional category, protein names, and fold changes in SED and EX, old and young, FC = fold change.

The value of proteomic data ultimately depends upon its
predictive ability of certain phenotypes. It is unclear if health-
related phenotypes such as blood pressure, body weight,
tumors, and oxidative stress can be traced to changes in a
small number of genes or gene clusters, or entire networks
that communicate with a small number or cluster of specific
proteins.

5. Conclusion

The impact of environment, specifically, chronic inactivity
imposed by space limitations of standard cages on gene
expression and protein levels, is becoming recognized as an
important consideration in animal research. Providing an
exercise wheel is a simple, yet effective way to influence gene
and protein expressions likely to influence health and disease
traits in adulthood. Nevertheless, most animal studies neglect
including information about physical activity and typically
confine animals to standard cages, forcing them to be seden-
tary. Results from this study suggest that ephemeral changes
in a small number of DEGs occur early in life and contribute
to different protein abundances associated with healthy and
disease traits that become evident in adulthood, differing sub-
stantively between physically inactive and inactive animals.
It is currently unclear whether the predominant influence
on protein synthesis stems from large changes in a small
number of genes, or small changes in a large number of genes
located in specific gene networks. Specific proteins expressed
in lower and higher levels as a result of physical inactivity
or activity are likely to affect health status, especially as one
ages. Mechanisms by which lifetime physical inactivity or

regular activity acts to affect the expression of specific genes
and proteins remain a logical direction for future research,
and the importance of housing and access to physical activity
deserves further attention in future animal studies.
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Numerous candidate genes have been suggested in the recent literature with proposed roles in regulation of voluntary physical
activity, with little evidence of these genes’ functional roles. This study compared the haplotype structure and expression profile
in skeletal muscle and brain of inherently high- (C57L/J) and low- (C3H/HeJ) active mice. Expression of nine candidate genes
[Actn2, Actn3, Casq1, Drd2, Lepr,Mc4r,Mstn, Papss2, and Glut4 (a.k.a. Slc2a4)] was evaluated via RT-qPCR. SNPs were observed
in regions of Actn2, Casq1, Drd2, Lepr, and Papss2; however, no SNPs were located in coding sequences or associated with any
known regulatory sequences. In mice exposed to a running wheel, Casq1 (𝑃 = 0.0003) and Mstn (𝑃 = 0.002) transcript levels in
the soleus were higher in the low-active mice. However, when these genes were evaluated in näıve animals, differential expression
was not observed, demonstrating a training effect. Among näıve mice, no genes in either tissue exhibited differential expression
between strains. Considering that no obvious SNPmechanismswere determined or differential expressionwas observed, our results
indicate that genomic structural variation or gene expression data alone is not adequate to establish any of these genes’ candidacy
or causality in relation to regulation of physical activity.

1. Introduction

The benefits of physical activity on health and disease have
been demonstrated convincingly [1]. Despite this evidence,
physical activity continues to decline in humans [2, 3], with
data suggesting that less than 5% of adults completemoderate
activity on a regular basis and 25% of adults are not active at
all during their leisure time. Physical inactivity is a risk factor
for many health outcomes such as cardiovascular disease,
diabetes, some forms of cancer, and obesity [4].

Studies of both human and animal models strongly
suggest that genetic factors play a role in physical activity with
little common environmental effect [5–15]. Heritability of
physical activity has been observed to widely range from 20%
to 92% in humans and mice, depending on the heritability
index used, the activity measurement employed, the sex and

age of the subject, and species, among other factors. While
copious evidence exists that genetics are associated with the
determination of physical activity levels, little direct evidence
supports involvement of specific genetic mechanisms in
activity regulation.

Recently, several putative candidate genes have been
proposed to play roles in physical activity; however, there has
been no definite consensus about what constitutes “sufficient
evidence” to define a candidate gene. Traditional experimen-
tal approaches most often have used the single criterion of
functional relevance as the standard for candidate gene dec-
laration [16]. DiPetrillo et al. [17] suggested that a candidate
gene can be declaredwhen a potential candidate gene exhibits
at least three lines of evidence as to its involvement in the
phenotype of study, which includes location within a known
QTL, differences in gene expression, the aforementioned
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“functional relevance,” and/or alteration in the phenotype
with manipulation of the gene. An example of this approach
can be seen with two candidate genes for physical activity—
dopamine receptor 1 (Drd1) and nescient helix loop helix 2
(Nhlh2)—which have shown functional relevance to activity
[18, 19], interval-specific haplotype differences in animals
exhibiting differential phenotypes [20], localization within
identified activity single-effect and epistatic QTL [10, 12, 21–
24], expression differences between high- and low-active
animals [25], and/or a change in phenotype with gene
manipulation [18, 26]. However, unlike Drd1 and Nhlh2, the
majority of potential candidate genes suggested to be associ-
atedwith physical activity have little evidence to support their
candidacy [27].

Therefore, the purpose of this study was to examine the
interval-specific haplotype structure and gene expression of
the nine previously suggested [10–12, 27], but weakly sup-
ported, candidate genes in high- (C57L/J) and low-active
(C3H/HeJ) mice in both central brain (nucleus accumbens)
and peripheral musculoskeletal (soleus) tissues, with the goal
of adding additional lines of evidence to support these genes
as candidates for future causal activity regulation studies.

2. Methods

2.1. Overall Procedures. Based on the available literature, nine
genes with direct or indirect association (through functional
relevance or GWAS) to physical activity were investig-
ated: actinin 2 (Actn2, [27]), actinin 3 (Actn3, [27]), calse-
questrin 1 (Casq1, [28]), dopamine receptor 2 (Drd2, [29]),
leptin receptor (Lepr, [13, 30]), melanocortin 4 receptor
(Mc4r, [31]), myostatin (Mstn, [27]), 3-phosphoadenosine
5-phosphosulfate synthase 2 (Papss2, [32]), and glucose
transporter 4 (Glut4—aka Slc2a4, [33]). Two methods were
used to investigate these genes. Initially, published databases
were interrogated to identify regional haplotype differences
indicating potential genomic variation in the candidate gene
between the high- and low-active mouse strains. Second,
mRNA expression was measured in both näıve and running
wheel-exposed mice of both strains.

2.2. Method One: Interval-Specific Haplotype Comparisons.
Haplotypes of the nine candidate genes were compared
within and between the high- and low-active mouse strains
to identify potential genetic structural differences that could
contribute to phenotypic variation. Initial haplotype analysis
was conducted using the dense single nucleotide polymor-
phism (SNP) map from Perlegen Inc. (Mountain View,
CA) (≈8.3 million SNPs). The Perlegen database utilized
sequence data from 55 inbred strains of mice to pre-
dict haplotypes using pairwise comparisons between mouse
strains. The specific chromosomal location of each tar-
get gene was determined using the NCBI GENE database
(http://www.ncbi.nlm.nih.gov/gene/) and then inserted into
the haplotype block viewer [20]. The haplotype viewer pro-
vided a binary determination of whether the haplotype and
any SNPs, if present, were similar or dissimilar between the
strains. Following the recent dismantling of the Perlegen
online mouse haplotype viewer, the haplotype data were

subsequently reverified using the Mouse Phylogeny Viewer
(http://msub.csbio.unc.edu/ [34]).

2.3. Method Two: Gene Expression Determination. We had
previously identified C3H/HeJ inbred mice as low-active and
C57L/J inbred mice as high-active [10] with the C57L/J mice
running, on average, 271% farther on a daily basis than
the low-active C3H/HeJ mice. At eight weeks of age, four
C57L/J and four C3H/HeJ mice (Jackson Labs, Bar Harbor,
ME) were housed individually in cages with a 450mm
circumference solid surface running wheel (Ware Manu-
facturing, Phoenix, AZ) interfaced with a magnetic sensor
and computer odometer (Sigma Sport BC600, St. Charles,
IL) that counted revolutions of the running wheel and total
time the mouse ran. Each cage computer was calibrated (as
per manufacturer’s instructions) for the circumference of
the cage wheel allowing for measurement of distance (km)
and time (min) the animals ran on thewheel, with subsequent
calculation of speed (m/min). After one week of adaptation
to the wheel, the activity of each mouse was monitored
every 24 hours beginning at 63 days of age (9 weeks) for
seven consecutive days. Each day the wheels were checked
to insure that they turned freely. These methods have been
validated for repeatability [35]. Subsequently, due to concerns
that wheel exposure would cause training-induced gene
expression changes, a separate group of high-active and
low-active mice (𝑛 = 12, 3 D and 3 C of each strain)
were housed with locked (i.e., nonturning) wheels from 8
to 10 weeks of age. Mice of respective activity groups were
housed in the same room of the university vivarium with
12 h light/dark cycles (see discussion), with temperature and
humidity maintained at 19–21∘C and 50–60%, respectively.
Food (Harland Tekland 8604 Rodent Diet,Madison,WI) and
water were provided ad libitum. Mice were weighed on a
weekly basis. At 10 weeks of age, the mice were anesthetized
with 2–4% isofluorine for body composition testing and
subsequently euthanized. The nucleus accumbens and the
soleus muscle were harvested and flash frozen in liquid
nitrogen and then stored at −80∘C for later analysis. Body
composition was analyzed in the näıve animals prior to
tissue harvesting, using the Lunar Piximus DEXA (dual-
energy X-ray absorptiometry) instrument (Fitchberg, WI).
All procedures were approved by the University of North
Carolina Charlotte and Texas A&M University Institutional
Animal Care and Use Committees.

Target gene transcript expression was measured by quan-
titative real-time polymerase chain reaction (RT-qPCR) as
reported previously, with minor modifications [25]. Total
RNA was isolated from nucleus accumbens and soleus tissue
using the Qiagen RNeasy mini kit (Qiagen, Valencia, CA).
Immediately following the elution step, DNA was removed
with a DNA-free kit (Ambion, Austin, TX). RNA was quan-
tified using a NanoDrop 1000 spectrophotometer (Thermo
Scientific, Waltham, MA) and in naı̈ve animals quality
of RNA was determined by an Agilent 2100 Bioanalyzer
(Santa Clara, CA). RNA samples with RIN quality values
>7.5 were included in RT-qPCR assays. RNA was reverse
transcribed using iScript Reverse Transcription Supermix
for RT-PCR (Bio-Rad Laboratories, Hercules, CA). Then
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RT-qPCR was conducted using SsoFast Probes Supermix
with ROX (Bio-Rad Laboratories), along with predesigned
PrimeTime RT-qPCR Assays (Integrated DNA Technologies,
(IDT), Coralville, IA) and 2 𝜇L cDNA to detect the transcript
sequence of interest. All reactions were run in duplicate. RT-
qPCR reactions were run on an Applied Biosystems 7900HT
Fast Real-Time PCR System (Carlsbad, CA). A fivefold RNA
dilution series was utilized to determine efficiency of each
qPCR assay. Amplification data were analyzed with Sequence
Detection Software v. 2.2.2 (Applied Biosystems). Expression
was normalized to an endogenous control (18S ribosomal
RNA (RN18S; IDT)) using methods described by Pfaffl [36].
A gene expression ratio was calculated that is positively
related to expression level and takes the efficiency of each
assay into consideration. Briefly, gene expression ratio (GER)
= target gene efficiency(CT target reference−CT target gene)/control
gene efficiency(CT control reference−CT control gene). The reference
value (calibrator) used for a given gene was the average Ct
of all samples (in both strains) for that gene. Efficiency was
calculated using the slope of the standard curve (10(−1/slope)).

Actn2,Casq1,Glut4,Lepr, andMstn expression levels were
measured in both the nucleus accumbens (central) and soleus
(peripheral) tissue of animals exposed to running wheels.
Based on evidence in the literature and results from the
wheel-exposed animals, expressions of Actn3, Actn2, Casq1,
Glut4, Lepr, andMstn were assayed in the soleus of the näıve
animals, while Drd2, Mc4r, Papss2, and Lepr were measured
in the nucleus accumbens of the naı̈ve animals.

2.4. Statistics. Gene expression data were checked for nor-
mality using a two-sided 𝐹 test (JMP 10.0, SAS Institute,
Cary, NC). If the expression ratio was not normal (𝑃 <
0.05), the expression data were analyzed by Chi-square
nonparametric approaches. Normally distributed expression
ratios were compared by a pooled 𝑡-test (if variances were
equal) or Student’s 𝑡-test (if variances were not equal). Alpha
values were set a priori at 0.05. In all analyses, expression
values that were greater than 2.5 standard deviations away
from the mean were considered outliers and eliminated from
the dataset. If differential expression was observed, data were
subsequently analyzed for sex differences.

3. Results

No difference in body weight was observed between strains
for mice exposed to the running wheel (23.7 g ± 2.6 g C57L/J
versus 23.3 g ± 3.6 g C3H/HeJ, mean ± SD; 𝑃 = 0.93) or näıve
animals (24.0 g ± 2.6 g C57L/J versus 24.4 g ± 2.1 g C3H/HeJ;
𝑃 = 0.43). In näıve animals, percent body fat was not different
between the strains (12.7% ± 1.6% C57L/J versus 14.5% ± 1.8%
C3H/HeJ; 𝑃 = 0.09).

Differential haplotypes were exhibited across the entire
transcribed region of Actn2, Casq1, Drd2, Lepr, and Papss2,
as reflected by a number of SNPs in each gene (Table 1). The
strains exhibited similar haplotype patterns for Mstn, Glut4,
Mc4r, and Actn3 (i.e., no differential SNPs). Casq1 (𝑃 =
0.0003) and Mstn (𝑃 = 0.002) transcript expression in the
soleus was found to be different between the high-and low-
active mice exposed to a running wheel (Table 2; Figure 1),

while there were no differences observed inActn2 (𝑃 = 0.55),
Glut4 (𝑃 = 0.20), or Lepr (𝑃 = 0.85). However, when these
genes were evaluated in the soleus between strains of näıve
animals, differences in expression of Casq1 and Mstn were
not observed (𝑃 = 0.40 and 𝑃 = 0.27, resp.). No differential
expression was observed in any of the genes evaluated in the
nucleus accumbens (Actn2, 𝑃 = 0.13; Casq1, 𝑃 = 0.64; Glut4,
𝑃 = 0.58; Lepr, 𝑃 = 0.72;Mstn, 𝑃 = 0.37; Table 2) in animals
exposed to the running wheels.

In naı̈ve animals, gene expression results indicated no
differential expression between high- and low-active animals
for any of the genes in the soleus (Actn2, 𝑃 = 0.58; Actn3,
𝑃 = 0.58; Casq1, 𝑃 = 0.40; Glut4, 𝑃 = 0.22; Lepr, 𝑃 = 0.82;
Mstn, 𝑃 = 0.27; Table 2). No difference was seen between
strains in Drd2 (𝑃 = 0.06), Lepr (𝑃 = 0.18),Mc4r (𝑃 = 0.08),
or Papss2 (𝑃 = 0.40) in the nucleus accumbens (Table 2).
Gene expression differences between sexes were not observed
in either strain.

4. Discussion

As an extension of quantitative genetic approaches that have
been used to investigate the genetic control of physical
activity, several genes have been suggested to be associ-
ated with activity regulation with little or no supporting
physiological evidence for their involvement. This study’s
purpose was to investigate whether nine putative candidate
genes had interval-specific haplotype structure variability
and were actually expressed differentially between high- and
low-active mice. Although differential gene expression is not
the only determinant of whether a gene is a candidate gene,
it is one line of evidence suggesting that a gene may be
involved in regulation of a particular phenotype. We found
that prior exposure to a running wheel, in and of itself,
caused changes in gene expression, demonstrating a training
effect. Thus, as our goal was to investigate innate differences
in gene expression between strains with varying activity
levels, expression was subsequently measured in näıve mice.
Interestingly, although these strains ofmice have distinctively
diverse levels of activity, none of the genes evaluated were
differentially expressed between näıve high- and low-active
mice in the nucleus accumbens or soleus. The majority of
genes evaluated in this study were chosen from genome-
wide association studies utilizing genomic DNA, which does
not correspond to transcript levels. Therefore, differential
expression between phenotypes should not necessarily be
expected from genotype association studies alone. While not
ruling these genes out as potential regulators of physical
activity, our data provides evidence that differences in activity
are not due to variability in transcript abundance in this
model. Likewise, given that there are no SNPs located
in protein-coding regions for any of the genes evaluated
genomic variability between the strains in these genes does
not account for phenotypic differences between strains.Thus,
while association and functional relevance provide two lines
of evidence, we suggest that further functional validation
of these genes is necessary, possibly including investiga-
tion of post-transcriptional modification and differences in
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Table 1: SNP variation between high- and low-active mice.

Gene Sequence accession no. Chromosome no. SNP position Nucleotide change Region
On chromosome In gene C3H/HeJ C57L/J

Actn2 NC 000079 1

12269977 551 T C intron 1
12277437 8011 G A intron 1
12282994 13568 C T intron 1
12290237 20811 G A intron 1
12299638 30212 A T intron 2
12300030 30604 A C intron 2
12301365 31939 G A intron 4
12336213 66787 C T intron 18
12336314 66888 G A intron 18

Casq1 NC 000067 1 172213506 3612 T G intron 3
172213681 3787 A G intron 3

Drd2 NC 000075 9

49344757 4095 G A 5 UTR
49353453 12791 A G 5 UTR
49367545 26883 T C 5 UTR
49372928 32266 G A 5 UTR
49372964 32302 C T 5 UTR
49373405 32743 A T 5 UTR
49376079 35417 A G 5 UTR
49376164 35502 T C 5 UTR
49396183 55521 G A intron 1

Lepr NC 000070 4 101802391 84984 C T intron 17
101802709 85302 T G intron 17

Papss2 NC 000085 19

32607198 11483 T C intron 1
32607669 11954 G A intron 1
32613744 18029 C T intron 1
32626984 31269 C T intron 1
32633562 37847 T C intron 1
32649103 53388 A C intron 7
32653353 57638 G A intron 8
32665695 69980 C A 3 UTR

Haplotype and SNP data were obtained from the Mouse Phylogeny Viewer (http://msub.csbio.unc.edu/). C57L/J are high-active mice and C3H/HeJ are low-
active mice.

regulatory mechanisms as additional lines of support for the
gene’s candidacy in relation to any phenotype regulation.

It has been well established that genetic background is a
significant regulator of daily physical activity in both humans
and mice, with little input from common environmental
influences [5–15, 23, 37–39]. In spite of themounting evidence
confirming genetic control of physical activity, little is known
about the actual regulatory mechanisms, including the iden-
tity of the responsible genes. Identification of potential candi-
date genes has been primarily through speculated functional
relevance and/or location within an identified quantitative
trait locus, with little or no functional validation. More
often than not, further examination of potential candidate
genes has indicated that use of QTL location/perceived
physiological relevance results in a large number of false
positive quantitative trait genes (QTG). Indeed, the early
promise of discovering QTG from QTL has had limited
success, with some authors reporting less than a 1% success
rate in finding QTG in QTL [16]. Flint et al. [16] also suggest

that candidate genes derived frommost QTL studies account
for very small phenotypic effects. Therefore, the small effects
of putative candidate genes associated with QTL, combined
with sequence variance and position of the QTL relative to
the coding region of the gene, make determining the actual
causative gene and function using traditional quantitative
genetic approaches extremely difficult.

For example, De Moor et al. [32] found novel SNPs in
the Papss2 gene region related to activity levels in humans,
suggesting Papss2 was associated with leisure time exercise
behavior.Papss2produces a sulfonation enzyme thatmodifies
macronutrients and exogenous compounds and is expressed
in many tissues including skeletal muscle and brain [32].
In our mouse model, however, we found no differences in
Papss2 expression between our high- and low-active mice in
the nucleus accumbens, a region of the brain that has been
suggested as a primary site of activity regulation [25, 40].
Papss2was not expressed at observable amounts in the soleus
of our mice using the methods employed, although this may
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Figure 1: Expression ofCasq1 (a) andMstn (b) in soleusmuscle. In both panels, comparisonsmade between strains within activity state (high-
active versus low-active). ∗Significantly different fromwheel-exposed high-active mice (𝑃 < 0.05). Values are mean ± SD. AU, arbitrary units.

Table 2: Gene expression ratios.

Gene Tissue Expression ratio (AU)
𝑃 value

C57L/J (high-active) C3H/HeJ (low-active)

Wheel exposed

Actn2 sol 1.1 ± 0.32 0.95 ± 0.22 0.55
Casq1 sol 0.85 ± 0.04 1.17 ± 0.04 0.0003∗

Glut4 sol 0.94 ± 0.07 1.08 ± 0.13 0.2
Lepr sol 1.0 ± 0.27 1.05 ± 0.26 0.85
Mstn sol 0.59 ± 0.05 1.7 ± 0.14 0.002∗

Actn2 NA 0.14 ± 0.12 0.44 ± 0.53 0.13
Casq1 NA 0.16 ± 0.14 0.12 ± 0.05 0.64
Glut4 NA 0.17 ± 0.10 0.2 ± .07 0.58
Lepr NA 1.77 ± 2.47 1.33 ± 0.73 0.72
Mstn NA 0.12 ± 0.07 0.22 ± 0.22 0.37

Näıve

Actn2 sol 1.27 ± 0.96 1.33 ± 1.1 0.58
Actn3 sol 1.25 ± 0.94 1.35 ± 1.57 0.58
Casq1 sol 1.05 ± 0.54 0.79 ± 0.40 0.4
Glut4 sol 1.22 ± 0.56 0.89 ± 0.19 0.22
Lepr sol 0.94 ± 0.66 1.03 ± 0.40 0.82
Mstn sol 0.98 ± 0.58 1.38 ± 0.55 0.27
Drd2 NA 1.69 ± 0.85 0.80 ± 0.47 0.06
Lepr NA 0.35 ± 0.09 0.26 ± 0.10 0.18
Mc4r NA 0.88 ± 0.19 1.21 ± 0.36 0.08
Papss2 NA 1.17 ± 0.33 0.97 ± 0.48 0.4

Gene expression ratio was calculated fromPfaffl [36]. Values are described asmean± SD; “sol” indicates soleus; “NA” nucleus accumbens. ∗Indicates differential
expression of gene between strains.
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have been due to the small quantities of RNA available to
use in the reverse transcription reaction. Interestingly, all of
the SNPs found in De Moor’s work were located in intron
1 of Papss2. Likewise, we found five SNPs in intron 1 of
Papss2 between our strains of mice (Table 1); however, a
BLAST comparison of the human and mouse gene sequence
shows that none of the SNPs identified seem to match
between species. Intronic SNPs are spliced out of the mRNA,
therefore not affecting sequence of the mature transcript.
Intronic sequence variance would only impact transcript
levels through alteration of miRNA sequences or by location
in the promoter region. None of these modes of regulation
are currently presented in the literature for Papss2. As DNA
sequence variation does not have a causal relationship with
transcript abundance, we should not be surprised that our
results differ from those of De Moor’s et al. [32].

Unraveling the regulatory mechanisms of voluntary
activity is further complicated by a variety of genetic mecha-
nisms contributing to transcriptional regulation. Therefore,
it is critical that potential candidate genes be examined
thoroughly before they become entrenched in the literature
as “causative” of a phenotype. With only 2% of the human
genome actually coding for proteins, it is not surprising
that mechanisms other than structural gene variation con-
tribute to differences in phenotype. Regulatory regions of
noncoding sequences may be contributing to regulation of
voluntary physical activity through a variety of mechanisms
(e.g., miRNA, siRNA, and ribosomal binding proteins [41]).
These regulatory mechanisms have not been fully character-
ized and may be contributing to activity regulation as we
have previously suggested [10]. We have shown that other
genetic mechanisms such as epistasis (gene interactions)
and pleiotropy (one gene has multiple effects) can affect
physical activity regulation [23, 42, 43]. Glut4 was selected
as a putative candidate gene for inherent physical activity
regulation based on QTL association [21, 23, 27] and from
functional relevance [33]. Glut4 functions to move glucose
across the plasma membrane of cells, is found in skeletal
muscle, and is induced by insulin or exercise [33]. Tsao and
colleges [33] observed that mice with Glut4 overexpression
ran four times further than controls. Glut4 was found to
be close to the “mini-muscle” gene region [21] as well as
near a QTL exhibiting significant epistasis for distance run
[23]. Considering these previous physical and functional
experiments of the role of Glut4 in physical activity, we
expected to see differential expression between our inherently
high- and low-active strains of mice. However, like Papss2,
we observed no differences in expression. It is possible that
Glut4 may function through epistasis with other genes; thus
differential expression of Glut4 itself would not be detected.

Considering the multitude of mechanisms contributing
to gene regulation, it is not unreasonable that the only
differential gene expression observed between strains in this
study was due to a training effect. It is well known that a
variety of perturbations can influence gene expression, such
as repeated exercise bouts altering transcript levels in skeletal
muscle and brain tissue [44, 45].While we had not previously
shown alteration in brain gene expression after runningwheel
activity [25], it is not surprising that even aminimal exposure

to wheel running (seven days) produced changes in some
of the skeletal muscle genes measured (Mstn and Casq1).
The literature is ambiguous for Mstn expression changes in
skeletal muscle with endurance exercise training, showing
variable results depending on species, training mode, and
time elapsed after exercise session, amongst other factors [46,
47]. Casq1 protein levels have been shown to decrease in the
soleus with endurance training by Kinnunen and Mänttäri
[48], which is comparable to the gene expression results seen
in our high-active mice. These observations highlight the
need to use naı̈ve animals when investigating inherent gene
expression differences.

From our gene expression results we can conclude that
differences in inherent variation in activity levels are not due
to differences in transcript abundance of the genes investi-
gated. Additionally, we propose that expression differences
seen inMstn andCasq1 in the wheel-exposed animals did not
arise through genomic structural differences. Our interstrain
haplotype results indicated that five of the nine genes (Actn2,
Casq1, Drd2, Lepr, and Papss2) contained SNPs, although
none of the SNPs were located in coding regions. Drd2
contains 5UTRSNPs; however, no known regulatory regions
were found at these locations. None of the SNPs determined
in this study were found to have obvious mechanisms of
variation.

There are limitations that warrant consideration in this
study, beginning with the tissues assessed, the number of
strains evaluated, and the inability to compare between
wheel treatments. Only slow-twitch oxidative muscle fiber
was evaluated in this study without consideration of fast-
twitch fibers. Previous studies [10] have shown that the
average daily duration of activity in the high-active C57L/J
mice was lengthy (351.1 ± 61.6mins/day) suggesting that
the slow-twitch fibers would be the primary locomotor
muscles used; however, the genes we evaluated might be
expressed differently in fast-twitch fibers. For instance, while
Kinnunen et al. [48] foundCasq1 protein levels to decrease in
soleus fibers, Casq1 was increased in fast-twitch EDL muscle
with endurance training. Additionally, while the nucleus
accumbens was removed with the utmost care [26], it is
possible that surrounding portions of hypothalamus were
dissected along with the nucleus accumbens, leading to
variability in expression levels. We do not expect this to be
the case however as variability of the expression ratios of the
näıve animals (as to not account for any variability caused
by training adaptation) is consistent between genes in this
study. Gene expression variability in the nucleus accumbens
was also similar to that seen by Knab et al. [25]. Therefore,
as the nucleus accumbens is considered the central reward
center and a potential site of activity regulation [25, 40],
we believe that our results reflect true differences in gene
expression. Furthermore, it should be noted that only two
strains of mice were evaluated in this study. It is possible
that the mechanisms controlling activity in these two strains
are specific to only those strains. While there are no direct
data regarding this point, studies from our lab have shown
that physical activity-QTL derived using two strain intercross
methods (i.e., positional cloning approaches) [12] differs
from physical activity-QTL derived using multiple strain,
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genome-wide association approaches [10].Thus, it is possible
that the potential candidate genes we examined in this study
might be expressed differentially in other strains. Finally, it
is worth mentioning that gene expression comparisons were
not made between wheel-exposed and naı̈ve animals due
to variability between these groups. Given that differences
between the wheel-running animals and the näıve animals
were not our primary hypothesis, as well as the fact that the
animals were housed at different locations (wheel-exposed
animals were housed at UNC-Charlotte, while näıve animals
were housed at Texas A&M) which has been known to cause
different phenotypic responses [49], gene expression com-
parisons between wheel-exposed mice and näıve mice may
possibly lead to an inaccurate depiction of the physiological
differences between these groups.

In conclusion, results showed augmented gene expression
of Casq1 and Mstn in the soleus of low-active mice that
were exposed to a running wheel. In addition, we found
that exposure to a running wheel resulted in differences in
transcript abundance in and of itself, implying a training
effect and highlighting the need to measure gene expression
in naı̈ve mice when studying näıve genetic regulation. None
of the nine suggested activity-related candidate genes were
differentially expressed between inherently high- and low-
active mice in soleus or nucleus accumbens. Five genes have
genomic structural differences (Actn2,Casq1,Drd2, Lepr, and
Papss2); however, no SNPs were found in coding regions
nor were any associations made between any 3 UTR SNPs
and known miRNA targets. Thus, the SNPs we found do
not indicate an obvious mechanism of variation. As the
understanding of genetic regulation continues to mature, it is
clear that considering genomic structural variation solely, as
suggested by association studies, is not adequate to establish
a gene’s candidacy for a regulatory role and that information
regarding transcriptional expression, transcriptional regula-
tory mechanisms, and proteomic data is needed to establish
solid genetic candidates for further causal investigations.
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Aging is associated with a tissue degeneration phenotype marked by a loss of tissue regenerative capacity. Regenerative capacity is
dictated by environmental and genetic factors that govern the balance between damage and repair. The age-associated changes in
the ability of tissues to replace lost or damaged cells is partly the cause of many age-related diseases such as Alzheimer’s disease,
cardiovascular disease, type II diabetes, and sarcopenia. Awell-establishedmarker of the aging process is the length of the protective
cap at the ends of chromosomes, called telomeres. Telomeres shorten with each cell division and with increasing chronological age
and short telomeres have been associated with a range of age-related diseases. Several studies have shown that chronic exposure
to exercise (i.e., exercise training) is associated with telomere length maintenance; however, recent evidence points out several
controversial issues concerning tissue-specific telomere length responses. The goals of the review are to familiarize the reader
with the current telomere dogma, review the literature exploring the interactions of exercise with telomere phenotypes, discuss
the mechanistic research relating telomere dynamics to exercise stimuli, and finally propose future directions for work related to
telomeres and physiological stress.

1. Introduction

Broadly, aging is defined as the accumulation of cellular
damage that results in a loss of cellular and organismal fitness.
Aging is marked by a substantial decrease in the regenerative
potential of several cell types, including immune cells and
skeletal muscle cells [1, 2]. Both genetic and environmental
factors dictate the rate of tissue regeneration and the balance
between accumulation and removal of cellular damage.
Accumulation of unrepaired cellular damage and a lack of
tissue regeneration via cell replication result not only in
aging-related phenotypes (grey hair, wrinkled skin, etc.),
but also in several age-related diseases such as Alzheimer’s
disease, cardiovascular disease, type II diabetes, and sarcope-
nia [3, 4]. Aging impacts the genome in several ways. For
example, aging modifies the structure-function relationship
of the genome through accumulation of mutations, changing

epigenetic profiles (both changes in DNA methylation
patterns and histone modification) and altered telomere
dynamics [5, 6]. How physical activity and exercise training
can modify the age-associated genomic changes is beginning
to be explored and thus far has produced exciting results.

Interestingly, all of the aforementioned age-related dis-
eases are modified by physical activity. Further, recent
evidence indicates that telomere length is also associated
with several age-related diseases, and that telomere length
and the suite of proteins that maintain telomere length are
altered by changes in physical activity level [7]. Thus, the
purpose of this review is to describe the basic biological
implications of telomeres and telomere shortening, to explain
the function of the suite of telomere-associated proteins, and
to review the recent literature involving telomere length and
telomere-associated proteins as they are affected by exercise
training or physical activity. We further discuss the potential
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mechanisms of how exercisemay cause beneficial adaptations
in the telomere length maintenance system.

2. Human Telomere Biology

Recently, short telomeres have become a widely accepted
molecular/cellular hallmark of aging [8]. Telomeres are repet-
itive DNA sequences (5-TTAGGGn-3

) at the ends of linear
chromosomes [9]. With each cell division, telomeres shorten
by about 60 base pairs due to the inability of DNApolymerase
to fully replicate the chromosome end, a phenomena referred
to as the end-replication problem (Figure 1; [10, 11]). In this
sense, telomeres act as a mitotic clock that “records” the
number of divisions a cell has undergone. When telomeres
shorten to a critical length, the chromosome ends are rec-
ognized as DNA-double-strand breaks by the DNA damage
response system [12–15]. Therefore, the second function
of the telomere is to prevent a DNA damage response at
the chromosome end through maintenance of a sufficient
length, subsequently solving the “end-protection problem”
[13, 14]. Thus, critically short telomeres in aged cells may be
recognized as DNA double-strand breaks, ultimately causing
the cell to enter senescence (Figure 1; [14, 16–21]). An increase
in senescent cells, which may be observed in response to
critically shortened telomeres, is a major part of tissue
dysfunction with aging and is associated with age-related
phenotypes (Figure 1; [22–24]). While senescence may occur
via nontelomeric mechanisms, accumulation of replicative
senescent cells (i.e., telomere-driven senescence) in tissues
significantly contributes to the aging process.

Repeated cell division is one mechanism for reduced
telomere length; however, other mechanisms also contribute
to the total rate of telomere shortening in cells [25]. For
example, chronic exposure to DNA damaging agents (e.g.,
UV, oxidative stress, and inflammation) may result in a sud-
den loss of large amounts of telomere DNA [26]. Therefore,
telomeres are shortened by a combination of chronic, gradual
shortening due to repeated cell division and acute, stochastic
shortening of a few or single telomeres in a cell caused by
DNA damaging agents.

Certain cell types, even with continuous cell division, are
able to maintain their telomeres despite the end-replication
problem. In highlymitotic cells (i.e., germline cells, stem cells,
specialized subsets of immune cells, and cancer cells), the
gradual telomere shortening due to the end-replication prob-
lem is overcome by the enzyme telomerase (Figure 1; [10]).
In cells with telomerase, telomere length is maintained with
each cell division and thus these cells are essentially immortal
and able to undergo many population doublings without the
accumulation of short telomeres (Figure 1). Therefore, the
present review will focus not only on telomere length, but
also on the suite of telomere-binding proteins in immune
cells, skeletal muscle, and other tissues impacted by physical
activity or exercise.

2.1. Proteins Involved in the Regulation of Human Telomere
Length: Telomerase and Shelterin. Telomerase is a ribonu-
cleoprotein that consists of two central components: a pro-
tein reverse transcriptase component (TERT) and an RNA

template (TERC) [6, 27, 28]. From a functional standpoint,
telomerase is thought to be preferentially recruited to short
telomeres [29–33]. Current dogma is that telomerase activity
is confined to developing cells, adult stem cells, germline cells,
and subsets of immune cells and that most somatic tissues
have low or undetectable telomerase; thus, telomerase in
healthy adult tissues is tightly regulated (Figure 2). However,
in cancer tissues telomerase activity is dysregulated, and
about 85% of cancers/tumor cells have detectable telomerase
activity, thus allowing cancer cells tomaintain their telomeres
despite regular cell division (Figure 2; [34]). In addition to
enzymatic activity, telomerase processivity (i.e., a special
property of telomerase that describes the ability of telomerase
to successively add TTAGGG repeats to telomere ends)
depends on several factors, the most important being the
proteins of the telomere binding protein complex called
shelterin.

Shelterin acts as both a positive and negative regulator
of telomere length [13, 35] and as a negative regulator of
telomerase enzyme activity [36]. Shelterin protein compo-
nents bind double- and single- stranded telomere DNA
and regulate telomere length by controlling the access of
telomerase to telomeres [36]. In addition, shelterin also helps
to solve the end-protection problem by masking the ends of
chromosomes from being recognized as DNA double-strand
breaks and by preventing DNA damage sensing kinases from
accessing telomere ends (Figure 2; [13]). Lastly, shelterin folds
the telomere DNA into a three-dimensional structure called
a T-loop [37], which is thought to both control access of
telomerase to telomeres and to package the telomeres into
condensed heterochromatic DNA.

Shelterin consists of six proteins: telomere-repeat binding
factors (TRF) 1 and 2, protection of telomeres (POT1), RAP1,
TPPI, and TIN2 (Figure 2; [12, 13, 38]). TRF1 and TRF2 bind
to the double-stranded portion of telomeres and dictate the
state of the telomere end in either an open (telomerase acces-
sible) or closed (telomerase inaccessible) state [19]. TRF1 and
TRF2, along with their interacting proteins, RAP1 and TIN2,
are important in the regulation of telomere length, as shown
from gain and loss of function studies [14, 19, 39]. POT1 binds
to the single-stranded portion of telomeres and is important
in preventing telomere end recognition as damaged DNA
and also in controlling access of telomerase to telomeres
[36]. In addition, POT1 and its interacting partner TPPI have
been shown to control the processivity and recruitment of
telomerase to telomere ends [40]. Importantly, altering the
function and/or abundance of any of the telomere-binding
proteins affects telomere length regulation and function (i.e.,
prevention of a DNA damage response at telomeres). Thus, if
physiological stress is able to alter either the function or the
abundance of these important proteins, this may provide a
mechanism by which exercise regulates telomere length.

Recent evidence has indicated that the environment can
impact telomeres and the suite of proteins (i.e., telomerase,
shelterin) that are related to telomere maintenance. Physio-
logical stressors such as lifestyle choices and psychological
stress have been shown to influence telomere length and
telomerase enzyme activity [7, 41–45]. This review will focus
on physiological stress in the form of physical exercise and
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Figure 1: Common telomere/telomerase dogma across cell types in humans. Telomeres are located on the ends of linear chromosomes. Over
time (i.e., with increased numbers of cell divisions), telomeres shorten due to a number of end-processing events; thus, short telomeres are
associated with chronological age and a number of age-related diseases. (A) Telomeres function to mask the ends of chromosomes from
being recognized by a cell’s DNA damage response system. When telomeres reach a certain length, they are no longer masked and the cell
recognizes the ends of the chromosome as damaged DNA. When the DNA damage signal is initiated, the cell arrests and enters telomere-
induced senescence. This occurs in adult human cells lacking the enzyme telomerase, which maintains and elongates telomeres by using
reverse transcriptase activity to add telomere repeats to the ends of chromosomes. (B) During development and in certain adult stem cells,
telomerase is expressed and slows telomere shortening in these cells, thus maintaining the pool of cells available in a presenescent state. (C)
In 85% of tumor cells, telomerase is dysregulated and allows cancer cells to be immortal and divide indefinitely since they do not undergo
telomere-driven senescence.

the signals that may impact telomere biology in immune and
skeletal muscle tissues.

3. Environmental Effects on Telomere
Biology: Exercise and Physical Activity

Regular physical activity and exercise training (both resis-
tance exercise and endurance exercise) are known to reduce
the risk of developing many age-related chronic diseases
such as cardiovascular disease, certain cancers, type II dia-
betes, and sarcopenia [7]. Exercise-related improvements
in function at the whole body level are well-known, but
the cellular, molecular, and genetic underpinnings are only
beginning to be elucidated [46, 47]. While several groups
have focused on how genetic variation influences both the
response to exercise and the propensity to engage in exercise,
few groups have investigated the impact of exercise on the
genome structure itself (e.g., telomeres). Previous literature
has described the association of various environmental stres-
sors and lifestyle factors with telomere length, including
psychological stress [44, 45, 48], comprehensive lifestyle
changes (exercise and psychological stress counseling) [49,
50], diet [51, 52], body mass [53], socioeconomic status
[54], and smoking status [55]. Since regular physical activity
and exercise are well known environmental stressors with

beneficial health outcomes (i.e., increased antioxidant gene
expression, reduced inflammation, etc.), several groups have
investigated the role of physical activity and exercise in
human telomere biology.The notion that exercise reduces the
impact of aging is well established; however, how exercise
directly impacts telomere length remains to be fully eluci-
dated. Several groups have hypothesized that exercise may be
slowing cellular aging by reducing the rate of age-associated
telomere shortening. However, this hypothesis is complicated
by several lines of evidence that have demonstrated telomere
shortening in response to extreme amounts of exercise. Here,
we review how telomere length responds to exercise in both
humans and rodents, point out current controversial issues
in the field, and discuss data that demonstrate that telomere
length may respond to exercise in a tissue-specific fashion.

We performed a systematic review of the relevant litera-
ture using the NCBI PubMed database. The following search
terms were used: telomere length and exercise (45 results),
telomere length and physical activity (74 results), telomerase
and exercise (21 results), and telomerase and physical activity
(82 results; all results current as of November 15, 2013).
Studies were included in the review if they met the following
criteria: (1) measured telomere length (by any method); (2)
determined physical activity status either by physiological
measure (i.e., maximal oxygen consumption) or survey (i.e.,
determination of exercise history based on questionnaire).
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Figure 2: Telomere-related proteins. Telomere DNA sequences are bound by and interact with several proteins. These proteins and the
enzyme telomerase function to regulate telomere length andprevent inappropriate recognition of telomereDNAby theDNAdamage response
machinery. (A) Telomerase is a ribonucleoprotein consisting of two core components: a catalytically active reverse transcriptase component,
TERT and a noncoding RNA template, TERC. Together with several other cofactors such as dyskerin, GAR1, NOP10, and NHP2, telomerase
functions to add telomere repeats to the ends of telomeres. (B) A complex of six proteins termed “shelterin” binds to telomere DNA in a tightly
regulated stoichiometry and functions to regulate telomere length by preventing inappropriate telomere elongation by telomerase. Telomere
repeat binding factors (TRFs) 1 and 2 bind to telomere double-stranded DNA and function to regulate telomere length and T-loop formation.
(C) Shelterin also functions to prevent the DNA damage machinery from recognizing telomeres. Both POT1 and TRF2 prevent the telomere
from being recognized by DNA damage kinases.

The final number of studies included in the review con-
cerning telomere length and physical activity/exercise was 23
(summarized in Table 1).

3.1. Human Telomere Length Response to Chronic Exercise
Training. Telomere length changes slowly (e.g., years) and
for this reason very few well-controlled exercise training
intervention studies have been performed in humans. The
majority of the research on human telomere length and
exercise has been done retrospectively on banked DNA
samples from immune cells [7, 56]. Since the majority of the
studies to date have not been performed on specific subsets of
immune cells, or even isolated peripheral bloodmononuclear
cells (PBMCs), we will refer to immune cells (leukocytes)
broadly in the following section (refer to Tables 1(a), 1(b), and
1(c) for details on cell types); this is a key limitation of the
existing literature.

Multiple cross-sectional studies have described the asso-
ciations between physical activity and/or exercise training
and telomere length in immune cells, with three different
relationships reported: a positive association, no association,
and an invertedU relationship. In the invertedU relationship,
sedentary individuals and extremely active individuals have
shorter telomeres than moderately active individuals. The
cross-sectional nature of these studies, their small sample
size, variation in collection of exercise and physical activity
data, methods of telomere length determination, cell types
used for DNA extraction, and the various ages of the individ-
uals in the study cohorts likely explain the discrepant results.

3.2. Studies Showing a Positive Relationship between Physical
Activity and Telomere Length. Several studies have reported
a positive association between physical activity and telomere
length, in that active individuals have longer telomeres in
immune cells compared to sedentary individuals [45, 57–60].
Cherkas et al. [61] reported a positive association between
increasing physical activity and longer telomeres, with dif-
ferences in telomere length equating to about 10 years of
biological age difference between active and inactive subjects
[61]. Other groups have confirmed or extended these results
by showing that telomere length was longer in individuals
with higher maximal oxygen consumption values compared
to those with lower maximal oxygen consumption values
[58, 62, 63]. Krauss et al. [64] found that individuals with
low exercise capacity (as measured in METS) had a greater
likelihood of having short telomeres compared to individuals
with a greater exercise capacity and that this difference in
telomere length was equivalent to about 4 years of bio-
logical age. Further, in a study of ultramarathon runners,
longer telomeres were observed in the runners compared
to sedentary age-matched individuals, with the difference
approximately equal to 16 years of reduced biological age [65].

3.3. Studies Showing No Difference in Telomere Length
between Active and Sedentary Individuals. Studying a group
of marathon runners compared to sedentary age- and sex-
matched individuals, Mathur et al. [66] found no association
between maximal oxygen consumption or physical activity
level and telomere length despite an extreme difference in
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Table 1: (a) Studies showing a positive association of physical activity with telomere length. (b) Studies showing no association between
physical activity and telomere length. (c) Studies showing an inverted U relationship between physical activity and telomere length.

(a)

Positive association of physical activity with telomere length

Author Study design Subjects (𝑁) Tissue Telomere length method

Cherkas et al. [61] Cross-sectional Twin cohort (2401) Leukocytes-PBMCs T/S qPCR

Werner et al. [63] Cross-sectional

Young sedentary (26),
young athletes (25),

older sedentary (26), and
older athletes (25)

Leukocytes QFISH and T/S qPCR

Mirabello et al.
[60] Cross-sectional

Prostate cancer cases (612)
versus age-matched
controls (1049)

Leukocytes T/S qPCR

Simpson et al. [59] Longitudinal Endurance trained men (9) Sorted populations of
PBMCs T/S qPCR

Puterman et al.
[45] Cross-sectional Postmenopausal women

(63) Leukocytes T/S qPCR

LaRocca et al. [62] Cross-sectional

Young sedentary (15),
young athletes (10),

older sedentary (15), and
older athletes (17)

Leukocytes Southern blot TRF

Krauss et al. [64] Cross-sectional Heart and Soul population
(944) Leukocytes T/S qPCR

Kim et al. [58] Cross-sectional Postmenopausal women
(44) Leukocytes-PBMCs T/S qPCR

Du et al. [57] Cross-sectional Nurse’s health study (7,813) Leukocytes T/S qPCR

Osthus et al. [70] Cross-sectional

Young sedentary (5),
young athletes (5),

older sedentary (5), and
older athletes (5)

Skeletal muscle T/S qPCR

Ref: reference. T/S qPCR: the ratio of telomere PCR value to single-copy gene value derived fromquantitative PCR. TRF: terminal restriction fragment analysis.
QFISH: quantitative fluorescence in situ hybridization with a telomere probe.𝑁: number of subjects.

(b)

No association of physical activity with telomere length

Author Study design Subjects (𝑁) Tissue Telomere length method

Woo et al. [69] Cross-sectional 65 years or older Chinese
men and women (4000) Leukocytes T/S qPCR

Ornish et al. [50] Longitudinal Prostate cancer patients
(30) Leukocytes T/S qPCR

Song et al. [68] Cross-sectional Diverse population (103) Leukocytes T/S qPCR

Mason et al. [67] Randomized trial Postmenopausal women
(439) Leukocytes T/S qPCR

Mathur et al. [66] Cross-sectional
Marathon athletes (17)

versus matched individuals
(15)

Lymphocytes and
granulocytes T/S qPCR

Kadi et al. [71] Cross-sectional
Resistance trained strength
athletes (7) versus active

individuals (7)
Skeletal muscle Southern blot TRF

Ponsot et al. [72] Cross-sectional Diverse population
(42) Skeletal muscle Southern blot TRF
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(b) Continued.

No association of physical activity with telomere length

Author Study design Subjects (𝑁) Tissue Telomere length method

Rae et al. [73] Cross-sectional
Healthy endurance runners

(18) versus sedentary
age-matched (19)

Skeletal muscle Southern blot TRF

Laye et al. [74] Longitudinal Marathon athletes (8) Skeletal muscle and
leukocytes T/S qPCR

Ref: reference. “Diverse population” refers to a sample with a broad age range with both males and females of multiple races. T/S qPCR: the ratio of telomere
PCR value to single-copy gene value derived from quantitative PCR. TRF: terminal restriction fragment analysis.𝑁: number of subjects.

(c)

Inverted U relationship of physical activity with telomere length
Author Study design Subjects (𝑁) Tissue Telomere length method

Ludlow et. al. [43] Cross-sectional
Population,

50–70-year-olds
(69)

Leukocytes-PBMCs T/S qPCR

Savela et al. [75] Cross-sectional Men (782) Leukocytes Southern blot TRF

Collins et al. [76] Case-control
FAMS athletes (13) versus
healthy endurance athletes

(13)
Skeletal muscle Southern blot TRF

Ref: reference. “Diverse population” refers to a sample with a broad age range with both males and females of multiple races. T/S qPCR: the ratio of telomere
PCR value to single-copy gene value derived from quantitative PCR. TRF: terminal restriction fragment analysis. 𝑁: number of subjects. FAMS: fatigued
athlete myopathic syndrome.

fitness. Several other studies have similarly reported no
association between telomere length and physical activity
level, but the age of the subjects, extent of physical activity,
measurement of telomere length, and other uncontrolled
factors (e.g., diet and psychological stress) likely contributed
to the lack of association in these studies [50, 67–69].

3.4. Studies Showing an Inverted U Relationship between
Activity and Telomere Length. A few studies have described
an inverted U relationship between physical activity and
telomere length where moderately active individuals exhibit
longer telomeres compared to both sedentary and extremely
active individuals. Ludlow et al. [43] showed that 50–70-
year-old individuals in both the lowest (<990 kcal/wk) and
highest quartiles (>3541 kcal/wk) of exercise-specific energy
expenditure had shorter telomeres than individuals in the
second quartile (991–2340 kcal/wk), even when controlling
for age, gender, and body weight. Savela et al. [75] found
that individuals who reported moderate levels of physical
activity inmidlife had a longermean telomere length and also
a smaller proportion of short telomeres compared to both
low active and highly active individuals. Telomere lengths
in a single cell are heterogeneous across chromosome ends
and it is believed that the shortest telomere in a cell drives
the induction of senescence; therefore, it is important to
monitor the shortest telomere length in a population of cells
[77, 78]. This is important because it takes into account the
proportion of the shortest telomeres, which are likely the
most important in dictating cellular fates, whereas previous
reports only focused on mean telomere length.

Several factors must be considered when interpreting
the mixed associations between telomere length and exer-
cise/physical activity levels. Specifically, sampling bias, cell

type, age of individuals when measures were made, and
the timing of sample collection may all influence study
outcomes. For instance, because circulating stem cells are
released following exercise [79–81], if an active subject had
recently completed an exercise bout, the peripheral blood
would be biased by stem cells with longer telomeres. Thus,
a 48 hr “washout” period or cell sorting techniques should
be considered to prevent this type of sampling bias. Further,
the inverted U phenomenon may be age dependent and only
evident in older, highly active individuals, while in younger
endurance athletes telomere length may be preserved even
when extreme amounts of exercise are performed.

Another important factor that should be considered is
the method of telomere length determination [82]. Telomere
lengths in the above studies were mainly determined by two
methods: terminal restriction fragment southern blot anal-
ysis or TRF and the telomere repeat copy number to single
copy gene copy number ratio performed as a quantitative
real-time PCR assay (qPCR). The TRF method is a south-
ern blotting method and results in determination of mean
telomere length from a smear of telomere signal [83]. Several
biases may occur in this method including loss of short
telomere signal and inclusion of subtelomeric DNA [82].The
qPCR method is a determination of relative telomere length
that is dependent upon the ratio of telomere DNA content
to chromosomal (single copy gene) DNA content within a
given sample [84]. The qPCR method is highly correlated
with the southern blot method, but certain differences and
biases may arise. For example, the qPCR method is subject
to wide variability between labs and sample preparations
[85]. Nonetheless, both methods are valid for determining
telomere length, but make comparisons between labs and
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studies difficult. Thus, one must interpret the findings of
studies with these methodological issues in mind.

While the current research findings are divergent, the
overall consensus from these studies is thatmoderate levels of
physical activity are associated with longer telomere length in
immune cells. To expand upon these findings, future studies
should focus on how moderate exercise can maintain the
shortest telomeres and not just mean telomere length in
leukocytes. Cross-sectional studies have provided several key
insights, but the limitations of these types of studies have
produced mixed results that may be biased by sample col-
lection, cell type utilized, and telomere length measurement
methodology.

Randomized control clinical exercise trials would elimi-
nate some of the bias associated with cross-sectional studies
and help to clearly define the effects of exercise (both acute
and long-term training) on telomere length and telomere
biology. However, to date few longitudinal studies investi-
gating the relationship between telomere length and exercise
have been performed in humans. Shin et al. [86] exercise
trained women (treadmill walking and running) for 6-
months and observed no change in immune cell telomere
length from baseline. This study, though interesting, has
several shortcomings including small sample size and short
training duration, which make the data difficult to interpret.
Other longitudinal studies have produced mixed results
regarding the relationship between exercise and telomere
length, with most studies being of short duration (i.e., less
than 1 year) and reporting no change in telomere length
[45, 50, 67].

Recently, Ornish et al. [49, 50] completed a trial with
three-month and five-year follow-up time points investi-
gating the influence of environmental factors on telomere
biology. The trial included comprehensive lifestyle changes
(i.e., psychological stress counseling, dietary modification,
increased physical activity, and social support groups) in
a group of older men. No change in telomere length was
observed at the three-month time point [50]; however, at
the five-year followup, longer telomere length in PBMCs
was observed in the lifestyle intervention group compared
to controls [49]. These data provide support for the idea
that exercise, in combination with other lifestyle factors (i.e.,
stress reduction and dietary modifications) over a five-year
period is able to slow cellular aging, as indicated by reduced
telomere shortening.The studies described above provide the
necessary preliminary data to pursue large-scale intervention
studies of the effect of exercise alone on telomere biology.

Very few studies have investigated the effects of acute
exercise (i.e., single or a few bouts of exercise) on telomere
length. Endurance exercise, specifically marathon running,
is a potent immune cell proliferative stress [87] and causes
skeletal muscle remodeling (i.e., proliferation of muscle
precursor cells [88]); thus, one could hypothesize that telom-
ere length changes could occur following marathon running.
To obtain insights into this hypothesis, Laye et al. [74] mea-
sured telomere length in individuals before and after they ran
7marathons in 7 days.No change in either leukocyte telomere
length or skeletal muscle telomere length was observed.
These data indicate that in trained individuals, a massive

amount of acute exercise is not sufficient to cause rapid
proliferation-related or stochastic DNA damage-associated
telomere shortening. Moreover, these data indicate that there
is a gap in the literature concerning what would happen
to immune cells or skeletal muscle cells from an untrained
person exposed to similar physiological stress. Future studies
will be needed to clarify the role of acute exercise on telomere
dynamics.

The consensus from the above studies in immune cells
is that telomere length decreases with age in sedentary
individuals, longer telomeres are observed in individuals
who are moderately active (threshold to be empirically
determined), and extreme long-duration endurance training
for an extended portion of one’s lifetime may result in
telomere shortening. These divergent responses are likely
directly related to the antioxidant capacity of the immune
cells and the proliferative demand placed on the progenitor
cells by the exercise stimulus.

4. The Curious Case of Skeletal Muscle
Telomere Biology in Humans

Skeletal muscle has unique telomere biology when compared
to other tissues. Skeletal muscle consists of a syncytium
of multinucleated muscle fibers that are postmitotic; thus,
telomere length should remain stable in this population of
nuclei, with the rare exception of DNA damaging stimuli
[89]. In addition to myonuclei, single-nucleated populations
of cells, of which the best described are satellite cells, also pop-
ulate skeletal muscle [90]. Satellite cells are muscle precursor
cells (i.e., adult stem cells) that are quiescent unless induced
to divide by external stressors, such as contraction-induced or
injury-inducedmuscle damage [90].When induced to divide,
satellite cells divide asymmetrically, with one daughter cell
incorporating into the damaged muscle fiber and the other
daughter cell returning to replenish the satellite cell pool [90].
Skeletal muscle telomere dogma states that when a muscle
precursor cell is induced to divide and incorporate into the
muscle fiber, the newnuclei will have the shortest telomeres in
that fiber owing to the fact that they originate from precursor
cells that had divided prior to becoming incorporated [89,
91–93]. With increased regenerative pressures on skeletal
muscle, a greater number of nuclei with short telomeres
would be present and thus the muscle fiber in total would
have shortened telomeres, as is the case for some muscular
dystrophies (i.e., Duchenne’s muscular dystrophy; [94]).

Muscle contraction, such as heavy-resistance-type exer-
cise, is known to cause injury to skeletal muscle and thus
is a stimulus for satellite cell proliferation. Recently, long-
duration and high-intensity endurance exercise was shown
to cause satellite cell replication in skeletal muscle [95].
Since exercise can result in muscle damage and proliferation
of satellite cells, and telomere length shortens with cell
division, exercise may cause telomere shortening in skeletal
muscle tissue of highly active individuals. This provides
support for the inverted U hypothesis for the relationship
between exercise and telomere length, with extreme exercise
resulting in cellular damage. Using the logic that exercise
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may be a proliferative stress to skeletal muscle, several groups
have investigated the role that physical activity (endurance
training and resistance exercise in particular) may play in
skeletal muscle telomere biology (Table 1).

Two studies by the same group have investigated the
effects of long-term endurance training and found that
exercise may cause telomere shortening in skeletal muscle
of chronically trained individuals. Though the sample size
was small, Collins et al. [76] investigated skeletal muscle
telomere length by comparing healthy athletes to chroni-
cally overtrained athletes with fatigued-myopathic syndrome
(FAMS) who were matched for age and training volume.
Despite similar training volumes the symptomatic group had
reduced athletic performance, decreased ability to tolerate
high-volume training, and excessive muscular fatigue during
exercise [76]. All of these symptoms may be indicative that
the FAMS athletes had a reduced capacity to repair skeletal
muscle damage. The FAMS athletes had shorter telomeres
compared to healthy athletes, indicating that the overtrained
athletes may have induced greater proliferative stress on
satellite cells compared to the healthy athletes. In another
study, Rae et al. [73] characterized skeletal muscle telomeres
from a large number of healthy endurance trained individ-
uals compared to sedentary individuals. They observed no
difference between groups for mean telomere length, but in
the endurance-trained group, telomere length was inversely
correlated to years and hours of training [73]. This indicates
that endurance training could be a replicative stressor to
satellite cells in lower limb skeletal muscle or that long-
term exercise resulted in other telomere shortening stressors
such as excess ROS. One limitation of this study was the
quantification of minimal telomere lengths from TRF gels;
since the shortest telomeres are likely lost using this method,
the authors may have actually underestimated the number of
short telomeres in the athletes. A different method that deter-
mines the proportion of short telomeres in a sample would
provide clarification on the effect of endurance exercise on
skeletal muscle telomere length. Importantly, future research
should determine how different frequencies, intensities, and
durations of exercise result in different proliferative demands
on skeletal muscle as indicated by a shift in the proportion of
short telomeres.

Since heavy-resistance exercise is a well-known muscle
damaging and satellite cell proliferative stimulus, researchers
have investigated the effect of chronic resistance training
on telomere length in skeletal muscle. Kadi et al. [71] com-
pared long-term competitive weight lifters to healthy age-
matched active subjects. There was not an overt difference in
telomere length between the resistance-trained and healthy
active individuals; however, there was a negative correlation
between individual records (i.e., heaviest weight lifted in a
particular exercise) and minimal telomere length, indicating
that a heavier load was correlated with shorter telomeres in
skeletal muscles and was potentially a regenerative stress on
the muscle [71]. The authors hypothesized that the shorter
telomeres were due to greater satellite cell proliferation
resulting from the contraction-inducedmuscle fiber damage.
These data from skeletal muscle are similar to the inverted U
phenomena observed in immune cells, in thatmoderate levels

of endurance training or resistance training may maintain or
not change telomere length, while extreme exercise levelsmay
result in telomere shortening potentially due to increased
cellular proliferation.

Not all data in skeletal muscle indicate that telomere
shortening occurs with physical activity. Ponsot et al. [72]
investigated telomere length in healthy physically active older
men and women and observed that telomere length (both
mean and minimum) was similar in active and sedentary
individuals, leading to the conclusion that moderate physical
activity is not a proliferative stress on skeletal muscle tissue.
Two limitations of this study were that the subjects were
only in two specific age groups (i.e., young versus old) and
not across the age spectrum, and the activity levels were low
and not representative of the full activity spectrum. These
data indicate that moderate activity levels likely do not cause
skeletal muscle damage, do not result in an excess prolifera-
tive demand, and do not shorten telomeres. Thus, moderate
activity would appear to maintain telomere length with age.
These data provide support for the inverted U hypothesis,
that if the exercise stimulus is not causing cellular damage,
telomere length should be maintained. Building on these
data, a recent, small cross-sectional study compared skeletal
muscle telomere lengths in young active and sedentary and
older active and sedentary individuals. Osthus et al. [70]
observed that telomere length in the older active group was
longer than that in the older inactive group and that there was
a positive correlation betweenmaximal oxygen consumption
and telomere length. These data seem to conflict with the
current literature in that all other studies have either reported
no difference or a small decrease in skeletal muscle telomere
length in active individuals. Further, these datawould seem to
indicate that telomeres were elongated (either by telomerase
or another mechanism) in the muscles of active individuals
since typically telomere length would be constant with age
in skeletal muscle due to its low turnover rate. Thus, these
controversial data need to be confirmed in a larger sample
size and with a longitudinal study.

In summary, the data for how exercise and physical activ-
ity influence telomere biology in human skeletal muscle are
mixed and need clarification with longitudinal experiments.
The effect of exercise on skeletal muscle telomere length is
likely directly linked to the proliferative demand the exercise
places upon the skeletal muscle. Thus, the more damaging
the exercise stimulus (either endurance- or resistance-type
exercise) to the muscle fibers and the greater the proliferative
demand upon the muscle stem cells, the faster the rate of
skeletal muscle telomere shortening. Furthermore, the longer
the exercise duration, both in terms of length of individual
exercise bouts and years of training an individual performs,
the greater the observed decrease in telomere length. Another
potential mechanism to consider is the antioxidant capac-
ity of the skeletal muscle, which could be overwhelmed
by contraction-induced reactive oxygen species (ROS) and
result in damage to telomere DNA and the stochastic loss of
telomere length, as has been shown in other tissues exposed
to ROS [96–100]. Furthermore, given the recent findings that
exercise may actually elongate telomeres in skeletal muscle
from active individuals, mechanisms for how this could be
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occurring (e.g., telomerase activity) should be explored. The
relationship between exercise, physical activity, and skeletal
muscle warrants further investigation, especially considering
the recent controversial findings that telomere length in
skeletal muscle may shorten with age at a similar rate to other
proliferative tissues such as immune cells [101].

Are Telomere Lengths Synchronized across Tissues? Telomere
length in mammalian species is tissue-specific [102, 103]. The
standard model in the field is that telomeres in proliferative
tissues (e.g., immune cells, intestinal epithelial cells) shorten
with age [11], while in low-turnover tissues such as skeletal
muscle [89], telomere length is constant over time; thus,
telomere length is directly linked to proliferative history of
the tissue. This indicates that the rate of telomere shortening
is tissue-specific and directly dependent upon proliferative
demands and rate of damage accumulation and repair in
each tissue. In contrast to this long-held hypothesis, a recent
report showed that the rate of telomere shortening in human
lymphocytes was similar to the rate of telomere shortening
in skeletal muscle and other low turnover tissues [101].
Daniali et al. [101] collected tissues (skin, immune cells, fat,
and skeletal muscle) from 87 individuals across the age span
19–77 years andmeasured telomere length.Themajor finding
of their study was that the rate of age-dependent telomere
shortening was similar across the tissues studied despite
different replicative dynamics of leukocytes, skeletal muscle,
skin, and fat. As opposed to previous studies, Daniali et
al. [101] observed skeletal muscle shortening with age, an
unexpected finding that they attributed to their large sample
size. This indicates that telomere lengths across tissues may
be “synchronized” and that the rate of leukocyte telomere
length shortening predicts the rate of skeletalmuscle telomere
shortening with age.

The data from the skeletal muscle telomere and exercise
literature seem to directly conflict with Daniali et al.’s [101]
data. According to the “synchrony hypothesis,” telomere
length in the peripheral blood cells should predict telomere
length in other tissues; however, the majority of the literature
has not documented an age-related change in skeletal muscle
telomere length, while age-related decreases in immune cell
telomere length have been widely reported [61, 104, 105].
Moreover, several reports have documented the potential
for endurance exercise to significantly shorten telomeres in
skeletal muscle while maintaining telomere lengths in other
tissues [42, 43, 63, 73, 76]. Reconciliation of whether or not
telomere length responds similarly across tissues (as would
be expected from the telomere synchrony hypothesis), or
if telomere length responds to exercise in a tissue-specific
fashion, is an important area of future research.

5. Telomerase and Shelterin Response
Exercise in Humans

Few reports have described the effects of physical activity,
exercise training, or acute exercise on telomerase, shelterin,
and other telomere-associated proteins [63, 74]. Of those
studies, most have compared immune cells between chron-
ically trained individuals and sedentary individuals. The

results of these studies have been mixed, showing either
a slight increase or no difference in telomerase activity or
expression of shelterin components in the trained groups.
There are no studies that we are aware of investigating the
effects of a single bout of endurance exercise on telomerase
activity in immune cells.

Strenuous exercise is a known proliferative stress for
immune cells [106]. Mitogen stimulation of immune cells
increases telomerase activity in T cells [107], suggesting
that telomerase activity may be increased in long-term
exercise-trained individuals in order to maintain telomere
length following the repeated proliferative stress of strenuous
exercise. Ludlow et al. [43] described a potential gene-
environment interaction between physical activity level and
a TERT promoter polymorphism that is associated with
telomere length and telomerase enzyme activity [108, 109].
Individuals in the highest quartile of physical activity and
carrying a specific TERT promoter genotype (rs2735940, C-
1327T, TT genotype) were observed to have greater telom-
erase enzyme activity in PBMCs, thus demonstrating an
association between physical activity level, TERT genotype,
and telomerase activity [43].These data were collected from a
small cohort, but the association is interesting in that not only
did those individuals with the particular genotype exhibit
greater telomerase activity, but they also had PBMCs with
short telomeres. Moreover, telomerase has been shown to be
recruited preferentially to the shortest telomeres [77, 110].
Thus, if telomerase is preferentially recruited to the shortest
telomeres in cells of exercise-trained individuals, exercise
may prevent the induction of senescence by maintaining the
shortest telomeres in these immune cells, thereby slowing an
aging phenotype.

In support of this hypothesis, Werner et al. [63] showed
that older athletes have immune cell telomerase enzyme
activity similar to younger individuals and greater than
age-matched sedentary individuals. These data support the
hypothesis that telomerase may be part of the adaptive
response to exercise training and could be a biomarker of
improved physical health [43, 50]. In addition, while Laye
et al.’s [74] study did not find a change in telomere length
following 7 marathons in 7 days, they did observe increased
gene expression of both DNA damage repair proteins and
shelterin components in skeletal muscle and immune cells.
Taken together these data indicate that exercise training
is associated with a telomere-protective phenotype in both
leukocytes and skeletal muscle; however, the adaptivemecha-
nisms surrounding telomerase and shelterin may be different
between tissues and depend upon the training status and age
of the individuals. Future studies will be needed to clarify
the exact mechanisms of how exercise results in a telomere-
protective environment in specific tissues.

6. Mouse Telomere Length
Response to Exercise

Since human telomeres are slow to shorten (i.e., over many
years), groups have turned to model organisms, such as
rodents, to explore the relationship between exercise and
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telomere dynamics. However, rodents require special consid-
erations when studying telomere biology. In this section, we
discuss the positives, negatives, and caveats to using rodents
for telomere-related studies and also describe the work that
has been completed using mice as model organisms in this
area of investigation.

6.1. Mouse Telomere Biology Review and Subsequent Caveats
to Using Rodents. Though the biology of telomere mechanics
is similar between humans and rodents, human telomeres
are typically only 7–15 kilobases in length [18], while rodent
telomeres are much longer (20 to 50 kilobases and up to 150
kilobases depending on inbreeding status and strain; [111]).
Furthermore, humans and other short telomere mammals
utilize telomere length as a tumor-suppressive mechanism,
while long telomere mammals, such as rodents, do not [102].
Another important difference to consider in rodents is that
the majority of somatic tissues are telomerase positive and
that the mouse TERT gene is regulated differently than
the human TERT gene [112]. Despite these differences, age-
related telomere shortening does occur and the shelterin
proteins are conserved in rodents, thus making studying the
response to environmental stressors in rodents relevant to
human biology. To reduce the long telomere bias that rodent
studies introduce, rodents with shorter telomeres have been
employed, with the most common models being strains with
naturally occurring short telomeres (e.g., wild-derived inbred
strains such asmus musculus cataneous, CAST/Ei) or models
where gene disruption of telomerase components, mTERT
and mTERC, has been performed [113–115].

Naturally occurring shorter telomere rodents, such as
CAST/Ei mice, are typically wild derived, more recently
inbred, and have telomere lengths (15–20 kb) much closer to
those of humans (7–15 kb) [42, 111, 116]. Several studies have
used the CAST/Ei animals in an attempt to more accurately
model the response of telomeres and telomere length reg-
ulating proteins to environmental stress (e.g., exercise) and
oxidative stress [42, 111, 116].

Another way to induce shorter telomere lengths in
rodents is by knocking out either the protein catalytic subunit
(mTERT) or the RNA component (mTERC) of telomerase.
These models are unique in that the first generation of
knockout animals retain wild-type telomere lengths while
offspring generations three through six display shorter telom-
ere lengths and aging phenotypes compared to age-matched
wild-type controls [114]. In addition, the telomerase genetic
manipulations have been developed on the CAST/Ei back-
ground, potentially providing a model that is even more
similar to human telomere biology [115].Thus, several rodent
models are available to study the effects of environmental
stressors on telomere length and telomere biology, but special
cautionmust be usedwhen interpreting and extrapolating the
results to humans.

6.2. Effect of Exercise Training on Telomere Length in Rodent
Models. To date only two groups have investigated the effect
of long-term exercise training on telomere length in rodent
models [41, 42, 63, 117]. Werner et al. [117] investigated
the effect of 6-months of exercise training on telomere

length in leukocytes and heart muscle of C57BL/6 mice
(long telomeres; ∼50 kb), as well as in several knockout
and transgenic models, in order to delineate a mechanism
of telomere protection in response to exercise. In both
tissues following either 3 weeks or 6 months of voluntary
wheel running activity, no effect on telomere length was
observed compared to controls. To test if age-related telomere
shortening was occurring in these animals the authors aged
sedentary animals for 18 months and were able to detect
telomere shortening in both leukocytes and left ventricular
heart muscle. Thus, these first important analyses highlight
the need for longer-duration-studies to delineate the effect of
exercise on telomere length in rodents.

Ludlow et al. [42] performed a similar study but in
the CAST/Ei mouse strain. Three groups of animals were
investigated: 8-week-old sedentary, one-year-old sedentary,
and one-year-old animals that had access to a voluntary
running wheel for 44 weeks. Telomere length was assessed
in liver, heart, and skeletal muscle tissues. Significant age-
related telomere shortening in the heart and liver of the
one-year old animals was attenuated by voluntary wheel
running. In skeletal muscle, significant telomere shortening
was observed in the chronic exercise group compared to both
the sedentary young animals and the one-year-old animals.
These data indicate that exercise not only affects telomere
biology in leukocytes but also in cardiac muscle, skeletal
muscle and liver, albeit with tissue-specific effects. These
tissue-specific responses are likely related to differences in
the proliferative demands placed on the individual tissues by
the exercise stimulus, as well as differences in antioxidant
capacity between the tissues. Future research is needed to
determine if proliferation and oxidative stress are responsible
for these tissue-specific responses.

6.3. Effect of Exercise on Telomere Length-Maintaining Pro-
teins in Rodent Models. Several groups have investigated
how exercise may alter the expression of telomere-related
proteins in rodent tissue. Werner et al. [63, 117] performed
a thorough series of experiments to elucidate how exercise
produced adaptations in cells that made them more resistant
to environmental stressors, specifically investigating the role
of telomeres and telomere-related proteins in left ventricular,
aortic, vascular, and immune tissues. Investigating short-
term training effects (21 days of voluntary wheel running) in
C57BL/6 mice, they observed that TERT protein and TRF2,
Ku70, and Ku80 mRNA expression levels were increased
compared to sedentary controls. These data indicate that
short-term exercise training in rodents is associated with
increases in both telomere length and senescence protective
expression profiles. To determine if the effects of exercise for
21 days were dependent upon TERT protein, TERT knockout
animals were given access to a running wheel for three weeks.
It was observed that the effects of exercise on TRF2, p16,
Chk2, and p53 were not present in the exercised knockout
animals compared to wild-type exercised animals [63, 117].
These data provide evidence that TERT protein may be
needed for the beneficial adaptation of exercise on telomere-
related proteins, indicating that in rodent tissues TERT may
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have extratelomeric functions, such as acting as a transcrip-
tion factor or part of a chromatin remodeling complex [118].
These data provide substantial evidence that exercise and
physical activity can result in a cellular environment that
is protective against shortened telomeres and subsequently
protective against aging phenotypes in heart, vascular, and
immune cells.

In a different strain of mice (CAST/Ei), Ludlow et al. [42]
observed tissue-specific responses of shelterin and telomerase
to 44 weeks of voluntary wheel running. In skeletal mus-
cle, exercise resulted in shortened telomeres, but increased
telomerase enzyme activity. In addition, there was an age-
associated increase in skeletal muscle TRF1 protein levels that
was attenuated by exercise. In cardiac muscle, exercise atten-
uated the age-related reduction in shelterin gene expression,
while in liver tissue no significant changes were observed.
These data indicate that while exercise is beneficial to all three
tissues, the adaptive response of telomere length regulating
proteins is tissue-specific.

Overall these data indicate that telomere-binding pro-
teins and telomerase adapt to exercise training in a tissue-
specific fashion. Some tissues upregulate telomerase enzyme
activity, while other tissues seem to alter the expression of
shelterin components and DNA damage response and repair
genes.These data indicate that exercise likely results in tissue-
specific adaptation of the telomere maintenance pathways;
however, regardless of tissue-specific effects, it is important to
note that exercise results in a phenotype that is teloprotective
in most tissues studied to date.

7. Signaling Mechanisms Associated with
the Adaptive Response of Telomere
Length-Regulating Proteins

Elucidating the mechanisms of how telomere length is pre-
served or lost following exercise is important for understand-
ing how telomeres respond to physiological stressors. To date
most mechanistic studies on exercise have focused on the
stress response and growth/cellular proliferation pathways.
Only three studies have investigated exercise-specific signal-
ing mechanisms associated with altered telomere biology, all
of which have been performed in rodent cells and tissues
[41, 63, 117]. TERT, IGF-1, eNOS, and AKT were identified
as being important in signal transduction of the exercise-
induced telomere protective phenotype [63, 117]. In addition,
p38MAPK was shown to regulate the gene expression of Trf1
following acute exercise in rodent skeletal muscle [41]. These
data indicate that more work is needed to fully elucidate
the signaling mechanisms of exercise-induced telomere pro-
tection and point to the stress response and growth/cellular
proliferation pathways as high-priority candidates for future
studies.

8. Future Directions

Exploration of the effect that physiological stressors such as
exercise and exercise training have on the structure-function
relationship of the genome is fertile ground. Researchers

should consider the following five directions of importance
for future research: (1) determining whether or not telomere
length shortens at equal rates across somatic tissues in
response to exercise training; (2) if an inverted U relationship
exists between physical activity and telomere length; (3) the
tissue-specific functional consequences of short telomeres in
trained versus untrained individuals; (4) the role of oxidative
stress and inflammation during and following exercise and
the effects on telomere biology; and (5) the specific pathways
(e.g., stress response, growth, and proliferation) that cause
the adaptation and response of telomerase and shelterin to
exercise and how these adaptations result in altered telomere
length.

9. Conclusions

Numerous studies have implicated a telomere-protective
phenotype induced by moderate levels of physical activity,
indicating an important cellular adaptation that may slow the
onset of symptoms or prevent certain age-related diseases.
In contrast, several lines of evidence in both immune cells
and skeletal muscle indicate that telomeres may actually
shorten in response to long-term high-intensity endurance
training. As such, the tissue-specific response of telomeres
should be investigated, with specific consideration given to
the proliferative demands placed on the tissue by the exercise
stimulus and the antioxidant capacity of the individual tis-
sues. Understanding how telomeres adapt on a tissue-specific
basis and if immune cells are predictive of the adaptive
response of other tissues is a necessary next step in this field.
Additionally, determination of the type, time, intensity, and
frequency of exercise that results in an excess proliferative
demand on immune and skeletal muscle tissues and results
in loss of telomere length is important. A multidisciplinary
approach must be taken to tackle these important questions
and to further solidify telomere length as a useful biomarker
in monitoring the long-term effects of environmental and
physiological stressors, such as exercise training.
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The literature strongly suggests that daily physical activity is genetically and biologically regulated. Potential identities of the
responsible mechanisms are unclear, but little has been written concerning the possible evolutionary selection pressures leading
to the development of genetic/biological controls of physical activity. Given the weak relationship between exercise endurance
and activity levels and the differential genomic locations associated with the regulation of endurance and activity, it is probable
that regulation of endurance and activity evolved separately. This hypothesis paper considers energy expenditures and duration
of activity in hunter/gatherers, pretechnology farmers, and modern Western societies and considers the potential of each to
selectively influence the development of activity regulation. Food availability is also considered given the known linkage of caloric
restriction on physical activity as well as early data relating food oversupply to physical inactivity. Elucidating the selection pressures
responsible for the genetic/biological control of activity will allow further consideration of these pressures on activity in today’s
society, especially the linkages between food and activity. Further, current food abundance is removing the cues for activity that
were present for the first 40,000 years of human evolution, and thus future research should investigate the effects of this abundance
upon the mechanisms regulating activity.

1. Introduction

It has been a relatively short period of time since the first
suggestions were made that physical activity may have a
genetic control component [1]. Since that time, significant
strides have been made in understanding the basis of both
genetic and biological regulatory mechanisms of physical
activity. Estimates of the amount of physical activity regulated
by genetics are variable, with both human and animal studies
suggesting that genetics is responsible for between 29%
and 92% of activity [2, 3] with larger studies suggesting
that this number is closer to 50% [4, 5]. Further, a deep
and extensive set of studies have suggested that inherent
biological pathways (e.g., sex steroids) have a marked control
over physical activity [6–12]. Whether variability in this
biological control of activity is controlled by genetics or an
alternative biological mechanism is currently unclear, and

thus this paper will refer to “genetic/biological” control.
Thus, the purpose of this hypothesis paper is to propose
a conceptual framework for considering why there might
be genetic/biological regulation of physical activity and the
potential selection pressures that drove the evolution of
physical activity regulation. Additionally, as the scope of this
paper is limited, the reader is referred to other reviews for
a full discussion of the factors influencing the variability of
physical activity heritability [13–17].

2. Exercise Endurance and Physical Activity
Appear to Have Evolved Separately

It is generally accepted that Homo sapiens initially evolved
the anatomical and physiological capability for endurance
running approximately 40,000–50,000 years ago [18, 19].
However, it is unclear whether the genetic control of physical
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activity is a derivation from the selected traits that allowed
endurance running or whether physical activity evolved as a
separate trait. As we have noted elsewhere [20], it is tempting
to suggest that physiological characteristics that increase
endurance (e.g., mitochondrial density, fiber type) might
also be key components leading to higher voluntary physical
activity levels, and thus both exercise endurance and physical
activity would have evolved in lockstep with each other.
However, two independent lines of evidence suggest that
exercise capacity and activity levels did not evolve together.

First, correlations of exercise capacity and activity levels
in humans generally suggest that while the relationship is
positive, there is only a low to moderate association between
activity and endurance in adults (𝑟 = 0.01 to 0.61; [21–24]).
In particular, 13 studies reviewed by Lamb and Brodie [23]
demonstrated that the wide variability in the relationship
between physical activity and endurance is potentially due to
the use of various populations and differing recall methods
for activity, as well as the use of submaximal or other indirect
measures of exercise capacity. In children, the literature is not
much clearer, with the largest analysis of available data (𝑛 =
20 studies and 53 comparisons; [25]) noting that the median
relationship between physical activity and exercise capacity
in children and adolescents was extremely low (𝑟2 value <
0.03). Results from studies using more objective measures of
physical activity in children have shown higher associations
in 8- to 10-year-old children (𝑟-values = 0.59–0.66; [26])
and 11–18-year-old children (𝑟-values = 0.031–0.393; [27]).
However, in early studies relating direct measures of exercise
capacity and accelerometer-based measurements of activity
in adults, the association between exercise capacity and
physical activity appears to be relatively weak, with males
showing no correlation (𝑃 = 0.41, 𝑟2 = 0.017, 𝑛 = 42,
and age = 25.2 ± 5.7 years) and females showing a significant
but weak correlation (𝑃 = 0.003, 𝑟2 = 0.11, 𝑛 = 76, and
age = 23.6 ± 5.2 years; [28]). Thus, while there appears to
be methodological constraints on the earlier data, recent
data still shows a moderate association at best between
exercise capacity and activity levels with these associations
dropping precipitously when used to fit prediction equations
(i.e., 𝑟2 values). Animal models, which allow the objective
measurement of activity and exercise capacity without many
of the environmental influences and confounds present in
humanmodels, have supported the low/moderate correlation
(𝑟 = 0.15–0.44) between exercise capacity and daily activity
levels [29–32]. Thus, even though there are methodological
concerns with the data, the predominant view from the
literature is that while there is a positive relationship between
activity level and exercise capacity, that relationship is weak
and certainly cannot be used to predict either activity level or
functional capacity.

A second line of developing evidence that suggests that
physical activity and exercise capacity did not evolve together
involves the actual geneticmechanisms that underlie inherent
exercise capacity and inherent physical activity level. While
delineation of actual genetic mechanisms for either pheno-
type is still lacking for both animals and humans, genomic
loci (i.e., QTL) associated with various indices of exercise

capacity and physical activity appear to be separate and
distinct [20, 33–37]. These distinct QTL suggest that genetic
regulation of these traits arises through differing pathways.
Thus, while there may be pathways common to both phe-
notypes, the low/moderate association between activity and
exercise capacity in humans and animals, as well as the
differing genomic loci associatedwith each trait, suggests that
the underlying physiological regulation of inherent exercise
capacity and inherent activity level of mammals evolved
separately.

3. Potential Selection Pressures for the
Evolution of Physical Activity Regulation

The evolution of a physiological system is necessarily linked
to genetic selection pressure [38], and the current literature
is silent as to what selection pressure would have driven
the evolution of systems to regulate physical activity. While
hunter/gatherers were well known for having irregular, but
sometimes extensive, hunting/foraging ranges [39, 40], their
overall activity patterns were not uniform (e.g., [41]). Recent
data have suggested that total daily energy expenditure
demands (not corrected for body weight) of hunter/gatherers
were not different than modern, western-based lifestyles [42,
43]. Further, comparison of energy expenditure by weight
between pretechnology farmers and hunter-gatherer popu-
lations does not show significant differences in daily energy
expenditures (Tables 1 and 2 and Figure 1). Whereas current
Western populations show decreased energy expenditures
when corrected by weight, it can be argued that the higher
energy expenditure required by either hunting/gathering
and/or pretechnology farming could have been a selection
pressure driving the development of activity regulation.
However, some investigators dispute that energy expenditure
requirements have decreased [42, 43] which casts questions
on the potential role that energy expenditure played in
evolving activity regulation.

While it is unclear whether energy expenditure would
have been a selection pressure in the evolution of physical act-
ivity controlmechanisms, comparisons of required daily acti-
vity (i.e., duration of activity) in nontechnology dependent
agricultural societies (Table 2) show that the activity levels
exhibited by both males and females in these populations
were at least 3-fold higher than activity levels shown in
hunter/gatherer populations (Figure 2). For example, Panter-
Brick [44, 45] characterized a Nepali agropastoralist com-
munity (the Tamang) living at 1,350 to 3,800m that exhib-
ited food self-sufficiency through manual farming and live-
stock rearing with little to no technology use. Using both
direct observations and indirect respirometry, Panter-Brick
observed that the men worked an average of 8.15±0.9 hours/
day, while the womenworked 8.4±0.8 hrs/day.More recently,
Bassett and colleagues [46] measured physical activity lev-
els in a North American labor-intensive, non-technological
Amish farming community. In this population, Bassett and
colleagues observed that the men averaged vigorous, moder-
ate, or walking activity for 9.3 hrs/day and women averaged
6.9 hrs/day and only sat 3.3 hr/day (13% of the day) and
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Table 1: Physical activity energy expenditures of various hunter/gatherer populations.

Populations Sex TEE AEE AEE/wt Foraging range/day
(km) Weight (kg)

Ju/’hoansi (Africa)a,b M 2178 903 19.52 14.9a 46.0
Ju/’hoansi (Africa)a,b F 1770 600 14.52 9.10a 41.0
Ache (Paraguay)b M 3327 1778 29.75 19.2 59.6
Ache (Paraguay)b F 2626 1232 24.51 9.20 51.8
Hadza (Tanzania)c M 2649 1476.9 29.0 11.4 50.9
Hadza (Tanzania)c F 1877 822.5 18.9 5.8 43.4
Average hunter/gatherer
(±SD) M 2718 (578) 1386.0 (444.5) 26.1 (5.7)∗ 15.3 (5.4) 52.2 (6.9)∗

Average hunter/gatherer
(±SD) F 2091 (466) 884.8 (320.6) 19.3 (5.0)∗ 7.5 (2.4) 45.4 (5.7)∗

Average Western
populationc M 3053 (464) 1366.3 (268.3) 16.9 (3.3) 4.2 (2.7)d 81 (11.1)

Average Western
populationc F 2347 (360) 950.0 (177.1) 12.8 (2.4) 3.2 (2.2)d 74.4 (12.8)

TEE: total energy expenditure (kcal/day); RMR: resting metabolic rate (kcal/day); AEE: activity energy expenditure = TEE-RMR; AEE/wt: activity energy
expenditure divided by weight (kcal/kg/d); data from a[39]; b[40]; c[42]; dvalues calculated using average daily step counts for men and women [47] and
average step lengths for men [48] and women [49]. ∗Significantly different 𝑃 < 0.05 between hunter/gatherer and average western population. Values for
average western population TEE, AEE, and AEE/wt used in statistical analysis derived from artificial dataset derived from means, standard deviations, and
subject numbers as reported in [42].

Table 2: Physical activity energy expenditures of various agricultural populations.

Populations Sex TEE AEE AEE/wt Weight (kg)
Tamanga (Nepal) M 3164 1674.3 31.3 53.5
Tamanga (Nepal) F 2382 1141.2 24.5 46.6
Devarishi Kuppamb,c,j

(Tamil Nadu, India) M 2860 1580.3 31.5 50.2

Devarishi Kuppamb,c,j

(Tamil Nadu, India) F 1984 902.3 20.6 43.8

Gambianb,k (Gambia) M 2292 716.4 12.3 58.47
Gambianb,d,e(Gambia) F 2480 1178.45 23.73 49.7
Mossib,f (Upper Volta) M 2913 920.51 15.74 58.5
Mossib,g (Upper Volta) F 2603 822.55 16.25 50.6
Senegalb,h (Senegal) M 2538 901.25 13.78 65.4
Senegalb,h (Senegal) F 2573 1219.75 21.10 57.8
Amishi (Canada) M 3100 1292.3 17.65 73.2
Amishi (Canada) F 1850 304.04 4.85 62.6
Aymaral (Bolivia) M 2329 1299.4 23.7 54.8
Aymaral (Bolivia) F 2654 1184.2 24.4 48.6
Average farming
populations (±SD) M 2742 (357) 1197.9 (362.7) 20.8 (8.1)† 59.2 (7.8)†

Average farming
populations (±SD) F 2361 (318) 964.6 (329.3) 19.3 (7.0)† 51.4 (6.6)†

TEE: total energy expenditure (kcal/day; average between dry and wet season where available); RMR: resting metabolic rate (kcal/day); AEE: activity energy
expenditure =TEE-RMR; AEE/wt: activity energy expenditure divided by weight in kcal/kg/d; data from a[44, 45]; breviewed by [45]; data from c[50]; d[51];
e[52]; f[53]; g[54]; h[55]; i[46]: BMRs estimated using formula (3.5mL/kg/min O2 ) ∗ 4.9; j[56]; k[57] values derived from Ph.D. thesis [58]; l[59]. †Significantly
different 𝑃 < 0.05 between farming and Western populations. Values for Western TEE, AEE, and AEE/wt used in statistical analysis derived from artificial
dataset derived from means, standard deviations, and subject numbers as reported in [42]. No significant differences between hunter/gatherer and Farming
populations.
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Figure 1: Activity energy expenditure by weight. The amount
of energy expended on nonbasal activity and standardized by
weight of population. Hunter/gatherer population estimates using
Ju/’hoansi [39], Ache [40], and Hadza [42]. Pretechnology farmer
values from populations in Figure 2 [39–41, 45, 46, 50, 54, 56, 60].
Western population data from [42]. ∗Significantly lower (𝑃 < 0.05)
than Hunter/gatherer and Pretechnology farmers. There were no
statistical differences between Hunter/gatherers and Pretechnology
farmers. Values for Western AEE/wt used in statistical analysis
derived from artificial dataset derived from means, standard devi-
ations, and subject numbers as reported in [42].
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Figure 2: Total time spent in vigorous,moderate, or walking activity
on a daily basis in hunter/gatherer (Nunoa, Ju/’hoansi, Hadza) or
nontechnological agriculture-based populations (Tamang, Mossi,
Devarishi Kuppam, Amish, and Senegali). Data from [39–41, 45, 46,
50, 54, 56, 60]. ∗Hadza activity time based on estimates from [41]
which provide the only known total daily activity time estimates for
this population.

2.8 hr/day (12% of the day), respectively (Figure 2). This
extensive physical activity pattern was reflected in their total
steps per day where the Amishmen averaged 18,425 steps/day
and thewomen averaged 14,196 steps/day. Given the extensive
data from both Panter-Brick and Bassett’s groups, as well as
from other nontechnological farming populations (Table 2
and Figure 2), there is little doubt that non-technological
subsistence farming required extensive, long-duration, and
low-intensity physical activity on a daily basis.

The sustained agricultural activity requirement may not
have required higher total daily energy expenditures than
hunting/gathering (Figure 1), but the extensive time require-
ments that were 3–5-fold higher than hunting/gathering
(Figure 2) would have required the physiological capability
to complete lower intensities of exercise formuch longer time
frames than in hunting/gathering populations. The differing
time requirements across which the energy was expended
would have stressed different substrate systems—especially
in farmers—favoring those individuals that could store and
metabolize fats for longer duration activity. Thus, the ability
to be physically active for long periods of the day and the
requisite requirement to produce calories from fat stores
could have been a significant genetic selection pressure in
the development of biological/genetic control of physical
activity. Further, in those early populations that adopted
agriculture, individuals that were predisposed to higher levels
of motivation and physical capability for daily activity would
have been more successful and would have had a greater
chance of reproductive success [61]. In essence, a farmer
could not have been lazy and insure that his genes would be
passed on to future generations because his family would not
survive.

Whether the genetic selection pressure linked to the
development of biological control of physical activity was
energy expenditure or duration of activity, ultimately, both
factors link back to the availability of food.While estimates of
average hunter/gatherer foraging ranges can appear extensive
(e.g., Table 1), hunter/gatherers did not range far and had
reduced energy expenditure when food was close at hand.
When food became difficult to get or the hunting/foraging
ranges became lengthy, hunter/gatherers simply moved to
more fertile sites where food was more abundant [39].
For farmers, because they were bound to a specific loca-
tion, without physical activity, there was no food. In fact,
food availability appears to have a direct causative effect
on physical activity that is exhibited in both animal and
human models, especially in the area of caloric restriction.
Numerous studies report that short-term caloric restriction
decreases rodent activity, but long-term caloric restriction
actually increases physical activity (e.g., [62]). This same
phenomenon appears in nonhuman primates (e.g., rhesus
monkeys; [63]) with a concomitant increase in metabolic
efficiency of movement. Further, it has been suggested that
this caloric restriction-related hyperactivity also occurs in
humans. Casper [64] hypothesized that, in the majority of
anorexia nervosa (AN) patients that present hyperactivity
(suggested to range from 38% to 70% of AN; [65, 66]), the
increased activity is a result of the hypocaloric nature of
AN, which differs from the lethargy seen in semistarvation
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states. Casper suggested several potential physiological path-
ways that govern this human caloric restriction and related
hyperactivity. For example, Casper [64] uniquely suggests
thatmutations in the “foraging” gene first found in drosophila
(dgcalpha1; [67]) can increase foraging locomotion in fruit
flies [67] and honey bees [68] and may be involved in the
regulation of the increased activity in AN patients. Further,
the gene homologous to dgcalpha1 in rodents and humans
is “guanylate cyclase 1, soluble, alpha 2” (GUCY1A2), which
is one of the genes that encodes soluble guanylyl cyclase
(sGC), the most sensitive receptor for nitric oxide [69].
Further, the mouse homolog of GUCY1A2 (i.e. Gucy1A2)
is located on Chrm. 9 downstream of a known physical
activity-related QTL [20]. The involvement of GUCY1A2, or
any other genetically-based mechanism regulating activity,
would support Epling and Pierce’s early speculation [70] that
AN patients represent a natural selection of individuals who
become active during food shortages, leading to an increased
chance of food finding even at the risk of negative caloric
balance. Garland and Kelly [38] also suggested that individ-
uals with higher foraging behavior could be an example of a
directed natural selection. Thus, in individuals with foraging
behavior more suited to the available food supply, the alleles
responsible for this higher locomotor activity may be favored
more highly in reproduction [38].

Conversely, to our knowledge, there have been no direct
studies designed to determine if excess caloric intake directly
decreases activity in human and/or animal models. Indi-
rectly, several studies suggest that, with overfeeding, physical
activity levels decrease. For example, in an elegant study,
Levine and colleagues [71] showed that overfeeding both
lean and obese human subjects 1,000 kcal/day above their
weight maintenance needs resulted in significant decreases
in free-living walking in both groups. Schmidt et al. [72]
directly measured spontaneous physical activity levels (i.e.,
NEAT) in obesity-prone and obesity-resistant individuals
and observed decreases in spontaneous physical activity in
the obesity-prone individuals three days after overfeeding
(but not in obesity-resistant individuals). Anecdotally, it has
been observed [73] that male baboons are markedly less
active (e.g., reduced climbing, laying close to sugar-source)
when their caloric intake was significantly increased through
the availability of a sweetened beverage containing water,
high fructose corn syrup, and artificial fruit flavoring [74].
Supporting these observations are indirect results strongly
suggesting, in both adults and children, that decreased phys-
ical activity was driven by an increased adiposity as opposed
to adiposity being an effect of decreased activity [75, 76].
Neither Ekelund and colleagues [75] orMetcalf et al. [76] pro-
posed potential causative biological mechanistic ties between
overfeeding and inactivity, instead preferring to speculate on
potential biomechanical and physical discomfort of increased
weight prohibiting activity. However, other meta-analyses
and animal studies have shown no relationship between body
mass and activity levels (e.g., [77–79]) suggesting that it is
not body weight per se decreasing activity, but rather the
increase in caloric intake. Supporting this indirect evidence of
a tie between overfeeding and a decrease in physical activity
is a potential mechanistic pathway. It has long been known

that removal of sex hormones and subsequent reduction in
testosterone or estrogen levels results in large decreases in
activity (e.g., [7, 80]) that can be rescued with administration
of testosterone and/or estrogen which is mediated primar-
ily through androgenic receptor pathways [6]. Recently,
Bouchard et al. [81] showed conclusively that overfeeding
in humans significantly decreases androgenic production—
especially in males. Therefore, hypothetically, this reduction
in androgenic production from overfeeding could result in a
reduction in physical activity through established pathways.
Thus, while it is not currently known whether increased
caloric availability decreases the drive for activity, there are
tentative evidence and potential hypothetical mechanisms
that strongly support further research into this question.

There are some significant limitations to the preceding
discussion that should be considered in interpretation of
these data. In particular, the quantification of daily activity
levels in both human and animals continues to undergo
refinement, and the limitations of older methods should be
appreciated [82]. Thus, the use of older studies that used less
than optimal methods of activity measurement, such as sur-
vey or observational methods, may need to be reconsidered.
For example, much of the extant hunter/gatherer activity data
is based on observational or estimated activity levels and can
be open to question. An example of this limitation is the
recent publication of direct measures of energy expenditures
collected in a Hadza population by Pontzer et al. [42] which
contradict earlier observations in the Hadza which noted
marked swings and inconsistencies in Hadza activity patterns
[41]. Further complicating the issue of valid activity measure-
ment is the rapid diminishing of the opportunity to collect
data on peoples that represent hunter/gatherer lifestyles. Lee,
who is considered the leading expert on the Ju/’hoansi, has
observed the creeping influence of Western lifestyle and the
diminishment of hunting/gathering in the Ju/’hoansi is due to
wide access to motorized transport, other food sources, and
reduction in available foraging range [39]. Thus, if modern
data were collected on the Ju/’hoansi, whether this data truly
represented a Paleolithic hunter/gatherer lifestyle would be
a fair question—as it is with the Hadza data of Pontzer and
colleagues [42]. Therefore, it is important to use the best
data available in populations that best represent the target
populations and we have strived to do so in this paper.

As scientists work to understand the identities of the
genetic and biological mechanisms that control physical
activity, it is important to also work to develop an under-
standing of the evolutionary selection pressures that have
led to these activity regulation mechanisms. At this point, it
is unclear what the specific genetic selection pressures were
that caused the development of genetic/biological regulation
of activity, but there are suggestions that physical activity
evolved separately from endurance capability (Figure 3). Fur-
ther, while energy expendituremay be an attractive candidate
for genetic selection pressure, data suggests that total daily
energy expenditure has not significantly changed, but rather,
the duration of daily activity required to procure food radi-
cally changed with the adoption of agriculture approximately
10,000 years ago. Additionally, the suggestions of an inverse
link between caloric intake and physical activity would add
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Figure 3: Potential selection pressures on activity regulation in humans and possible future effects of food abundance.

a strong biological cause/effect relationship that would both
help explain evolution of genetic/biological regulation of
activity and could further explain the precipitous declines in
physical activity currently seen in most nations [83]. Again,
the reader is cautioned that at this point in the maturity of
the physical activity regulation literature, the above facts and
hypotheses appear to provide the most probable—yet still
hypothetical—explanation of the selection pressures influ-
encing the evolution of physical activity regulation. Further
studies directly addressing these hypotheses, especially those
using animal models and experimental evolution models
[38], may provide the best pathway toward conclusively
establishing the evolutionary selection pressures on physical
activity regulation.

4. Applications and Future Directions

While we have looked backward to discuss potential past
causes/pressures that drove the evolution of physical activity
in humans (Figure 3), it is imperative that we also look
forward to consider potential areas of needed research,
especially given the large health and economic consequences
of the current downward trend of physical activity world-
wide [83–86]. With the general acceptance of a continu-
ing evolutionary change pattern in Homo sapiens amongst
evolutionary biologists [87], it is interesting to speculate as
to the effect of our current technology- and diet-enabled
sedentarism on the genetic regulation of physical activity.
As Zimmer noted in 2009 [88], predicting the outcome of
evolution is difficult, especially human evolution where there
are myriad factors influencing the selection of different traits.
But as scientists, we should consider whether our current
proclivity toward sedentarism—for example, Troiano and
colleagues objectively observed less than 3.5% of adults in
the United States were moderately active more than 30mins
per day [89]—will drive our evolution toward physiological
mechanisms that allow us to remain inactive, yet healthy.

Theoretically, environment drives selection toward traits
that increase reproductive fitness. For the first time in the his-
tory ofHomo sapiens, we live in an era where our ability to be
active or have high exercise capacity does not impact our abil-
ity to obtain food. Our current technology- and diet-enabled
environment in most cases has removed the need to stay fit
and be active on a daily basis. Most of us neither have to hunt
and gather or growour own food.However, since themajority
of hypokinetic chronic diseases do not significantly impact
health until long after the reproductive cycle of most humans
has begun, as long as one can find a reproductive partner,
the embracing of a technology- and diet-enabled sedentarism
would not affect societal reproduction as a whole. Further,
if it is assumed that the majority of individuals in a society
embrace technology- and diet-enabled sedentarism, those
individuals that are fit and active will become a smaller
minority of the population and while potentially drawn to
each other and finding health benefits in such a pairing, will
find no reproductive advantage by daily exercise or activity.
While the underlying genetic code that predisposes to a
higher daily drive to be active will be transmitted to offspring,
the environmental drive requiring the expression of that
drive will be removed. Thus, in the long term, if our current
technological- anddiet-enabled sedentarism continues, while
themechanisms that predispose and regulate physical activity
will be transmitted to our offspring, these mechanisms may
fall into the category of ancestral genes that are no longer
required for species survival as a whole [90]. Further, it will
be interesting to observe whether genetic variants eventually
evolve that enable Homo sapiens to physiologically deal
with sedentarism—such as altered metabolic mechanisms
to handle the increased fat and sugar loads characteristic
of a modern diet. Whether and how Homo sapiens adapt
and evolve for this new environment—perhaps into Homo
Sedentarius (Figure 3)—will be an interesting topic of study
and observation for years to come.
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5. Summary and Conclusions

Evidence suggests that daily physical activity is significantly
influenced by genetic mechanisms. However, these mecha-
nisms and the actual site of physiological regulation of phys-
ical activity at this point are somewhat unclear. This paper’s
goal was to provide—given the current literature—a concep-
tual framework that can be used to guide future investigations
targeting the delineation of the genetic regulation of physical
activity. First, it is unclear as to what environmental selective
pressure resulted in the evolution of genetic mechanisms to
control physical activity.While it is tempting to speculate that
the need for ancient hunters/gatherers to run/walk long dis-
tancesmay have been a selective pressure, daily activity above
what was needed to provide food would have put strains
on energy balance within the individual and impacted the
collective tribe’s food supply. The acceptance of widespread
agriculture demanded longer periods of activity (generally at
lower intensities) and thus suggests that the longer required
periods of activity inherent in farmingmight have provided a
selection pressure. Indeed, it is often noted that lazy farmers
were dead farmers. Given the known tie between food avail-
ability and activity, especially in animals, it is possible that
food availability was the underlying selection pressure for the
evolution of activity-regulating mechanisms. Indeed, both
hunter/gatherer populations and farming populations show
a negative relationship between food availability and activity.
If foodwas scarce, activity increased and if foodwas available,
activity decreased. Thus, food availability becomes a factor
in the reason to be active. Whether food availability was the
actual selection pressure for evolving regulation of physical
activity is unknown but could be potentially studied given
the multiple available methods of experimentally invoking
evolution (e.g., [38]). The value of continued research and
thought regarding the selection pressures responsible for
activity regulation is to consider how modern lifestyle and
food availability may impact those regulatory mechanisms.
With plentiful food for themajority of the Earth’s population,
the requirement for physical activity to provide sustenance is
markedly reduced, and thus the requirement to be physically
active does not impact the survival of the species. Therefore,
in the future, it will be interesting to observe whether the
removal of these potential selection pressures will affect not
only physical activity levels, but also the regulation of physical
activity in Homo sapiens.
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The purpose of the Functional Single Nucleotide Polymorphisms Associated with HumanMuscle Size and Strength study or FAMuSS
was to identify genetic factors that dictated the response of health-related fitness phenotypes to resistance exercise training (RT).
The phenotypes examined were baseline muscle strength and muscle, fat, and bone volume and their response to RT. FAMuSS
participants were 1300 young (24 years), healthy men (42%) and women (58%) that were primarily of European-American descent.
They were genotyped for ∼500 polymorphisms and completed the Paffenbarger Physical Activity Questionnaire to assess energy
expenditure and time spent in light, moderate, and vigorous intensity habitual physical activity and sitting. Subjects then performed
a 12-week progressive, unilateral RT program of the nondominant arm with the dominant arm used as a comparison. Before
and after RT, muscle strength was measured with the maximum voluntary contraction and one repetition maximum, while MRI
measured muscle, fat, and bone volume. We will discuss the history of how FAMuSS originated, provide a brief overview of
the FAMuSS methods, and summarize our major findings regarding genotype associations with muscle strength and size, body
composition, cardiometabolic biomarkers, and physical activity.

1. Introduction

We are part of a multidisciplinary research team, the Exercise
and Genetics Collaborative Research Group, that completed
a large exercise genomics study entitled Functional Single
Nucleotide Polymorphisms (SNPs) Associated with Human
Muscle Size and Strength (FAMuSS NIH R01 NS40606-
02) [1]. The primary aim of FAMuSS was to identify non-
synonymous SNPs (i.e., SNPs leading to amino acid changes)
that dictated baseline muscle size and strength, and the
extent of the muscle size and strength response to resistance
exercise training (RT). Other phenotypes examined were
baseline fat and bone volume and the response of these
phenotypes to RT, and baseline cardiometabolic biomarkers.

We envisioned that FAMuSS findings would lead to a better
understanding of physical health and well being as well as
disease processes such as sarcopenia during aging, atrophy
during weightlessness of space flight, sports performance,
and the progression of neuromuscular disease.

To achieve our aims about 1300 young, healthy men
(42%) and women (58%) (24 years, body mass index [BMI]
25 kg⋅m−2) primarily of European-American descent were
recruited and genotyped for ∼500 polymorphisms. Volun-
teers provided blood samples for determination of fasting
baseline cardiometabolic biomarkers and genotyping. They
completed the Paffenbarger Physical Activity Questionnaire
[2] to assess energy expenditure and time spent in light,
moderate, and vigorous intensity physical activity and sitting.
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Subjects then performed a progressive, unilateral RTprogram
of the nondominant arm with the dominant arm used as
a comparison. Before and after RT, muscle strength was
measured with the maximum voluntary contraction (MVC)
and one repetition maximum (1RM), while magnetic res-
onance imagining (MRI) measured muscle, fat, and bone
volume. To date there are over 30 FAMuSS publications. The
purpose of this review is to highlight the FAMuSS findings by
discussing the history of how FAMuSS originated, providing
a brief overview of the FAMuSS methods, and summarizing
our major findings regarding genotype associations with
baseline muscle strength and size and body composition
and the response of these phenotypes to RT, baseline fasting
cardiometabolic biomarkers, and habitual physical activity
levels.

2. The History of How FAMuSS Originated

Thomas A. Edison said, “Great Ideas Originate in the Mus-
cles”. The study of skeletal muscle is not a new idea but
one that has often intrigued human curiosity. If we begin
to understand the complexities behind basic skeletal muscle
function (i.e., strength) then this knowledge would provide
insight into understanding normal human body movement
and the ability to stress that system via an intervention. The
FAMuSS study was an attempt to understand the genetic
causes behind the response of muscle to an external stimulus.
The aims of the FAMuSS project were to utilize molecular
biology to answer two simple questions: (1) can genetic
variation explain differences in skeletal muscle size and
strength; and (2) can genetic variation explain how skeletal
muscle responds to RT? The purpose of FAMuSS was not
an attempt to understand the mechanical reasons for skeletal
muscle size or strength but to comprehend the biology that
controls the muscular apparatus.

Skeletal muscle makes up 30% of the human body so that
the genetics behind the strength/size of this organ deserves
attention. The maximum strength capacity of skeletal muscle
is manipulated by a multitude of factors including genetics
that can act synergistically. However, the most influential
stimulus in the response of muscle is RT, which effectively
increases maximal isometric and dynamic muscle contrac-
tion strength. Additionally, muscle strength is a key deter-
minant of an individual’s functional capacity. Even with the
critical importance of skeletal muscle in human health, little
was known regarding the genetic factors influencing skeletal
muscle size and strength and the response of this organ to
environmental factors such as RT. Thus, a comprehensive
study was needed to discover how genetics influence skeletal
muscle size and strength among healthy individuals as the
paradigm at that time was studying genetic variation and its
effect on dysfunction and disease. Our approach was not to
lessen the need for the study of SNPs and disease—but to add
new information to this important body of knowledge.

The FAMuSS study was built on the early work ofThomis
et al. [3] that showed the inheritance of arm strength and
size before and after RT in 25 monozygotic and 16 dizygotic
male twins. Muscle strength measured as 1RM showed a high

degree of heritability (77% pre- and 81% post-RT). Similarly,
handgrip strength among 257 male and 353 female twins
between 59–70 years suggested that strength had a heritability
of 65% and 30%, respectively [4]. Pérusse et al. [5] used a sta-
tistical procedure, path analysis, which allows the partition of
transmissible variance into genetic and cultural components
among 1630 nontwin, French-Canadians from 375 families
and attributed 30% of the phenotypic variance in muscular
strength in these families to genetic factors. These findings
made the rationale for the FAMuSS study even stronger. The
identification of genetic variants that play a role in the normal
response of muscle to external stimuli such as RT would have
impact on the sports world, butmore importantly, would also
provide insight into health and disease processes permitting
the possibility of new therapeutics to treat neuromuscular
disorders.

3. The FAMuSS Methods

3.1. Overview. FAMuSS methods have been described in
detail [1] and will be briefly overviewed here. FAMuSS
was conducted by the Exercise and Genetics Collaborative
Research Group consisting of researchers and site coordina-
tors from the University of Central Florida (TJ Angelopou-
los), University of Massachusetts (PM Clarkson), West Vir-
ginia University (PM Gordon), Dublin City University (NM
Moyna), University of Connecticut (LS Pescatello), Central
Michigan University (P Visich), Florida Atlantic University
(RF Zoeller), Yale University (TB Price), Hartford Hospital
(PD Thompson and RL Seip), and the Children’s National
Medical Center (EP Hoffman, PI, and JM Devaney). The
institutional review boards from the 10 institutions involved
in FAMuSS approved the study protocol. Study volunteers
were recruited to complete a 12-week progressive, unilateral
RT program to improve the strength and size of elbow flexor
and extensor muscles in the nondominant arm with the
dominant arm used as a comparison. Muscle strength was
measured as biceps MVC and 1RM and muscle size by MRI
of the biceps cross-sectional area. We used MRI to also
measured fat and bone volume. Prior to RT, investigators
obtained a blood sample for determination of a fasting
cardiometabolic profile and DNA extraction, and subjects
completed the Paffenbarger Physical Activity Questionnaire
to assess habitual physical activity [2].

3.2. Subjects. Subjects were excluded if they took corticos-
teroids, anabolic steroids, antihypertensive or antilipidemic
medications, diuretics, Depo-Provera contraceptive injec-
tion, Clenbuterol, Rhinocort nasal inhaler, lithium, or non-
steroidal anti-inflammatory medications. They were also
excluded if they took dietary supplements to enhance muscle
strength and size or weight; had chronic medical conditions;
had metal implants in the arms, eyes, head, brain, neck, or
heart; consumed >2 alcoholic drinks per day; performed RT
or other physical activity involving repetitive arm use within
the past year; and/or were seeking to gain or lose weight or
had a weight change >5 lb in the past 3 months. Furthermore,
subjects were instructed not to alter their habitual physical
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activity, lifestyle, or dietary habits, or otherwise gain or lose
weight during the study. Upon enrollment we measured
body weight and height to calculate BMI. To ensure weight
maintenance, body weight was measured throughout the
study.

3.3. Physical Activity Assessment. Habitual physical activity
phenotypes were obtained from the Paffenbarger Physical
Activity Questionnaire [2]. The derived phenotypes were
energy expended (kcal⋅wk−1) and time spent (hr⋅wk−1) in
light, moderate, and vigorous intensity physical activity as
well as walking, stair climbing, participation in sports and
recreational activities, and sitting. A total physical activity
index (kcal⋅wk−1) was also calculated.

3.4. Muscle Strength Testing. We assessed muscle strength
with the MVC and 1 RM in the trained (nondominant) and
untrained (dominant) elbow flexor muscles before and after
RT.

3.5. MRI Assessment of Muscle, Fat, and Bone Volume. MRI
assessment of both upper arms (trained and untrained) was
performed before and after RT. Fifteen 16mm contiguous
axial slices from each arm were taken from each arm
independently. Scans for both arms were taken by Fast
Spoiled Gradient Recalled and Fast Spin Echo with TE 1.8/TR
200msec.We used Rapidia (INFINITT Inc, Seoul, Korea) for
the volumetric analysis of the MRI images. Volumemeasures
were taken using an anatomical landmark (metaphyseal-
diaphyseal junction of the humerus) as our starting point and
assayed the six 1 cm slices proximal to it.

3.6. Resistance Exercise Training Program. RTwas performed
unilaterally in the nondominant arm. Subjects attended
supervised RT sessions twice weekly at least 48 hours apart
for 12 weeks.The program consisted of five exercises designed
primarily to train the elbow flexors and secondarily to train
the elbow extensors for balance. At the start of RT, subjects
performed three sets of 12 repetitions at 65–75% of 1RM. At
week five sets were reduced to eight repetitions at 75–82%
1RMand atweek 10 to six repetitions at 83–90% 1RM. Subjects
took 2 seconds each for the concentric and eccentric phase of
each repetition with a recovery between sets of 2 minutes.

3.7. Fasting Blood Sampling and Analyses
Cardiometabolic Biomarkers. Prior to RT, fasting blood sam-
ples were drawn and serum was separated by centrifuga-
tion at 1110 g for 10min and frozen for further analysis
of the cardiometabolic biomarkers by Quest Diagnostics.
Cardiometabolic biomarkers included glucose, insulin, total
cholesterol, low-density lipoprotein cholesterol [LDL], high-
density lipoprotein cholesterol [HDL], and triglyceride levels.
The homoeostasis model assessment (HOMA) was then
calculated [6]. DNA. In addition, blood was drawn into
vacutainer tubes containing ethylenediamine tetraacetic acid.
These tubes were sent to Children’s National Medical Center
where DNA was extracted using Puregene kits (Gentra
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Figure 1: Biceps cross-sectional area. Histogram of biceps cross-
sectional area changes (relative to baseline) within each gender for
the trained arm. Black bars denote responses of men, while white
bars denote responses of women. Reprinted with permission [7].

Systems, Inc.,Minneapolis,MN). Genotyping in the FAMuSS
study was completed using TaqMan allele discrimination
assays that employed the 5 nuclease activity of Taq poly-
merase. Both alleles were detected simultaneously using
allele-specific oligonucleotides labeled with different fluo-
rophores (VIC and FAM) and genotypes were determined
automatically by the ratio of the two fluorophores used. For
each SNP examined, a Taqman assay was used to genotype
the 1300 samples.Therefore, we generated 650,000 genotypes
for the 500 SNPs that were part of the FAMuSS study. Data
were processed using SDS v2.3 software. All gels were called
by two investigators, and if any disagreement in genotyping
was found, the genotyping was repeated.

4. FAMuSS Findings: Muscle Strength and Size

In 2005, Hubal et al. [7] published the results of the unilateral
RT program on muscle size and strength in the FAMuSS
cohort, highlighting the high degree of variability across all
subjects given a standardized RT program. Across 485 sub-
jects (342 women and 243 men), RT resulted in modest size
gains and moderate (isometric) to high (dynamic) strength
gains.Men averaged significantly higher absolute and relative
size gains than women in the trained arm (Figure 1), while
no significant changes were seen in the untrained arm. Size
gains ranged from −2 to +59% of baseline muscle volume
with similar distribution of responses in relative size gains
between men and women. While absolute gains in strength
(both dynamic and isometric strength) were greater in men,
women greatly outpacedmen for relative strength gains (64%
to 40% for dynamic strength by 1 RM; 22% to 16% for MVC;
𝑃 < 0.001) (Figure 2). Distribution parameters for strength
gains indicated a strong clustering of men around the mean,
while women ranged in a more normal distribution pattern,
indicating that more womenwere higher or lower responders
than men.

The high degree of variation that we observed in muscle
size and strength responses to RT that were sex specific
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Figure 2: Isometric strength test. Histogram of isometric strength
changes (relative to baseline) within each gender for the trained
arm. Black bars denote responses of men, while white bars denote
responses of women. Reprinted with permission [7].

allowed us to test for various factors that influenced these
phenotypes at baseline and in response to RT. While genetic
modifiers of muscle strength and size were a priority for
FAMuSS, other factors were also explored, such as sex [7],
age [8], and BMI [9, 10]. However, the primary focus of
this section is to summarize the findings regarding genetic
influences on muscle size and strength at baseline and
following RT. Twin and other genetic studies have reported
wide-ranging estimates of heritability for baseline human
muscle size (ℎ2 ∼ 45–90%) and strength (ℎ2 ∼ 30–85%) in
a large part dependent upon the population and muscle
group studied [11–13]. In addition to genetic influences on
the development of muscle strength and size, there are other
factors (i.e., training protocols, diet, etc.) that can modify the
adaptive response of muscle to exercise training, such that
even wider estimates of heritability are seen for hypertrophy
and strength gains (ℎ2 ∼ 35–85%) [11–13].

To date, the FAMuSS group has published results for 17
genes specifically tested for association with muscle strength
or size that are summarized in Table 1 [14–26]. These genes
can be categorized according to their biological functions,
including muscle structural elements, growth factors, and
inflammatory factors. Examples of structural genes include
ACTN3 (actinin, alpha 3) [14] and BMP2 (bone morpho-
genetic protein 2) [15]; growth factors include GDF8 [growth
differentiation factor 8 (myostatin,MSTN)] [20], FST (follis-
tatin) [20], and IGF1 (insulin-like growth factor 1) [21]; and
inflammatory factors include CCL2 [chemokine (C-C motif)
ligand 2] [17], IL15 (Interleukin 15) [23], IL15R𝛼 (interleukin
15 receptor, alpha) [23], and SPP1 (osteopontin or secreted
phosphoprotein 1) [18], among others. A few genes fromother
biological function families (mainly related to blood flow
and angiogenesis) have also been investigated that include
ACE (angiotensin I converting enzyme) [19] andNOS3 (nitric
oxide synthase 3) [16].

One structural gene variation that has garnered much
attention is the common R577X (rs1815739) mutation in
ACTN3 [27], a premature stop codon that essentially elimi-
nates ACTN3 protein expression in individuals with the XX

(nonancestral) genotype.The ACTN3 protein is a sarcomeric
actin-anchor expressed exclusively in Type II muscle fibers.
The loss of this protein has been associated with athletic
performance, such that the frequency of the mutation is
underrepresented in elite power athletes and overrepresented
in endurance athletes [28]. While animal knockout models
have suggested compensatory upregulation of the similar
alpha actinin 2 (Actn2) gene and possible alterations in
aerobic energy pathway elements [29, 30], these are yet to be
confirmed in human studies.

A myriad of studies have examined the effect of ACTN3
R577X genotype on athletic parameters, with widely varying
results. Many of these studies suffer from having inadequate
sample sizes and are often done in subjects that have varied
exercise-training experiences, which can greatly overshadow
subtle genotype effects. We reported significant sex-specific
findings formuscle strength, but not size, among 602 subjects
(247 men; 355 women) from FAMuSS [14]. Women with the
XX genotype had lower baseline MVC but greater increases
in dynamic strength as compared to women with the RX
genotype. In addition, among women, ACTN3 accounted for
2.2% of variability in baselineMVC and 1.8% of the variability
in 1RM gain.

The FAMuSS group has reported genetic associations in
several growth related genes in relation to both baseline
and posttraining muscle traits [15, 20, 21]. Skeletal mus-
cle growth and protein synthesis are controlled by several
key signaling pathways, such as the phosphatidylinositol-3-
kinase (PI3 K)/protein kinase B (AKT)/mammalian target of
rapamycin (mTOR) pathway. IGF1 positively controls this
pathway via initiation of signaling at the cell surface, affecting
protein synthesis rates. Conversely, MSTN and its related
genes are negative regulators of muscle growth via inhibition
of the PI3 K/AKT/mTOR signaling pathway. Animal models
in which MSTN expression is greatly reduced exhibit gross
muscle hypertrophy [31].

In the FAMuSS cohort, Kostek et al. [21] found associa-
tions of one particular promoter mutation in IGF1 (rs35767)
with muscle measures. Caucasian women with the CT geno-
type had greater baseline dynamic strength compared to the
two other genotype groups.

In another study, Kostek et al. [20] found ethnicity-
specific associations betweenMSTN (rs1805086) and muscle
traits. A small group of African Americans showed greater
baseline MVC in those with the G allele (𝑁 = 15) as com-
pared to subjects with the AA genotype (𝑁 = 8), while
no associations were found among Caucasians (𝑁 = 645).
They also found associations between FST (rs722910) and
strength measures among African Americans but not Cau-
casians. Finally, Devaney et al. [15] described associations
between muscle size and a common polymorphism in BMP2
(rs15705), which is known to inhibit myogenic differentiation
[32]. Following RT, subjects with the CC genotype (𝑁 = 10)
had significantly greater muscle volume gains compared to
A allele carriers (𝑁 = 179), with 3.9% of trait variation ex-
plained by BMP2. Devaney et al. [15] noted that reporter
assays specific for each allele showed that the C allele dis-
rupted a posttranslational regulatorymotif, possibly resulting
in reduced inhibition, thereby allowing more muscle growth.
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Table 1: FAMuSS findings: genetic loci associated with muscle size and strength at baseline and in response to resistance training.

Gene Name Reference
ACE Angiotensin I converting enzyme [19]
ACTN3 Actinin, alpha 3 [14]
ANKRD6 Ankyrin repeat domain 6 [24]
BMP2 Bone morphogenetic protein 2 [15]
CCL2 Chemokine (C-C motif) ligand 2 [17]
CCR2 Chemokine (C-C motif) receptor 2 [17]
CNTF Ciliary neurotrophic factor [26]
FST Follistatin [20]
GDF8/MSTN Growth differentiation factor 8/myostatin [20]
IGF1 Insulin-like growth factor 1 [21]
IL15 Interleukin 15 [23]
IL15R𝛼 Interleukin 15 receptor, alpha [23]
LEP Leptin [25]
LEPR Leptin receptor [25]
NOS3 Nitric oxide synthase 3 [16]
RETN Resistin [22]
SPP1 Osteopontin or secreted phosphoprotein 1 [18]

BMP2 can be considered both a growth-related gene and
an inflammation-related gene, based on its role in the trans-
forming growth factor beta (TGFB) pathway. Inflammation
and growth pathways have substantial overlap, fitting with
the idea that postdevelopmental growth is in large part mod-
ulated by environmental stimuli such as exercise. Exercise
that evokes the inflammatory system, such as loadingmuscles
with lengthening (eccentric) muscle actions, often produces
the greatest size gains [33].

Other key inflammatory genes investigated in FAMuSS
for associations with muscle strength and size include IL-
15, IL15R𝛼, and SPP1. Pistilli et al. [23] reported associations
between IL15R𝛼 (rs2228059) and baseline muscle size in men
but not women. This report also showed various relation-
ships among IL15 or IL15R𝛼 and strength gains, including
IL15 (rs1057972) with strength gains in men and IL15R𝛼
(rs2296135) with strength gains in women. Most recently,
Hoffman et al. [34] reported a stronger association than is
normally observed for exercise genomic studies between SPPI
(rs28357094) and muscle size gains in women but not men
[35]. The G allele was associated with increased size gains
in women following RT, explaining a relatively high 5% of
variance in the response.

In conclusion, despite the relatively strong association
Hoffman et al. [34] observedwithmuscle size gains inwomen
with SPP1 after RT, in general, single variants explained
minor trait variability percentages in baselinemuscle size and
strength and the response of these phenotypes to RT in the
FAMuSS study [35]. Although it is possible that interactions
between multiple genetic loci could have accounted for
more trait variability [36, 37]. These genotype-phenotype
associations were also often sex specific. From a clinical
standpoint, genetic modifiers of muscle size and strength are
already being studied in relation to management of various

myopathies. For example, SPP1 is a knownmodifier of disease
severity in Duchenne muscular dystrophy [18]. Further stud-
ies into genetic influences on muscle size and strength (and
their response to exercise training) will inform treatment
options given an individual’s genetic background, an example
of personalized medicine. While these studies often involve
muscle at pathological ends of the muscle size and strength
spectra, FAMuSS findings provide a very valuable window
into variant influences in “normal” (i.e., nonpathological)
subjects. In addition, athletes will also seek advantage over
their opponents using genomic medicine techniques such as
exon-skipping to restore dystrophin expression in Duchenne
muscular dystrophy that increases “natural” muscle size and
strength possibly improving performance [38].

5. FAMuSS Findings: Body Composition and
Cardiometabolic Biomarkers

As part of the FAMuSS study, body composition measure-
ments were made such as BMI and MRI-dictated volumes
of subcutaneous fat and bone of the upper arms before and
after RT. In addition, before RT, measures of fasting glucose,
insulin, total cholesterol, LDL, HDL, and triglyceride levels
were made, and the HOMA was calculated [6]. To date, the
FAMuSS group has published results for 33 genes specifically
tested for association with measures of body composition at
baseline and in response to RT and baseline cardiometabolic
biomarkers that are summarized in Table 2 [22, 23, 39–43].
Some of these genes were also examined for skeletal muscle
phenotypes pre- and post-RT that were described in the
previous section and habitual physical activity that will be
described in the next section so that only the findings relating
to body composition and cardiometabolic biomarkers will be
discussed in this section.
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Table 2: FAMuSS findings: genetic loci tested for association with body composition at baseline and in response to resistance training and
cardiometabolic biomarkers at baseline∗.

Gene Name Reference
AKT1 V-akt murine thymoma viral oncogene homolog 1 [39]
ANGPT3 Angiopoietin-like 3 [40]
BCL7B B-cell CLL/lymphoma 7B [40]
BMP2 Bone morphogenetic protein 2 [40]
CDKAL1 CDK5 regulatory subunit associated protein 1-like 1 [40]
CDKN2A/2B Cyclin-dependent kinase inhibitor 2A and 2B [40]
CDKN2BAS/CDNKN2B-AS1
(ANRIL) CDKN2B-AS1 CDKN2B antisense RNA 1 [40]

CILP2 Cartilage intermediate layer protein 2 [40]
FTO Fat mass and obesity associated [42]

GALNT2 UDP-N-acetyl-alpha-D-galactosame:polypeptide
N-acetylgalactosaminyltransferase 2 [40]

GNPDA2 Glucosamine-6-phosphate deaminase 2 [42]
HHEX Hematopoietically expressed homeobox [40]
HNF1A HNF1 homeobox A [40]
IGFBP2 Insulin-like growth factor binding protein 2 [40]
IL15 Interleukin 15 [23]
IL15R𝛼 Interleukin 15 receptor, alpha [23]
INSIG2 Insulin-induced gene 2 [41]
KCTD10 Potassium channel tetramerisation domain containing 10 [40]
KCTD15 Potassium channel tetramerisation domain containing 15 [42]
KCNJ11 Potassium inwardly rectifying channel, subfamily J, member 11 [40]
MC4R Melanocortin-4 receptor [42]
MRAS Muscle RAS oncogene homolog [40]
MTCH2 Mitochondrial carrier 2 [42]
NEGR1 Neuronal growth regulator 1 [42]
PPAR𝛼 Peroxisome proliferator-activated receptor alpha [43]
PPARG2 Peroxisome proliferator-activated receptor gama [40]
RETN Resistin [22]
SH2B1 SH2B adaptor protein 1 [42]
SLC30A8 Solute carrier family 30, member 8 [40]
SORT1 Sortilin 1 [40]
TCF7L2 Transcription factor 7-like 2 [40]
TMEM18 Transmembrane protein 18 [42]
TRIB1 Tribbles pseudokinase 1 [40]
∗Bolded genes were significantly associated with the phenotypes of interest.

The metabolic syndrome is considered to be a pre-
diabetic state, with elevated values for three out of five of
the following cardiometabolic risk factors: blood pressure,
waist circumference, blood glucose, triglycerides, and HDL
[44].Themetabolic syndrome predisposes people to diabetes
mellitus and cardiovascular disease. The FAMuSS study
collected these cardiometabolic biomarkers among young,
healthy adults, an optimal time for the implementation of
lifestyle interventions to prevent disease progression [44, 45]
as well as avoid the confounding effects of aging and its
associated comorbidities on heritability [35].

Pistilli et al. [22] examined the influence of RETN
(Resistin), a gene that has a potential role in inflammatory
processes and metabolic diseases such as obesity, diabetes
mellitus, and cardiovascular disease [46] on measures of
body composition at baseline and in response to RT. RETN
variants (rs34124816, rs1862513, rs3219177, rs3745367, and
rs3219178) were strongly associated with muscle strength and
muscle, bone, and fat volume phenotypes inmen andwomen,
but only when stratified by a BMI ≥ 25 kg⋅m−2, and they
explained a relatively strong proportion of the variance in
these phenotypes ranging from 7% to 12%. This study is
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evidence of the complex interactions that can exist among
genes and measures of body composition [35].

BMP2 (bone morphogenetic protein 2) regulates the
differentiation of pluripotent mesenchymal cells and inhibits
myogenesis. In addition, high BMP2 levels promote osteoge-
nesis or chondrogenesis and low levels promote adipogenesis.
The interrelationships of muscle, fat, and bone cell deposition
are key factors in both normal morphologic variation and
a variety of medical conditions including the metabolic
syndrome, vascular calcification, and osteoporosis [47, 48].
Devaney et al. [15] discovered sex-specific associations with
BMP2 (rs15705) and baseline subcutaneous fat volume and
the response of subcutaneous fat and bone volume to RT. In
addition, BMP2 explained 2–4% of the variability in these
phenotypes.

Due to rapid advances in field of genomics, new genetic
tools became available while FAMuSS was being conducted.
Thiswork stemmed from two important achievements: (1) the
completion of the Human Genome Project and (2) provision
of an initial catalogue of human genetic variation and a
haplotype map (HapMap, http://hapmap.ncbi.nlm.nih.gov/)
[49]. These two important achievements coupled with the
rapid improvements in genotyping technology and analy-
sis led to genome wide association studies (GWAS). The
FAMuSS study sought to leverage GWAS studies for variants
that were identified to be associated with BMI and type 2
diabetesmellitus.We utilized the FAMuSS study to determine
if these GWAS-identified variants would be associated with
baseline adiposity, bone, and skeletal muscle phenotypes and
the response of these phenotypes to RT as measured by MRI.
In addition, we asked the question “doGWAS variants associ-
ated with BMI, lipid phenotypes, type 2 diabetesmellitus, and
other cardiometabolic risk factors and diseases affect how an
individual responds to exercise?”.

Orkunoglu-Suer et al. [41] examined one of the first
variants identified using GWAS that was associated with
obesity as denoted by BMI, INSIG2 (insulin-induced gene 2)
(rs7566605), for association with baseline subcutaneous fat
volume and the response of this phenotype to RT.They found
sex-specific associations with INSIG2 and subcutaneous fat
volume at baseline and in response to RT that accounted for
<1–2.3% of the variance in subcutaneous fat volume.

GWASwas utilized to identify eight SNPs associated with
BMI that highlighted a possible neuronal influence on the
development of obesity [50]. These variants were FTO (fat
mass and obesity associated) (rs9939609), GNPDA2 (glu-
cosamine-6-phosphate deaminase 2) (rs10938397), KCTD15
(potassium channel tetramerisation domain containing 15)
(rs11084753), MC4R (melanocortin-4 receptor) (rs17782313),
MTCH2 (mitochondrial carrier 2) (rs10838738), NEGR1
(neuronal growth regulator 1) (rs2815752), TMEM18 (trans-
membrane protein 18) (rs6548238), and SH2B1 (SH2B adap-
tor protein 1) rs7498665). Orkunoglu-Ser et al. [42] found
sex-specific associations with MC4R (rs17782313) and BMI;
TMEM18 (rs6548238) and baseline subcutaneous fat vol-
ume; and FTO (rs9939609) and SH2B1 (rs7498665) and the
response of subcutaneous fat volume to RT. Collectively,
these variants explained <1-2% of the variance in these body
composition phenotypes.

The first gene examined in FAMuSS for associations
with cardiometabolic phenotypes was PPAR𝛼 (peroxisome
proliferator-activated receptor alpha) that is involved
in adipocyte differentiation and lipid and lipoprotein
metabolism [43]. Studies in mice have shown that PPAR𝛼-
deficient animals were unable to metabolize lipids and
develop late onset obesity even when kept on a stable diet
[51, 52]. Uthurralt et al. [43] examined one of themost studied
PPAR𝛼 variants, a missense SNP in exon five that results
in the amino acid substitution, leucine 162 valine (L162V;
rs1800206). Uthurralt et al. [43] found European-American
men with the V allele had higher baseline triglyceride levels
and arm subcutaneous fat volume and lower HDL and
tended to increase arm subcutaneous fat volume following
RT compared to men with the LL genotype. The strength of
the association with triglycerides was noteworthy with the V
allele accounting for 4% of the variance.

IL-15 has influence onmuscle-to-adipose tissue pathways
as well as lipid and glucose metabolism [53]. Pistilli et al.
[23] examined associations among genetic variants in IL-
15 and its receptor IL-15R𝛼 with baseline cardiometabolic
biomarkers and skeletal muscle, subcutaneous fat, and
bone phenotypes at baseline and in response to RT. Sex-
specific associations were found with IL-15 and baseline total
cholesterol (rs1589241), LDL (rs1589241), HOMA (rs1589241),
BMI (rs1057972), glucose (rs1057972), and triglycerides
(rs2228059) levels. In addition,men showed associationswith
IL-15 and IL-15𝛼 and baseline total bone volume (rs2296135)
and cortical bone volume (rs2228059) as well as measures of
muscle volume (rs2228095) and strength (rs1057972).

Converging lines of evidence suggested that AKT1 (V-
akt murine thymoma viral oncogene homolog 1) was a major
mediator of the responses to insulin, IGF1, and glucose. In
addition, AKT1 has a key role in the regulation of muscle
cell hypertrophy and atrophy. Devaney et al. [39] sought
to validate associations with AKT1 and metabolic syndrome
phenotypes found in FAMuSS within three other study
populations [Strong Heart Study (SHS) (𝑛 = 2,134; 55.5 ± 7.9
years), Dynamics of Health, Aging and Body Composition
(Health ABC) (𝑛 = 3,075; 73.6 ± 2.9 years), and Studies of
a Targeted Risk Reduction Intervention through Defined
Exercise (STRRIDE) (𝑛 = 175; 40–65 years)]. They found
that a three-SNP (rs1130214, rs10141867, and rs33926946)
AKT1 haplotype (i.e., a specific combination of neighboring
alleles that tend to be inherited together) associated with
fasting glucose levels among women in FAMuSS and with
other metabolic phenotypes among women and men in
the other three study populations. This study was an early
attempt by the FAMuSS study investigators to functionally
validate genetic associations that were previously discovered,
for the validation of phenotype-genotype associations is an
important prerequisite to better understand disease risk and
provide therapeutic interventions that are often lacking in the
field of exercise genomics [36].

Devaney et al. [40] analyzed 20 GWAS-identified SNPs
associated with cardiometabolic risk factors in younger pop-
ulations that included FAMuSS and a cohort of 6th grade chil-
dren (Cardiovascular Health Intervention Program; CHIP).
They established that the 1p13.3 LDL locus (rs646776) (near
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SORT1, sortilin 1) was associated with LDL in both of these
young populations.The variance accounted for by SORT1was
considerably higher in these young populations (2.5%–4.1%)
compared to older subjects from GWAS studies (1%).

In summary, the FAMuSS study discovered and vali-
dated numerous loci for associations with measures of body
composition and cardiometabolic biomarkers. The genetic
variants we examined explained <1–12% of the variance in
the phenotypes examined suggesting these traits are highly
polygenic with many loci contributing to a very small pro-
portion of the variation. Furthermore, many of the genotype-
phenotype associations were sex specific. More recently, the
FAMuSS study began to mine GWAS studies to find, explore,
and in some instances validate the impact of identified loci
on a younger population that represents a critical period for
therapeutic intervention as well asminimize the confounding
effects of age on these phenotypes. In this way, the variance
accounted for by genotype was higher in FAMuSS than
GWAS that typically involve older subjects.

6. FAMuSS Findings: Physical Activity

Examining genetic variants that associatewith habitual physi-
cal activity termed physical activity geneticswas not a primary
purpose of FAMuSS. Nonetheless, FAMuSS presented us with
the opportunity to contribute to a growing body of literature
showing the effect-mediation genetic variants associated
with physical activity may have on chronic diseases and
health conditions such as type 2 diabetes mellitus [54, 55],
hypertension [36], and in the case of FAMuSS, overweight
and obesity [41, 42, 56–59].

Over 67% of Americans are overweight to obese [60].
Physical inactivity is a major contributor to overweight and
obesity as 74% of Americans do not meet the physical activity
recommendations for weight maintenance [61]. It is of inter-
est that the control of voluntary movement resides in similar
central neural pathways as energy intake, emphasizing the
role of the central nervous system in the regulation of energy
expenditure and intake, and ultimately weight control [50,
59]. The redundancies in the etiology and control of physical
activity and obesity led us to test the hypothesis that genetic
variants associated with obesity will associate with physical
activity phenotypes derived from the Paffenbarger Physical
Activity Questionnaire among the FAMuSS cohort.

The 11 genes reported to be associated with obesity phe-
notypes [25, 42, 50, 56, 58, 62, 63] that were tested for specific
associationwith physical activity in FAMuSS are summarized
in Table 3. Our work has revealed genotype differences in
physical activity energy expenditure that ranged from about
500 to 2000 kcal⋅wk−1 that were dependent upon BMI, sex,
and intensity or the level of physical exertion.These genotype
differences have public health importance, equating to a
potential weight gain or loss of 7–29 lb⋅yr−1. Furthermore,
genotype accounted for ∼1–5% of the variance in physical
activity phenotypes substantiating the polygenetic influence
on physical activity, and the large amount of heritability that
remains unaccounted for [37].

Understanding the interactions between genetic variants
associated with obesity and physical activity will provide

Table 3: FAMuSS findings: genetic loci associated with habitual
physical activity.

Gene Name Reference
ANKRD6 Ankyrin repeat domain 6 [24]
FTO Fat mass and obesity associated [42]
GHRL Ghrelin [64]

KCTD15 Potassium channel tetramerisation
domain containing 15 [42]

LEP Leptin [25]
LEPR Leptin receptor [25]
MC4R Melanocortin-4 receptor [42]
NEGR1 Neuronal growth regulator 1 [42]
NOS3 Nitric oxide synthase 3 [16]
SH2B1 SH2B adaptor protein 1 [42]
TMEM18 Transmembrane protein 18 [42]

insight into the causes and treatments of overweight and
obesity. Our vision is that this research may eventually
have important implications for a personalized approach
to the prescription of physical activity for the treatment of
overweight and obesity. For example, prescribing physical
activity to reduce weight or maintain weight loss will be more
effective if clinicians are able to create a unique prescription
that targets the type or amount of physical activity an indi-
vidual prefers to engage in based upon their genetic makeup.
The vision is that such a personalized exercise prescription
based upon this genetic information would facilitate physical
activity adoption and adherence for that person [16, 24, 25,
35, 41, 42]. Nonetheless, due to the significant challenges
in identifying genes and their regulatory factors that may
influence overweight and obesity and their interactions with
physical activity, a personalized approach for the prescription
of physical activity for the treatment of this major public
health epidemic is not evident for the immediate future.

7. Take-Home Messages, Future Directions,
and Conclusions

The FAMuSS study was an attempt to understand the genetic
causes behind the response of muscle to an external stim-
ulus, RT. The aims of the FAMuSS project were to utilize
molecular biology to answer two questions: (1) can genetic
variation explain differences in skeletal muscle size and
strength? and (2) can genetic variation explain how skeletal
muscle responds to RT? To date, the FAMuSS group has
published results for 17 genes tested for association with
muscle strength or size that have been categorized according
to their biological functions that include muscle structural
elements, growth factors, and inflammatory factors (Table 1).
In general, single variants explained minor trait variability
in baseline muscle size and strength and the response of
these phenotypes to RT, indicating a polygenetic influence on
these complex phenotypes, andmany of thesemuscle size and
strength genotype associations were sex specific. Moreover,
FAMuSS findings have provided a very valuable window into
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variant influences in “normal” (i.e., nonpathological) young,
healthy subjects.

In addition to its primary purpose, the FAMuSS group
has published results for 33 genes tested for association with
measures of body composition and their response to RT and
baseline cardiometabolic biomarkers (Table 2) as well as 11
obesity genes tested for association with habitual physical
activity levels (Table 3). The genetic variants that emerged
from these analyses explained <1–12% of the variance in
the phenotype examined, once again suggesting these traits
are highly polygenic with many loci contributing a very
small proportion of the variation, and these phenotype-
genotype associations were often sex specific. More recently,
the FAMuSS study mined GWAS studies to find, explore,
and in some instances validate the impact of GWAS-
identified loci on body composition and cardiometabolic
biomarkers among a young population. In this way, the
variance accounted for by genotype was higher in FAMuSS
than GWAS involving older subjects partially due to the
confounding effects of age being less in younger populations.

One persistent effect modifier of FAMuSS findings has
been sex differences in the various phenotypes examined at
rest and in response to RT. Hubal et al. [7] provided a detailed
analysis of the variance of muscle strength and size responses
in men and women to the 12 wk unilateral RT program,
noting similar distributions in size gains (thoughmen gained
slightlymoremuscle volume than women in the trained arm)
(Figure 1), but more variability in strength gains in women
(as well as greater relative strength gains) (Figure 2). This
increased variance inwomen for strength gains could account
for some of the sex differences in the various phenotypes
found in FAMuSS, as more high or low responders in a
population could denote greater genetic influences. It is also
possible that the greater amounts of androgens in men could
account for a larger percentage of variation in responses,
lowering the variance left to be accounted for by genetic
factors. Furthermore, the response of a phenotype is often a
function of baseline values that also varied by sex in FAMuSS
[65]. In any case, sex-specific findings in genetic association
studies are rather common, stemming from the large effect
that biological sex has on a wide variety of phenotypes [35].

Our vision when we began FAMuSS was that with the
identification of genetic variants that play a role in the normal
response of muscle to external stimuli such as RT we would
be able to better inform the sports world to maximize athletic
performance and, more importantly, provide insight into
disease processes—permitting the possibility of new thera-
peutics to treat neuromuscular disorders and other diseases
and health conditions via a personalized medicine approach.
What we have come to realize is that the journey to establish
a personalized medicine approach to the treatment of disease
that may also include a personalized approach to exercise
prescription as lifestyle therapy was far more complex than
anyone envisioned in 2001. Knowing what we have learned
from the FAMuSS study and with the rapid advancement
of technology since FAMuSS began in 2001, if we were to
perform FAMuSS Part 2, we would (1) perform a GWAS
and/or whole exome sequencing; (2) use an “interomic”
approach to also measure the transcriptome, proteome, and

metabolome at baseline and in response to RT to better
capture gene expression; and (3) use bioinformatics combin-
ing quantitative with systems biology to conduct pathway
analyses to elucidate mechanisms for the heritable factors
and phenotype associations that emerge. Such an “interomic”
bioinformatic approach would require a multidisciplinary
team that has expertise in quantitative and systems biology
as well as exercise physiology and preventive medicine.
Nonetheless, FAMuSS has and will continue to have an
important role in the journey to establish a personalized
medicine approach to prevent, treat, and control disease as
well as the development of new andmore effective therapeutic
options that will eventually be able to be prescribed on amore
individualized basis.
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