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Cyberspace is the most popular environment for information
exchange whose security suffers from ever-increasing chal-
lenges with the rapid development of the Internet. This issue
published 7 latest contributions on cyberspace security for
future Internet.

Due to the fast advance of mobile technologies and mo-
bile applications, smartphones, especially Android devices,
are widely used in our daily life, which are threatened greatly
by attacks. Therefore, malware analysis on Android plat-
form is in urgent demand. Regarding drawbacks of existing
static and dynamic analysis approaches, a new framework
is introduced here, which can better satisfy the demand
for actual use. In addition to malware detection, privacy is
another big concern. For example, mobile devices are always
equipped with numerous sensors, which may reveal sensitive
information when correlated with other data or sources. How
to protect user privacy or identify privacy risks exposed by
applications? Some novel user deanonymization approaches
and user fingerprinting in Android are introduced. Besides,
location-based services (LBSs) becomemore andmore popu-
lar in mobile Internet, such as map directions, restaurant rec-
ommendations, and taxi reservations. Regarding the privacy
of personal location information, an efficient and privacy-
preserving multiuser query scheme is presented for cloud-
based LBSs.

Access control, on the other hand, also plays a very im-
portant role in cyberspace security. Regarding the absence of
a flexible exceptional approval mechanism in attribute-based
access control (ABAC), a feasible fuzzy-extended ABAC

technique is presented, which improves the flexibility in
urgent exceptional authorizations and thereby improves the
resource usability and business timeliness. In the field of
satellite communication, existing centralized authentication
protocols forMEO/GEO satellite networks cannot accommo-
date LEO satellite networks with frequent user connection
switching. Combining identity-based encryption and the
block-chain technology, a fast and efficient access verification
protocol is introduced.

New architectures and new computing technologies bring
in both opportunities and challenges in cyberspace security.
In Small Object Networks with IPv6, the process of Duplicate
Address Detection is subject to many attacks. In view of this,
a new algorithm to optimize the security in IPv6-DAD is
presented.With quantum computers, cyberspace security has
become the most critical issue in the Internet in near future.
So, characteristics of the quantum cryptography and how to
use it in future Internet are analyzed.
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The extensive adoption of mobile devices in our everyday lives, apart from facilitating us through their various enhanced
capabilities, has also raised serious privacy concerns. While mobile devices are equipped with numerous sensors which offer
context-awareness to their installed apps, they can also be exploited to reveal sensitive information when correlated with other
data or sources. Companies have introduced a plethora of privacy invasive methods to harvest users’ personal data for profiling
andmonetizing purposes. Nonetheless, up till now, these methods were constrained by the environment they operate, e.g., browser
versus mobile app, and since only a handful of businesses have actual access to both of these environments, the conceivable risks
could be calculated and the involved enterprises could be somehow monitored and regulated. This work introduces some novel
user deanonymization approaches for device and user fingerprinting in Android. Having Android AOSP as our baseline, we prove
that web pages, by using several inherent mechanisms, can cooperate with installed mobile apps to identify which sessions operate
in specific devices and consequently further expose users’ privacy.

1. Introduction

The unprecedented growth of mobile usage has radically
transformed our daily lives. In addition to the great advances
in our communications,mobile devices have changed theway
we create, process, and consume information, as they realize
pervasive and ubiquitous computing. Among others, one of
the most significant emerged changes is how we value infor-
mation. The fact that people are constantly and effortlessly
connected to the Internet via smart devices which empower
people’s unobstructed communication, information flow, and
entertainment in many occasions results in disregarding or
underestimating the value of the information they consume
and offer to third parties. This kind of collected data is
considered as the world’s new oil [1] but is also accompanied
by an increased risk regarding users’ privacy.

Subsequently, as far as information offering is concerned,
the value of the provided information to third parties is in
most of the cases considerably high, something that is not
always understood by the users. For instance, onemight share
his location with an app or a web page neglecting the fact that

this single piece of information also encloses a very sensitive
piece of data which can be exploited for various purposes.
Indicative uses for such location sharing could be the rec-
ommendation of other users in proximity for communication
purposes or even for sharing a ride. Aggregating location data
from numerous users can provide real-time traffic analytics
or insight into resource requirements in a smart city. Appar-
ently, this information can stimulate businesses’ prosperity
by enabling the implementation of further customer-centered
services. Therefore most companies are striving to extract as
much information as possible from users.

While data mining offers undeniable advantages to users,
e.g., service personalization can be considered as a noble
cause, companies tend to exploit data even further for pro-
filing and targeted advertising. Such tactics can expose users
to many privacy hazards. This trend is highlighted by the
fact that many companies are providing APIs which harvest
user data to create fine-grained user profiles, containing a lot
of sensitive user information. Such practices have also led
to the introduction of methods such as browser and device
fingerprinting. Nonetheless, mobile apps and web pages are
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Figure 1: Basic concept.

thus far considered as two diverse ecosystems, as they refer to
two discrete software environments with radical differences
in their information flow and data usage. This distinction
works in favor of users’ privacy, since it allows some parts
of their activities to remain isolated and hence private. For
instance, it prevents an app from knowing which web pages
a user visits or a web page from knowing which apps a
user is using and when. On the contrary, enabling access
between these two environments could allow for a web page
to communicate with an installed app to recover further
sensitive personal information from local files or sensor
measurements and hence further reveal one’s interests.

The goal of thiswork is to illustrate that there are currently
several means to realize user identification in Android,
regardless of the environment a software module is operating
on. Despite the privacy hesitations that people might have
towards thewell-known tech giants or independent browsers,
we provide some concrete examples proving that an “All
Seeing Eye”, a software entity able to monitor users’ actions
across both the web and the application ecosystems, can
be easily created. Such an entity, in the form of an cloud-
based database equipped with some additional services can
correlate information from web pages and mobile apps in
order to identify individuals. After a thorough investigation
in the related scientific literature and to the best of our
knowledge, the authors of this paper have concluded that
this problem has been so far only partially studied, as
current literature is focused onmethods which examine each
software ecosystem independently and not both of them as
a whole. In fact, the proposed methods in this work can be
considered as an extension of device fingerprinting as they

do not solely depend upon unique characteristics of device
components or hardware identifiers. We label these methods
as “session fingerprinting” since their goal is to reveal whether
web-browsing and software sessions operate simultaneously
in a device and identify the user.

The generic concept of this work, in a simplified form, is
illustrated in Figure 1. Each side of this figure is dedicated
to the two software “ecosystems”, namely web pages and
mobile apps. Obviously, there is a crosscut from the OS,
namely, Android, since itmanages calls fromboth ecosystems
in a mobile device, as well as from the browsers which
by definition belong as applications to both ecosystems.
The “All Seeing Eye” acts as a Command and Control,
C&C, server which collects information from web pages
and apps, correlates it, and transmits “commands” and the
corresponding information to both sides. The commands
may range from “retrieve a list of installed apps” and “scan
local storage for files containing X”, to “display ad Y” or
“application Z send webpage data W”. Therefore, the “All
Seeing Eye”, as the orchestrator of all performed actions by
apps and web pages can ultimately reveal user identities.

While similar attempts have been made in the past, it is
rather important to note that methods trying to escape the
browser’s environment without users’ consent are considered
to be malware and usually exploit browsers’ vulnerabilities.
Especially in the case of Android, passing a single bit of
information from a benign browser to an app is rather
difficult, given the fact that it has to bypass not only
the browser’s sandbox but also additional obstacles due to
Android’s inherent security model which will be discussed
later on.
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This paper extends previous work of the authors [2]
by providing more details for the underlying methods, the
related literature, and also experiments regarding session
fingerprinting. The rest of this work is organized as follows.
In the next section we present the related work, discussing
methods for user profiling in mobile devices and browsers
and some Android specific details regarding permissions
of apps. In Section 3, our newly introduced concept of
“session fingerprinting” is analyzed and in Section 4 we
state the problem we address and discuss how both apps
and web pages are expected to behave in this context. In
Section 5 we present four concrete examples which prove
the efficacy of our approach and detail how they can be
realized. Section 6 illustrates the extension of the threat
by providing experimental result and statistics. Finally, we
conclude discussing some of our findings and ideas for future
research.

2. Related Work

2.1. Isolation of Apps in Android. Android started as a heavily
modified Linux distribution to meet the needs of mobile
devices which had significantly fewer resources than desktop
computers. However, the introduced changes made it quite
unique, leadingmany people to consider it something beyond
a different Linux distribution.

Contrary to most operating systems, the actual user
of the device does not have administrative privileges by
default. While this choice is actually preventing the user
to have complete control of the device he owns, it also
prevents adversaries to gainmore privileges than they should.
Certainly, there are several attacks presented in the literature
[3, 4]; however, they can be considered as few and quickly
patched by Google. Since users tend to install a significant
number of apps in Android, each application needs to have
different access to the device resources in order to prevent
security and privacy hazards. To this end, each Android app
is a different OS user, to which the user, owner of the device,
grants different permissions. By isolating each app, Android
guarantees the integrity of the contents of each procedure and
prevents other apps from accessing them. Moreover, since
the user selects which apps are allowed to access specific
resources, the user is able to control the information flow in
his device. The latter was significantly improved in Android
Marshmallow, as Google decided to introduce the runtime-
permission model so that users can grant and revoke app
permissions on “dangerous” resources, the ones that present
the biggest privacy risk, for instance camera, microphone,
and location. See Figure 2 for the full list of the so-called
“dangerous permissions”.

To enforce the permissionmodel Android has to perform
several steps. Before describing this specific mechanism, it
has to be highlighted that since each application in Android
is considered as a different user, it is assigned a different
UID. This prevents applications from accessing the data
and private resources of the other installed apps, providing
more security and privacy to Android. Each call to Android
framework API is accompanied by the corresponding UID

Figure 2: Dangerous permissions in Android [5].

of the app performing the call. Android checks whether the
permission for the call has been assigned upon installation in
the AndroidManifest.xml file and if this is the case, Android
checks the permission level of this call (normal, dangerous,
etc.). Normal permissions are automatically granted and
access to the API is provided instantly. However, if the call
is for a dangerous permission, the system will query whether
access to this resource has been granted by the user during
runtime and allow or deny the access accordingly. Finally, if
the permission is signature or signatureOrSystem, then it is
granted only to applications that are in the Android system
image or that are signed with the same certificate as the
application that declared the permission.

While this model may seem secure it does not prevent
privacy exposure. The fact that apps have unrestricted access
to the Internet allows them to communicate a lot of infor-
mation. The latter is augmented by the fact that apps can
profile their users with normal permissions as they may
know, e.g., the apps that are installed, the WiFi networks a
user has stored and is using, created and joined arbitrary
networks, or even the users’ whereabouts with features like
WiFi P2P [6]. In general, while an app may use only normal
permissions, this does not necessarily mean that it is benign
[4, 5, 7]. An adversary model for exfiltrating data from
Android devices has been studied in [8] as the use cases are
numerous especially in an era when phones are shipped with
numerous bloatware [9, 10].

SystemofSignature permission allows Android apps to
be granted a permission as long as an app with the same
signature is granted this permission. Extending this concept,
Davi et al. [11] showed that apps could escalate their access
privileges by performing calls to other applicationswhich had
already been granted the privileges they wanted. Orthacker et
al. [12] further extended the aforementioned scenario to show
that an adversary could use permission spreading, that is, split
the necessary privileges to different applications, and launch
the attack through intercommunication. Similar approaches
with app collusion and spread of permissions have been
reported in the literature [13–15]; therefore researchers have
been gradually focusing onmore thorough analysis of intents
[16].

In most of the Android cases documented by researchers,
information is leaked from one app to another through a
covert channel [17, 18]. Although Rushanan et al. in [19]
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achieve a goal similar to ours, their study concerns only the
desktop environment. Their approach consists in exploiting
the Web Workers API in order to increase the CPU and
memory utilization. By monitoring both CPU and memory
usage, they manage to pass messages from a web page to
an app in a desktop computer. Nevertheless, this attack
scenario is not possible in an Android device. For devices
up to Marshmallow, while apps could monitor the /proc/
directory and extract some information aboutmemory usage,
the recovered information is far from being considered
fine-grained and does not include CPU usage. With the
introduction of Nougat, apps are allowed to only access the
contents of their own /proc/PID private directory (https://
developer.android.com/about/versions/nougat/android-7.0-
changes.html), so this method does not work anymore for
AOSP. The only other alternative for an app to have this
kind of access is to request the system-level permission
PACKAGE USAGE STATS (https://developer.android.com/ref-
erence/android/app/usage/UsageStatsManager.html). The
fact that their attack does not apply for passing messages
in Android is also proved by the authors’ statement
that in Android they managed just to launch a resource
depletion attack against the browsers. Moreover, the
aforementioned restrictions in Nougat prevent apps from
accessing /proc/net which could otherwise reveal the
domain names but not the full URL a user has visited.

Notably, developers in many occasions, despite Google’s
recommendations (https://developer.android.com/training/
articles/user-data-ids.html), use ANDROID ID as a unique
identifier. To restrict this, Google required that apps request
the dangerous permission READ PHONE STATE (https://deve-
loper.android.com/reference/android/Manifest.permission
.html). Clearly, since this ID is unique, installed apps may
identify instances and correlate users and behaviours.
Since such actions violate user privacy, even though they
are performed locally only among installed apps, in the
latest preview of Android O, Google decided to block this
behaviour so that each app receives a different ANDROID ID.
More precisely, in Android O for each combination of
application package name, signature, user, and device,
developers end up with a different ANDROID ID (https://
developer.android.com/preview/behavior-changes.html). To
further support users controlling their unique identifiers,
Google has recently announced the new changes coming in
Android O [20], regarding device identifiers. In this regard,
Android O is limiting the use of device-scoped identifiers
that are not resettable and is also updating the way that
applications request account information, providing more
user-facing control.The latter signifies that Google is not only
aware of such deanonymization issues, but also constantly
working on refining its platform to mitigate these threats
and restrict unauthorized and unregulated app-to-app
communication, let alone web-to-app communication.

Finally, as reported in [21], there are alternative
approaches to ANDROID ID. These methods include, but are
not limited to, applicationmetadata in the installation folders
or metadata from the procfs file system. Nevertheless, all
these IDs are related to apps and cannot be used to create an
ID that a web page could normally have access to.

2.2. Ad Networks. The freemium model is currently the
default monetizationmethod in both web services and native
Android apps. The main concept of this model is that users
may obtain a product which comes in the form of a service
or an app for free in some exchange from the user, which is
not directly monetary. In the initial form, the trade involved
the user having to watch specific ads; however, in the current
form, the model monetizes the data which are generated by
the user by using the app or service or the ones that are
collected from the user, directly or indirectly. This approach
has led many to question the ethicality of this model as the
actual product is the user and not the app or service.

To clarify the issue one needs to understand that by
correlating a considerable amount of information about a
user a lot of sensitive information, hence valuable, can be
extracted. For instance, by usage statistics one can determine
the interests and preferences of a user, when the user may
need orwant a specific product or service and therefore create
a very fine-grained profile for him that is generated without
his consent nor his knowledge. In turn, the companies that
can collect these data may sell them for, e.g., targeted adver-
tising, tailored to the exact profile of their users, drastically
increasing their success.

The above have radically changed the app and web
industry, making ad networks among the most highly valued
and influential sectors in these fields. In terms of Android
apps, the most widely used ad library is Google’s Admob;
nonetheless, apps often use more than one. In many occa-
sions, ad libraries have proven not to be benign and to
exploit the permissions that they have. Note that due to
inheritance the ad libraries have the same permissions that
are granted to the apps. Furthermore, it should be highlighted
that since ad networks are the sole monetization method
for freemium apps, developers are following the wills and
commands of ad networks by constantly requestingmore and
more permissions from their users to collect even more data
from them.

Stevens et al. [22] found that some of them would use
undocumented permissions, read/write to calendar or access
location and camera. Grace et al. [23] found that about half
of them would probe the corresponding apps to determine
whether they could abuse them to harvest sensitive user
information. Ads may perform WiFi scans to determine
users’ location, scan whether the user has accounts in social
networks, or even scan the device to find which applications
have been installed [24]. In a more sinister scenario, ad
libraries try to link devices by playing inaudible sounds [25].
All the above have led researchers to introduce methods
to detain them and restrict the access of ad networks and
their user profiling methods [26–29]. Notwithstanding their
invasiveness, to the best of our knowledge, none of them has
been able to pass information froma browser to an appwithin
the Android system. Instead, this kind of communication,
whenever reported, was strictly among apps that used the
same ad network.

2.3. Web Fingerprinting Techniques. One of the initial ways
to track users was through browser cookies. While they can

https://developer.android.com/about/versions/nougat/android-7.0-changes.html
https://developer.android.com/about/versions/nougat/android-7.0-changes.html
https://developer.android.com/about/versions/nougat/android-7.0-changes.html
https://developer.android.com/reference/android/app/usage/UsageStatsManager.html
https://developer.android.com/reference/android/app/usage/UsageStatsManager.html
https://developer.android.com/training/articles/user-data-ids.html
https://developer.android.com/training/articles/user-data-ids.html
https://developer.android.com/reference/android/Manifest.permission.html
https://developer.android.com/reference/android/Manifest.permission.html
https://developer.android.com/reference/android/Manifest.permission.html
https://developer.android.com/preview/behavior-changes.html
https://developer.android.com/preview/behavior-changes.html
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easily be removed, it was shown that they could be recovered
using the so-called respawning method, either using Adobe
Flash [30], or using ETags and the HTML5 localStorage API
[31]. Moreover, a passive network observer could use third-
party HTTP tracking cookies to identify users [32].

More advanced methods try to exploit specific character-
istics of either the browser or the device to determinewhether
a specific browser or device has visited a web page in the past.
Typical examples involve browser profiling through collect-
ing information like user agent, installed plugins, supported
fonts, time zone, language, etc. Depending on the build
and user configuration, these characteristics can be used to
identify a browser. Nonetheless, many of these characteristics
may change due to updates or user intervention.

A more sophisticated approach involves canvas finger-
printing, introduced byMowery and Shacham [33].The basic
concept is that depending on the underlying operating sys-
tem, font library, graphics card, graphics driver, and browser,
a text or an image can be rendered differently. An adversary
could track these changes to derive a browser fingerprint. In
fact, such characteristics could be correlated across browsers
of the same device as the many WebGL characteristics that
can be extracted from each browser offer enough entropy for
anonymization [34].

However, such variations can also be traced via other
methods. More precisely, regarding smartphones it has been
shown that hardware components such as accelerometers,
speakers, and microphones may have unique characteristics
which differ not only from model to model, but also across
devices [35–37]. Obviously, since these characteristics are
hardware based, they cannot change and are therefore more
robust that typical browser specific methods, realizing the
concept of device fingerprinting.

3. Session Fingerprinting

When someone browses the Internet, his session is con-
sidered anonymous unless he has authenticated himself by
logging-in, in a web page. While this anonymity is very
convenient for ensuring users’ privacy, companies strive to
find ways to bypass it and to profile them. Frequently, the
benign goal behind these actions is usually regarded as the
adaptation and/or personalization of a web page according
to the corresponding user profile, which translates to better
usability and increased content quality, which in turn may
increase both views and viewers. In most of the cases, this
personalization also targets the advertising industry, since by
deanonymizing an individual a business is able to display ads
tailored to users’ preferences and therefore to increase both
business’ and service providers’ profits.

One of the most widely used methods in achieving this
is browser fingerprinting, which tries to deanonymize users
by exploiting noticeable differences in the usage of different
browsers such as the underlying OS, user agent, browser
version, monitor size, or even installed fonts and plugins
[33, 38, 39]. More advanced methods go a step further by
exploiting device specific variations to identify individual
devices. For smartphones, it has been shown that sensors,

Session fingerprinting

Device fingerprinting

Browser fingerprinting

User
identification

Figure 3: Session fingerprinting compared to other methods in the
literature.

such as accelerometers, or speakers and microphones may
have unique characteristics which differ, not only across
models, but also across the devices within which they operate
due to calibration errors and frequency distortions [35–37].

While these methods have been proven efficient in
many cases, they are usually subject to errors and software
updates which could render a previous fingerprint useless.
For instance, a browser update may change the user agent
or the fonts, making its linking to the previous fingerprint
impossible. However, what a company actually needs is to be
able to correlate information with other affiliated parties in
order to determine whether the user has been simultaneously
operating another session. A typical example can be regarded
as the parallel usage of a web page and a mobile app. Note
that while the latter implies that the app is running in the
background, it is a typical situation in almost all mobile
OSes. In this regard, both parties should try to create a
unique ID for each session and also communicate it with
each other in order to deanonymize the user. We name the
methods for extracting these IDs as session fingerprinting.
Figure 3 illustrates the relation of our methods to others
in the literature. In principle, these methods identify a
device; therefore they include device fingerprintingmethods;
however, since they also include unique identifiers that are
collected at each session that a user has with a web page, they
amplify the former.

Apparently, these methods depend on the existence of
cooperating apps in the mobile device. We argue that this is a
weak assumption as the considered adversary in this work is
mainly an ad network. Due to the prevalence of the freemium
model in Android, most applications are free and, most of the
times, they comewith at least one preinstalled ad component.
However, our requirements do not imply escalated privileges;
hence the resulting applications are easier to be accepted by
the users.

Although both browsers and the Android OS have such
privileges, namely, are able to deanonymize the users and
have data about them coming frommultiple sources, the level
of trust a user has to both of them is the highest possible.
Users have chosen them because they trust that they will
act honestly and they will protect them from threats and,
above all, they will not stalk them. Moreover, it is important
to highlight that despite the OSes restrictions, the different
existing ad frameworks may indeed perform user profiling,
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Table 1: Capabilities of apps and web pages.

Native Apps Instant Apps Web Pages
Access Device Identifiers ✓

Device External Storage ✓

Push Notifications ✓

List of Installed Apps ✓

Access Body Sensors ✓

Direct Communication with Installed Apps ✓

Receiving Broadcasts from OS or 3rd party Apps ✓

Run on the Background ✓

Change Device Settings ✓

Access User Calendar ✓ ✓

Access motion sensors ✓ ✓

Access Contacts ✓ ✓

Access Phone Calls ✓ ✓

Access Sensors ✓ ✓

Access environmental sensors ✓ ✓

Access Location ✓ ✓ ✓

Access Microphone ✓ ✓ ✓

Access position sensors ✓ ✓ ✓

Access Camera ✓ ✓ ✓

Access Internal Storage (own storage) ✓ ✓ ✓

High precision timestamps ✓ ✓ ✓

but still they cannot escape the browser or the app ecosystem
within which they operate.

4. Problem Setting

The introduction of WWW is one of the milestones in
modern computing, enabling users all over the globe to
collect and share information with their peers. In fact,
the emergence of Social Networks and Media has further
reshaped the landscape. In principle, the information that
can be collected from a web page is derived solely via the
launched browser and is strictly limited to the browser’s
environment. Any attempt to access resources beyond the
browser sandbox is considered as a security violation and
therefore is characterized as malicious. To this end, browsers
allow very limited exposure of user data to a web page.
For instance, a web page cannot read from or write to
the storage of a mobile device unless this action is user
initiated. To overcome these restrictions, adversaries may
resort to browser extensions [40] which provide even more
capabilities. On top of that, nowadays, due to the growth of
mobile devices, several standards, like HTML5, have been
introduced to allow browsers to access additional resources,
such as location, camera, or microphone, upon direct and
explicit user consent. As a result, web pages have a growing
set of capabilities, yet quite limited in comparison to apps. It
is worth noting, however, that Chrome, the default Android
Browser, as well as many other browsers do not support
extensions in the mobile environment, even though they
have numerous desktop editions. Finally, up to recently,
Chrome apps, also available only for desktop installations,

are discontinued as of early 2018. Therefore, browsers in
mobile environments have significantly less functionality and
extendability than their desktop peers.

On the other hand, Android apps reside on a different
environment. Contrary to web pages, mobile apps “live”
directly in the operating system and thus have more direct
access to its hardware and corresponding resources. Again,
their access is limited according to the granted privileges
by the users plus their scope is more fixed as they fulfill
specific user needs. Due to this restriction, apps cannot
determine whichweb pages a user visits. A critical distinction
between Android apps and web pages is that apps always
pass through an “installation” process. This step represents
a user acknowledgment regarding the specific resources an
app is allowed to use inside the environment executed.
Notably, Android Marshmallow users may grant and revoke
permissions to specific resources, like camera, microphone,
location, etc., which are called “dangerous” and may hinder
security and privacy issues. On the contrary, this is not
the case for web pages where users are not faced with
preconditions for visiting them. In many instances, users
would like to be able to use “one-time apps” to accomplish
specific tasks like using a retailer’s app when browsing his
web page. To address this need, Google recently introduced
instant apps, which do not require installation and have more
permissions and/or capabilities than common web pages.
However, instant apps, like web pages, are also restricted from
accessing hardware identifiers to prevent user profiling.

Key differences in terms of the capabilities of Android
apps, native and instant, and web pages are illustrated in
Table 1. As expected from the earlier discussion, it can
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be easily noticed that installed applications have far more
access to device resources than web pages, since users install
apps granting themselves the corresponding permissions.
On the contrary, due to the nature of the web, users may
visit a large number of different web pages on a daily basis,
without knowing their quality, intentions, source, or content.
Hence, both Android and browsers make significant efforts,
e.g., running in a sandbox environment, towards protecting
users from malicious web page behaviour. Unquestionably,
if an app had been able to communicate with a web page
without restrictions, the entire underlying security infras-
tructure would have been rendered useless. In fact, even
the most widely used apps in Android are not able to
communicate directly with their web page. For instance, in
the case of three well-known andwidely used apps, Facebook,
Instagram, and Twitter, they do not transfer information
to their corresponding web page or any other cooperating
web page when a user has logged in the app. Instead, a
“Connect with Facebook/Twitter” button usually appears,
requiring further user interaction and most importantly
being realized by users. Evidently, had these apps been
able to transfer this kind of information to the browser,
they would have done it already long time ago, not only
for facilitating users, but also for further increasing the
amount of collected user data and the quality of provided
services.

Creating amechanism being able to transmit an identifier
from the browser to a cooperating installed app in a user’s
device, or vice versa, would allow for the installed app to
identify the individual who visited the cooperating web page
and subsequently the web page would elevate its access to
the same resources as those of the installed app. Further
analyzing this, after both parties, namely, web pages and apps,
have identified themselves lying in the same user’s device,
they would be able to create a covert channel. In the least
sinister scenario, a web page cooperating with an app would
be able to access a user’s contacts, SMS messages, or even
storage and microphone, without obtaining user’s consent,
and would manage to display ads perfectly tailored to the
user’s profile, albeit violating his privacy. However, in a true
malicious scenario, user data would be harvested by web
pages and personalized exploits would be pushed to users’
devices to further exploit their personal data while they surf
in the WWW.

5. Intercommunication between
Apps and Web Pages

In the following subsections, we provide a set of concrete
examples as Proofs of Concept, which showcase how apps
andweb pages canmutually create and consequently transmit
unique IDs that allow them to link their usage and to
communicate sensitive attributes to each other, realizing
what the authors of this paper have introduced as “session
fingerprinting”. The authors of this paper have responsibly
disclosed the mentioned security issues described in the
next subsections, regarding unauthorized communications
between apps and web pages.

Figure 4: Firefox requests user’s permission to allow a web page to
access location.

5.1. Location. Location awareness has undoubtedly increased
the potential of many applications since it allows them to
adapt accordingly and render their information based on
location specific criteria, drastically improving, e.g., user
recommendations. Obviously, location is a sensitive piece
of information as it can disclose many private attributes,
ranging from work and residence location, to entertainment
preferences and political/religious beliefs if correlated with
other sources of information. Therefore, mobile OSes allow
applications to access location data only if the user grants
a corresponding permission. In Android this permission is
provided either as fine or as coarse location.

Similarly, beyond the support for media in HTML5,
the standard enables web pages to access user location.
Since this information is sensitive, the browser specifically
requests user permission to be granted—see Figure 4—even
though this kind of information can be used for other
purposes as well. Once the browser gets access to the user’s
location, the response contains apart from the longitude and
the latitude the accuracy and the timestamp [41] as well.
Moreover, depending on the implementation, it may also
return other values, such as heading and speed. Interestingly,
in our research we have come up with proofs that this
information can be correlated with location data information
from an Android app. More precisely, while an Android app
could monitor a user’s location and is able to correlate the
coordinates with the ones that are received from a web page,
one could argue that since these requests to location data are
not made simultaneously, from the browser and the app, the
actual identity of the user is not disclosed.This argument can
be clearly supported either because other nearby usersmay be
also implicated, or because theweb page gets this information
only once. However, practically this is not the case. For
reasons such as minimizing battery consumption, since the
usage of the GPS is rather greedy, Android app developers
may choose to use the “last known location” feature through
the getLastLocation() method of LocationServices
which fetches the location from its cache [42]. Based then
on the accompanied timestamp the developer can determine
whether he needs to request a new reading or not. Yet, what
seems quite interesting in this case is that our findings reveal
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that, by accessing the device’s last known coarse location from
an app, we actually end up having data about the precise last
location requestmade by aweb page. It should be emphasized
that “coarse” location is the one that should be used here,
since “fine” location is accessed exclusively by Android apps
and not web pages and hence is not suitable for our method.

Apparently, if a mobile app monitors the last known
location and its corresponding timestamp determined by
the Network Location Provider and communicates this
information to the “All Seeing Eye”, the latter is able to
determine whether it coincides with user’s coordinates and
timestamp received from a web page. Beyond a doubt, this
combination of data is quite “unique”. Once a correlation
is found, the All Seeing Eye can create a covert channel
that will serve both the app and the web page to exchange
data regarding this session. This specific instance of “session
fingerprinting” has been successfully tested in all recent
Android versions, fromMarshmallow to Oreo. Nevertheless,
it is expected to be fully functional to all Android versions,
since it utilizes one of the most basic and native Android
mechanisms, namely, location services, available since API
level 1. Geolocation W3C API of HTML5 has been also been
available since the first versions of mobile browsers, namely,
Android Browser, Samsung Internet, and Google Chrome
[43].

5.2. Browser Fingerprinting. In the previous example a dan-
gerous, yet very commonly used permission, namely, loca-
tion, was used to identify a user. Nevertheless, one could
achieve the same result without such permissions. A more
stealth method is to utilize browser fingerprinting. To this
end, we assume that the victim has installed an application
which does not request any dangerous permission. According
to the Android permission model, such applications are
allowed to list all the installed applications in a device; hence
the adversary has also knowledge of all the installed browser
applications. This way, the app can subsequently open all
the available browsers through intents and point them to a
desired URL in order to obtain a fingerprint from them. Note
that, as for Nougat, an application cannot determine which
is the foreground application, a piece of information that
would have been very valuable for the adversary; however,
the authors of this paper have already notified Google of a
new method to achieve this in all versions prior to Nougat
(Android Issue no 23504, triaged). Each time a browser is
fingerprinted by the app, a random nonce is created and
is sent in the web page request allowing the adversary to
determine to whom its fingerprint belongs. This kind of
attack utilizes malicious intents, while for “covering traces”
purposes the cooperating malicious web pages could be redi-
rected to a commonly used web page (e.g., a search engine),
after accomplishing the ID exchanging job. A scenario where
no intents are needed also exists, where a malicious app may
use its native webview component in order to accomplish the
aforementioned task.

Since mobile devices have less “unique” characteristics
compared to personal computers, an extension to browser
fingerprints is to additionally use even more mobile device

characteristics, further conforming to the “session finger-
printing” proposed term. Indeed, both mobile app and web
page can obtain knowledge about the internal and the
external IP of the mobile device. For the former one could
potentially use WebRTC [44] which is known to leak several
pieces of private information [45]. Therefore, when a user
visits a web page, the web page queries the “All Seeing Eye”
to determine if someone with the specific browser fingerprint
and public and local IPs has a cooperating app running at
a specific timeframe. In general, the chances of this query
returning more than one result are slim. Nonetheless, in
a corporate environment, where many people might have
mobile devices of the same model, some instances may exist.
In such environments one could have two identical devices
with the same internal IP, if, e.g., two users with the same
smartphone model use the corporateWiFi on different floors
or departments. To further reduce the query results, the “All
Seeing Eye” could request the state of each device. In this case,
additional information that can be cross-checked between
apps and web pages includes, but is not limited to, the
following: battery information (both state and charging level),
interval since device’s last noticeable movement (this could
be determined, e.g., via accelerometers), interval since last
proximity (via proximity sensor), light measurements, posi-
tioning (e.g., facing up or down), or even some connection
statistics such as downlinkMax (one of the new features of
HTML5 through the Network Information API [46]). From
this information one can easily determine which user is using
a smartphone at a specific timeframe and essentially eliminate
the possibilities of having false positives. This process is
illustrated in Figure 5(a). In this figure, we may notice that
both web pages inside browsers and also web pages inside
applications’ webview components are able to collect unique
fingerprints, namely, internal and external IPs, accompanied
by information regarding the devices’ state and communicate
them to the “All Seeing Eye” which will then be responsible
for finding exact matches between them. Due to the huge
amount of data that have to be correlated, approaches like [47]
can be used to boost the performance. HTML5s WebRTC
W3C API is available to all Android smartphones running
Samsung Internet browser and Google Chrome. Network
Information API is available on Android smartphones with
Android Internet browser version ≥2.2 and Google Chrome
version ≥38, [43].

5.3. App and Deep Links. Most users install plenty of apps
on their devices, even though many of them might have
some overlapping functionality. To facilitate user interaction
between websites and Android applications the Web Intents
framework was introduced, allowing a developer to specify
how a hyperlink is handled on the user device, e.g., open the
phone to dial up an already prepared number or use Skype
for a specific contact. However, Android supports further
features through app and deep links.The concept behind both
of these types of web links is to open specific apps depending
on the link. As an example, Facebook and Twitter apps are
triggered when the user taps on a link referring to content of
the corresponding site.
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(a) Identification through browser fingerprinting

(b) Identification through app and deep links

Figure 5: User identification methods.

Interestingly, this kind of functionality is automatically
activated when a user installs an application which pro-
vides such features, without requesting any user approval.
Moreover, Android activities may run on the foreground
in a “hidden” mode, either by using transparent themes
or by utilizing floating zero-sized activities. Practically, this
creates a hidden communication channel between web pages
and apps that can be used to identify users as illustrated
in Figure 5(b). We assume that an app is installed in a
user’s device having at least one “browsable” (declared inside
Apps Manifest file) activity in order to enable “cooperation”
with web pages. On the other side, web pages embed some
special “intent” hyperlinks which also have the ability to
carry a random ID, different for every interaction. Once
a user taps in one of these links, the ID is bundled and
transferred to the app, using the “getExtras” method inside
the “Intent” Android class. As a final step, once again the
data is communicated to the All Seeing Eye, deanonymizing
the user. This kind of “interaction” can be seen as a directed
web-to-app communication, where an app has the ability to
be reached from web pages. At the same time one or more
web pages may utilize this “functionality” by transmitting an
ID which is essential for the entire described scenario. Next
subsection describes how this local channel communication
can be achieved through the opposite direction of interaction.
Regarding “browsable” activities that enable deep linking, this

feature is available in Android since API level 1. As a result,
this instance of “session fingerprinting” is also expected to
affect all versions of Android.

5.4. Direct App to Web Communication. Following the same
logic as in the previous subsections, an app is also able
to directly reach a web page through a device’s installed
browser. Once again, Android Intents are deployed in order
to launch an installed browser and to pass a specific URL.
The cooperating app is able to inject one or more string
values inside the URL as parameters, which in our case is a
simple, randomly generated ID, and correspondingly fire a
malicious intent towards a browser. As a next step, the loaded
web page can extract the ID from the URL’s “location search”
property and thus a local covert channel between the app and
the launched web page is realized. Naturally, the web page is
again able to communicate the ID to the “All Seeing Eye”,
making the user’s profile available to others as well. As already
discussed, this kind of method “leaves some traces”; namely,
it opens aweb browser; however the correspondingmalicious
web page can hide its traces with a simple redirection, e.g., to
a search engine’s default page.

A quite significant detail in this process is that the
corresponding web page should initially use a client side
programming language to retrieve the transmitted ID.This is
essential in order to create the local covert channel between
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Table 2: Privacy exposure to the described threats per API level.

Method API level
Location > 1

Browser fingerprinting Browser specific. Native WebView > 20
App and deep links > 1

Direct App to Web communication > 1

Table 3: Necessary permissions for each Android ad network.

% of
installing Internet ACCESS NETWORK STATE WRITE EXTERNAL STORAGE ACCESS WIFI STATE

Admob 61.73 ✓

Unity Ads 19.02 ✓ ✓

Chartboost 14.07 ✓ ✓

MoPub 13.62 ✓ ✓

AdColony 13.18 ✓ ✓

AppLovin 12.91 ✓ ✓

AppsFlyer 10.23 ✓ ✓ ✓ ✓

InMobi 9.14 ✓ ✓

Vungle 7.08 ✓ ✓ ✓

Tapjoy 6.72 ✓ ✓ ✓

Table 4: Results from Tacyt.

Google Play Other markets
Available Unavailable Available Unavailable

App & Deep links 432,204 87,483 71,686 34
ACCESS COARSE LOCATION 996,326 215,335 154,749 29
INTERNET 4,044,922 1,046,310 533,492 149
Total versions in market 4,207,542 1,095,398 576,204 155

the app and theweb page, since an app IDdirectly transmitted
to a web server would lose the ability to “find its way back”
to the corresponding device’s web page. This fourth instance
of “session fingerprinting” also utilizes native Androidmech-
anisms, since even the first Android smartphones were able
to use intents and communicate with web pages through
browsers. As a result, it has been successfully tested on all
recent Android versions, fromMarshmallow to Oreo.

6. Experimental Results and Statistics

InTable 2we illustrate fromwhichAPI levelsAndroid devices
are exposed to the threats we have described, indicating that
these methods apply to the vast majority of devices available.

In order to provide an estimation of the potential expo-
sure of users to these threats, the authors of this paper used
data by utilizing “Tacyt” (https://tacyt.elevenpaths.com).
Tacyt is an innovative cyber intelligence tool that facilitates
research in Android mobile apps environments with big data
technology. The aim of Tacyt is to enable quick detection,
discovery, and analysis of these threats in order to reduce their
potential impact on organizations. Enabling app data mining
and detection enables research and analysis of the collected
information from Google Play and other markets. Due to the

implementation of Tacyt, the query responses are per app
version and not per app; nonetheless they provide a very good
overview of apps dating back to at least three years ago.

Table 4 presents the results from the performed queries.
In our first query we tried to identify how many apps
provide a deep or app link. This information is declared
in the manifest of each application and is clearly marked
with the android.intent.category.BROWSABLE tag of
the XML file. The next two rows involve app versions
which required the ACCESS COARSE LOCATION and Internet
permission which could be potentially used to deanonymize
users. Similarly, using PublicWWW, a source code search
engine for web pages, we found more than 96,000 web pages
to use geolocation features in their code for locating users. A
sample of the attributes received from bothAPIs in illustrated
in Box 1.

Regarding ad networks in Android, we tried to highlight
the requirements, in terms of permissions, that each of
them request from the developers and whether they could
exploit our methods. Analyzing the requested permissions
of the top 10 ad networks in Android according to Appbrain
(https://www.appbrain.com/stats/libraries/ad) (see Table 3
for the corresponding list), we found that all of them required
the obvious normal permission of Internet. Moreover,

https://www.appbrain.com/stats/libraries/ad
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float getAccuracy(): Get the estimated horizontal accuracy of this location, radial, in meters.
double getAltitude(): Get the altitude if available, in meters above the WGS 84 reference ellipsoid.
float getBearing(): Get the bearing, in degrees.
float getBearingAccuracyDegrees(): Get the estimated bearing accuracy of this location, in degrees.
long getElapsedRealtimeNanos(): Return the time of this fix, in elapsed real-time since system boot.
Bundle getExtras(): Returns additional provider-specific information about the location fix as a Bundle.
double getLatitude(): Get the latitude, in degrees.
double getLongitude(): Get the longitude, in degrees.
String getProvider(): Returns the name of the provider that generated this fix.
float getSpeed(): Get the speed if it is available, in meters/second over ground.
float getSpeedAccuracyMetersPerSecond(): Get the estimated speed accuracy of this location, in meters per second.
long getTime(): Return the UTC time of this fix, in milliseconds since January 1, 1970.
float getVerticalAccuracyMeters(): Get the estimated vertical accuracy of this location, in meters.
boolean hasAccuracy(): True if this location has a horizontal accuracy.
boolean hasAltitude(): True if this location has an altitude.
boolean hasBearing(): True if this location has a bearing.
boolean hasBearingAccuracy(): True if this location has a bearing accuracy.
boolean hasSpeed(): True if this location has a speed.
boolean hasSpeedAccuracy(): True if this location has a speed accuracy.
boolean hasVerticalAccuracy(): True if this location has a vertical accuracy.
boolean isFromMockProvider(): Returns true if the Location came from a mock provider.

Position.coords: Returns a Coordinates object defining the current location.
Position.timestamp: Returns a DOMTimeStamp representing the time at which the location was retrieved.
Where coordinates contain the following information:
double Coordinates.latitude: The position’s latitude in decimal degrees.
double Coordinates.longitude: The position’s longitude in decimal degrees.
double Coordinates.altitude: The position’s altitude in meters, relative to sea level. Can be null
if the implementation cannot provide the data.
double Coordinates.accuracy: he accuracy of the latitude and longitude properties, expressed in meters.
double Coordinates.altitudeAccuracy: he accuracy of the altitude expressed in meters. This value can be null.
double Coordinates.heading: he direction in which the device is traveling in degrees.
double Coordinates.speed: he velocity of the device in meters per second. This value can be null.

Box 1: Sample attributes from native Android and JavaScript geolocation APIs.

most of them (8/10) requested the ACCESS NETWORK STATE
permission. Notably, 3 of them requested access to
dangerous permissions, while all of them requested
writing data in the device (WRITE EXTERNAL STORAGE).
Finally, all of them also proposed the use of location
(ACCESS COARSE LOCATION/FINE COARSE LOCATION).

Combining the evidence from the sections regarding
session fingerprinting and this section’s experimental data
regarding ad network permissions, one may easily infer
that our proposed techniques for user deanonymization are
realistic in terms of permission requirements, since they
require either zero or normal permissions or, in some cases,
dangerous permissions that are frequently requested by ad
networks. What is more alarming is the concern whether
this paper sayings are already applied and utilized by exist-
ing ad networks, third-party apps, and corresponding web
pages. Interestingly, after analyzing the above information
we may discuss that imposing restrictions or even applying
control mechanisms for the Internet could result in a large
benefit towards the users’ privacy. Nevertheless, this special,
“normal”, permission seems more tightly linked to all kinds
of advertising and marking it as “dangerous” would require
more than strong will by the companies involved.

Figure 6: Device info as obtained from a web page through a zero-
permission app installed in a device running Android 7.1.1.

Finally, we have implemented a proof of concept
app that is able to cooperate with web pages without
requesting any dangerous permissions. The app is available
at androidsp.cs.unipi.gr/android deanonymize.html. Once
installed, the app recovers a lot of information from the
device, such as installed and running apps and device info
as well as measurements from many sensors which do not
require any dangerous permissions. Eventually, as illustrated
in Figure 6, when the user visits the corresponding web
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page through his mobile browser he can verify that the web
page has recovered all this information without requesting
his consent. It is worth noting that, apart from providing
access to sensors that a web page would not normally
have, the measurements for these sensors are also listed in
a fine-grained mode, e.g., access to accelerometer detailed
measurements which could be used for fingerprinting [35].

7. Conclusions

The ever increasing use of mobile devices exposes user
privacy in numerous ways. Despite the fact that mobile
OSes take several measures to protect their users, attackers
seem to always be one step ahead. Nonetheless, most would
agree that the state-of-the-art countermeasures guarantee an
independence between the browser and the mobile apps so
they cannot exchange information. Taking Android as our
reference platform, we introduce new methods that exploit
various inherent mechanisms to practically guarantee abso-
lute identification with limited resource usage. Moreover, the
proposedmethods extend the notion of device fingerprinting
to what we have introduced as “session fingerprinting”.
Our techniques can be performed without accessing unique
device characteristics or using dangerous permissions. In this
regard, our techniques imply a bigger threat, as the covert
channel that is created between the web pages and the apps
cannot be easily traced.

Due to the fact that all the aforementioned mechanisms
are inherent in Android, one cannot rule out the possibility
that these mechanisms are already being exploited, enabling
unauthorized and unregulated cooperation between the two
ecosystems. Clearly, this would greatly expose users’ privacy,
bypassing the permission model of the most widely used
mobile platform to date. Addressing such issues is a rather
challenging task, because, apart from changing the native
Android mechanisms, it is also a requirement for the OS
to determine the context of some function calls, either to
prohibit access to resources or to obfuscate the underlying
information, since these calls might seem legitimate.
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In order to verify the uniqueness of link-local or unicast addresses, nodes must perform a Duplicate Address Detection process
before using them. However, this process is subject to many attacks and the security is willing to be the most important issues in
Small Object Networks with IPv6. In this paper, we developed a new algorithm to optimize the security in IPv6-DAD process; this
method is based on SHA-512 to verify the identity of the Neighbor Discovery messages transmitted in the link local. First, before
sending the NSmessage, the new node uses the function SHA-512 to hash to the target address and use the last 64 bits in a new field
and then encrypt the result with its private key. When receiving the secure message, the existing nodes decrypt it. Our algorithm
is going to secure the DAD process by using a digital signature. Overall, this algorithm showed a significant effect in terms of the
Address Configuration Success Probability (ACSP).

1. Introduction

The network protocol mainly used today for Internet com-
munications is the Internet Protocol (IP). The IPv4 protocol
suffers frommanyweaknesses such as the insufficient address
space nowadays. Indeed, the IPv4 addresses are 32 bits
long, which represents about 4,3 milliard of possible IPv4
addresses. Following the explosion of network growth Inter-
net and wastage of addresses due to the class structure, the
number of IPv4 addresses has become insufficient. Another
problem is the saturation of the routing tables in the main
routers of the Internet. Although since 1993,many emergency
measures have been taken, this only allows delaying its
deadline. So, the Internet Engineering Task Force (IETF)
launched work in 1994 to specify the Internet Protocol that
will replace IPv4: this protocol is IPv6 [1].

TheNeighbor Discovery (NDP) [2] is themost important
part in IPv6; it allows a node to integrate into the local
network environment in which IPv6 packets are physically
transmitted. Through to this protocol, it becomes possible to
interact with the equipment connected to the same support
(stations and routers). It is important to note that for a given
node, the neighbors discovery does not consist in establishing

an exhaustive list of the others connected to the link. Indeed,
it is only to manage those with whom it dialogues. This pro-
tocol performs the following functions: Address Resolution,
Neighbor Unreachability Detection, Autoconfiguration, and
Redirect Indication. It uses five messages including Router
Solicitation, Router Advertisement, Neighbor Solicitation,
Neighbor Announcement, and Indication redirection. The
IPv6 StateLess Address AutoConfiguration (SLAAC) [3] of
IPv6 is primarily based on the NDP process.This mechanism
uses Duplicate Address Detection (DAD) [4] to verify the
uniqueness of the addresses on the same link. However,
it is vulnerable to attack and many solutions have been
standardized to minimize this vulnerability such as SEcure
Neighbor Discovery (SEND) [5], but they are subject to
certain limitations.

We base our study on SmObNet6 (Small Objects Network
with IPv6) which is a generic term used to define either
small or larger network to connect small communicating
objects. The use of IPv6 protocol regarding communication,
collecting, and exchanging data between objects represents a
common point between these networks within the Internet
infrastructure. This paper treats the SLAAC phases and
explains the problems associated with them. So, we propose
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a new algorithm based on SHA-512 [6] in order to optimize
IPv6 security in SmObNet6,

This paper is organized as follows: Section 2 presents
a related work to our field when Section 3 describes some
IPv6 functionalities, in particular, theDADprocess. Section 4
shows the parameters and methodology following in this
work and we present our algorithm in Section 4. Section 5
includes the algorithm implementation with evaluation, after
we conclude this paper and addresses some prospects.

2. Related Work

Attacks on the IPv6 operations, especially on DAD process,
become one of the interesting research fields. Several propos-
als have been made by researchers to address security issues
in IPv6 DAD. Many authors have treated this problem.

In [7], the authors have proposed a scheme to secure
IPv6 address which includes the modifications to the RFC
3972 standard by reducing the granularity factor of a sec
from 16 to 8 and replacing RSA with ECC and ECSDSA,
using SHA-256 [6] hash function. This method improves the
address configuration performance, but it does not eliminate
the address conflict.

In [8], the authors have presented a new algorithm for
address generation.Thismechanism has aminimal computa-
tion cost as compared to CGA. Nevertheless, this mechanism
uses SHA-1 hash encryption which is vulnerable to collisions
attacks.

In [9], the authors have utilized a novel approach for
securing IPv6 link-local communication. They have used an
alternative approach for the CGA and SEND protocols which
still represent a limitation to the security level.

Another approach such as secure IPv6 address configu-
ration protocol for vehicular networks [10] was proposed to
ensure security in IPv6 without DAD process. However, this
method is used only when the distance between a vehicle and
its serving AP is one-hop.

In [11], the authors have proposed a newmethod to secure
Neighbor Discovery Protocol in IPv6. This mechanism is
based on SDN controller to verify the source of NDP packets.
However, this method is not efficient because it does not
handle the detection of NDP attacks.

Another method was used in [12] to secure the DAD;
it is called trust-ND. It is used to detect fake NA messages.
However, the experiments show some limits of this method.

In [13], the authors have presented a technique for
detecting Neighbor Solicitation spoofing and advertisement
spoofing attacks in IPv6 NDP. However, this method can
only detect NS spoofing, NA spoofing, and DoS attacks. The
disadvantage of this method is that it does not detect other
attacks like Duplicate Address Detection attacks.

In [14], the authors have proposed a newmethod to secure
NDP attacks; this method is based on the digital signature. It
detects the messages NS and NA spoofing and DoS attacks,
router redirection, and Duplicate Address Detection, but this
mechanism is not complete.

In [15], the authors describe and review some of the
fundamental attacks on NDP, prevention mechanisms, and
current detection mechanisms for NDP-based attacks.

In this paper, we propose to study and evaluate the
security in the NDP within the network based on IPv6
protocol. Indeed, we suggest a new algorithm which could
secure the attacks in the DAD process. The results showed
that DAD process could be optimized by introducing a new
field in the NS and NA messages; the hash of the new node’s
target address. Overall, this method showed a significant
effect in terms of time and computation.

3. Features of IPv6 NDP: Duplicate
Address Detection

The Neighbor Discovery Protocol (NDP) mechanism pro-
vides IPv6 with some number of features essential for the
proper IPv6 protocol functioning. The best known is the
address resolution feature that matches what is ARP in IPv4.
This protocol also offers other features. The one that will
interest in our paper, Duplicate Address Detection (DAD),
allows detect when two nodes want to use the same address
and avoids the future collision by refusing the assignment
of the address. This is equivalent to “gratuitous ARP” in
IPv4. This feature is even more important, that, in IPv6, new
nodes can use the “stateless autoconfiguration” and assign
themselves an address (self-generated).

3.1. DAD Process. The Duplicate Address Detection mech-
anism applies to all type addresses unicast before they are
assigned to network interfaces, regardless of whether they are
manual, stateless, or stateful. This feature can still be disabled
by system administrators.

The Neighbor Discovery Protocol mechanism uses
ICMPv6 type messages [2]. Under the DAD mechanism, we
are only interested in two types of messages, the Neighbor
Solicitation (NS) and the Neighbor Advertisement (NA).
When resolving an address, the message Neighbor Solicita-
tion is used to request the physical address of a node (e.g.,
MAC address) it wants to communicate by contacting it
via IPv6 address. This message contains a target field that
is populated with the node’s IPv6 address that we want to
contact. If this target exists, it responds with a message to
the request sending node and contains, in one of its fields, an
option with the physical address of this node regarding the
network interface concerned. This association between the
logical address and the physical address will then be kept in
the neighbor cache table.

For theDADmechanism, this request/response exchange
is used more finely. The node does not appropriate the
address it desires until the procedure has been completed
satisfactorily; during this procedure, this address will be
called “tentative”. To be more precise, if the node receives
traffic destined for a “temporary” address, it must not process
it or respond to it. The procedure is to issue a Neighbor
Solicitation message with as target its “temporary” address
and in source address, the address with type “unspecified”
(: :). If someone answers, to this NSmessage with a Neighbor
Advertisement message means that the address is already
taken and a node already has this address, it is considered
that the attempt to obtain an address fails: the node cannot
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get this address. There is no other attempt to get this address;
the administrator must intervene on the node to configure it
with another address. There is another case where we cannot
get the address: when the node receives a message NS with
as target address the “temporary” address that it wants to
use. This means that another node also performs a DAD
procedure for the same address. In this case, neither of the two
nodes performing the DADmechanism on the same address
will be able to obtain it.

The DAD mechanism is not infallible, especially if it
occurs during the time when several nodes of the same
network are temporarily “separated” (loss of connecting or
dropping a link between the nodes) and that one or more
of the nodes perform a DAD procedure. They can assign the
same address without the collision detection procedure.

3.2. The Algorithm of DAD Process. For the node, the pro-
cedure starts by listening to the multicast group “all-nodes
multicast” and the multicast group of the solicited-node
(“solicited-node multicast”). The first allows it to receive
address resolution requests (“Address Resolution”) for this
address and the second will allow it to receive the messages
sent by other nodes also making a DAD on this address.
In order to listen to these, the node must send a Multicast
Listener Discovery (MLD) [16] request; when a node triggers
theDADprocedure, it sends aNeighbor Solicitationmessage,
an ICMPv6 type message.

The header IPv6 contains the following fields:

(i) The source address of the IPv6 packet is the unspeci-
fied address (: :).

(ii) The destination address is themulticast address of the
solicited-node (“Solicited-Node Multicast Address”)
of the “tentative” address, that is the last three octets of
the provisional address concatenated with the prefix
FF02:: 1: FF00: 0/104.

When sending this NS message, we observe for the ICMPv6
header:

(i) The target address field is filled with the “tentative”
address.

(ii) The link layer option of the source is not used. So, two
nodes can send the same identical NS message.

With stateless autoconfiguration, it is important to note that
if the DAD mechanism fails, then there is no further testing
and a new address will have to be assigned otherwise, in par-
ticular, for addresses that will have been built automatically
via the modified EUI-64 format.

The algorithm DAD is described as follows:

(i) The first step is to generate an IPv6 address with either
autoconfiguration or other methods.

(ii) In the second step, the node will be subscribed in
multicast groups: all multicast nodes and solicited
multicast node.

(iii) After, there are three cases:

(a) A NA message is received: the tentative address
is used as a valid address by another node. The
tentative address is not unique and cannot be
retained.

(b) A NS message from a neighbor is received as
part of a DAD procedure; the tentative address
is also a tentative address for another node. The
tentative address cannot be used by any other
node.

(c) Nothing is received after one second (default
value): the tentative address is unique, it passes
from the provisional state to a valid one, and it
is assigned to the interface.

Figure 1 shows the DAD algorithm.

3.3. The Attack on DAD Process. An attack on the DAD
mechanism was identified in [10]. The attack is composed as
follows: the attacker will deceive the DAD mechanism and
make it succeed in one of the two cases where it fails so that
the victim cannot claim an address. Since there is a finite
number of tries to get an address, the DAD always ends up
failing; it is a DoS attack [11]. For the attack to be feasible,
the attacker must be able to listen on the network to any
query necessary to perform the DAD procedure, e.g., the NS
messages with the unspecified address as the source address
is characteristics of the DAD procedure; this implies being
able to join the multicast group “Solicited-Node”. He then
has two choices; he can send a NS message with, as source
address, the unspecified address and, as the target address,
the address of the victim or an NA message with, as the
target address, the “tentative” address of the victim. It can
thus prevent the arrival of new nodes having no address yet.
The attack effectiveness depends strongly on the type of links,
because it is necessary that the attacker can receive the firstNS
sent by the victim and that he can answer them. Indeed, the
attackermust to be able to join themulticast group “Solicited-
Node”, which is not easy in the case of a level 2 point-to-point
technology, for example, ADSL.

3.4. Vulnerabilities of Multicast Communications. In IPv6
multicast (DAD process), groups are identified by a group
address and any node in the network can join or leave the
group when it wishes. This simplicity, which is the power
of multipoint routing, presents however many vulnerabilities
such as

(i) IPv6 multicast does not support the notion of the
closed group. Indeed, multicast addresses are public:
joining a group or leaving a group is an operation that
does not require special permissions. This allows any
node to join a group and receive messages for it.

(ii) Access to the group is not controlled: an intruder can
send data to the groupwithout being part of it, disrupt
the multipoint session, and possibly cause congestion
in the network.

(iii) The data intended for the group can cross several
unsecured channels before reaching all members of
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Node A generates an IP ‘X’ for interface I

Node A joins multicast group FF02::1 and FF02::1:FF00:0:X’
All nodes on the link and solicited nodes multicast

NS queries for A received?
Dst FF02::1:FF00:0:X ,Src ::

Node A sends NS

NA received?

Address ‘X’ is uniqueAddress ‘X’ is not unique

No

No

yes

yes

Figure 1: The flowchart of the DAD process.

the group. This increases listening opportunities to
potential intruders.

(iv) Group communications offer more opportunities for
intercepting communications, proportional to the
number of participants.

(v) A vulnerable point in the group implicates the safety
of all members of the group.

(vi) The large-scale publication of the group’s identity and
address helps intruders focus their attacks.

(vii) Attackers can impersonate the legitimate members of
the group.

To counteract these attacks, group communication requires
security services such as authentication, data privacy, and
confidentiality of the traffic flow.

3.5. Security Needs in Multicast. Multicast requires the set of
securitymechanisms in a unicast communication in addition
to some needs inherent to its nature which is the group
communication. These needs can be divided into three main
parts.

3.5.1. Authentication. All participants in a multicast session
must self-authenticate before joining the group. Authenti-
cation [17] may be restricted to group members such as
sources and receivers or possibly extended to the routing
infrastructure like designated routers.

Among other authentication mechanisms, the certifica-
tion scheme with a third authority can be used.

3.5.2. Integrity. This ability ensures that the multicast stream
reaches the recipients without falsification. This option is

usually provided by cryptographic, hash, and digital signature
mechanisms [18].

3.5.3. Confidentiality. This confidentiality [19] must be pro-
vided at several levels:

(i) Past privacy (backward confidentiality): we can imag-
ine that a hacker can store the multicast stream for
a time interval [t

0
, t] and join the group at time t to

acquire the keys needed to decrypt this stream “past”.
Past privacy alters such a hacking scheme by (for
example) modifying decryption keys for the stream,
once a new member joins the group.

(ii) Forward confidentiality: a system with this ability
prevents any member excluded from the multicast
group at time t from having the keys necessary for
decrypting the multicast stream at times t + 𝜇. This
usually results in amodification of these keys and then
their redistribution to the remaining members.

(iii) Group privacy: only authenticated members must
have the keys to decrypt multicast messages.

4. Proposed Algorithm Model

In this section, we present the description of our algorithm
which makes it possible to secure the target address used in
NS message.

4.1. Digital Signature. A digital signature must prove the
identity of the issuer of NS or NA messages and guarantee
nonrepudiation. The RSA cryptosystem also allows the sign-
ing of a message. Indeed, by inverting the mechanisms that
are to say that the decryption of the message, which is only
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accessible to those who know the factorization of themodule,
becomes the signature process. On the other hand, since
encryption is public, by encrypting the signature produced,
everyonemust fall back on themessage.The ability to decrypt
with RSA proves the knowledge of the private key.

4.2. Hash Function. A hash function [20] is a method for
characterizing information, a data. By having a sequence of
reproducible treatments at an input, it generates a fingerprint
to identify the initial data.

A hash function, therefore, takes as input amessage of any
size, applies a series of transformations, and reduces this data.
We get at the output a string of hexadecimal characters, the
condensed, which summarizes somehow the file.

We define a hash function as an application:

h : {0, 1}∗ → {0, 1}n , n ∈ N. (1)

A hash function is considered safe if the following three
properties are satisfied:

(a) Resistance to a preimage attack (one-way). For any
given output y, finding an x, which makes h(x) = y,
is computationally infeasible.

(b) Resistance to a second preimage attack. For any given
input x, finding an input x’ that is unequal to x, which
makes h(x) = h(x’), is computationally infeasible.

(c) Resistance to a collision attack. Finding two unequal
inputs x and x0, such that
h(x) = h (x’), is computationally infeasible.

The SHA Secure Hash Algorithm [21] is a hash algorithm
used by certificate authorities to sign certificates and CRL
(certificate revocation list). Introduced in 1993 by the NSA
with the SHA0, it is used to generate unique condensates
(thus for “chopping”) of files.

4.3. The Structure of SHA1 and SHA512. Table 1 shows the
characteristics of SHA-1 and SHA-512.

4.4. Hash-TargetAdd-DAD. Hash-TargetAdd-DAD (Hash
target address) is a new definition of the ICMPv6 packet (for
NS and NA).

Since the standard DAD is not secure, in order to fulfill
such security requirement, a “Hash Secure Target” can be
applied on NS and NA messages to ensure that only nodes
which possess this hash are able to communicate in the IPv6
local network.

Figure 2 shows the message format of Hash-TargetAdd-
DAD.

The message format of Hash-TargetAdd-DAD is
illustrated in Figure 3 Hash-TargetAdd-DAD uses two
new message types, namely, NShash-targetAdd-DAD and
NAhash-targetAdd-DAD, and its “Type” fields are 138 and
139, respectively. Compared with the NDP packet, Hash-
TargetAdd-DAD adds a new field “Hash target 64”, which
stores the last 64 bits of the SHA-512 result.

The hash target 64 calculation method is illustrated in
Figure 3.

Table 1: The characteristics of SHA-1 and SHA-512.

SHA1 SHA512
Message size 264 bits maximum 2128 bits maximum
Block size 512 bits 1024 bits
Word size 32 bits 64 bits
Size of digest 160 bits 512 bits
Security level Collision in 263 operations 2128 bits

4.5. Secure Target Generation and Matching Process. Each
node including the new one begins by generating two public
and private keys. Before sending the message, it will encrypt
the NS with the private key and then multicasts its public
key. When receiving an encrypted message, the receivers will
decrypt the NS message with the received public key.

In the case where the receiving node wants to send an NA
message, it will encrypt it with its private key and send the
encrypted message and the public key to the new node. The
new node will decrypt the NA message with the public key
sent.

Public and private keys are generated using the RSA
algorithm [22].

Rule. If the secure target is the same, then the NS is
authentic; else drop the message.

(i) NS message sending step:
Before the new node sends the NS message, it pro-
ceeds as follows:

(ii) First, it generates the target address fingerprint using
an SHA-512 hash function and it extracts the 64 bits
from the result of Es:
Es =SHA-512 (target address), where Es is target
address fingerprint
E
64
= Hash target 64.

(iii) Then, it encrypts Es with its private key:
Signature (Target address) = C (E

64
), where C is an

RSA encryption function using the new node private
key.

Figure 4 shows the mechanism of the secure NS message
sending encrypted with the private key using RSA signature.

(i) NS message receiving step:
First, upon receipt of the secure NS, the existing
will decrypt it with the public key of the new node
(generated by the RSA algorithm). Then, it generates
the fingerprint of its IPv6 address, using the same
hash function as the new node (SHA-512). Finally, it
compares the generated fingerprint and that resulting
from the signature.
If both fingerprints are identical, the signature is
validated. We are therefore sure that

(ii) This is the new node that sent the NS message.
(iii) The NS message has not changed since the new node

signed it.
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Ethernet header Dest MAC

Src MAC

Type

IPv6 header Src address 

Dest address

Next header

ICMPv6 header Type 

Target address

Options icmpv6

Hash_target_64

Figure 2: The message format of Hash-TargetAdd-DAD.

Target address (128 bits)

Hash Target address using SHA-512 (512 bits)

Hash_target_64

(64 bits)

SHA-512

Extract the 64 bits

Figure 3: Message format of Hash-TargetAdd-DAD.

Message NS

New node

SHA-512 
algorithm

Target + signature
(Target)

Encrypted 
with the 

private key

Figure 4: The secure NS sent.

In other words, if D ( C(E
64
)) == E

64
(IPv6-existing

node)

WhereD is anRSAdecryption function using the new
node public key.

Figure 5 shows the mechanism of the secure NS message
receiving decryptedwith the public key of the newnode using
RSA signature.

�e target+ C (

Existing node 

Decrypted 
with the 

public key 
of the new 

node E

E)

D (C(E))

Figure 5: The secure NS received.

4.6. Algorithm HSEC-Target-DAD (HASH Secure Target
Address in DAD Process). The steps of our algorithm are
defined as follows:

(i) First, the new node generates an IPv6 (the tentative
address).

(ii) The new node uses a hash function to hash the target
address with SHA-512.

(iii) It extracts the last 64 bits from the hash.
(iv) The hash-64 will be appended to NS message.
(v) The hash-64 is encrypted by the new node private key

and it is sent to multicast address FF02::8 instead of
all-nodes solicited multicast group FF02::1 to exclude
an attacker who can join the group FF02:: 1 (all nodes
of the network).

(vi) Existing nodes will decrypt the received NS message
with public key new node and match its generated
hash secure target with sender’s hash secure target.

(vii) If the sender and a receiver hash secure target match,
then the verification of the IP address will take place;
otherwise, if nomatch of hashTag is found the receiver
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will discard theNSmessage and add theMACaddress
into the blacklist.

(viii) The existing node will check its IPv6 address with the
new node target address if the match of hash target.

(ix) If the match of duplicate IPv6 address is found,
receiving node will reply with NA message appended
with the hash target and encrypted by the private key
of the existing node. However, if the target address is
found unique it creates an entry in its neighbor cache
table in order to maintain and update the table for
future communication.

(x) When receiving the NA message, the new node will
decrypt it with the public key of existing node. If
the match of the hash secure target is found then it
performs newDADprocess, else it will simply discard
themessage and add theMACaddress to the blacklist.

Our algorithm (Figure 6) is based on target address hashing
using the SHA-512 function, then we extract the 64 bits of
the result, and we encrypt the NS message with a private key
new node; this key is generated from the RSA algorithm [23].
Upon receipt of the secure NS message, the receiver uses the
public key new node also generated from the RSA algorithm,
to decrypt the received message.

Figure 6 shows the flowchart of our algorithm.

5. Implementation and Evaluation

5.1. Network Topology. The network environment includes a
gateway router, an Ethernet switch, a new node (MN1), two
existing nodes (MN2 and MN3), and an attacker. Figure 7
shows the network topology.The simulated network is a LAN
network.

Each node can have several addresses and centralized
random address space to increase the probability of address
conflict.

5.2. Simulation Results and Evaluation. In our simulation, we
define the following performances:

(i) Address Configuration Failure Probability (ACFP):
when a mobile node uses DAD process to configure
its address in the presence of an attack. If a DAD
process (DAD-P) is performed y times, and x times
have failed, then the ACFP of DAD-P is

𝐴𝐶𝐹𝑃 = (𝑥𝑦) (2)

So, since Address Configuration Success Probability
(ACSP) is the complement [24] of ACFP then it is defined
as follows:

𝐴𝐶𝑆𝑃 = 1 − (𝑥𝑦) (3)

From the definition of ACSP, we can conclude that if
ACSP is equal to 0, it means that the DAD-P is failed y times,

then the attack is fully functional in DAD-P.Thus, we can use
the ACSP to measure a DAD-P.

The simulation includes two scenarios. Scenario 1 simu-
lates DAD and HSEC-Target-DAD with the occurrence of an
attack node.

(i) Scenario 1: simulation of DAD and HSEC-Target-
DAD with the occurrence of an attack node.

(a) Results analysis: the simulation results are presented
in Figure 8. The results of the simulation show when
there is an attacker in the network, with the standard
DAD, the configuration of the address generated to
the new node fails, which shows that ACSP tends to
0. However, with our algorithm, the attacker cannot
decrypt the sentmessage because he does not have the
private key, which shows that ACSP tends to 1.

We can see in the figure that ACSP of HSEC-Target-DAD
is higher than DAD.

(ii) Scenario 2: simulation of pseudocollision attacks and
SLAAC attacks against HSEC-Target-DAD.

(a) Pseudocollision attacks: before using a pseudocolli-
sion attack [25], we first need to define how a hash
function internally works.

Most hash functions are basically composed out of four
functions:

(i) The first function is called an initialization function;
it just sets a bunch of start values for the state: I:0 →
{0, 1}k

(ii) The second function is called an input preprocessing
function; it computes some values based on the
message and possibly hidden context: P:{0, 1}l →
{0, 1}q

(iii) The third function is called a state-update function,
sometimes also called “compression function”; it takes
the current message block, the associated preprocess-
ing, and the current state and outputs a new state:
U:{0, 1}l × {0, 1}q × {0, 1}k → {0, 1}k

(iv) The fourth function is called an output function;
it takes the state and outputs the hash digest:
O:{0, 1}k → {0, 1}o

Now a normal collision attack takes the standard compo-
sition of these functions and tries to find a collision.

A pseudocollision attack on the other hand just tries to
find a collision on the state-update function. So an attacker
is interested in finding two triples x= (m,p,h),x󸀠= (m󸀠,p󸀠,h󸀠)
such that U(x)=U(x󸀠) with x ̸=x󸀠.

Pseudocollision attacks: this method attempts to search
for one or more collision addresses (the IPv6 address with
a hash value whose last 64 bits are the same as that in the
“Hash target-64” field) after the attack node receives NS.
Then, a number of NAhash-targetAdd-DAD is sent to increase the
probability of a successful attack.

SLAAC: in SLAAC attack [26], the node can obtain an
IPv6 address by combining its own MAC address and net-
work prefix according to “EUI-64.”Thus, the attack node can
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Figure 6: The flowchart of the proposed algorithm.

use the characteristics of SLAAC by combining the network
prefix and source MAC address in the NShash-targetAdd-DAD to
infer the destination address of DAD.

We set DAD process to 10 seconds.The simulation results
are shown in Figure 9. For pseudocollision attack, although

the address space is 232 and the attack node has 10 seconds
to seek all collisions, the preimage is difficult to find by
the attacker as shown in Figure 9. For a SLAAC attack, the
address is formed by EUI-64method [27]. Using thismethod,
the attack node can attack the network; thus, the ACSP is
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considerably low during the early stage of the simulation.
Then, the implementation of the blacklist in the algorithm
will have its effect.

When DAD process is failed, the construction of the
ID (64 bits) is done randomly. Thus, SLAAC attack does
not work anymore, and the ACSP of the subsequent HSEC-
Target-DAD process gradually increases and approaches to
the ACSP of pseudocollision attack.

The effectiveness of our algorithm:

(i) CGA use SHA1 as a hash function; however in this
paper, we use SHA512.

(ii) SHA512 is faster when the size of input data is large,
in our case; the size of the target address is 128 bits.

(iii) Another effectiveness of our algorithm is that it uses
asymmetric encryption to sign messages.

(iv) Hash target 64 field can effectively prevent attacks.
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Figure 9: ACSP comparisons between pseudocollision attack and
SLAAC attack.

6. Conclusion and Perspectives

In order to ensure that all configured addresses are likely
to be unique on a given IPv6 link, the nodes execute a
Duplicate Address Detection algorithm. Nodes must execute
the algorithm before assigning addresses to an interface.

For security reasons, the uniqueness of all addresses
must be verified prior to their assignment to an interface.
The situation is different for addresses created by stateless
automatic configuration. The uniqueness of an address is
determined primarily by the portion of the address formed
from an interface ID.Therefore, if a node has already verified
the uniqueness of a link-local address, we do not need
to test the additional addresses individually. The addresses
must be created from the same interface ID. All manually
obtained addressesmust be individually tested to ensure their
uniqueness. System administrators at some sites believe that
the benefits of Duplicate Address Detection are not worth
the overhead they use. For these sites, the use of Duplicate
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Address Detection can be disabled by setting an interface
configuration flag.

In this paper, we have developed a new algorithm to
secure the DAD process in IPv6 network for the small objects
in an IPv6 network. This method is based on the security of
NS and NA messages. First, before sending the NS message,
the new node uses the hash function SHA-512 to hash to the
target address and extracts the last 64 bits and then encrypts
the result with the public key sent by the initiator of the
multicast group FF02::8. When receiving the secure message,
the existing nodes decrypt it with its private key.

Then, a hash check must be done; if the hashes are
the same, the verification of the IP addresses can be done;
otherwise, the message will be deleted.

The underlying cryptosystem, used to generate the public
and private key, is RSA algorithm.We used this algorithm for
signing the sent message.

The simulation results show that our algorithm has a
higher Address Configuration Success Probability than the
standard DAD process.

Although IPv6 node communications are limited to NDP
and DAD protocols when IPv6 is not officially deployed,
there are still attacks that can affect network performance by
exploiting only these two protocols as we have been able to
study. Our future work will be focalized on router discovery
security.
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Attribute-based access control (ABAC) is amaturing authorization techniquewith outstanding expressiveness and scalability, which
shows its overwhelmingly competitive advantage, especially in complicated dynamic environments. Unfortunately, the absence
of a flexible exceptional approval mechanism in ABAC impairs the resource usability and business time efficiency in current
practice, which could limit its growth. In this paper, we propose a feasible fuzzy-extended ABAC (FBAC) technique to improve
the flexibility in urgent exceptional authorizations and thereby improving the resource usability and business timeliness. We use
the fuzzy assessment mechanism to evaluate the policy-matching degrees of the requests that do not comply with policies, so that
the system can make special approval decisions accordingly to achieve unattended exceptional authorizations. We also designed
an auxiliary credit mechanism accompanied by periodic credit adjustment auditing to regulate expediential authorizations for
mitigating risks. Theoretical analyses and experimental evaluations show that the FBAC approach enhances resource immediacy
and usability with controllable risk.

1. Introduction

Theburgeoning communication and computing technologies
such as the 5Gmobile Internet [1] andnetwork computing [2–
5] have substantially enhanced the availability and usability of
resources to end users. Consequently, new evolutions includ-
ing the popularity of telecommuting [6] and the general
acceptance of “bring your own device” [7] have inadvertently
driven the emergence of more complex and diverse resource
access and usage scenarios. However, the developments in
access control technologies have somewhat lagged behind.
The typical role-based access control (RBAC) [8] model and
older paradigms such asmandatory access control (MAC) [9]
and discretionary access control (DAC) [10] are insufficient
to support dynamic, distributed, and unpredictable access
scenarios, because of their inherent limitations in flexibility,
scalability, adaptability, and control granularity. More effec-
tive solutions that consider additional relevant parameters
(e.g., subject states, object states, and contextual information)
have also been explored, among which the attribute-based

access control (ABAC) is themost promising approach for the
new era. It has successfully transitioned frompurely academic
studies [11–20] to the practical application phase [21–24].
By enforcing attribute-formed policies on access requests,
this adjustive, expressive, and highly extensible authorization
model has an overwhelmingly competitive advantage, espe-
cially in dynamic and complicated environments.

Unfortunately, the ABAC ineluctably encounters practi-
cal problems during the use in current dynamic and complex
scenarios spawned by the latest communication and comput-
ing techniques. Due to the rigid policy-based access control
enforcement and the inability to automatically and efficiently
handle exceptional access requests, some urgent requests
which may not fully comply with the original ABAC policies
would not be authorized in time due to the requirements
of inefficient human involved approval processes, which
impacts the resource availability and thereby affects the
business timeliness and even leads to irreversible unfortunate
consequences. There is a particular negative example that a
world’s top chipmanufacturer once restricted its private cloud
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services only accessible by on-site staffs within the working
hours for security purpose. Nevertheless, the staffs were
easily frustrated in policy matching due to not only human
factors but also technical reasons (The mobile positioning
can be unsteady or outdated due to the functional defects or
optimization reasons. Besides, the time limit obstructs lots of
workflows in practice.). In absence of a flexible and efficient
exceptional request handling mechanism, consequently, the
working efficiency was severely affected as staffs could not
get expected services in time when inefficient administrator
involvements were often required for handling exceptional
requests. Undoubtedly, the problem can be even worse in
some time-sensitive cases, such as the sudden and urgent
needs for classified information in stock or futures markets,
the remote patient privacy data requirements in emergency
surgeries, and the interorganizational confidential informa-
tion requests in critical intelligence analyses.

Obviously, a more flexible and efficient exceptional access
authorization method is badly needed by the stock ABAC
paradigm to guarantee the business timeliness, especially for
emergency situations, so as to make the ABACmore feasible,
flexible, and adaptive for fitting current dynamic, distributed,
unexpectable, and complicated situations.

In a sense, access control can be regarded as risk control.
Therefore, the concept of risk and the opposite concept of
trust have naturally been introduced as an effective and
flexible assistive tool for the authorization decision-making
process. For instance, the risk assessmentmethod has already
been integrated into classical models like RBAC andmultiple
levels of security (MLS) [25, 26]. By estimating the risk of the
certain request based on the specific involving information
and comparing the risk with some preset acceptance criteria
of risk, these risk-oriented enhanced models have achieved
flexible and efficient unattended authorizations for urgent
requests which do not comply with the basic access rules
in original models. More recently, risk and trust evaluation
schemes are increasingly viable in access control when taking
more parameters (e.g., environment states) into account,
which yields more expressive and flexible solutions [27–31].
Because of these encouraging attempts, we are reasonably
confident that the ABAC paradigm will benefit from risk
evaluation schemes as well, especially the more flexible and
efficient decision-making ability to deal with exceptional
urgent access requests in dynamic and complex access envi-
ronments. In this context, fuzzy logic [32], as one of the most
recognizedmath tools for assessment that reasons probability
from vague knowledge, is a viable option to determine the
semantic matching degree of access requests and ABAC
policies.

Focusing on the situations described above, in this
article, we propose a feasible ABAC-based access control
paradigm named fuzzy-extended ABAC (FBAC) to improve
the flexibility and time efficiency when tackling low-risk
exceptional authorizations for the emergency cases. We use
the fuzzy assessment mechanism to evaluate the policy-
matching degrees of requests failed to meet policies and then
make authorization decisions according to both the denial
threshold and the credit available to the requesters, to achieve
unattended temporary authorization for the exceptional

urgent access requests which are initiated by reputable users
(reflected by credit values) but slightly violate the predefined
ABAC policies. Furthermore, we designed an auxiliary credit
system to impose restrictions on special authorizations and
perform periodic credit adjustment auditing, to reduce the
potential for abuse of expediential approvals. In addition, we
describe a detailed case study to help readers understand
the FBAC better and finally demonstrate our improvements
from the perspectives of usability, security, and performance
theoretically and experimentally.

The major contributions of our work are summarized as
follows.

(1) We introduce the matching-degree-based fuzzy eval-
uation method into the original ABAC paradigm, which
enables more efficient and flexible unattended approval
for exceptional urgent authorization cases, to increase the
resource usability and thereby the business timeliness.

(2) We keep the risk of special authorization abuse under
control by not only using the configurable threshold to
intercept high-risk requests directly but also by building a
credit system combinedwith periodic credit adjustment audit
mechanism.

(3) We analyzed the FBAC model theoretically for its
usability, risk, and complexity and then implemented a
prototype system to evaluate its effectiveness and efficiency by
experiments, to demonstrate our enhancements in usability
and immediacy, as well as the acceptance of security risks.

The remainder of this article is organized as follows. We
introduce some articles related to our work in Section 2. In
Section 3, we review several basic concepts of fuzzy logic.
In Section 4, we propose our fuzzy-extended ABAC (FBAC)
paradigm and detail it in the case study. Section 5 gives a
brief discussion of FBAC’s usability, risk, and complexity.
Then in Section 6, we evaluate our prototype and analyze the
experimental results. The last section summarizes this paper
and describes possible improvements.

2. Related Work

Access control is an indispensable security technology for
preventing sensitive resources from illegal access. A variety of
access control models have been studied over the years, and
different ones are designed for addressing discrete challenges
focusing on confidentiality, integrity, scalability, manageabil-
ity, etc. Some typical patterns like DAC [10], MAC [9], and
RBAC [8] have emerged. Nonetheless, these classical models
above are not expressive enough to take into account the
effects of other additional factors (e.g., time of the day or user
IP). As a result, they are gradually unable to meet the new
requirements of geographical, temporal, and context-aware
information systems.

Breaking the limitation of the subject-object pattern,
more revealing access control paradigms are well studied.

One inspiring endeavor is bringing in risk factor to strike
balance between system security and usability. The concept
of “fuzzy” has been introduced to the RBAC for achieving
better flexibility in handling exceptional requests [25]. The
fuzzy RBAC carried out the more relaxed assignments of
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user-role and role-permission compared with the original
RBAC model. And the assignment degrees were subjectively
assigned to represent the accompanying uncertainties and
risks of corresponding assignments. Then the access control
enforcement was based on the risks of requests reflected
by the overall assignment degrees. However, this conceptual
solution did not provide a practical and detailed calculation
method of assignment degrees. Cheng et al. [26] proposed
the fuzzy MLS, a risk self-adjusting access control technique,
which can quantify the potential risks associated with the
exceptional access and thereby optimize the risk-benefit
trade-off. In this model, the risk of the request was quan-
titatively assessed according to both the value of the object
and the empirical illegal disclosure probability determined
by the MLS tags (security level, etc.) of the involving subject
and object and then made the access decision by comparing
the risk with a preset risk scale and asking the user to
provide corresponding risk tokens assigned by the admin-
istrator. Meanwhile, trust mechanism, closely connected to
the concept of risk, has also been ushered in. Dimmock
et al. expanded the existing access control framework and
combined the trust-based assessment with reasoning to form
a dynamic model that can manage risk more intelligently
[27]. Liu combined the dynamic hierarchical fuzzy system
with trust evaluation, then introduced a fuzzy multiattribute
trust access control scheme for cloud manufacturing sys-
tem [28]. Mahalle et al. [29] developed a trust-extended
fuzzy authorization scheme and put forward the concept
of trust rating for identity management. Context awareness
is a significant precondition for accurately perceiving and
properly handling risks. Feng et al. [30] integrated user
behaviors and operating environment to propose a scalable
trust-based and context-aware access control technique for
large-scale, widely distributed networks. Taking into account
both factors of trust and environmental perception, Bhatti et
al. [31] constructed a trust-enhanced, environment-sensitive
authorizationmodel for network traffic based onX-GTRBAC
(XML-based generalized temporal RBAC) framework.

As cross-organizational, multisectoral cooperations
become integral parts of current business processes, to
overcome the drawbacks of the mainstream access control
models while unifying their advantages, there has been
considerable interest in a more general model, namely
ABAC [11, 12], which is considered as “next generation”
authorization model for its dynamic, context-aware, and
fine-grained features, defines a multidimensional access
control paradigm where access requests are accepted or
rejected based on all kinds of assigned attributes, including
subject attributes (e.g., age, department, job title), action
attributes (e.g., read, write, append), object attributes (e.g.,
owner, size, classification), and contextual attributes (e.g.,
time, location), and a set of policies. ABAC empowers
more precise access control, facilitating the generation of
expressive and flexible policies through the combination of a
wide range of factors.

Determined attempts have been made not only by stan-
dards organizations [11] but also by many IT giants such
as IBM and Cisco [21, 22], which contributes much to the
development and widespread deployment of ABAC tech-
nique.Meanwhile, the academic community has also invested

significant effort in this research area [13]. Li et al. [14] con-
ducted in-depth discussions on the inherent logical relations
and system architecture of ABAC. Jin [15] has formalized
the ABAC scheme and achieved the simulation of other
classical models. Sookhak et al. [16] carried out an exhaustive
survey on ABAC techniques befitting cloud and distributed
environment. Based on the authorization requirements of
grid systems, Bo et al. [17] developed an efficient multipolicy
ABAC technique suitable for grid computing based on the
third-party authorization framework.

Regardless the benefits of ABAC, its rigid policy-
enforcement mechanism as well as the guideless policy-
configuration process may somehow lead to the reduction
of resource usability and then the time efficiency of busi-
ness. Demchenko and Ngo [18] mitigated this problem by
proposing a specific ABAC solution for the cloud tenants
which enables hierarchical delegations to support the efficient
collaborations among tenants. Although this approach con-
tributes to yield a more flexible ABAC paradigm, it is not
a general solution which can only fit for limited scenarios.
In a more intrinsic view, it reflects the fact that ABAC is
thoughtless in how to efficiently deal with exceptional access
requests.

Considering all these challenges and even more complex
and urgent application scenarios, in our previous conference
paper [19], we put forward a rough fuzzy ABAC framework
conceptually aiming to achieve flexible special authorizations
for exceptional urgent requests with low risks. However, it
did not consider the effects of benign users’ unintentional
misoperations and ignored the differences in importance
among attributes. Besides, its credit managementmechanism
is not reasonable enough while the experimental evaluation
and analysis are not included. This research is inclined
to make up for the past deficiencies so as to achieve an
innovative approach with the auxiliary exceptional requests
handling functionality, for enhancing the resource usability
and thereby business timeliness in highly dynamic and
unexpectable environments.

3. Preliminary

This section goes through some necessary concepts of the
fuzzy theory [32].

Fuzzy Set. Fuzzy set is an extension of sets whose elements
have degrees of membership. A fuzzy set can be defined
as a pair (𝑈, 𝜇) in which 𝑈 is the universe set of elements
and 𝜇 is the membership function that mapping elements to
corresponding membership degree, as follows:

𝑥 ∈ 𝑈 󳨀→ 𝜇 (𝑥) ∈ [0, 1] . (1)

Fuzzy Logic. The fuzzy logic is one type of multivalue logic
which is based on fuzzy set theory. In fuzzy logic, the
true/false value is replaced with membership values, which
are real numbers between 0 and 1. A possible definition of
operations in fuzzy logic is based on max/min function [33]
inwhich theANDoperatormeans taking theminimumvalue
among membership values, while the OR operator means
taking the maximum.
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Table 1: The major notations and definitions.

Notations Definitions
𝑞𝑖 the 𝑖th request.
𝑝𝑗 the 𝑗th clause in policy set.
𝑎𝑗,𝑘 the 𝑘th attribute involved in the clause 𝑝𝑗.𝑤𝑗,𝑘 the weight of 𝑎𝑗,𝑘 in the 𝑝𝑗.𝜉𝑗,𝑘(𝑞𝑖) The fuzzy membership function for calculating the membership degree of the 𝑞𝑖 to the constraint range of attribute 𝑎𝑗,𝑘.
]𝑗(𝑞𝑖) The fuzzy membership function for calculating the membership degree of the 𝑞𝑖 to the clause 𝑝𝑗.𝜇(𝑞𝑖) The fuzzy membership function for calculating the membership degree of the 𝑞𝑖 to the policies.𝑐𝑜𝑠𝑡(𝑞𝑖) The credit cost of special approval for the 𝑞𝑖𝐻 The rejection threshold (a rational number in (0, 1)).
𝑐𝑚𝑎𝑥 The credit-line (a rational number in (0, 1)).
𝑐𝑥 The credit value of the subject 𝑥 (a rational number in (0, 𝑐𝑚𝑎𝑥)).𝑟 The credit recover ratio (a rational number in (0, 1)).

4. FBAC

In this section, we define several necessary notations at the
beginning. Then, we introduce the architecture of FBAC
briefly and describe its workflow step by step. Further, we
demonstrate its essential components in detail. And finally,
we study a detailed case to help readers understand the FBAC
better.

For convenience, we only adopt granting policies
(Although the policies in ABAC can be granting or denying
ones, they are mutually transformable.) in this paper and
employ a refusal precedence principle for the decision-
making process; i.e., a granted decision would be made
when the request meets at least one clause in the policy
set.

4.1. FBAC Model. The FBAC model wraps the standard
ABAC as a preliminary screening module and integrates
additional decision support components for improving the
resource usability, thereby gaining better business timeliness.

Notations. Throughout this paper, we use the notations in
Table 1 for simplified description purpose.

Architecture and Workflow. As seen in Figure 1, the FBAC is
built upon the standard ABAC model with additional fuzzy
evaluation component and credit component. The first com-
ponent is developed to support unattended special authoriza-
tions, while the second is a security remedial measure. These
additional components are independent to standard ABAC
which contributes to the effortless integration.

When a request is reached, the FBAC firstly collects
the states of related attributes of that request, including the
attributes of subject, object, context, and action (Steps 1-
2). After applying the policies, if this request is not granted
by the standard ABAC process, it will be delivered to our
fuzzy evaluation component for a further decision based
on the membership degree calculation and the rejection
threshold filter (Step 3). The credit component will check the
available credits of the requester and denies the request if the
requester is unable to afford the credit cost for approving this

Input: 𝑞𝑖, 𝑐𝑥
Output: 𝐷𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∈ {granted, denied}
(1) if match any policy then
(2) return granted
(3) end if
(4) 𝜇(𝑞𝑖) ← max𝑛𝑖=1(]𝑖(𝑞𝑖))
(5) 𝑐𝑜𝑠𝑡(𝑞𝑖) ← 1 − 𝜇(𝑞𝑖)
(6) if 𝜇(𝑞𝑖) < 𝐻 or 𝑐𝑥 < 𝑐𝑜𝑠𝑡(𝑞𝑖) then
(7) return denied
(8) end if
(9) 𝑐𝑥 ← (𝑐𝑥 − 𝑐𝑜𝑠𝑡(𝑞𝑖))
(10) return granted

Algorithm 1: The FBAC Decision-Making Procedure.

exceptional request (Step 4). If the corresponding subject has
sufficient credits to pay the credit cost, the credit component
will issue a prompt to ask the requester to confirm the credit
consumption (Step 5). Once confirmed by the requester,
the request will be granted and logged, at the expense of
corresponding credit consumption. Note that part of the
consumed credit will be restored after audit if the subject is
not malicious. Otherwise, this request will be denied (Step
6). The final decision is delivered to the enforcement facility
which will mediate the corresponding access to the object
accordingly (Step 7). The major decision-making process is
illustrated in Algorithm 1.

Apart from the major decision-making process, there is
an audit process which will router the recorded exceptional
access authorizations to administrators for review periodi-
cally. And then the credit audit system will restore a part of
the users’ credit according to the auditing results (Step a).

Fuzzy Evaluation Component. When a request 𝑞𝑖 is rejected
by the standard ABAC module because it can not exactly
match any policy, the FBAC system will turn to fuzzy
evaluation component for further judgments. This compo-
nent will evaluate the matching degree of the 𝑞𝑖 to policies
through membership degree calculation. Specifically, for the
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Figure 1: Architecture and workflow of FBAC.

𝑗th clause in the policy set, this component will calculate the
membership degree of the request 𝑞𝑖 to that clause as follows:

]𝑗 (𝑞𝑖) = ∑
𝑛
𝑘=1 𝑤𝑗,𝑘𝜉𝑗,𝑘 (𝑞𝑖)
∑𝑛𝑘=1 𝑤𝑗,𝑘 . (2)

In formula (2), 𝜉𝑗,𝑘(𝑞𝑖) is the membership subfunction
that maps 𝑞𝑖 to a certain membership degree according to
the matching degree of 𝑞𝑖 to the constraint range of the𝑘th attribute in the 𝑗th clause. The design of 𝜉𝑗,𝑘 is closely
related to the meaning of the corresponding attribute and
policy clause and also depends on administrators subjectively.
There exist several primary guidelines for determining the
membership subfunction [34]. And the most commonly
recommended function templates include the trapezoid
subordinate function, the trigonometric membership func-
tion, the step function, etc. In this paper, we select the
trapezoid subordinate function and the step function for
different policy clauses respectively (cf. Section 4.2). The
FBAC gives the administrators greater freedom to determine
the attributes which should be fuzzy processed based on
practical administrative needs. In general, the continuous
attributes can be fuzzy processed, while the discrete ones
(e.g., users names) should be fully matched for obtaining
final authorizations. Additionally, if the discrete attributes
can be somehow transformed into continuous ones based on
partial ordered relations, they can also be fuzzy processed
similarly, e.g., converting the discrete and hierarchical job
titles to continuous level numbers. 𝑤𝑗,𝑘 is the weight of the

corresponding attribute. Introducing weight factor enables
administrators to adjust the influence of each attribute in
the policies, so as to provide more flexible and expressive
manageability.

Since there usually exist more than one clause in the
policy set, the holistic matching degree is synthesized with
maximum synthesis rules [33], as shown in the following
formula:

𝜇 (𝑞𝑖) = 𝑛max
𝑗=1

]𝑗 (𝑞𝑖) . (3)

After obtaining the matching degree 𝜇(𝑞𝑖), the FBAC will
compare 𝜇(𝑞𝑖) with the rejection threshold 𝐻. If 𝜇(𝑞𝑖) < 𝐻,
the request 𝑞𝑖 will be denied by FBAC. Otherwise, the credit
componentwill be invoked for supporting further judgments.

Credit Component and Audit Mechanism. The fuzzy evalu-
ation component provides users with extra access oppor-
tunities without manual reviews. However, in spite of the
benefits in the resource usability and business timeliness,
this fuzzy evaluation module poses potential threats such
as abuse issues unintentionally. Therefore, we build a credit
component combined with periodic credit adjustment audit-
ing mechanism as the countermeasure to mitigate the risk of
abuse.

Our credit component maintains a credit value 𝑐𝑥
∗

(𝑐𝑥
∗

∈[0, 𝑐𝑚𝑎𝑥], where 𝑐𝑚𝑎𝑥 ∈ (0, 1) is the preset credit line) for
each subject 𝑥∗. When the FBAC is initialized, every 𝑐𝑥

∗

will
be set as 𝑐𝑚𝑎𝑥 without discrimination. During the use, the
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credit component will be invoked to provide further decision
support for the request 𝑞𝑖 if its matching degree 𝜇(𝑞𝑖) exceeds
the rejection threshold 𝐻. We define 𝑐𝑜𝑠𝑡(𝑞𝑖) = 1 − 𝜇(𝑞𝑖) as
the special approval cost for the request 𝑞𝑖 with the matching
degree 𝜇(𝑞𝑖), because the 𝑐𝑜𝑠𝑡(𝑞𝑖) can reflect the gap between
the states of the 𝑞𝑖 and the precise requirements of policies.
Thus, the credit component will compare the credit 𝑐𝑥 of
the requester 𝑥 with the corresponding special approval cost𝑐𝑜𝑠𝑡(𝑞𝑖). If 𝑐𝑥 < 𝑐𝑜𝑠𝑡(𝑞𝑖), then a denial suggestion will be
issued for the 𝑞𝑖 as the requester does not have enough credit
to afford the cost. Otherwise, the FBAC will ask the requester
for confirmation to consume that 𝑐𝑜𝑠𝑡(𝑞𝑖) and enforce the
requester to comment reasons for the unusual request. This
additional prompt scheme is quite useful to avoid usermisuse
and is also helpful for future audits. Then if the requester 𝑥
replies in the affirmative to that credit consumption prompt,
the FBAC will grant the request 𝑞𝑖 by charging the requester
corresponding fee, i.e., deducting 𝑐𝑜𝑠𝑡(𝑞𝑖) from 𝑐𝑥. In fact,
for individuals, the FBAC would degrade to standard ABAC
when they max out their credits.

Furthermore, for achieving better creditmanagement and
thereby controlling credit abuse risks, a periodic manual
audit mechanism is also integrated into the FBAC model.
During an audit, the unusual authorization records will be
reviewed by the system administrators according to all the
relevant information in the system including corresponding

explanatory comments typed by requesters in the confirma-
tion process. Based on auditing results, the audit routine will
restore credits for the users who pass checks successfully,
while disables such recovery for the suspects unless proved
innocent (More tougher punishments can be given when
the suspect is finally proven guilty.), to ensure the credit
system works well, thereby providing enough flexibility with
controllable abuse risks.

Note that the credit recovery strategy depends on the
administrator. For instance, our approach gives the pro-
portional credit back (𝑟 in 100%) of the margin between
the credit line 𝑐𝑚𝑎𝑥 and the current credit value 𝑐𝑥 (i.e.,𝑐𝑚𝑎𝑥 − 𝑐𝑥) after each audit process. This is because we
hold a conservative opinion that the special approval is a
compromise for improving business timeliness, which should
not be encouraged in routinework.Therefore, the formula for
calculating new credit value 𝑐󸀠𝑥 is as follows:

𝑐󸀠𝑥 = 𝑟 (𝑐𝑚𝑎𝑥 − 𝑐𝑥) + 𝑐𝑥, where 𝑟 ∈ (0, 100%] . (4)

4.2. Case Study. This subsection provides a case study of
FBAC to help people understand how it works in detail.

Assuming there exists an FBAC systemwith the threshold𝐻 = 0.8, 𝑐𝑚𝑎𝑥 = 0.3, 𝑟 = 0.5 and two clauses in the policy set
as follows:

𝑝𝑜𝑙𝑖𝑐𝑦 :
{{{{{{{{{{{{{{{

(1) IF (𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = (112.54153𝐸 ± 0.00001, 28.95117𝑁 ± 0.00001))
and (𝑗𝑜𝑏 𝑡𝑖𝑡𝑙𝑒 is𝑚𝑎𝑛𝑎𝑔𝑒𝑟) THEN granted

(2) IF (𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = (112.54153𝐸 ± 0.00001, 28.95117𝑁 ± 0.00001))
and (𝑡𝑖𝑚𝑒 ∈ [8 : 00, 18 : 00]) and (𝑗𝑜𝑏 𝑡𝑖𝑡𝑙𝑒 is 𝑠𝑡𝑎𝑓𝑓) THEN granted

(5)

We can see that there are 3 types of attributes involved
in the policy set: 𝑡𝑖𝑚𝑒 is the timestamp of the request,𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛denotes the requester’s location (given in latitude and
longitude), and 𝑗𝑜𝑏 𝑡𝑖𝑡𝑙𝑒 denotes the 𝑠𝑢𝑏𝑗𝑒𝑐𝑡’s job position.
Then we define the membership functions as follows:

𝜇 (𝑞𝑖) = max (]1 (𝑞𝑖) , ]2 (𝑞𝑖))
]1 (𝑞𝑖) = ∑

2
𝑗=1 𝑤1,𝑗𝜉1,𝑗 (𝑞𝑖)
∑2𝑗=1 𝑤1,𝑗

]2 (𝑞𝑖) = ∑
3
𝑗=1 𝑤2,𝑗𝜉2,𝑗 (𝑞𝑖)
∑3𝑗=1 𝑤2,𝑗

(6)

In this case, we set all the attributes in the same policy to
the same weight, as shown below:

]1 (𝑞𝑖) = ∑
2
𝑗=1 𝜉1,𝑗 (𝑞𝑖)
2

]2 (𝑞𝑖) = ∑
3
𝑗=1 𝜉2,𝑗 (𝑞𝑖)
3

(7)

In order to describe 𝜉𝑖,𝑗, we firstly predefine a function𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦) to describe the distance between 𝑥 and 𝑦 in
meters. Then, we give the definitions of 𝜉𝑖,𝑗 as follows:
𝜉1,1 (𝑞𝑖) = max(1 − 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒 (𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛, 𝑜𝑓𝑓𝑖𝑐𝑒)100 , 0)

𝜉1,2 (𝑞𝑖) = {{{
1 𝑗𝑜𝑏 𝑡𝑖𝑡𝑙𝑒 is𝑚𝑎𝑛𝑎𝑔𝑒𝑟
0 otherwise

𝜉2,1 (𝑞𝑖) = 𝜉1,1 (𝑞𝑖)

𝜉2,2 (𝑞𝑖) =
{{{{{{{{{{{{{{{

2 ⋅ 𝑡𝑖𝑚𝑒 − 16, 𝑡𝑖𝑚𝑒 ∈ (7.5, 8]
1, 𝑡𝑖𝑚𝑒 ∈ (8, 18]
37 − 2 ⋅ 𝑡𝑖𝑚𝑒, 𝑡𝑖𝑚𝑒 ∈ (18, 18.5]
0, otherwise

𝜉2,3 (𝑞𝑖) = {{{
1, 𝑗𝑜𝑏 𝑡𝑖𝑡𝑙𝑒 is 𝑠𝑡𝑎𝑓𝑓
0, otherwise

(8)
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Then we assume that a subject 𝑆 initiates a request 𝑞1 as
follows:

𝑞1 =
{{{{{

𝑡𝑖𝑚𝑒 = 18 : 35
𝑗𝑜𝑏 𝑡𝑖𝑡𝑙𝑒 = 𝑚𝑎𝑛𝑎𝑔𝑒𝑟

𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = (112.54180𝐸, 28.95117𝑁)
}}}}}

(9)

When request 𝑞1 is initiated, the FBAC attempts to match𝑞1 with policies but fails.Then it turns to the fuzzy evaluation
process. As the credit cost of the 𝑞1 is 𝑐𝑜𝑠𝑡(𝑞1) ≈ 1 − 0.85 =0.15, then 0.15 is going to be consumed from 𝑐𝑆 for making 𝑞1
be granted.The systemwill ask subject 𝑆 for the consumption
confirmation in order to make sure whether 𝑆 is willing to
consume required credits to continue. Suppose that 𝑆 chooses
to spend his credits, then 𝑞1 is granted, and 𝑐𝑆 is decreased to0.15.

Next, when 𝑆 try to initiate another request 𝑞2 later as
follows:

𝑞2 =
{{{{{{{

𝑡𝑖𝑚𝑒 = 23 : 03
𝑗𝑜𝑏 𝑡𝑖𝑡𝑙𝑒 = 𝑚𝑎𝑛𝑎𝑔𝑒𝑟

𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = (112.54187𝐸, 28.95117𝑁)
}}}}}}}
, (10)

in the same way, we get that 𝑐𝑜𝑠𝑡(𝑞2) ≈ 0.19. Since 𝑐𝑆 =0.15 after the request 𝑞1, 𝑆 can not afford the cost of the 𝑞2, so𝑞2 will be rejected directly.
In addition, if 𝑆 passes the audit with his credit value 𝑐𝑆 =0.15, then 𝑐𝑆 will be restored to 0.225 according to expression

(4).

5. Discussion

In this section, we will briefly analyze the effect on usability
and security of FBAC, followed by complexity analyses.

Usability and Security. To describe the enhancive effect on the
overall resource usability of FBAC, we chose the granted rate,
which is defined as the rate of the granted requests to total
requests per unit time, as a reflection of usability.

Let 𝑈 denote the usability and 𝑅 denote the granted rate;
then we get the following expression in which 𝑅𝑛𝑜𝑟𝑚𝑎𝑙 and𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 denote the granted rates of requests matching or not
matching policies, respectively, while notation “∝” denotes
the relationship of positive correlation.

𝑈 ∝ (𝑅 = 𝑅𝑛𝑜𝑟𝑚𝑎𝑙 + 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙) (11)

Since FBAC shares the same 𝑅𝑛𝑜𝑟𝑚𝑎𝑙 with its elder sibling
ABAC obviously, the FBAC obtains extra usability improve-
ment Δ𝑈 which is positively correlated with 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 when
compared with ordinary ABAC, namely,

Δ𝑈 ∝ 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 (12)

Naturally, the configurable threshold𝐻 is closely associ-
ated with the usability. For any request 𝑞∗ failed in policies
matching with overall matching degree 𝜇(𝑞∗), we suppose
that 𝜇(𝑞∗) = 𝑥 obeys a probability density distribution 𝑓(𝑥)

while the probability of available credit of requester 𝑐∗ ≥𝜇(𝑞∗) obeys another probability density distribution ℎ(𝑥),
then we can deduce the following relational expression:

𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 ∝ ∫
𝑀𝑎𝑥

𝐻
ℎ (𝑥) 𝑓 (𝑥) 𝑑𝑥 (13)

Since ℎ(𝑥) and 𝑓(𝑥) are commonsensically positive, we
find an inverse correlation between the incremental usabilityΔ𝑈 and the threshold𝐻 in expression (13); that is, a lower𝐻
leads to more approvals on requests. Apparently, the FBAC
would deteriorate to standard ABAC if𝐻 tends to the upper
bound, i.e., the value 1 in our case.

Not surprisingly, the usability improvement also comes
with security risks. As the FBAC may authorize exceptional
access requests which do not fully comply with the current
policies in some cases, this feature can be abused by indiscreet
users or even be exploited by malicious users for accessing
extra resources and thereby bringing additional risks to the
system. Here, the deviation between the overall matching
degree of the exceptional request (i.e., 𝜇(𝑞∗)) and the closest
matching policy (the standard normalization value “1”) is
used as the risk indicator of each exceptional authorization.

Correspondingly, the FBAC has effective countermea-
sures to mitigate the risks induced by the fuzzy assessment
mechanism to the acceptable level. Firstly, as a general and
indiscriminate defense, the reject threshold is used to screen
out high-risk requests deviating far from current policies,
i.e., any request 𝑞∗ with overall matching degree 𝜇(𝑞∗) lower
than the threshold 𝐻 would be declined directly, because
the FBAC is aiming at improving the flexibility and effi-
ciency of exceptional authorizations rather than invalids the
security policies. Thus, the security risk of each exceptional
authorization is limited within the controllable range 1 − 𝐻.
Secondly, the credit mechanism is used as the individualized
constraint against the abuse attacks on the FBAC. As for each
requester, each exceptional authorization definitely comes
with corresponding credit cost which is determined by the
risk of that request 𝑞∗ (i.e., 𝑐𝑜𝑠𝑡(𝑞∗) = 1 − 𝜇(𝑞∗)). In other
words, a request 𝑞∗ will be declined if the corresponding
requester 𝑥∗ does not have enough credit to afford the credit
cost 𝑐𝑜𝑠𝑡(𝑞∗) of the exceptional request, i.e., 𝑐𝑥

∗

< 𝑐𝑜𝑠𝑡(𝑞∗).
Therefore, the immoderate and even malicious exceptional
access behaviors are mitigated due to the limitation of
credit. According to the analysis above, then the maximum
security risk of one exceptional authorization associated with
a requester 𝑥∗ is further limited within Minimum(1 − 𝐻,𝑐𝑥
∗

). Meanwhile, within each audit cycle, the total security
risk which can be caused by the exceptional authorizations
related to each single requester 𝑥∗ is limited below his credit
value 𝑐𝑥

∗

(the value at the beginning of the audit cycle). In
addition, for each subject 𝑥∗, the credit consumption has the
additive restrictive effect on future requests because only a
portion of the already consumed credits could be restored
according to credit recovery mechanism. Briefly, the more
credits the requester used in one audit cycle, the less total
amount he will have in the future, which further reduces
the abuse risks of the exceptional authorizations. Finally,
the FBAC integrates a periodic manual audit mechanism as
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Table 2: The parameter configuration.

Case 𝐶𝑚𝑎𝑥 𝑟 𝐻 Time weight Location weight
1 0.80 0.50 0.80 0.50 0.50
2 0.80 0.50 0.85 0.50 0.50
3 0.80 0.50 0.90 0.50 0.50
4 0.80 0.50 0.80 0.40 0.60
5 0.80 0.50 0.80 0.20 0.80

the post-security mechanism to review all the exceptional
authorizations. As for the suspects, their credit restorations
would be suspended until proven innocent. As a result, they
would lose the privileges to obtain instant approvals for their
exceptional requests as their credits will keep reducing and
can not get replenished. Therefore, the entire risk which can
be caused by the exceptional authorizations granted for a
single suspect identified during the audits is limited within
the credit line 𝑐𝑚𝑎𝑥.

Summarily, the FBAC broadens the granting bounds to
a certain extent for all the requests with the help of fuzzy
evaluation mechanism and limits the special approval rate
of each individual requester with the help of credit and
audit mechanism, thereby achieving better timely usabil-
ity than standard ABAC with the controllable sacrifice of
security.

Complexity. The complexity of access control is related to
the number of concurrent requests, policies, and attributes
contained in each policy.Themore the attributes are involved
in a policy, the higher the computational complexity of this
policy will be. Generally, as the granularity of access control
becomes finer, the complexity of policy increases and the time
cost of decision-making process also grows slightly and tends
to flatten out.

Assuming there are 𝑚 policies and 𝑛 attributes, the
number of requests that occur at the same time in the
system is 𝑘, the computational complexity of a basicmatching
process is 𝑂(1) in original ABAC model. In the worst case,
each policy and attribute needs a matching calculation, and
thus the complexity of a single decision is 𝑂(𝑚𝑛). Because
complexity is proportional to the number of requests made

simultaneously, the total computational complexity of the
whole system is 𝑂(𝑘𝑚𝑛).

Correspondingly, the computational complexity of both a
basic matching process and credit evaluation process in our
FBAC model is also 𝑂(1); that is to say, the complexity of a
single decision is still 𝑂(𝑚𝑛); thus the total computational
complexity remains at 𝑂(𝑘𝑚𝑛).

Compared with the standard ABAC model, our FBAC
model has two additional processes, the credit-based judg-
ment and the fuzzy assessment, which is a little com-
plex than the simple yes/no decision. And the over-
head of both parts can be considered of the same order
of magnitude as the former. This explains why both
models (i.e., ABAC and FBAC) have the same com-
putational complexity. It also shows that the impact of
FBAC in terms of performance is within an acceptable
range.

6. Experimental Evaluation

We developed an FBAC prototype to evaluate its availability,
security, and performance through several experiments.

6.1. Test Scenarios. By modifying the ABAC source codes of
Deter Project [35], we implemented a prototype of FBAC
and deployed it to 5 virtual servers on a single physical
machine (64-bit CentOS 7, 4vCPUs (i5-7500 3.4GHz), 16GB
RAM, 1TB Storage, supported by OpenStack (Pike v3.12.0))
for experiments.

In our FBAC systems, we firstly configured the following
policy set and set the audit time interval to one week
uniformly.

𝑝𝑜𝑙𝑖𝑐𝑦 : {{{
IF (𝑙𝑜𝑐𝑎𝑡𝑖𝑜𝑛 = (112.54153𝐸 ± 0.0001, 28.95117𝑁 ± 0.0001))
and (𝑡𝑖𝑚𝑒 ∈ [8 : 00, 18 : 00]) THEN granted

(14)

And then we conducted four experiments with respective
FBAC configuration parameters shown in Table 2. And in
each experiment, we simulated 500 users to initiate requests
to FBAC servers. These users follows Poisson distribution
in time and move around according to Random Way Point
(RWP) [36] model to fit the mobile features. The simulation
system will randomly regenerate the destination and the
moving speed for each user every 30 minutes. Addition-
ally, we also introduced small noises (±10m) randomly to

users’ location coordinate data for simulating the fluctuations
in the real positioning system. These users were set as
“benign” or “malicious” separately with several different user
behavioral patterns correspondingly to generate requesting
data. Furthermore, we set that benign users will abort
their requests randomly in responding to credit misuse
prompts whereas malicious users will not, according to the
knowledge that benign users are more compliance with
rules.
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Figure 2: The average granted ratio of requests.

benign users
malicious users

0%

10%

20%

30%

40%

G
ra

nt
ed

 R
at

io

7 14 21 280
Time (day)

Figure 3: 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 of benign and malicious users.

Note that in the fourth and fifth cases, we forced all the
users to obey the time restriction to articulate the effect of
attribute weights.

The experiments last for four weeks and each audit period
is 5 days long. All the access histories are recorded in access
logs for further analyses.

6.2. Analysis

Usability. As the granted ratio of requests which fail to meet
policies (denoted by 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙) reflects the extra improvement
on immediate resource usability, we count up such average
granted rate based on the Case 1, as shown in Figure 2.We can
learn that the average granting rate of exceptional requests is
maintained in a positive range during the experiment, which
illustrates the usability increment of FBAC compared with
ABAC through the employment of fuzzy evaluation method.

Security. Again, based on Case 1, we evaluated the resistance
of FBAC against security risks. Figure 3 shows the granted

Table 3: The time cost of the decision-making process.

Model Average time (ms) Best time (ms) Worse time (ms)
FBAC 0.033 0.019 0.245
ABAC 0.017 0.002 0.081

ratios of both benign and malicious user respectively. It is
clear that 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 of benign users is limited to a certain upper
bound by the threshold, particularly, below 35% in Case 1,
while that of malicious users is even far lower throughout the
test duration. Furthermore, it also illustrates that such rates
of both benign and malicious users are further constrained
by credit mechanism. With the consumption and partial
recovery of credits controlled by credit and audit mechanism,𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 of benign users reveals a hysteretic declined trend
within each audit cycle and will fluctuate along with audit
cycles during the testing period. When it comes to malicious
users, this ratio is decreasing continuously over audit cycles
and is gradually converging to 0.

Such results demonstrate that the threshold provides
a general and coarse-grained restriction on requests while
credit system supplies additive restrictive effect on the
requests in each audit cycle. In addition, the auditmechanism
is effective in limiting 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 of users with malicious or
abnormal behaviors as their credits will be used up easily
and can hardly be restored because of the audit mechanism.
Therefore, the FBAC is sufficient to defend against abuse
attacks.

Parameter Effects. We have tuned two major regulative
parameters in FBAC to explore their potential influence.

(1) Threshold. To study the impact of the reject threshold, we
increased the threshold𝐻 by 0.05 in Case 1, Case 2 and Case
3 gradually. Unsurprisingly, Figure 4 illustrates that 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 in
FBAC is closely related to the threshold 𝐻; i.e., the higher𝐻 is, the lower the granted rate will be. Besides, although a
low𝐻may accelerate the credit consumption, which in turn
affects the granted rate due to the rejection cases caused by
credit insufficiency, this side effect is unable to impact the
main trend on a macroscale.

(2) Attribute Weight. When it comes to the attribute weight,
s Cases 4 and 5 were selected for comparison as they
set the time variable to fixed value by obeying the time
restriction and share the same 𝐶𝑚𝑎𝑥 and 𝐻 parameters.
As seen in Figure 5, the bigger weight coefficient for the
location attribute in Case 5 leads to a lower granted rate when
compared with that of Case 4. This shows that the weight
mechanism can effectively adjust the overall impact of each
attribute on the decision-making process.

Performance.We evaluated the time cost of decision-making
processes of both FBAC and ABAC to measure the per-
formance. According to the results in Table 3, although
FBAC wraps ABAC and adds additional mechanisms for
making authorization decisions, it only incurs quite light and
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Figure 4: 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 under different thresholds.
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(a) 𝑤𝑡 = 0.4, 𝑤𝑙 = 0.6
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Figure 5: 𝑅𝑠𝑝𝑒𝑐𝑖𝑎𝑙 under different attribute weights.

acceptable overhead in average compared with ABAC, which
is almost imperceptible to requesters.

7. Conclusion

In this paper, a feasible FBAC technique is proposed that
improves upon the standard ABAC paradigmwith good flex-
ibility and time efficiency in dealing with exceptional urgent
requests which do not comfort to policies in the dynamic and
unpredictable environment. Beyond ABAC, we use a fuzzy
evaluation method to do unattended special authorizations
for exceptional requests that failed in policy matching. We
also use credit and corresponding audit mechanisms to limit
the abuse risk of special approvals. A tangible example is given
to explain the working details, which indicates the suitability
of FBAC in mobile and dynamic scenarios. In addition,
the theoretical analyses and experimental evaluations show
that the FBAC paradigm reinforces the system in favor of
time efficiency and usability with the controllable expense of
security.

In future work, we would like to further refine the
authorization decision-making scheme with the support of
the latest deep learning techniques (e.g., neural network)
to discover benign and riskful access patterns based on
the access behavior mining for helping the FBAC better
distinguish between benign and malicious requests, thereby

enabling more intelligent and accurate handling for excep-
tional access cases. Moreover, we also believe that deploying
the FBAC system in China’s current Xiangyamedical big data
systemwould havemore practical and exploratorymeanings.
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Smartphone usage has been continuously increasing in recent years. In addition, Android devices are widely used in our daily
life, becoming the most attractive target for hackers. Therefore, malware analysis of Android platform is in urgent demand. Static
analysis and dynamic analysis methods are two classical approaches. However, they also have some drawbacks. Motivated by this,
we present Demadroid, a framework to implement the detection of Android malware. We obtain the dynamic information to
build Object Reference Graph and propose 𝜆-VF2 algorithm for graph matching. Extensive experiments show that Demadroid
can efficiently identify the malicious features of malware. Furthermore, the system can effectively resist obfuscated attacks and the
variants of known malware to meet the demand for actual use.

1. Introduction

Android is a mobile operating system developed by Google,
based on the Linux kernel, and designed primarily for
touchscreen mobile devices such as smartphones and tablets
[1]. On top of the kernel level, there are middleware, libraries,
andAPIswritten inCprogramming language. And the kernel
level is independent of other resources [2].

With the popularity of smartphones, the number of users
of Android dramatically rises [3]. However, the popularity
of Android also attracts the attention of malware, which
has become an urgent threat to users [4]. According to
the types of threats, malicious apps can be divided into at
least six categories: abuse of value-added services software,
advertising fraud software, data theft software, malicious
downloading software,malicious decoding software, and spy-
ware. Research from security company Trend Micro shows
that the premium service abuse is themost common type. For
example, textmessages are sent from infected phones without
the permission of users [5]. Android has become the hardest
hit. However, Google engineers have argued that themalware
and virus threat on Android is being exaggerated by security
companies for commercial reasons. A survey published by F-
Secure showed that only 0.5% of Android malware reported
had come from the Google Play store [6].

In addition, the source of malware is very extensive.
Different from the PC virus, Android malicious attack has its
own features; various types of malicious codes cover almost
every level.The proportion of variousmalware types is shown
in Figure 1 [7].

Motivated by this, a great number of Android malware
detecting methods are proposed which are divided into two
types as follows [8].

The first kind of methods is static analysis. Static methods
analyze the executable file directly instead of running it. For
example, DroidDet [9] statically detects malware by utilizing
the rotation forest model. However, this work cannot resist
the obfuscated attack.

Another type of approaches is dynamic analysis. Different
from the static methods, dynamic methods extract the mali-
cious features at runtime, which improves the effectiveness of
detection. By contrast, dynamic analysis has stronger robust-
ness. Dynamic analysis techniques are not compatible in
some cases because developing tools that allow the dynamic
analysis of malware is very challenging, and such techniques
require extensive resources and often do not have enough
scale to be used in practice [10]. Shabtai A et al. [11] propose
a new dynamic technique, sandbox, which is built by the
kernel LKM (Loadable Kernel Module). They analyze the
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Figure 1: Android malware distribution. This figure is reproduced
from 360 Internet Security Center [7] (2017) [under the Creative
Commons Attribution License/public domain].

system calls from the kernel to create the log file. However,
the modification to the kernel level causes the instability
of operations, and the user interaction is only simulated by
automatic tools, which is no real operation [12].

To address these problems, we propose a more effective
Android dynamic technology to detectmalware.This is a new
technique of establishing dynamic birthmarks. We extract
the reference relationships between objects allocated in heap
memory and then establish ORG (Object Reference Graph)
to build ORGB (Object Reference Graph Birthmark) as the
feature. In addition, we propose 𝜆-VF2 algorithm to match
the subgraph isomorphism.

Compared with the existing dynamic birthmark meth-
ods, we utilize the information in heap, which can also be
used to solve the problem of code plagiarism. In summary,
the main contributions of this paper are listed as follows.

(i) We establish ORG by extracting all the referential
relationships between objects allocated in heapmem-
ory.

(ii) With the analysis of the program class, we extract the
feature classes to build ORGB as the birthmark of
malware.

(iii) Based on VF2 algorithm, we propose 𝜆-VF2 algo-
rithm to improve the false negative rate and false
positive rate.

(iv) We propose an Android malware detection system
Demadroid which resists the obfuscated attack.
To demonstrate the effectiveness of the proposed
approaches, we conduct extensive experiments.
Experimental results show that the proposed system
and algorithm perform well.

The rest of the paper is organized as follows. In Section 2,
we discuss the related work, and we give the details of our
algorithm in Section 3. Section 4 presents the framework
of Demadroid. The evaluation of Demadroid is depicted in
Section 5. In Section 6, we summarize the whole work.

2. Related Work

Several approaches have been proposed recently to detect
malware in Android. Generally, they are divided into static
analysis and dynamic analysis.

Static analysis inspects app without executing it. Julia
is a Java bytecode static tool for Android platform, but it
cannot parse the classes generated by the XML file mapping.
Payet É et al. [10] improve it to analyze the bytecode of
Dalvik Virtual Machine. Kui Luo et al. [13] propose a
bytecode conversion tool for privacy stolen malware and
enable it to convert intoDVMbytecodes and analyzeAndroid
programs. Literature [14] uses the existing tools dex2jar
and FindBugs for analysis, which traversed the flowchart of
Android programs and obtains the functional dependencies
between Intent objects.The aboveworks are based on existing
tools, which have a great number of limitations. Batyuk L
et al. [15] present disassembly method by disassembling the
malicious code of Android. They get the malicious part and
modify it to separate the malicious code. This method is
effective for the untreated apps but cannot deal with the
obfuscated code. Based on sensitive data access, Di Cerbo F
et al. [16] study the privacy-stealing code. By analyzing the
permissions feature of the program request, they compare
with the defined features to determine whether the program
is malicious. One important problem in this work is that
Android does not have permission restrictions on the use
of API. Therefore, it cannot identify the malicious code
utilizing Android vulnerabilities. In a word, the drawbacks
of static methods are obvious; their robustness is weak.
And several attacks such as code obfuscation, Junk Code,
and other antidetection techniques can easily avoid detec-
tion.

Dynamic analysis can resist the code obfuscation attack
but is more expensive than static methods. Isohara T et
al. [17] use a kernel-level monitoring method to record the
system call of Android program. This method can effec-
tively analyze the record of system calls. However, it is just
used for the monitoring of stolen information. Based on
this, Schmidt A D et al. [18] present further research and
divide the monitoring into Android application layer, system
application layer, and system kernel layer. However, there
are no valid experimental tests to verify the feasibility of
the work. Crowdroid [19] is a classifier based on anomaly
detection. The system uses the existing Strace program to
monitor system calls and create record files. After being
uploaded to the server, the files are classified by the K-
Means algorithm. However, in this case, the amount of data
and the network traffic of the system are relatively large,
and the problem of data security is brought at the same
time. Attackers can easily fabricate the key information and
interfere with the result. Shabtai A et al. [11] mention a
dynamic analysis technique, sandboxing, which is a new
direction forAndroidmalicious code detection.However, the
current sandbox technology is incomplete. Myles et al. [20]
use the control flow of apps to identify malicious behaviors.
Experiments show that control-flow analysis is more effective
than static birthmark analysis in dealing with attacks utilizing
the semantics.
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3. VF2 Algorithm

3.1. Isomorphic Patterns of Graphs. In the past decades,
graph matching has been one of the main research topics in
computer science. In general, graph matching can be classi-
fied into two lines, exact-matching algorithms and inexact-
matching algorithms. Exact-matching algorithms require
strict consistency between two candidate graphs. The most
stringent pattern of exact-matching algorithms is graph
isomorphism, which requires the mapping of nodes and
edges on both graphs to be bijections [21].The fuzzier pattern
of exact-matching is subgraph isomorphism which requires
at least the strict consistency between the subgraph and the
ideograph [22].

Moreover, inexact-matching algorithms, which are also
called fault-tolerance matching, relax the constraints with
errors and noises. Monomorphism is the inexact-matching
which gets rid of the bidirectional requirement of edge-
remaining bases on subgraph isomorphism. It requires that
every node of the first graph can map different nodes and
edges in the second graph, which allows the redundant
edges and nodes. The weaker graph match pattern is the
homomorphism, which is a many-to-one mapping that does
not require that every node of the first graph is mapped to a
different node of the second graph. Isomorphismmatching is
another method to match the subgraphs, of which the result
is not unique. It is also used to find the largest subgraph
match, which is called the maximum common subgraph
(MCS).

3.2. Analysis of the Subgraph Isomorphism Matching Algo-
rithm. All the isomorphic patterns are NP-complete prob-
lems except graph isomorphism. Whether graph isomor-
phism is NP-complete problem has not been proved till now
[23]. At present, polynomial time algorithms are matched for
special types of graphs, and there is no general polynomial
time algorithm for general graphs. For this reason, the time
complexity of the exactly matching algorithm is exponential
in the worst case. However, in practical problems, the cost
of time is basically acceptable. Because the type of graph
encountered in practical problems is not the worst case and
the attributes of the nodes and edges can greatly reduce the
search time.

The problem of graph isomorphic matching is a very
classic problem in graph theory, and the algorithms used
in different scenarios are different. In practice, the data
required for the establishment of a graph will inevitably be
disturbed; that is why graph isomorphism is rarely used.
Subgraph isomorphism and monomorphism are commonly
used patterns. They are more effective in dealing with prac-
tical problems. Many algorithms have been developed for
these two problems. At present, the exact match algorithm
is more effective for the basic graphs and searching for
MCS.

3.2.1. Ullmann Algorithm. One of the most important types
of graph matching algorithm is the Ullmann algorithm [24],
which was proposed in 1976. It can solve the isomorphic
problems, such as isomorphism, subgraph isomorphism,

and monomorphism. At the same time, the algorithm also
provides a way to deal with the maximummatching, so it can
also be used to solve the CMS problem.

To reduce the bad matching branches, Ullmann algo-
rithm proposes predictive equation to control backtracking
process, significantly reduce the scale of search space, and
improve the performance of the algorithm.

3.2.2. Ghahraman Algorithm. Ghahraman proposed another
backtracking based monomorphism algorithm in 1980 [25].
To reduce the search space, a technique like association graph
is used in this paper.Thematching search is carried out on the
NetGraph matrix. This matrix is generated by the product of
the Descartes product between the nodes of the matched two
graphs. The monomorphism matching of the two graphs is
related to a subgraph of the NetGraph. The author finds two
necessary conditions for the partial matching to produce the
result.

One of the main disadvantages is that the storage of
NetGraph requires at least one matrix of 𝑁2 ∗ 𝑁2 size, in
which N represents the number of nodes. Therefore, this
algorithm is more suitable for a graph with lower number of
nodes.

3.2.3. Nauty Algorithm. Nauty algorithm [26] is the most
famous tree search algorithm which is not based on back-
tracking. It only deals with the isomorphic problem and
is recognized as the fastest one. By using the conclusion
group theory, it creates an automorphism group for each
input. And every automorphism group produces a standard
label to guarantee that the only node order is introduced by
each equivalent class of the automorphism group. Then, the
isomorphic comparison of the two graphs is equivalent to the
adjacency matrix comparison of the standard label.

The time complexity of comparison is O(𝑁2) of the worst
case. In most cases, the time performance is acceptable.
Because the establishment of standard tags can be carried
out independently.Therefore, it is more suitable for the graph
matching in a large library.

3.2.4. VF and VF2 Algorithm. The VF algorithm proposed
by Cordellac [27] is applied to both isomorphism and
subgraph isomorphism. Cordellac defined a heuristic search
by analyzing the adjacent nodes of matched nodes. This
heuristic algorithm is significantly better than Ullman and
other algorithms in many cases.

Cordella improved the algorithm in 2001, which is called
the VF2 algorithm [28]. The improvement reduces the space
complexity from 𝑂(𝑁2) to 𝑂(𝑁), in which N donates the
number of nodes. In this way, the algorithm can be applied
to the matching of large graphs.

The VF2 algorithm is also used in many other related
fields. For example, Jonathan Crussell et al. propose
DNADroid [29], a tool which uses VF2 algorithm to detect
cloned apps. In this work, VF2 algorithm is used to compute
subgraph isomorphism. The experiment proves that VF2
algorithm is suitable for graphs containing a variety of node
types.
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Figure 2: SSR instance diagram.

3.3. Comparison of Subgraph Isomorphism Matching Algo-
rithms. In this section, we analyze several classical algo-
rithms mentioned in Section 3.2 and select the proper algo-
rithm as the foundation of our matching process. The main
types of graph include the bounded Valence Graph, the two-
dimensional grid graph (2D Mesh Graph), and the random
connection graph (Randomly Connected Graph). Foggia et
al. analyze the above algorithms by experiments [30]. The
ORG in our work is similar to random connection graph
and quite different from the other two kinds. Therefore, we
only discuss the condition of random connection graphs.
Foggia uses a control group with different density of nodes
and edges.The experimental result shows that VF2 algorithm
and Nanty algorithm are better than Ullmann algorithm in
dealingwith randomconnection graphs. VF2 performs better
than VF algorithm when the density is different. Compared
with Nauty algorithm, VF2 algorithm has a better effect to
match spares graphs. AndNauty algorithm ismore applicable
to dense graphs.

In this paper, we match the subgraphs between object
reference dependency graphs, in which nodes represent
classes, and directed edges represent references between
classes. According to the analysis of samples, the number of
nodes in ORG is within 100.Therefore, the algorithm used in
this paper is based on VF2 algorithm.

3.4. Review of VF2 Algorithm. VF2 algorithm is applicable to
isomorphism, subgraph isomorphism, and monomorphism
because it does not impose restrictions on the topology of
matched graphs. The algorithm adopts the concept of state
space representation (from now on SSR) in the matching
process and proposes five feasible rules to prune the search
space. Compared with VF algorithm, the most significant
improvement is the strategy of traversing the search tree and
the data structure making the algorithm applied to match the
graph with thousands of nodes.

The primary idea of the VF2 algorithm is as follows.
Given the digraphs 𝐺1(𝑁1, 𝐵1) and 𝐺2(𝑁2, 𝐵2), shown in
Figure 2, we are looking for the isomorphicmapping between
them. Map M is used to express (𝑛,𝑚), in which 𝑛 donates
a node of 𝐺1 and 𝑚 donates a node of 𝐺2. The process of
finding the mapping 𝑀 is described by SSR. Each state 𝑠 in
the matching process is a partial mapping 𝑀(𝑠), which is a
subset of𝑀.𝐺1(𝑠) donates the subgraph of the mapping𝑀(𝑠)

associated with 𝐺1, and 𝐺2(𝑠) donates the subgraph of 𝐺2
matched by 𝑀(𝑠).𝑉1(𝑠) and 𝑉2(𝑠), respectively, represent the
set of vertices in𝐺1(𝑠) and𝐺2(𝑠).𝐸1(s) and𝐸2(s), respectively,
denote the edge set in𝐺1(𝑠) and𝐺2(𝑠). Given themiddle state
sp, the partial𝑀 is as follows:

𝑀 = {(𝑛1,𝑚2) , (𝑛2,𝑚1) , (𝑛3,𝑚3) , (𝑛4,𝑚6) , (𝑛5,𝑚4) ,

(𝑛6,𝑚5)}

𝑀 (𝑠𝑝) = {(𝑛1,𝑚2) , (𝑛2,𝑚1) , (𝑛3,𝑚3) , (𝑛4,𝑚6)}

𝑉1 (𝑠𝑝) = {𝑛1, 𝑛2, 𝑛3, 𝑛4}

𝑉2 (𝑠𝑝) = {𝑚2,𝑚1,𝑚3,𝑚6}

𝐸1 (𝑠𝑝) = {⟨𝑛1, 𝑛2⟩ , ⟨𝑛2, 𝑛3⟩ , ⟨𝑛3, 𝑛4⟩}

𝐸2 (𝑠𝑝) = {⟨𝑚2,𝑚1⟩ , ⟨𝑚1,𝑚3⟩ , ⟨𝑚3,𝑚6⟩}

(1)

There are multiple states in the matching process, and
state 𝑠 is converted to another state by adding a pair of new
nodes. By adding different pairs of nodes, 𝑠 is converted to
various states. In this way, the new state is described using
a tree structure in which parent node represents the original
state and the child node represents the new state. In Figure 2,
𝑠 converts to sq after adding node (𝑛5,𝑚4). Figure 3(a) shows
that the node pairs (𝑛5,𝑚4) are just one of many possible
ones. Therefore, we need to select the appropriate state by
backtracking the search tree. In Figure 3(b), after joining
(𝑛5,𝑚4), G1(sp) and G2(sp) are successfully converted to
G1(sq) and G2(sq).

In the matching process, 𝑀 is obtained by searching the
SSR. VF2 algorithm proposes five feasible rules to reduce the
time complexity by pruning the search space. According to
the proposed rules, the unsatisfied child nodes are removed.
The remaining nodes set is called the candidate set 𝐻(𝑠),
which is traversed in the depth-first order. The pseudocode
of VF2 algorithm is shown in Algorithm 1.

The following definitions are given:
(1) 𝑇𝑜𝑢𝑡1 (𝑠): it denotes a vertex set of𝐺1, vertexes of which

are descendent vertexes of𝐺1(s) but not contained in
𝐺1(s).

(2) 𝑇𝑜𝑢𝑡2 (𝑠): it denotes a vertex set of𝐺2, vertexes of which
are descendent vertexes of𝐺2(𝑠) but not contained in
𝐺2(s).
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Input: 𝐺1, 𝐺2, State 𝑠, initialized state: 𝑠0, 𝑀(𝑠0) is set empty
Output: The isomorphic map: 𝑀
(01) PROCEDURE VF2 Match(𝑠)
(02) IF |𝑀(𝑠)| = |𝐺2| THEN
(03) Successful Match
(04) ELSE
(05) Find𝐻(𝑠) which is the set of possible pairs for 𝑀(𝑠)
(06) FOREACH h in 𝐻(𝑠)
(07) IF all rules are satisfied for h added to 𝑀(𝑠) THEN
(08) 𝑠󸀠 = put ℎ into 𝑀(𝑠)
(09) CALL VF2Match (𝑠󸀠)
(10) ENDIF
(11) ENDFOREACH
(12) Restore data
(13) ENDIF
(14) END PROCEDURE VF2MATCH

Algorithm 1: The original VF2 algorithm.
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Figure 3: SSR state transition diagram.

(3) 𝑇𝑖𝑛1 (𝑠): it denotes a vertex set of 𝐺1, vertexes of which
are antecedent vertexes of 𝐺1(s) but not contained in
𝐺1(s).

(4) 𝑇𝑖𝑛2 (𝑠): it denotes a vertex set of 𝐺2, vertexes of which
are antecedent vertexes of 𝐺2(s) but not contained in
𝐺2(s).

The steps of selecting 𝐻(𝑠) are as follows:

(1) If 𝑇𝑜𝑢𝑡1 (𝑠) and 𝑇𝑜𝑢𝑡2 (𝑠) are not empty sets, then 𝑃(𝑠) =
𝑇𝑜𝑢𝑡1 (𝑠) ∗ 𝑇𝑜𝑢𝑡2 (𝑠).

(2) If 𝑇𝑜𝑢𝑡1 (𝑠) and 𝑇𝑜𝑢𝑡2 (𝑠) are both empty sets and 𝑇𝑖𝑛1 (𝑠)
and 𝑇𝑖𝑛2 (𝑠) are not empty sets, then 𝑃(𝑠) = 𝑇𝑖𝑛1 (𝑠) ∗
𝑇𝑖𝑛2 (𝑠).

(3) If 𝑇𝑜𝑢𝑡1 (𝑠), 𝑇𝑜𝑢𝑡2 (𝑠), 𝑇𝑖𝑛1 (𝑠), and 𝑇𝑖𝑛2 (𝑠) are empty sets,
then 𝑃(𝑠) = (𝑉1 − 𝑉1(𝑠)) × (𝑉2 − 𝑉2(𝑠)).

(4) Other conditions prune the state 𝑠.

As described above, if one of 𝑇𝑜𝑢𝑡1 (𝑠) and 𝑇𝑜𝑢𝑡2 (𝑠) or one of
𝑇𝑖𝑛1 (𝑠) and 𝑇𝑖𝑛2 (𝑠) is an empty set, state 𝑠 is pruned. For state
𝑠, the algorithm needs to check all the candidate nodes (𝑚, 𝑛)
by the feasibility function 𝐹(𝑠, 𝑛, 𝑚), in which 𝑠 denotes the

current state, 𝑛 denotes a vertex of 𝐺1, and 𝑚 represents a
vertex of 𝐺2. The return value of 𝐹(𝑠, 𝑛,𝑚) reflects whether
the given node is feasible. If the node is not feasible, the path
of it will be pruned.

The feasibility rules are divided into grammatical and
semantic. The grammatical rules express the topological
structure of the graph, and the semantic ones express the
properties of the vertices and edges. In this work, we consider
the grammar rules because there are no properties in edges
and vertexes of ORG. Therefore, 𝐹𝑠𝑦𝑛(𝑠, 𝑛, 𝑚) is defined as
follows:

𝐹𝑠𝑦𝑛 (𝑠, 𝑛, 𝑚) = 𝑅𝑝𝑟𝑒𝑑 ∧ 𝑅𝑠𝑢𝑐𝑐 ∧ 𝑅𝑖𝑛 ∧ 𝑅𝑜𝑢𝑡 ∧ 𝑅𝑛𝑒𝑤 (2)
Five feasible grammar rules are defined in 𝐹𝑠𝑦𝑛(𝑠, 𝑛, 𝑚),

in which𝑅𝑝𝑟𝑒𝑑 and𝑅𝑠𝑢𝑐𝑐 are the consistency of𝑀(𝑠). After the
candidate node (𝑚, 𝑛) is added, 𝑅𝑖𝑛, 𝑅𝑜𝑢𝑡, and 𝑅𝑛𝑒𝑤 are used
to prune the search space.

𝑃𝑟𝑒𝑑(𝐺, 𝑛) denotes the set of the antecedent nodes of 𝑛
in figure 𝐺, and 𝑆𝑢𝑐𝑐(𝐺, 𝑛) denotes the set of the descendent
nodes of 𝑛 in figure𝐺.The algorithmdefines𝑇1(s) = 𝑇𝑖𝑛1 (s)∨
𝑇𝑜𝑢𝑡(s), 𝑁󸀠1(𝑠) = 𝑁1(𝑠) − 𝑀1(𝑠) − 𝑇1(𝑠). 𝑇2(𝑠) and 𝑁󸀠2(𝑠) are
defined as 𝑇2(s) = 𝑇𝑖𝑛2 (s) ∨ 𝑇𝑜𝑢𝑡(s),𝑁󸀠2(𝑠) = 𝑁2(𝑠) −𝑀2(𝑠) −
𝑇2(𝑠).
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Input: 𝐺1, 𝐺2, state s, the initial state: 𝑠0, 𝑀(𝑠0) is empty, 𝜆: Precision control parameters
Output: Isomorphic Mapping
(01) PROCEDURE VF2 Match(s)
(02) IF |𝑀(𝑠)| ≥ 𝜆|𝐺2| THEN
(03) Successful Match
(04) ELSE
(05) Find𝐻(𝑠) which is the set of possible pairs for 𝑀(𝑠)
(06) FOREACH h in 𝐻(𝑠)
(07) IF all rules are satisfied for h added to 𝑀(𝑠) THEN
(08) 𝑠󸀠 = put ℎ into 𝑀(𝑠)
(09) CALL VF2Match(𝑠󸀠)
(10) ENDIF
(11) ENDFOREACH
(12) Restore data
(13) ENDIF
(14) END PROCEDURE VF2MATCH

Algorithm 2: 𝜆-VF2 algorithm (based on VF2 algorithm).

Rule 1 (𝑅𝑝𝑟𝑒𝑑(𝑠, 𝑛, 𝑚)).

((∀𝑛󸀠 ∈ 𝑀1 (𝑠)) ∩ 𝑃𝑟𝑒𝑑 (𝐺1, 𝑛) ∃𝑚
󸀠

∈ 𝑃𝑟𝑒𝑑 (𝐺2, 𝑚) | (𝑛󸀠, 𝑚󸀠) ∈ 𝑀 (𝑠))

∧ ((∀𝑚󸀠 ∈ 𝑀2 (𝑠)) ∩ 𝑃𝑟𝑒𝑑 (𝐺2, 𝑛) ∃𝑛
󸀠

∈ 𝑃𝑟𝑒𝑑 (𝐺1, 𝑛) | (𝑛󸀠, 𝑚󸀠) ∈ 𝑀 (𝑠))

(3)

Rule 2 (𝑅𝑠𝑢𝑐𝑐(𝑠, 𝑛, 𝑚)).

((∀𝑛󸀠 ∈ 𝑀1 (𝑠)) ∩ 𝑃𝑟𝑒𝑑 (𝐺1, 𝑛) ∃𝑚
󸀠

∈ 𝑆𝑢𝑐𝑐 (𝐺2, 𝑚) | (𝑛󸀠, 𝑚󸀠) ∈ 𝑀 (𝑠))

∧ ((∀𝑚󸀠 ∈ 𝑀2 (𝑠)) ∩ 𝑃𝑟𝑒𝑑 (𝐺2, 𝑛) ∃𝑛
󸀠

∈ 𝑆𝑢𝑐𝑐 (𝐺1, 𝑛) | (𝑛󸀠, 𝑚󸀠) ∈ 𝑀 (𝑠))

(4)

Rule 3 (𝑅𝑖𝑛(𝑠, 𝑛, 𝑚)).

(𝐶𝑎𝑟𝑑 (𝑆𝑢𝑐𝑐 (𝐺1, 𝑛) ∩ 𝑇𝑖𝑛1 (𝑠))

≥ 𝐶𝑎𝑟𝑑 (𝑆𝑢𝑐𝑐 (𝐺2, 𝑚) ∩ 𝑇𝑖𝑛2 (𝑠)))

∧ (𝐶𝑎𝑟𝑑 (𝑃𝑟𝑒𝑑 (𝐺1, 𝑛) ∩ 𝑇𝑖𝑛1 (𝑠))

≥ 𝐶𝑎𝑟𝑑 (𝑃𝑟𝑒𝑑 (𝐺2, 𝑚) ∩ 𝑇𝑖𝑛2 (𝑠)))

(5)

Rule 4 (𝑅𝑜𝑢𝑡(𝑠, 𝑛, 𝑚)).

(𝐶𝑎𝑟𝑑 (𝑆𝑢𝑐𝑐 (𝐺1, 𝑛) ∩ 𝑇𝑜𝑢𝑡1 (𝑠))

≥ 𝐶𝑎𝑟𝑑 (𝑆𝑢𝑐𝑐 (𝐺2, 𝑚) ∩ 𝑇𝑜𝑢𝑡2 (𝑠)))

∧ (𝐶𝑎𝑟𝑑 (𝑃𝑟𝑒𝑑 (𝐺1, 𝑛) ∩ 𝑇𝑜𝑢𝑡1 (𝑠))

≥ 𝐶𝑎𝑟𝑑 (𝑃𝑟𝑒𝑑 (𝐺2, 𝑚) ∩ 𝑇𝑜𝑢𝑡2 (𝑠)))

(6)

Rule 5 (𝑅𝑛𝑒𝑤(𝑠, 𝑛, 𝑚)).

(𝐶𝑎𝑟𝑑 (𝑁󸀠1 (𝑠) ∩ 𝑃𝑟𝑒𝑑 (𝐺1, 𝑛))

≥ 𝐶𝑎𝑟𝑑 (𝑁󸀠2 (𝑠) ∩ 𝑃𝑟𝑒𝑑 (𝐺2, 𝑛)))

∧ (𝐶𝑎𝑟𝑑 (𝑁󸀠1 (𝑠) ∩ 𝑆𝑢𝑐𝑐 (𝐺1, 𝑛))

≥ 𝐶𝑎𝑟𝑑 (𝑁󸀠2 (𝑠) ∩ 𝑆𝑢𝑐𝑐 (𝐺2, 𝑛)))

(7)

The above five rules are applied to the subgraph isomor-
phism pattern. In addition, for isomorphism pattern, “≥” in
𝑅𝑖𝑛,𝑅𝑜𝑢𝑡, and𝑅𝑛𝑒𝑤 is replaced by “=”. If the newly added node
pair is satisfied by the five feasibility rules, the algorithm adds
them and continues the searching.

3.5. The Implementation of 𝜆-VF2 Algorithm. In this section,
we propose 𝜆-VF2 algorithm based on the environment of
Android to detect subgraph isomorphism between the ORG
and ORGB. According to Section 3.4, the VF2 algorithm is
aimed at isomorphism and subgraph isomorphism.However,
for the study of ORG, in the case of subgraph isomorphism, it
is still difficult to match the subgraph with the original graph.
The reason is that the running time for an app injected with
malicious code is not sufficient, which causes the creation
of the incomplete references. Therefore, the algorithm needs
to be adjusted to relax the matching condition. To relax
the matching condition, the algorithm finishes when the
matching ratio of vertex reaches a proper threshold.

The threshold 𝜆 ∈ (0, 1) is set as the input of the algo-
rithm, which is determined by the user. 𝜆 indicates that the
algorithm is terminated only when the ratio of matched ver-
tices is bigger than or equal to𝜆; the algorithm returns success.
In this way, the pseudocode of 𝜆-VF2 algorithm is shown in
Algorithm 2.

3.6. Performance Analysis. The time and space complexity
of VF algorithm is positively correlated with 𝜆. As an input
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parameter, 𝜆 is independent of the algorithm. In this section,
𝜆 is considered as 1 at the worst case.

3.6.1. Time Complexity. Our algorithm is a graph SSR-based
isomorphism algorithm.The time complexity consists of two
parts: the time of traversing and the processing time for each
state.

(i) Traversing Time. At best, each state has only one satisfied
candidate node; namely, there is no need for backtracking.
The total number of states that need to traverse is the number
of nodes in given graph. The worst case is that there are no
unsatisfied states. In the 𝑑 + 1th level of the search tree, there
are𝑁(𝑁−1)(𝑁− 2) ⋅ ⋅ ⋅ (𝑁−𝑑) nodes. And the total number
of tree nodes is

1 + 𝑁 + 𝑁 (𝑁 − 1) + 𝑁 (𝑁 − 1) (𝑁 − 2) + ⋅ ⋅ ⋅

+ 𝑁 (𝑁 − 1) (𝑁 − 2) + ⋅ ⋅ ⋅ + 2 = 1 + 𝑁!
(𝑁 − 1)!

+ 𝑁!
(𝑁 − 2)!

+ 𝑁!
(𝑁 − 3)!

+ ⋅ ⋅ ⋅ + 𝑁!
1!

= 1 + 𝑁!
𝑁−1

∑
𝑑=1

1
𝑑!

(8)

∑𝑁−1𝑑=1 (1/𝑑!) is less than 2. Thus, the total number of sizes
is 𝑂(𝑁!).

(ii) Processing Time of Each State. The processing time for
each state consists of three parts: the calculation time TH of
the candidate set𝐻(𝑠), the calculation time 𝑇𝐹 of the feasible
function 𝐹(𝑠, 𝑛, 𝑚), and the calculation time 𝑇𝑛𝑒𝑤 of the new
state. The total time of every single state: 𝑇 = 𝑇𝐻 +𝑇𝐹 +𝑇𝑛𝑒𝑤.

𝑇𝐻: the processing time for each state in the candidate set
is constant, and the maximum size of the set is 𝑁. Therefore,
𝑇𝐻 is 𝑂(𝐵).

𝑇𝐹: in the process of 𝐹(𝑠, 𝑛, 𝑚), each edge costs constant
time and the number of edges in the worst case is the number
of nodes which is connected to every remaining node. Thus,
𝑇𝐹 = (𝐵).

𝑇𝑛𝑒𝑤: the calculation time of the new status includes the
time of 𝑀(𝑠󸀠), 𝑉𝑖𝑛1 (𝑠), 𝑉

𝑜𝑢𝑡
1 (𝑠), 𝑉𝑖𝑛2 (𝑠), and 𝑉𝑜𝑢𝑡2 (𝑠), in which

𝑀(𝑠󸀠) is cost constant time. And the other four sets need to
iterate over the edges of the newly joined one, which is 𝑂(𝐵)
at the worst case.

𝐵 is the number of edges that a node is connected to.
Given a directed graph of 𝑁 vertexes, the number of edges
connected to one given vertex achieves the maximal number
of 2 ∗ (𝑁 − 1). Therefore, 𝑂(𝐵) = 𝑂(𝑁) in the worst case.

In summary,𝑇 = 𝑇𝑃+𝑇𝐹+𝑇𝑛𝑒𝑤 = 𝑂(𝑁)+𝑂(𝑁)+𝑂(𝑁) =
𝑂(𝑁).

Final Time Complexity. According to the above analysis, the
time complexity of the VF2 algorithm is the multiplication of
the two parts.

In the best case, 𝑂(𝑁) ∗ 𝑂(𝑁) = 𝑂(𝑁2).
In the worst case, 𝑂(𝑁) ∗ 𝑂(𝑁!) = 𝑂(𝑁 ∗ (𝑁!)).

3.6.2. Space Complexity. The VF2 algorithm adopts the shar-
ing data structure. Thus, the storage space number required

Invoke the active process finder to get all running third-
party programs

Display the program name, package name, process ID 
number of each process in the ListView

To perform the “am dumpheap” command using the
shell command executor, export the heap file 

Use converter to convert the exported binaries to a format
that AHAT can parse

AHAT analyzes converted files, outputting referential
relationships between classes to TXT file

Start

End

Figure 4: Malware detection inspection flowchart.

by each state is constant. The searching process traverses the
search tree in the depth-first order, and the maximum depth
of the tree is less than 𝑁. Therefore, the space complexity is
𝑂(𝑁).

4. Framework of Demadroid

Demadroidmainly includes two parts: Android client and PC
server. Android client is responsible for extracting data and
passing it to the server side, and PC server is responsible for
the malware detection.

4.1. Design and Implementation of Android Client. The main
function of the Android module is to extract the object
reference information fromaprocess.We constructMalware-
Detection to analyze the running process (except the system
process) and export the dynamic information file for further
analysis.

The main components of MalwareDetection include
front-end interface, active process finder, shell command
executor, Convertor, andAHAT.The extraction flow is shown
in Figure 4.

In general, the existing malicious code is embedded in
the normal apk. After installation, the malicious code starts
with the host app, sharing the process resource in memory.
Objects are created in the process, each of which has mutual
references with each other.The information we need includes
the objects created by the injected process and references
between them. We extract the information above in Android
client. The reason is that the size of raw memory file is too
large. For example, a lightweight app “calculator” generates a
memory file of 10M.There aremany processes running in the
memory at the same time.Therefore, it is necessary to extract
the useful information to reduce the network burden when
uploading to PC server.
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Table 1: The extraction environment of the Android memory data.

PC OS Tools used Virtual Android
System Version

Windows 7 ADT (Android
Developer Tools) Version 4.0.3

VersionHead
Identifier(4B)
File Creaton Date(8B)
Unit 1
Unit 2
...
Unit n

Box 1: Dumpheap file format.

There are three steps in the extraction process. The first
step is the acquisition of raw heap information. The second
step is to convert the raw memory file format. The third step
is to analyze the dynamic information.

4.1.1. The Acquisition of Heap Memory Information Files.
TheAndroid SDK provides feature-rich memory monitoring
tools, such as dumpheap tools for heap data monitoring.
And it is supported by Android 2.3 version or more. To
facilitate the analysis, we use AVD to virtualize Android 4.0.3
and successfully extract the heap data of the test process
by dumpheap. The data extraction environment is shown in
Table 1.

The dumpheap command is in the format of “am
dumpheap PID path”. We integrate dumpheap into Android
program. In the extraction process, we first use the adb tools
to obtain the equipment information. After the execution of
this command, the heap data of process is saved in files. In this
way, a complete file of raw heap information is obtained.This
file is binary and cannot be read directly from the contents.
Therefore, the format of the binary file needs to be converted.

For example, we start the “calculator” application in the
virtual device. With the obtained process ID number, we
export the memory raw data of the Calculator process by
dumpheap.

4.1.2. The Format Conversion of the Memory Information File.
The raw memory data is binary and it cannot be analyzed
directly. We develop Convertor to convert it into an available
format.

The analysis tool we propose, AHAT, is based on JHAT,
which is used in PC environment. The version of the binary
memory file generated by dumpheap is 1.0.3, while the version
JHAT can analyze is 1.0.2, and the file format needs to be
converted from 1.0.3 to 1.0.2 on Android platform.

The function of Convertor is similar to HprofConv tools
of SDT, which is used in PC environment. The first step is to
analyze the two versions. The binary file format produced by
dumpheap is shown in Box 1. The format of the binary file is

Type(1B)
TimeStamp(4B)
Length(4B)
DetailInfo(Length ∗ 1B)

Box 2: The format of unit.

Table 2: New type of 1.0.3 unit.

Type Hexadecimal
mark

HPROF HEAP DUMP INFO 0xfe,
HPROF ROOT INTERNED STRING 0x89,
HPROF ROOT FINALIZING 0x8a,
HPROF ROOT DEBUGGER 0x8b,
HPROF ROOT REFERENCE CLEANUP 0x8c,
HPROF ROOT VM INTERNAL 0x8d,
HPROF ROOT JNI MONITOR 0x8e,
HPROF UNREACHABLE 0x90,
HPROF PRIMITIVE ARRAY NODATA DUMP 0xc3,

fixed, beginning with a version string, such as “Java PROFILE
1.0.2”, followed by the 4-byte ID information, followed by
8-byte file creation date information. After creation date
information is the memory data, which is the body of the
binary file.

The memory data consists of units. Each of these units
stores the information of a Java object. The format of a unit
is shown in Box 2. The data structure includes a 1-byte type
field, a 4-byte timestamp field, a 4-byte data length field n,
and finally the n-byte object information field.

The main difference between the two versions is that the
number of types is inDetail Info field. In the old version, there
are thirteen types in the Detail Info field. In the new version,
nine new types are added, which are shown in Table 2.

The types shown in Table 2 make the information unan-
alyzable. The solution is to remove the new types, which is
irrelevant to our work.

We use the unit types as the member of Convertor class,
which is used in the analysis process to determine whether
a given type is useful. Finally, the file is reorganized in the
format of the 1.0.2 version.

4.1.3. Extraction of Object and Reference Information. We
develop AHAT, a tool used to analyze binary files in Android
which is similar to JHAT in PC environment. AHAT mainly
consists of four parts: Model, Parser, Util, and external
call interface. The relationship between the four modules is
shown in Figure 5.

Model. It defines the types (data structures) of all involved
objects, and the objects of these data structures constitute a
model. There are 29 classes corresponding to object types of
Java, the most important of which is the Snapshot, the largest
unit of the memory snapshot model.
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Table 3: Classes that need to be filtered out during extraction.

boolean long javax.net. javax.transaction.
char sun. javax.print. javax.xml.parsers.
float java. javax.rmi. javax.xml.transform.
double javax.accessibility javax.security. org.ietf.jgss.
byte javax.crypto. javax.sound. org.omg.
short javax.imageio. javax.sql. org.w3c.dom.
int javax.naming. javax.swing. org.xml.sax.

External Call Interface

ModelParser

Util

Figure 5: The structure of AHAT.

Parser. It is used for reading binary files, analyzing data, and
using it withmodel objects to build amodel. Parser consists of
7 classes; the main class isHprofReader, used for heap binary
parsing.

Util. it is a common toolkit.

External Call Interface. AHAT is responsible for invoking
each module to make it work properly. The activity class is
interacting with the user on Android, so themain class is the
MainActivity class and the QueryClassInfo class used to get
the referential relationship between the classes.

According to the work process of JHAT, there are four
steps in the implementation of AHAT:

(1) Create: AHAT first creates a snapshot for preparing to
store data.

(2) Read: the HprofReader class parses the binary file
to obtain the necessary information and builds the
Snapshot object.

(3) Resolve: the Snapshot object uses the object informa-
tion to initialize the data structure which includes the
reference relationships between classes.

(4) Query: based on the constructedmodel, we query the
class reference and write it in files.

4.1.4. Important Data Structures and Methods

(1) Snapshot class: It represents a Snapshot of a Java
object in the JVM which contains the dynamic object

Table 4: The experimental operating environment of AHAT.

Device name Galaxy Nexus 3
Android version Android4.1.2
Mobile RAM 1GB

CPU Texas Instruments OMAP4460, dual-core,
Frequency 1228MHz

information as well as references between them. The
data structures involved are defined in the model
module.

(2) HprofReader class: It parses the binary file to extract
the memory information of each unit and uses it
to build a Snapshot object. After this, we initialize
the data structure, calculate the specific information
of each object, like package name, class name, class
ID, class member variable, reference relation between
classes, and so on. The above process is the key to
dynamic information extraction.

(3) QueryClassInfo class: The function of QueryClassInfo
class is to extract the references between classes
of Snapshot object. The variable referrersStat in the
process function is a Hashmap which stores the
referenced information of this class and the variable
referrersStat is used to store the referencing informa-
tion. All the classes in thememory are obtained by the
function getClasses of Snapshot.

(4) PlatformClasses classes: In the obtaining process of
object references, there are thousands of classes
returned by function getClasses, most of which are
platform-supplied classes, like the Java Standard API
classes, the API classes provided by the Android
system, and so on. These classes are irrelevant to our
work. What is more, the existence of them can cover
the references between the key classes. Therefore, we
remove such irrelevant classes (shown in Table 3) by
function PlatformClasses.

4.1.5. Results of AHAT. The AHAT requires Android 4.0 or
more. We test it on Google’s Galaxy Nexus 3, of which the
environment is shown in Table 4.

The analysis process includes the reading of dumpheap
files, binary data parsing, class reference relationship analysis,
and the creation of result files. The result is stored in the
dumpheap folder of the SD card.
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Build ORG
Graph

Module

Build ORGB
Graph Module

Detection
Module

ORG

ORGB

Android Data

Figure 6: The overall architecture of the server.

Table 5: Android setup.

Name Android System Version CPU Phone Memory
Galaxy Nexus 3 Android4.1.2 Texas instrument OMAP4460, dual core, Frequency: 1228MHz 1GB

4.2. Design and Implementation of Server Side. There are
three parts in PC server: the establishment of ORG, the estab-
lishment of ORGB, and graph matching. The architecture of
PC server is shown in Figure 6. After ORG is created, it is
sent to the detection module to match with ORGB by 𝜆-VF2
algorithm.

4.2.1. The Establishment of ORG. ORG is a digraph created
by the information obtained in Android client. There is
no system class in ORG, in which the nodes represent
classes and the edges represent the references between classes.
The flow chart of ORG establishment module is shown in
Figure 7.

The node ID in the program is a number, and the class
name in the file needs to be converted to ID. Thus, we
create an index file to assign an ID for each class. In the
parsing process, the class name is identified in the index file
and added to ORG as a node. When the process identifies
the string “Referrers by type”, the referencing class is added
and the directed edge is established from this node to the
referenced node. When the program identifies “Referees by
type”, it reads the referenced class and adds it to ORG with
the directed edge.

4.2.2. The Establishment of ORGB. ORGB is a digraph used
to express the feature of malicious code. ORGB only collects
the classes of malicious code as nodes, and the class list of
malicious code is obtained bymanual analysis.The flow chart
of ORGB establishment module is shown in Figure 8.

4.2.3. Detection Module. In this part, we propose 𝜆-VF2
algorithm.When the value of𝜆 is 1,𝜆-VF2 algorithmdegrades
to the original VF algorithm. In the experiment, the results
are different by setting 𝜆with different values.The flow of the
detection module is shown in Figure 9.

The program first inputs the value of 𝜆 and selects ORG
and then matches the selected ORG with every ORGB in the
malware library. The matching process will be terminated by
a successful match. For the convenience of the experiment,
ORG and ORGB are stored in binary file with no attribute of
nodes and edges.

Table 6: PC setup.

OS CPU Memory

Windows 7 Xeon E3-1200 v2, Quad
core, 8 threads, 3300MHZ 1GB

Table 7: Number of simulative code samples.

Origin Extra Reference Extra Class Class Replacement
4 2 2 2

5. Experiments

5.1. Setup. In our experiments, we run the Android apps and
extract original data by the tools we developed. We construct
ORG and test it with the malware dataset.

(i) Android Setup. We extract memory data on a real device.
Table 5 shows the experiment environment.

(ii) PC Setup. The ORG is sent to PC server.The environment
of PC server is shown in Table 6.

5.2. Datasets. We use two kinds of datasets in our exper-
iments, simulative malicious samples, and real malware
samples.

5.2.1. Simulative Samples. Each simulative sample is built by
manual construction, which consists of two packages. One
is malicious and the other is benign. In a given category of
simulative malware, the different sample contains different
benign packages and the same malicious packages. The
advantage of simulating samples is that we can control the
scale and operation of malware. In the experiments, we
construct 10 simulative samples.Themalicious codes in these
samples are basically the same. In order to test different
effects of VF2-isomorphism, VF2 monomorphism, 𝜆-VF2
isomorphism, and 𝜆-VF2 monomorphism, we adjust the
malicious codes to simulative the attacks. Table 7 shows the
number of each type in simulative code samples.

(1) Origin samples: themalicious codes are the same, and
the benign parts are different.
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Figure 7: The flow chart of the ORG establishment module.

(2) Extra Reference samples: this kind of samples is
simulating the malware which is intended to avoid
detection by adding disturbance reference.The classes
in malicious codes are identical. However, compared
with the originalmalicious ones, there are several new
meaningless references added between classes.

(3) Extra Class samples: new classes are added based on
the original malicious codes to simulate themalicious
variations.

(4) Class Replacement samples: based on the variations of
simulative malicious codes, some classes are deleted
and some classes are added.

Table 8: Number of real code samples.

ADRD Bgserv
22 16

5.2.2. Real Malicious Samples. We also collect two kinds of
real malware which is shown in Table 8.

To extract the ORGB of the given category of malware
as the dynamic feature, we select some samples from each
category randomly and then analyze them manually.

The APK file is generated from packetized dx tools. We
use JD disassembler to reverse the source code to obtain
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Figure 8: The flow chart of the ORGB establishment module.
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Table 9: Detection results of simulative samples.

Algorithm Origin Extra Reference Extra Class Class Replacement
VF2 Subgraph Isomorphism 4/4 0/2 2/2 0/2
VF2 Monomorphism 4/4 2/2 2/2 0/2
𝜆-VF2 Subgraph Isomorphism 4/4 1/2 2/2 1/2
𝜆-VF2 Monomorphism 4/4 2/2 2/2 2/2

Start

End

i = 0;

Load ORG

Load the i-th graph in ORGB library

Succeed to
match?

Output results

Y

i = i + 1 N

Else in OGRB graph library?

N

Fail to match

Y

Set 

Run -VF2 algorithm

Figure 9: Detection module.

the classes. By comparison, we acquire the malicious classes.
Classes of malicious codes are generally stored in indepen-
dent packages, which makes it possible to identify malicious
categories manually. Figure 10 shows the file structures in
twoAPKswhich containsADRDmalicious codes. Obviously,
both apk contains malicious package “xxx.yyy”. In this way,
we obtain the list of ADRD.

5.3. Experimental Results on Simulative Samples

5.3.1. Simulation Sample Test Results and Analysis. In our
experiments, we first construct ORGB from Origin samples.
Then, we construct complete ORG of the 10 samples. Finally,
we, respectively, detect ORGB with four kinds of VF2 algo-
rithm. Experimental results are shown in Table 9, where 𝜆 is
0.8.

As Table 9 shows, all algorithms can completely detect
original malicious codes with new classes added for inter-
ference. The reason is that the new classes reflected the new
nodes in ORG and ORGB is still a subgraph of ORG. It
indicates that our method is effective in the variants added
new classes.

Figure 10: Comparison of malicious code classes.

VF2 subgraph isomorphism algorithm is unable to detect
the attack of Extra Reference. The reason is that some
meaningless references are added, which leads to new edges
in ORG. However, subgraph isomorphism requires the com-
plete matching of edges; namely, the new edge is required in
both ORG and ORGB.

Extra Reference and Class Replacement are incompletely
detected 𝜆-VF2 subgraph isomorphism. This is because the
impact of the added references is not completely eliminated
and the matching condition is overqualified.

𝜆-VF2 monomorphism has the weakest constraint and is
successful in the four kinds of detection. In practice, even the
same kind of malicious codes is not totally identical. And the
created objects are different in memory. In consideration of
these factors, 𝜆-VF2 monomorphism is the best choice. And
the effectiveness needs to be verified on realmalware samples.

5.3.2. Confused Variation Detection of Simulative Code Sam-
ples. Code confusion is the most common technique used in
malware. With code confusion, malware can easily hide the
malicious characteristics or generate the variations rapidly,
which can avoid static detection.

ProGuard is a famous open source code obfuscation tool,
which is integrated into Android. To make it usable, “pro-
guard.config= ${sdk.dir}/tools/proguard/ proguard-android.txt:
proguard-project.txt” needs to be added at the end of the
properties file.
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Table 10: Detection results of real samples.

Algorithm ADRD Bgserv
VF2 Subgraph Isomorphism 1/22 1/16
VF2 Monomorphism 2/22 2/16
𝜆-VF2 Subgraph Isomorphism 12/22 9/16
𝜆-VF2 Monomorphism 16/22 11/16
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Figure 11: Detection results of VF2 algorithm.

In experiments, we utilize ProGuard to obfuscate four
Origin simulative samples and regenerate their ORGs. Then,
we detect them with the original ORGB by 𝜆-VF2 monomor-
phism algorithm. Experimental results show that the four
ORGs are all matched successfully.

5.4. Experimental Results on Real Samples

5.4.1. Effect of VF2 Algorithm on Malicious Code Detection.
The VF2 algorithm is a precise graph matching algorithm,
which requires the complete match of the subgraph. This
algorithm achieves high accuracy with the low false positive
rate. However, the effect of noise leads to the low possibility
of complete matching. Thus, the practicability needs to be
further tested.

We test the categories of ADRD and Bgserv by VF2
algorithms, and the value of 𝜆 is set to 0.8. The experimental
results are shown in Table 10 and Figure 11.

As depicted in Table 10 and Figure 11, the success rates
of VF2 subgraph isomorphism and VF2 monomorphism are
low; the main reasons include the following:

(1) The feature of malicious codes is not sufficiently
extracted because of the difference between samples
of each category.

(2) In the process of extracting, malicious process
dynamically creates and destroys classes, which leads
to the deficient loading of the key feature in the
memory.

(3) These two algorithms are both precisely matching.
And the above two reasons can cause the failure of
matching of ORGB and ORG.
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It can be concluded that the reduction of matching
precision can decrease the effect of noise and achieve high
matching accuracy.

5.4.2. Effect of 𝜆-VF2 Algorithm Varying Precision. 𝜆-VF2
monomorphism algorithm is effective in real malicious
codes. The value of 𝜆 affects a lot on matching results. If
we decrease the value of 𝜆, the matching precision reduces
and the false positive rate increases when it tends to 0. If we
increase the values of 𝜆, the matching precision reduces and
the false negative rate increases when it tends to 1. Thus, the
proper value of 𝜆 needs to be tested.

To obtain the false rate when 𝜆 decreases, we use a
malware group and a benign app group for each test value.
And the benign group has the same number of apps with
the malware group. 𝜆 starts from 0.5 and increases by 0.05
for each group. We obtain the false negative rate from the
malware group and the false positive rate from the benign app
group. Experimental results are shown in Table 11.

As Table 11 shows, when 𝜆 is 0.9, the miss rate achieves
0.5, which impossibly meets the practical needs. When 𝜆 is
0.75, the false rate achieves 0.23, which is unsatisfied. Thus,
we select the value of𝜆 from0.75 to 0.85.The variation ofmiss
rate and the false rate is illustrated in Figure 12. Experimental
results are shown in Table 12.

As Table 12 shows, when 𝜆 is 0.85, the miss rate achieves
0.69, which impossibly meets the practical needs. When 𝜆 is
0.7, the false rate achieves 0.31, which is unsatisfied. Thus, we
select the value of 𝜆 from 0.7 to 0.8.The variation of miss rate
and the false rate are illustrated in Figure 13.
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Table 11: Results of ADRD Virus Library-Varying 𝜆.

𝜆 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Total Number 22 22 22 22 22 22 22 22 22 22 22
ADRD 22 22 22 21 21 19 16 15 9 3 1
Normal 12 10 9 8 6 5 2 1 0 0 0
Missing Rate 0.00 0.00 0.00 0.05 0.05 0.14 0.27 0.32 0.59 0.86 0.95
False Rate 0.55 0.45 0.41 0.36 0.27 0.23 0.09 0.05 0.00 0.00 0.00

Table 12: Results of Bgserv Virus Library-Varying 𝜆.

𝜆 0.5 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.9 0.95 1
Total Number 16 16 16 16 16 16 16 16 16 16 16
Bgserv 16 16 15 15 14 12 11 5 2 2 0
Normal 8 8 6 5 5 2 2 1 0 0 0
Missing Rate 0.00 0.00 0.06 0.06 0.13 0.25 0.31 0.69 0.88 0.88 1.00
False Rate 0.50 0.50 0.38 0.31 0.31 0.13 0.13 0.06 0.00 0.00 0.00

As observed in the two groups of experiments, as 𝜆 rises,
the miss rate of malicious codes increases while the false rate
decreases.These two parameters are a trade-off. In practice, to
guarantee that the miss rate and false rate are satisfied, we set
the value of 𝜆 according to the needs. From the experiments,
it can be concluded thatwhen𝜆 is around 0.85, we can achieve
a better performance.

6. Conclusion

In this paper, we present ORG to depict the references
between objects allocated in heap memory and extract
ORGB as the feature of Android malware from ORG. We
propose Demadroid, a dynamic system for Android malware
detection. After extracting ORG in memory, Demadroid
matches ORG with the ORGB of each malware category
by 𝜆-VF2 algorithm. Experimental results demonstrate the
effectiveness and efficiency of our algorithm.AndDemadroid
can effectively resist obfuscated attacks and detect the vari-
ants of known malware to meet the demand for actual
use.

Our important future work is to take the deeper opti-
mization of the graph match algorithm and the ORG
establishment. And we can build a virus library in the
cloud and combine the algorithm with cloud comput-
ing in the future. In this way, our framework can be
improved from efficiency and accuracy in various scenar-
ios.
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LEO constellation has received intensive research attention in the field of satellite communication. The existing centralized
authentication protocols traditionally used for MEO/GEO satellite networks cannot accommodate LEO satellites with frequent
user connection switching.This paper proposes a fast and efficient access verification protocol named BAVP by combining identity-
based encryption and blockchain technology. Two different key management schemes with IBE and blockchain, respectively, are
investigated, which further enhance the authentication reliability and efficiency in LEO constellation. Experiments on OPNET
simulation platform evaluate and demonstrate the effectiveness, reliability, and fast-switching efficiency of the proposed protocol.
For LEO networks, BAVP surpasses the well-known existing solutions with significant advantages in both performance and
scalability which are supported by theoretical analysis and simulation results.

1. Introduction

This paper is based on the conference paper [1]. Low-Earth-
Orbit (LEO) satellite network systems as represented by the
Iridium system andGlobalstar systemhave becomeone of the
most heated areas of research. Because of the low orbits, LEO
networks have the advantages of short delay and low path-
loss comparedwith traditional satellite networks. In addition,
a constellation ofmultiple satellites in a LEO satellite network
system brings true global coverage and efficient frequency
reuse. LEO satellite systems play an important role in mobile
satellite communications and are supposed to be one of the
most important components in future global communica-
tions.

Due to the open nature of satellite networks, communica-
tions can be easily intercepted by unauthorized or malicious
attackers. Mechanisms for ensuring secure communication
within satellite networks are key for achieving security within
satellite network systems. In these communications systems,
the use of encryption algorithms to maintain confidentiality

is a common and effective method. There is significant
difference between satellite networks and terrestrial networks
inmany respects, such as computing capability, storage space,
high packet loss rate, and dynamic topology. Consequently,
the terrestrial authentication protocols represented by a series
of protocols with certificates are less applicable in such
scenarios with satellites. On the other hand, the existing
public key infrastructure (PKI) must ensure dependability of
a third party such as a certificate authority (CA) in general.
Certificates and keymanagement overhead are not negligible.
Thus, when considering the design of authentication proto-
cols, we ensure secure communication with concern about
computation and storage overhead and the number of steps
and nodes involved.

Unlike traditional satellite networks, LEO satellite net-
works have the characteristics of dynamic topology and
frequent connection switching. The authentication protocol
running on satellite nodes has to be as light-weighted and
cost-effective as possible in premise of ensuring security.
This means cryptography used in authentication has to be
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carefully selected and customized for satellites onboard. A
short response time during authentication is also preferred.
However, there are a lot of concerns within the central-
ized authentication protocols in satellite network, such as
complex computation, central bottleneck, and long response
time, which make the above desires not easily achievable.
This paper proposes a Blockchain-based Access Verification
Protocol (BAVP) by combining identity-based encryption
(IBE) and decentralized blockchain technology. IBE brings
in the advantage of fast key generation with specified identity
string provided by users, which eliminates the cost of certifi-
cates used in traditional authentication protocols. Blockchain
contributes to the decentralizing of both data storage and
computation.

2. Related Work

Regarding the related literature on centralized authentication
protocols used in existing satellite network, Cruickshank pro-
poses an authentication protocol [2] that uses asymmetrical
encryption algorithms. However, the operations involved in
his protocol are too complicated to implement. Hwang et
al. redesign the authentication protocol without a public key
cryptosystem [3], but the shared secret key still needs to
be updated every time when a user is authenticated. Y. F.
Chang and C. C. Chang propose a mutual authentication
protocol that requires only XOR and hash function [4],
where, during every authentication procedure, a network
control center (NCC) need not generate a private key and a
temporary identity for user. However, the NCC is involved in
every authentication session as critical bottleneck and single-
point-of-failure resource which may bring in higher delay
during authentication.Theperformance of the authentication
protocol is restricted byNCC.Zheng et al. propose an authen-
tication protocol avoiding these weaknesses by involving
a gateway in authentication [5]. Their proposed protocol
involves not only users and satellites but also the gateway and
NCC during authentication. The number of interactive steps
is inflated resulting in a variant response time of authentica-
tion. Lin’s paper compares and summarizes the characteristics
of symmetric encryption, asymmetric encryption, and the
certificate system used in satellite network [6].

Additionally, traditional centralized authentication pro-
tocols are designed mainly for MEO (Medium Earth Orbit)
and GEO (Geosynchronous Earth Orbit). There is less con-
sideration on distributed handover authentication which is
unavoidable in LEO satellite networks with frequent link
switching and narrow single-satellite coverage. By simply
applying the existing centralized authentication protocols in
LEO satellite networks, each handover authentication in a
LEO satellite network requires a new complete authentica-
tion. This magnifies the disadvantages with these protocols
discussed above and thus is inappropriate for LEO satellite
networks.

There are several schemes focusing on LEO satellite
network as noted in papers [4, 7, 8]. In paper [7], the author
proposes an efficient and secure anonymous authentication
scheme that requires only XOR and hash function and
improves the disadvantages such as user’s privacy not being

kept confidential compared to paper [4]. However, it still
has the NCC bottleneck during authentication. Wu et al.
propose a lightweight authentication and key agreement
(AKA) scheme [8] based on the synchronization mechanism
of user’s temporary identity which fixes the security problems
found in paper [9]. All these papers utilize the XOR and
hash function for efficient computation, but none of them is
optimized for LEO satellite network with NCC still involved.

In summary, PKI is still the most fundamental for imple-
menting key management and not appropriate for LEO with
resource constraint. In addition, referring to decentralized
authentication protocol used in satellite network, previous
researches are relatively lacking. In other resource constraint
scenarios similar to satellite networks, such as wireless sensor
networks, the authentication protocols investigated inten-
sively focus on mainly cluster and mostly centralized ones.

3. Protocol Design

In the proposed Blockchain-based Access Verification Proto-
col (BAVP) for LEO authentication, Key Generation Center
(KGC) generates public and private keys of all roles (users
and satellites) with its private key and these roles’ identities.
Meanwhile, based on blockchain, a trust chain consisting of
KGC, satellites, and users is the core base for rapid han-
dover authentication.With distributed storage in blockchain,
this protocol records users’ registration, cancellation, login,
logout, handover, and other related logs as plugin.

Authentication is divided into two parts: access authen-
tication and handover authentication. During access verifi-
cation, users and satellites can implement mutual authen-
tication through their public and private keys, and a user’s
authority is checked against his token. Meanwhile, the rel-
evant authentication logs are recorded in a form of blocks
which would be merged and distributed between satellites
and the KGC.We describe the logical structure of this system
as in Figure 1. A satellite in each orbit is selected as a logical
root responsible for the interaction of blocks with KGC.This
logical structure is also the basis of blocks’ merging and
distribution. Before presenting the detailed design, we first
briefly review IBE and blockchain technology as background
knowledge.

3.1. Background

3.1.1. Identity-Based Encryption. In IBE [10], a user’s public
key can be derived directly using his unique identity string,
such as a phone number and email. IBE eliminates the
computation and storage overhead with certificates. In this
way, we can create the mapping between identity and public
key.

IBE requires a trusted third-party KGC to provide key
generation services for different roles in this system. When
registering, a user needs to provide his identity to the KGC;
then the KGC uses its private and public key together with
related system parameters to calculate a pair of public and
private keys for this user and also securely transmit them
to the user. When sending confidential information, a user
needs no certificate but the public key which corresponds
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Figure 1: Logical structure of this system.

to the receiver’s identity in order to encrypt messages before
sending.

The most efficient IBE schemes are based on bilinear
pairings of elliptic curves, and currently IBE based on
pairing is mainly divided into three categories: exponent
inversion, full domain hash, and commutative blinding. The
full-domain-hash mechanism requires much computation
for the mapping between user’s identity and a point on
elliptic curve, which is not suitable for resource constrained
scenarios such as satellite networks. Thus, in a scenario with
limited computing power like in satellite networks, the other
two schemes are more suitable to be adopted.

3.1.2. Blockchain. Blockchain [11] is the underlying technol-
ogy that supports Bitcoin. It is essentially a distributed ledger
secured by cryptography. Its core strength is that trust is
built among distributed nodes and data ensured for integrity
without being tampered or forged. Furthermore, blockchain
supports customization with smart contracts according to
diverse demands.

Data integrity and distributed consensus on trust are
the two main advantages of blockchain. The former is
guaranteed when each node in the network stores a com-
plete copy of data. And the latter primarily depends on
the effectiveness of consensus mechanism with no need
for Trusted Third Party (TTP) among nodes. According to
different scenarios, blockchain can be classified into three
types, namely, public blockchain, private blockchain, and
consortium blockchain. The major differences are found in
their adopted consensus mechanisms. In the case of LEO
satellite network system, consortium blockchain would be
more suitable in terms of architecture and various demands
like being controllable andmanageable. Fabric (a consortium
blockchain platform) supported by Hyperledger (a global
open source collaboration hosted by the Linux Foundation)
is a representation of consortium blockchain with a mod-
ular architecture delivering high degrees of confidentiality,

resiliency, flexibility, and scalability. Additionally, there are
also some new blockchain technologies emerging like IOTA
which takes directed acyclic graph (DAG) instead of linked
list as its underlying architecture. Generally speaking, the
most popular public blockchain platforms are still Bitcoin and
Ethereum. Blockchain technology is still under continuous
development and evolution.

3.1.3. Smart Contract. Smart contract is a program protocol
intended to verify, facilitate, or enforce the performance of
a contract. In this paper, smart contract refers particularly
to a contract program running on blockchain as the greatest
achievement in blockchain 2.0. Taking Ethereum as an
example, smart contract is implemented by EVM (Ethereum
Virtual Machine) which is Turing-complete. When a smart
contract being programmed by solidity or other smart con-
tract programing languages and deployed on blockchain, it
is encoded as EVM bytecode and executed by all mining full
nodes. Full node refers to those with a complete copy of data
of the blockchain while light node refers to nodes with only
partial data in the blockchain.

Due to its programmability, atomicity, consistency,
and unambiguity, smart contract contributes greatly to
blockchain technology. Users can verify the correctness
of smart contract by comparing the bytecode of source
code provided by promulgator with the bytecode stored
in blockchain. And access control is supported based on
accounts within smart contract. Accordingly, smart contract
can implement specific business logic on blockchain which
makes blockchain more promising and practical in various
applications.

3.2. BAVP Principles and Processes. BAVP has two major
parts: key management implemented with IBE; authentica-
tion and records of related logging which is based on both
blockchain and IBE. In describing this protocol, we use the
symbolic conventions as shown in Table 1.
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Figure 2: Authentication control flow of the proposed protocol.

Table 1: Symbols and meanings.

Symbol Meaning
IDA User A’s ID
IDS Satellite S’s ID
PA User A’s public key
P𝑆 Satellite’s public key
PKGC KGC’s public key
dA User A’s private key
dS Satellite S’s private key
dKGC KGC’s private key
𝐸𝑛𝑐𝑟𝑦𝑥() Encryption with 𝑥 as key
𝑆𝑡𝑖𝑚𝑒 Time of handover
𝑈 𝑎𝑢𝑡ℎ𝑜𝑟𝑖𝑡𝑦 User’s authority
𝑆𝑡𝑎𝑟𝑡 𝑡𝑖𝑚𝑒 Authority’s beginning time
𝑆𝑡𝑜𝑝 𝑡𝑖𝑚𝑒 Authority’s ending time
XX Sign XX’s signature
AuthToken User’s authorization token
UserInfo User’s related info
Service Service that user applies for
𝑟𝑒𝑠𝑢𝑙𝑡 Result of authentication
𝑆𝑖𝑔𝑛𝑥() Signing with 𝑥 as key
𝑆𝑝𝑙𝑎𝑐𝑒 Place of handover

When explaining the principles of each phase, all mes-
sages included in this protocol are timestamped by default,
and nodes receiving the messages always check the times-
tamp. The BAVP control procedure is shown in Figure 2.

3.2.1. Registration Phase. A KGC is a trusted authority which
is responsible for calculating a user’s public key, private
key, and user token for authority. A registered user is
allowed to access the satellite system at any time during the
token’s period of validity. An authorized user submits his
identity to KGC to obtain a pair of public and private keys

calculated by the KGC, together with a token signed by the
KGC.

The calculation is as follows: user 𝐴 provides his identity
IDA (such as 𝑢𝑠𝑒𝑟:𝐴𝑙𝑖𝑐𝑒@𝑔𝑚𝑎𝑖𝑙.𝑐𝑜𝑚, where 𝑢𝑠𝑒𝑟 means the
role of user). KGC uses hash function and PKGC to calculate
PA. Next, the KGC calculates dA with dKGC. Satellites register
themselves in the same way before issuance.

Meanwhile, KGC constructs user token of 𝐴 and signs it
with dKGC. And IDA ‖ U authority ‖ Start time ‖ Stop time ‖
KGC Sign is the format of AuthToken where 𝐾𝐺𝐶 Signmeans
signature of the first four fields in this token. After finishing,
KGC returns the pair of public and private keys, along with
the token, to user𝐴 safely (e.g., via secure email). Afterwards,
KGC packs this user’s registration log into blocks which
would be stored in local blockchain. At this point, user 𝐴
has completed the steps necessary for accessing the satellite
system. The diagram of the registration phase is shown in
Figure 3.

3.2.2. Access Authentication Phase. The access authentication
phase is shown in Figure 4, and the four steps are as follows:

(a)When user𝐴wishes to access satellite 𝑆, he first checks
the identity of 𝑆 and then uses the hash function to calculate
P𝑆 with PKGC. Afterwards, 𝐴 sends his identity to 𝑆.

(b) While receiving this message, 𝑆 checks the identity of
𝐴 and searches for latest cancellations to check the validity
of 𝐴. Then 𝑆 calculates PA accordingly, generates random
number 𝑟 together with session key 𝑘, and sends 𝑚1 to 𝐴 as
follows:

𝑚1 = 𝐸𝑛𝑐𝑟𝑦𝑃𝐴 (𝑟, 𝑘, 𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝,

𝑆𝑖𝑔𝑛𝑑𝑆 (𝑟, 𝑘, 𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝)) .
(1)

(c) After receiving this message, 𝐴 decrypts it with dA,
verifies the signature of 𝑟 and 𝑘, and then saves them.
Thereafter, 𝐴 sends𝑚2 to 𝑆 as follows:

𝑚2 = 𝐸𝑛𝑐𝑟𝑦𝑘 (𝑟,AuthToken, 𝑆𝑒𝑟V𝑖𝑐𝑒, 𝑈𝑠𝑒𝑟𝐼𝑛𝑓𝑜) . (2)
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Figure 3: Diagram of registration phase.
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UserInfo contains the location, time, and 𝐴’s identity when
authentication starts.

(d) While receiving this message, 𝑆 decrypts it with
𝑘, verifies the correctness of 𝑟, and searches for the latest
cancellations to verify the validity of current user. If 𝐴 is
valid, then 𝑆 verifies the signature of 𝐴’s AuthToken with PKGC.
The session key 𝑘 uses symmetric encryption, such as the
Rijndael algorithm. Next, 𝑆 checks whether IDA in AuthToken
is consistent with the identity provided at the beginning or
not.

With all the steps above without mistakes, 𝑆 allocates
the resources necessary to establish a secure connection
with 𝐴 and provides service according to the authority and
expiration time in AuthToken. Moreover, 𝑆 packs𝐴’s access log
which containsUserInfomainly and then stores it into 𝑆’s local
blockchain. Otherwise, 𝑆 disconnects from 𝐴.

The essence of this phase is to accomplishmutual authen-
tication by IBE. A user needs not store the public key of each
satellite in advance. Instead, only through the broadcasted
network identification of a satellite, each user can calculate
the corresponding public key directly. Authentication secu-
rity is ensured of IBE. During authentication, a session key

is negotiated, and a secure channel is established after each
successful authentication.

3.2.3. Fast-Access Authentication Phase. Once a new user is
successfully authenticated, his information would be stored
in the access satellite. With data traceability in blockchain,
when this user reconnects a satellite for service again, he only
needs to send𝑚3 to the satellite, calculated as

𝑚3 = IDA, 𝑆𝑒𝑟V𝑖𝑐𝑒, ID𝑆3 , 𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝,

𝑆𝑖𝑔𝑛dA (IDA, 𝑆𝑒𝑟V𝑖𝑐𝑒, ID𝑆3 , 𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝) .
(3)

𝑆3 stands for the satellite user 𝐴 wants to access. Next, after
receiving this message, 𝑆3 calculates PA according to IDA,
verifies the signature, and then checks if ID𝑆3 in this message
corresponds to its own. If there is nomistake, then the satellite
can search for data related to𝐴 in its local blockchain, return
a new session keywhich is signedwith𝑑𝑆3 and encryptedwith
PA, and provide relevant service according to the relevant
data.

Using this procedure, users can access satellites efficiently.
The search time is log2(𝑛). However, if the satellite being
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Table 2: Comparisons in authentication phase.

Yoon et al. BAVP: access BAVP: fast-access BAVP: handover
Hash operations 2/4 (1)/1 (1)/1 -/-/2
MAC operations 2/2 - - -
Symmetric operations - 1/1 -/- -/-/-
Asymmetric operations - 1/1 1/1 -/-/-1
Signing operations - -/1 1/1 1/1/1
Signature verifications - 1/1 1/1 1/-/2
Communication levels 2 1 1 1
Authentication center NCC None None None
( )means only needed for the first time while users can cache satellite public key afterwards; 𝑥/𝑦: 𝑥means the side of user; 𝑦means the side of satellite; 𝑥/𝑦/𝑧:
𝑥means the side of user; 𝑦means the side of first satellite; 𝑧means the side of second satellite.

accessed is not in the same orbit as the original satellite where
the user is previously authenticated, then the user cannot take
this fast-access way due to the lack of related data in this
current satellite. User who needs the fast-access convenience
should access at least one satellite in each orbit previously
through regular access authentication procedure.

3.2.4. Handover Authentication Phase. Thehandover authen-
tication phase is illustrated in Figure 4, and the four steps are
explained as follows:

(a) Through the secure channel, user 𝐴 informs the
satellite (called 𝑆1) of his leaving information including IDA
and ID𝑆2 .

(b) While 𝑆1 receives such messages from 𝐴, it checks
whether the satellite that 𝐴 wants to switch to is a neighbor
or not. For neighbor, 𝑆1 will pack 𝐴’s handover log as
(𝑆𝑡𝑖𝑚𝑒, 𝑆𝑝𝑙𝑎𝑐𝑒, 𝑆𝑒𝑟V𝑖𝑐𝑒, ID𝑆1 , ID𝑆2 , IDA) into block and store
this in its local blockchain. The handover log can also be
extended according to user needs. Instantly, 𝑆1 calculates and
returns𝑚4 to 𝐴 as

𝑚4 = ID𝑆1 , ID𝑆2 , ID𝐴, 𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝, 𝑆𝑒𝑟V𝑖𝑐𝑒,

𝑆𝑖𝑔𝑛𝑑𝑆1 (ID𝑆1 , ID𝑆2 , ID𝐴, 𝑡𝑖𝑚𝑒𝑠𝑡𝑎𝑚𝑝, 𝑆𝑒𝑟V𝑖𝑐𝑒) .
(4)

(c) After receiving 𝑚4, 𝐴 disconnects from 𝑆1, signs this
message, and sends it to 𝑆2.

(d) Subsequently, 𝑆2 checks the timestamp of the message
received from 𝐴 and also checks out whether 𝑆1 is its neigh-
bor. If not, 𝑆2 denies 𝐴’s request. Otherwise, 𝑆2 calculates
P𝑆1 and PA to verify the signature in this message. When
verification succeeds, 𝑆2 searches for the latest cancellations
to check the validity of 𝐴. If 𝐴 is valid, 𝑆2 returns a new
session key signed with 𝑑𝑆2 and encrypted with PA to 𝐴.
Later, 𝑆2 officially allocates relevant resources and establishes
secure connectionwith𝐴 by this new session key.Meanwhile,
𝑆2 packs 𝐴’s handover log which depends on packing the
receivedmessagemainly into blocks and stores this in its local
blockchain.

Next, 𝐴 decrypts the message received from 𝑆2 with 𝑑𝐴.
Then,𝐴 verifies the new session key’s signature and continues
to obtain service through new secure channel between him
and 𝑆2. If any step goes wrong, 𝑆2 disconnects from 𝐴.

The core principle of implementing fast handover is its
utilization of a trust chain consisting of satellites, users, and
KGC.This also brings in consensus among all satellites.When
a user is successfully authenticated by passing the check on
one satellite in this system, other satellites should recognize
the result of authentication as trust.

When it is time to synchronize data (depending on the
update interval), each satellite sends its own latest blocks
(i.e., blocks that have not been sent out) to adjacent nodes
according to the logical organization of the constellation.
KGC or satellites would merge these blocks received from
other nodes with their own blockchain on the basis of
timestamp. If the amount of data at satellite side reaches the
threshold, each satellite removes those blocks in accordance
with predefined rules, to keep only the latest and mostly
queried records.

When a user cancels his identity, KGC packs the user’s
cancellation record into a block and stores the block in its
local blockchain database. Blocks containing the newest can-
cellation records are periodically or proactively synchronized
with P2P distribution as in a typical blockchain.

Regardless of merging or distribution, once a node
receives blocks, it verifies the signature of blocks and then
integrates these blocks with its local blockchain. The block
structure in this protocol is consistent with blockchain. As
for re-registration, a user should cancel his original identity
and register with a new identity in the same way described in
registration phase.

3.3. Performance and Advantages Analysis. As a theoretical
analysis of the computational costs required in this proposed
protocol, taking symmetric encryption/decryption as 𝑃,
asymmetric encryption/decryption with IBE as 𝐸, signing as
𝑁, and signature verification as 𝑉, the access authentication
phase requires 𝑅𝑎(2𝑃, 2𝐸, 1𝑁, and 2𝑉). The fast-access
authentication phase costs only 𝑅𝑓(2𝐸, 2𝑁, and 2𝑉), and the
handover authentication phase needs 𝑅ℎ(1𝐸, 3𝑁, and 3𝑉). A
comparison of authentication methods between Yoon et al.’s
scheme and the protocol proposed in this paper is shown in
Table 2.

Since Yoon et al.’s scheme [7] is far superior to those pro-
posed in related works as shown in their paper, Table 2 shows
the comparison between Yoon’s protocol and the proposed
BAVP. As there are only hash and mac operations involved
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in Yoon et al.’s proposed scheme, this protocol appears less
efficient in computation costs by comparison. Nevertheless,
it is not only computation costs that decide whether an
authentication protocol is efficient or not. Other factors like
communication levels and existence of an authentication cen-
ter would also affect the efficiency of authentication protocol.
As mentioned in Section 2, in Yoon et al.’s scheme, NCC is
still involved in authentication which may be the bottleneck
of this whole authentication system. Meanwhile, there are
two communication levels (user ↔ satellite and satellite
↔ NCC) during authentication in Yoon et al.’s scheme,
while there is only one communication level with users
and satellites in this proposed protocol. And considering
the LEO satellite network that has the least network delay
(10ms–40ms), the forward and backward delay of the extra
communication level would bring at least 20ms for response
time of authentication protocol, which is far greater than the
time for one operation of asymmetric encryption/decryption
(in simulation environment with IBE, it is about 1.5ms).

From the analysis, we can conclude that BAVP has the
following extra merits:

(1)With IBE, this protocol eliminates certificate cost.
(2) Using IBE and blockchain, decentralized access

authentication and fast handover among satellites can be
implemented.

(3) Based on the trust chain consensus, the system
stores information about users and satellites using blockchain
technology which ensures the accuracy, completeness, con-
sistency, and traceability of data within the block.

(4) Auditing is also made possible for protection of net-
work resources and the implementation of security policies
by unforgeable logging in blockchain.

3.4. Security Analysis. In the case of common attacks such as
data tampering, eavesdropping, replay attacks, and man-in-
the-middle attacks, this protocol has intrinsic resistance.

Key Security. A malicious attacker cannot get the plaintexts
from the ciphertexts obtained by eavesdropping or sniffing, as
long as he cannot get the private key of any user or satellite.
Attack cannot tamper with the message, which is based on
the security of IBE and AES algorithms. Session security
after successful authentication is ensured by session key.
Session key negotiation is secured by private keys of users and
satellites. As clarified in the previous four sections, private
keys of users and satellites are not included directly in various
authentication messages, which means these keys cannot
be obtained by eavesdropping. When the KGC is credible
(keeping dKGC secure and not storing or calculating user
private keys illegally after users registered), users and satellites
private keys are only known to themselves, whichmeans users
themselves are essentially responsible for security of their
private keys.

Replay Attacks. The protocol uses timestamps, which can
resist such attacks effectively. If there is an attacker who
copies an encrypted message by eavesdropping and sends
it at another moment, the receiver satellite will reject it
after validating the timestamp in the message. Moreover,

the random number 𝑟 during access authentication phase
actually implements a challenge/response method, and also
during other phases, the attacker will fail to get session
key without possessing private key of the user relevant with
the message he replayed; therefore, the satellite will not
allocate related resources officially. Thus, this BAVP protocol
is resistant to replay attacks.

Man-in-the-Middle Attacks. The man in the middle cannot
register with the role of a satellite or the role of an existing
user in the system. Therefore, he cannot impersonate any
existing role in this system. With IBE, user’s identity and
relevant public key are bound together, and the receiver can
find out whether a message is signed by a specific user. An
attacker cannot get the KGC’s private key or those of satellites
or registered users. Therefore, he cannot disguise himself as
any role in the system in order to conductman-in-the-middle
attacks.

Impersonation Attacks. An attackermay attempt to imperson-
ate an authorized user by forging an authentication request.
As the first response to such authentication request from
satellite during all three kinds of authentication phases should
be encrypted using this user’s private key, the attacker must
know the exact content of right private key in order to be
authenticated. However, he has no feasible way to know
this private key. The attacker cannot even construct such
authentication requests as he has no ability to forge the
valid signature of an authorized user during fast-access
authentication or handover authentication. At satellite side,
if there is an attacker, who attempts to impersonate a satellite,
he would fail to forge a valid signature for the session key
without possessing the right satellite private key. Even if
he replays a previous valid response, he would fail in the
next steps of the authentication process due to the check of
valid timestamp and the inability to decrypt the session key.
Thus, the proposed protocol is secure against impersonation
attacks.

Denial-of-Service Attacks. This protocol firstly checks
whether the identity of current user is valid and then
returns a response which is encrypted with the public key
relevant to the identity during authentication. If there is a
denial-of-service attack, it would not continue because the
attacker has no corresponding private key, which means the
satellite would not allocate relevant resources for service and
the secure channel between this attacker and the satellite
would not be established. Thus, this protocol can resist
denial-of-service attacks.

Also, there is no threat of an attack using stolen verifica-
tion tables or smart cards, as BAVP does not use verification
tables or smart cards. Meanwhile, blockchain can ensure
accuracy, completeness, consistency, and traceability of data
which makes authentication more efficient and more secure.
However, the KGCmust be completely trusted as required by
IBE, whichmay have potential safety problems hiddenwithin
it. It is reasonable to assume that KGC is trustworthy since
users must register at KGC with their information to obtain
services.
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4. Distributed PKI

In the proposed protocol, although KGC is not involved dur-
ing authentication, it is still the center for key management
and is able to calculate all private keys of users. Once it is
hacked, the security of thewhole systemwould be threatened.
In spite of some solutions that have partially solved this, there
are no real all-around solutions. For example, in paper [12], a
method based on (𝑛, 𝑡) threshold secret sharing cryptography
is designed to avoid this problem. The user’s private key is
split into 𝑛 pieces and these key fragmentations are stored
in different key privacy authority (KPA). Users only need to
apply key fragmentation towards enoughKPAs, and then they
can restore their private key. Thus, this method can avoid the
threat brought by centralized keymanagement. Nevertheless,
this solution brings additional costs for construction of KPAs,
and also the number of KPAs should be large enough under
individual owners for security. There are still concerns about
KPA mechanism. For example, these KPAs need to take
different strong safeguard procedures in order to increase the
difficulty of breaking this system. Actually, IBE establishes
mapping relations between identity and public key through
mathematical methods which avoid the use of certificates,
while we can realize this kind of mapping relations through
smart contract on blockchain 2.0 like Ethereum. With such
thought, we are actually building a distributed PKI (called
DPKI).

4.1. Structure of DPKI. There are mainly three functional
parts of DPKI: key registration, key update, and key revoca-
tion. The structure of DPKI is shown in Figure 5.

4.2. Methodology. DPKI is specifically built using smart
contract with blockchain 2.0. Blockchain as a robust P2P
network is able to ensure correctness of data stored in it.Thus,
making centralized PKI distributed, which can overcome
many weaknesses of traditional PKI, becomes possible. This
section has the following structure: the first part explains
how key registration works, followed by the principles of key
update and key revocation and also the code template of
DPKI smart contract.

4.2.1. Key Registration. For traditional PKI using certificates,
users need to provide proof of their identity to get a valid
certificate authorized by a trustworthy CA. With IBE, users
need no certificates, but they simply provide a related identity
string which can be an email address, ID number, or other
strings, and then KGC calculates their private keys which are
sent to users safely thereafter. In DPKI, users also submit

proof for their identity and the authority they need. Users
generate their public and private key pairs with any kind of
asymmetrical encryption algorithm by themselves and then
register their public key together with the standard name of
algorithm used by invoking smart contract. After this, the
administrator of the LEO system checks whether the identity
is valid and afterwards passes their registration by invoking
pass function of smart contract provided that nothing is
wrong. In the satellite scenario, the asymmetrical encryp-
tion algorithm used should be limited to serval specified
algorithms with consideration of resource constraints. The
principles are shown in Figure 6.

4.2.2. Key Update. Out of security considerations, users
should update their key pairs periodically. With a securely
kept password, a user can update his key pairs proactively.
During key registration, account address, public key, identity
string, and algorithm used for key generation are bound
together.Therefore, users willing to update their key pairs are
able to do so through the smart contract update function at
any time. The key update principles are shown in Figure 7.

4.2.3. Key Revocation. Generally, users need not revoke their
key pairs. If their private keys are lost or stolen, they can
generate new public and private key pairs and then update
their key using the key update method. Nevertheless, when
the passwords of users’ blockchain accounts are lost or stolen,
the users lose all control of key update and revocation.
Assuming that there is one user 𝐴 whose blockchain account
is lost or stolen, he can revoke his original identity by
submitting relevant proof and then the administrator checks
validity of this proof. If this proof is right, the administrator
adds 𝐴’s original blockchain account to revocation list. Also,
the administrator re-register 𝐴’s new account with original
authority and relevant remaining time after 𝐴 executes key
registrationwith a newblockchain account.Theprinciples are
shown in Figure 8.

4.2.4. Smart Contract of DPKI. With smart contract and
blockchain, there is no need for a trustworthy CA, no cost
on storage, and no overhead involved in key management.
Figure 9 shows the smart contract structure for DPKI.

Multiple administrators can be enrolled to enhance the
security of this satellite system. This can be realized by
applying (𝑛, 𝑡) threshold secret sharing or multisignature
cryptography, which needs the majority of administrators to
agree when taking an operation. We can also simply deploy
DPKI on current public blockchain platform like Ethereum
or implement DPKI on consortium blockchain constructed
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Figure 7: Principles of key update.

by the union of this satellite system. The two approaches
with public- or consortium-based blockchain differentiates as
follows:

(1) Public-based approach does not bring any storage
overhead for users or the proprietor, and there is no
money cost for construction of blockchain platform.

(2) Public-based approach must accept the current con-
sensus mechanism by the adopted blockchain plat-
form, while the consortium-based one can design
an appropriate consensus mechanism for custom
business needs, more customizable and controllable.

(3) A constructed consortium blockchain only contains
data related to key management which makes it more
efficient for query and other related respects.

4.3. Analysis of DPKI. For security analysis, traditional PKI
is mature and adequate while CA is completely trustworthy.
As for DPKI, the algorithm adopted for the generation of
users’ public and private key pairs should be adequately
strong. Users themselves are responsible for choosing and
maintaining such safety strength. In addition, each operation
that invokes DPKI smart contract costs brokerage (known
as gas price in Ethereum), which has a good resistance to
denial-of-service attacks. With blockchain, there is no need
for a trustworthy third party which avoids the potential threat
in IBE. In addition, smart contract has the characteristics of
atomicity and consistency.

In respect of overhead, traditional PKI has a huge cost
for key management which is also complex, and every time
a user wants to communicate with someone that has legal
certificates, he needs to communicate with CA to verify the
validity of certificates. For IBE, if the KGC is dependable, it
does not store private keys of users, all of storage overhead is
for public parameters and its ownpublic andprivate key.Also,
the KGC can be integrated with NCC at a low price, which
means there is no need for a reliable third party in this system.
Thus, it can be ignored. Referring to DPKI, if it is public-
blocked based, then there is no storage overhead for users and
satellites in LEO scenario. Only two communications with
any full node in blockchain are needed for query of public
key before authentication or other secure communication. If
it is consortium-block based, then storage overhead of those
full nodes will increase with the increasing amount of data.

In summary, considering that satellites cannot be set as a
full node, the communication cost of querying public key is
necessary. This is fatal for any efficient authentication proto-
col especially in high-delay scenarios like satellite networks.
In future practice, consortium blockchain is also necessary
because it is more controllable and customizable.WithDPKI,
users can cache the public keys of satellites they commonly
connect to and save the calculation of satellites’ public key in
the proposed authentication protocol, but this is not suitable
for satellites. Thus, IBE is still the best solution provided that
the KGC is totally credible. We simulated the performance
of this proposed protocol using IBE on OPNET. However, it
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is also worth pointing out that DPKI is a promising scheme
not only for satellite scenario but also for other scenarios with
demands of secure communication.

5. Simulation and Evaluation

We evaluate the proposed protocol with simulation using
IBE. With the OpenSSL, PBC, and GMP libraries, we imple-
ment an IBE algorithm and compare it to RSA which is
recommended by the ISO as the asymmetric encryption
standard. For example, in Cruickshank’s paper, he uses RSA
to implement the function of signature and encryption. In
order to analyze the performance of the proposed protocol,
we implement the protocol simulation on OPNET.

5.1. Comparison between IBE and RSA. To test whether IBE
can be used in practice, we compared its performance to the
RSA algorithm.While implementing IBE algorithm, we used
the SHA1 algorithm that produces 160-bit digest as the hash
function. We use the OpenSSL RSA algorithm.

The experimental environment used by the test program
is Ubuntu 16.04LTS with 4GB memory and 3.30Ghz 4
Core i5-4590 processor. After running the test program for
twenty times, the computational overhead of two algorithms
is shown in Figure 10.

In this experiment, the bilinear pairing used by IBE is gen-
erated by the function whose prototype is pbc param init a
gen (𝑝𝑏𝑐 𝑝𝑎𝑟𝑎𝑚 𝑡 𝑝𝑎𝑟, 𝑖𝑛𝑡 𝑟𝑏𝑖𝑡𝑠, 𝑖𝑛𝑡 𝑞𝑏𝑖𝑡𝑠) in PBC, where
𝑟𝑏𝑖𝑡𝑠 is 160 and 𝑞𝑏𝑖𝑡𝑠 is 512 by default. The average time
consumed for key generation, encryption, and decryption in
IBE is 7.251ms, 1.468ms, and 1.369ms, respectively. In the
case of RSA, the time spent for key generation, encryption,
and decryption is 37.817ms, 3.753ms, and 4.109ms on aver-
age. It shows that IBE is superior to RSA, and this is mainly
because IBE is based on bilinear pairings while RSA is based
on the difficulty of decomposing a large number. Hence,
the performance of IBE can satisfy the need for practical
applications on satellite networks, and some advanced LEO
satellite systems such as Iridium already have their own
processors onboard which are superior in performance.
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Moreover, the hash function, encryption, decryption, and
other calculations involved in this protocol can be designed
and implemented within particular hardware, so as to further
reduce the demand for computing capability of satellite. In
terms of the development with IBE, the Office of Chinese
Security Commercial Code Administration issued the stan-
dard of SM9 algorithm which is one kind of identity-based
encryption, and SM9 has entered the phase of promotion. For
the security of IBE algorithm, paper [13] provides a rigorous
demonstration.

5.2. OPNETModeling and Simulation. Due to the low orbit of
the satellites, handover is frequent in LEO satellite networks.
Therefore, in order to ensure the communication persistence,
the authentication protocol designed should be well adapted
to this feature. In OPNET, we construct a LEO satellite
network scenario [14] consisting of satellite nodes supporting
applications attribute and analogous constellation of Iridium
without backup satellites for simulation. The configurations
of the satellite network include altitude: 780 km, inclination:
86.4∘, period: 6027.14 s, and 6 orbits with 11 satellites per
orbit.

We use 𝑤𝑙𝑎𝑛 𝑤𝑜𝑟𝑘𝑠𝑡𝑎𝑡𝑖𝑜𝑛 𝑎𝑑V𝑎𝑛𝑐𝑒𝑑 node as user node.
Considering the relative motion between user and satellite,
it is reasonable to set the user node to be immobile during
simulation, and the satellites move in their own orbits.
The process of this protocol is defined by 𝑡𝑎𝑠𝑘𝑠 𝑐𝑜𝑛𝑓𝑖𝑔.
There are mainly two phases: one is access authentication
phase which is defined as 𝑐ℎ𝑎𝑙𝑙𝑒𝑛𝑔𝑒 𝑎𝑢𝑡ℎ and also fast-
access authentication phase which is defined as 𝑓𝑎𝑠𝑡 𝑎𝑐𝑐𝑒𝑠𝑠
in 𝑡𝑎𝑠𝑘 𝑐𝑜𝑛𝑓𝑖𝑔 object; the other one is the handover phase,
which is defined as 𝑠𝑤𝑖𝑡𝑐ℎ𝑠𝑎𝑡. The size and initialization time
of message used during the simulation is based on the size
of each field defined in each message and the performance of

IBE together with the symmetric encryption (using the AES-
192-ECB mode). For example, random number 𝑟 used in the
protocol is 4 bytes, identity string is no more than 30 bytes,
timestamp is 15 bytes, and separator between different fields
is 2 bytes. Of course, it is just a basic simulated setting which
can be adjusted according to actual business needs. The bit
error rate (BER) of the intersatellite link is 10−4, and the BER
of mobile link between mobile user and satellite is 10−5. In
addition, to build the entire LEO satellite network, it is also
necessary to set IP addresses, routing protocols, signal-to-
noise ratio of user, satellite nodes, and so on.

5.3. Interpretation of Result. In satellite constellation sce-
nario, we simulate the performance of the protocol in a LEO
satellite network by setting custom traffic between user and
satellite nodes (based on 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛 𝑐𝑜𝑛𝑓𝑖𝑔, 𝑇𝑎𝑠𝑘 𝑐𝑜𝑛𝑓𝑖𝑔,
and 𝑃𝑟𝑜𝑓𝑖𝑙𝑒 𝑐𝑜𝑛𝑓𝑖𝑔 object).

We first simulated a complete flow of the protocol, the
whole simulation lasts for 500 s, the access authentication
occurs at 150 s, the handover authentication occurs at 300 s,
and the fast-access authentication occurs at 400 s.The results
of simulation are shown in Table 3.

From Table 3, we can see that the response time of
each phase in this protocol is less than 500ms which is far
superior to the cost of authentication in paper [15] (10 s-
level) and little superior to the cost of authentication in
papers [5, 16] (500ms-level). This protocol does not affect
the quality of service (QoS) of satellites with such efficient
performance. At the same time, the packet delay is basically
between 50ms and 70ms. Compared to this, the average
encryption and decryption time and other processing time
can be ignored, this is also the feature that a practical
authentication protocol should have. Moreover, it is easy to
see that the handover authentication phase saves about 100ms
to 150ms comparing with access authentication phase, and
this proves the advantages of fast handover. In addition, we
can see that the response time of fast-access authentication
phase is shorter than other phases which benefits from the
traceability and correctness of data in blockchain, and this is
far superior to the performance of authentication protocol in
paper [5, 16].

Next, we adjust the simulation to make it last for two
hours. During this simulation, the average interval time of
handover is about 10min which is consistent with Iridium
system.The results of simulation are shown in Figures 11 and
12.

From both figures, we can see that the response time of
handover authentication is about 360ms, which is 28 percent
superior to the performance of authentication protocol in
paper [5, 13], and the delay is about 53ms, which is in
accordance with the result of Table 3. This also demonstrates
that our proposed protocol with IBE is stable, effective,
and more suitable for LEO satellite network which has the
characteristic of frequent link switching.

Next, we set an additional three application scenarios and
ran them for 24 hours.The configurations are listed inTable 4.

In these three application scenarios where the arrival
of users conforms to the Poisson distribution, we test the
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Table 3: Response time and delay in each phase of the protocol.

Phase Src Dest Response time Delay
Access User 𝑆1 0.17771 s 0.06737 s
Access User 𝑆1 0.32246 s 0.07591 s
Fast-access User 𝑆2 0.18039 s 0.05363 s
Handover User 𝑆1 0.17816 s 0.05322 s
Handover User 𝑆2 0.20689 s 0.05083 s

Table 4: Configuration of scenarios setting.

Application Access (A) Fast-access (FA) Order
1 10 10 10 users/1 h (concurrent)
2 100 100 100 users/1 h (concurrent)
3 1000 1000 1000 users/1 h (concurrent)

Table 5: Simulation results of applications 1–3.

Application Scale Average response time (access) Average response time (fast-access)
1 10 users/1 h 0.388472 s 0.122618 s
2 100 users/1 h 0.382054 s 0.174229 s
3 1000 users/1 h 0.414062 s 0.140895 s
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Figure 11: Response time.

efficiency and stability of this protocol with increased user-
scale (10, 100, and 1000 per hour) while access and fast-access
authentication phases are concurrently executed on different
satellites.

From Table 5, we can find that the number of users who
access the same satellite does not affect the performance of
this protocol which proves this protocol stable performance.
This is mainly due to the fact that there is no dependency or
interference among different authentication methods. Mean-
while, the average time of these three application scenarios is
about 400ms for access authentication and 150ms for fast-
access authentication, which proves this protocol efficient
performance. This is due to the low delay of LEO satellite
networks compared to traditional satellite networks and the
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Figure 12: Packet delay.

high efficiency of IBE together with the correctness and
traceability of data in blockchain. The simulation results are
a little superior to the performance in Table 3 and Figures
11 and 12 which are mentioned above. This is due to the
different positions of userswithin the satellite coverage region
during authentication, which emerges when the scale of users
increases.The diagramof satellite coverage region is shown in
Figure 13.

Obviously, authentication response time of the user at the
edge of satellite cover region would be longer than that of
the user right underneath the satellite. Also, the ratio of the
shortest time divided by longest time during identical authen-
tication should be cos(𝛼) theoretically. And this explains the
range of fluctuations about simulation results.
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Figure 13: Diagram of multibeam satellite.

As for storage overhead, the cost consists of two parts:
the first is used to store the public key of KGC and related
system parameters; the second is for session key. Taking the
number of users in Iridium system (which was 150,000 at its
peak), as an example, the storage used for storing session keys
is about 24MB when 150,000 users are all online at the same
time. Therefore, the cost of key storage is much lower than
this for each satellite, which is acceptable. Furthermore, the
logging function of this protocol also brings cost of storage,
and its size is mainly determined by the threshold for storing
blocks. When the number of blocks reaches the maximum,
the satellite will delete all related blocks according to the
certain rule. In this respect, the threshold specified is the
cost of storage for each satellite (e.g., threshold can be set to
100MB, but with the increasing number of users, it needs to
be increased).

Assume that the arrival of user conforms to the Poisson
distribution and the service time obeys negative exponent
distribution. The computational overhead of access, fast-
access, and handover authentication is 𝑅𝑎, 𝑅𝑓, and 𝑅ℎ, the
average number of users per hour is 𝜆, the average service
time is 1/𝜇, and the average interval time of handover is 𝑡.
Thus, for each satellite, the computational overhead brought
by this protocol per hour is

𝑥1 ×
𝑒−𝜆𝜆𝑥1
𝑥1!

× 𝑅𝑎 + 𝑥2 ×
𝑒−𝜆𝜆𝑥2
𝑥2!

× 𝑅𝑓 +
𝑒−𝜆𝜆(𝑥1+𝑥2)

(𝑥1 + 𝑥2)!

× (𝑒−𝜆𝑛𝑡 − 𝑒−𝜆(𝑛+1)𝑡) × 𝑛 × 𝑅ℎ.

(5)

And 𝑥1 represents the number of users who get authenti-
cated by access authenticationwhile 𝑥2 is the number of users
who get authenticated by fast-access authentication.

6. Conclusion and Future Work

Considering the dynamic topology and frequent link switch-
ing found in LEO satellite networks, this paper proposes a
new decentralized access verification protocol: BAVP with
IBE for authentication and blockchain for distributed com-
puting and storage. For evaluation, we simulate this protocol
in OPNET. The theoretical analysis and simulation result
show that this protocol is secure, light-weighted, and efficient
in LEO satellite network. Additionally, we also propose and
analyze a distributed PKI scheme: DPKI which solves the
problem of KGC single point-of-failure problem.

The proposed architecture and protocols will be further
developed and optimized in several ways. Blockchain can
ensure the stored data is accurate and tamper-resistant, but it
cannot ensure data correctness and originality. That is why a
third credible party is necessary. DPKI can avoid the defect
of IBE where no user private key is owned by the KGC
or such other centers, no matter whether these centers are
reliable or not. However, the time for querying user/satellite
public keys is limited by network latency which is usually
high in satellite network and much longer than encryp-
tion/decryption time. Additionally, in actual deployment of
blockchain on a satellite network, there are some futureworks
like reforming blockchain technology according to particular
satellite network routing algorithm and constellation needed
to do. Besides, based on DPKI, many centralized application
scenarios such as social applications and third-party payment
can be innovated and reformed, which is also in our future
research plan.
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Location-based services (LBSs) are increasingly popular in today’s society. People reveal their location information to LBS providers
to obtain personalized services such as map directions, restaurant recommendations, and taxi reservations. Usually, LBS providers
offer user privacy protection statement to assure users that their private location information would not be given away. However,
many LBSs run on third-party cloud infrastructures. It is challenging to guarantee user location privacy against curious cloud
operators while still permitting users to query their own location information data. In this paper, we propose an efficient
privacy-preserving cloud-based LBS query scheme for the multiuser setting. We encrypt LBS data and LBS queries with a hybrid
encryption mechanism, which can efficiently implement privacy-preserving search over encrypted LBS data and is very suitable
for the multiuser setting with secure and effective user enrollment and user revocation. This paper contains security analysis and
performance experiments to demonstrate the privacy-preserving properties and efficiency of our proposed scheme.

1. Introduction

Location-based services (LBSs) are increasingly popular in
today’s society. It is reported that up to 150 million people
have enjoyed LBSs as early as 2014 [1]. People reveal their
location information to LBS providers to obtain personalized
services such as map directions, restaurant recommenda-
tions, and taxi reservations.

Themost common andmost important service in an LBS
system is a location query service. In LBS applications, a user
is able to use his powerful smartphone equipped with GPS
modules to obtain accurate location information anytime and
anywhere by submitting a query keyword of interest (e.g.,
hotel) to the LBS system. Upon receiving an location query
request from the user, an LBS provider rapidly returns back
a target location list, in which all locations are ranked in an
ascending order based on distances between the query user
and these target locations.

Every coin has two sides: although the LBS greatly
facilitates people’s life nowadays, the user privacy disclosure

problems for LBS applications are more and more serious.
The LBS providers can mine LBS users’ privacy by analyzing
LBS queries or recovering the spatial correlated data [2].
For example, LBS providers can easily obtain user’s mobility
trace or even infer user’s real identity, healthy status, hobbies,
and so on [3, 4]. To address the privacy challenge in the
LBS system, many solutions have been proposed such as
the pseudoidentity technique [5], location fuzzy [6–9], and
private information retrieval in the trusted third party (TTP)
[5, 7]. These schemes significantly promote the further
development of LBS applications.

With the rapid development of the cloud computing,
more and more LBS providers are beginning to consider
to outsource their location data and services to the cloud
server for enjoying the numerous advantages brought by the
cloud computing such as economic savings, great flexibility,
quick deployment, excellent computation performance, and
abundant bandwidth resources. However, the cloud server is
not fully trusted usually by the LBS providers due to being
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operated by the remote commercial organizations. Once the
location data is outsourced to the cloud server in the plaintext
form, the data securitywould not be guaranteed. For example,
a corrupted administrator of the cloud server may sell the
location data outsourced by the LBS provider to other one
for obtaining illegal profit. Presently, the most effective way
to protect the confidentiality of outsourced location data is
to encrypt data before outsourcing it to the cloud server
[10]. On the other hand, the bare user query requests also
provide more opportunities for the cloud server to mine
user’s privacy just like a traditional LBS system. Therefore,
the user requests should also be encrypted before being
submitted to the cloud server. However, data encryption
makes the available location query service a challenging
task, since the ciphertext no longer bears the natures of
numerical computation and character match in the plaintext
field. Therefore, there are two essential problems that need
to be solved in a cloud-based LBS application over the
encrypted outsourced location data: (1) how to find out all
target locations over the encrypted location data according to
the encrypted user request; (2) how to compute or compare
distances between these target locations and user current
location over the encrypted outsourced location data.

A recent work in [11] sets out to explore the challenging
issue that how to implement the cloud-based LBS system over
encrypted location data and proposes a privacy-preserving
cloud-based LBS query scheme, called “EPQ.” The scheme
enables the cloud server to perform LBS query over the
encrypted LBS data without divulging users’ location infor-
mation.However, the scheme only can enforce a user location
coordinate query according to a user’s current location. In a
practical LBS application, a goal-oriented keyword query is
necessary for the user to accurately locate locations of interest
(e.g., the user may need to accurately search hotels near to
him/her). Compared with the existing work, in this paper,
we propose an efficient and secure keyword-based query
scheme that allows the user to be able to first accurately locate
desirable locations according to the encrypted query request
and then rank distances between these target locations and
the user’s current location, which greatly improves the user’s
location server experiences. Moreover, our scheme is very
suitable for a multiuser cloud environment by equipping
with flexible users enrollment and users revocation mecha-
nisms.

In this paper, we make the following three key contribu-
tions:

(i) First, we propose an efficient and privacy-preserving
cloud-based LBS query scheme. For protecting the
security of location data and user requests against the
curious cloud server, we adopt a hybrid encryption
to encrypt the outsourced location data and user
requests while the cloud server can still provide
accurately LBS query services for users by perform-
ing privacy-preserving and efficient search over the
encrypted locations data. In addition, our scheme is
very suitable for the multiuser setting by equipping
with flexible user enrollment and user revocation
mechanisms.

(ii) Second, we provide detailed correction analysis and
security analysis. The analyses show that our scheme
is correct and can achieve user privacy preservation
and confidentiality of LBS data, simultaneously.

(iii) Lastly, we implement our scheme in Java and evaluate
the performance on a real data set. Experimental
results demonstrate that our proposed scheme is
efficient and practical.

The rest of our paper is organized as follows. In Section 2,
we review some related literatures. In Section 3, we recall a
bilinear pairingmap, secure kNN, and a difficulty assumption
of discrete logarithm problem as the preliminaries. Then, we
formalize a system model and a threat model and depict
problem statements in Section 4. We present our approach
in Section 5. What is more, some analyses and performance
evaluations are conducted in Sections 6 and 7, respectively.
Finally, we draw our conclusions in Section 8.

2. Related Work

In this section, we review some related works about privacy
protection in traditional LBSs and cloud-based LBSs, respec-
tively.

2.1. Traditional LBS Privacy Protection. Privacy leakage
problem in traditional LBSs has drawn much attention of
researchers, and we review mainly related literatures.

Firstly, a location 𝑘-anonymity model is introduced,
which guarantees that an individual cannot be identified
from 𝑘 − 1 other individuals [12]. What is more, in a
distributed environment, an anonymous approach based on
homomorphic encryption [13] is proposed to protect location
privacy. However, when the anonymous region is sensitive
or 𝑘 individuals are the same place, the sensitive location
will still be leaked. Thus the third party (TTP) is proposed
to manage the location information centrally [14–16]. To
achieve an accurate query, a method is proposed to convert
original locations of LBS data and query, maintaining a
spatial relationship between the LBS data and query [16].
However, because of many users’ sensitive information in
the TTP, attackers would aim at attacking it easily. Then a
scheme without the TTP is proposed, which protects the
locations through private information retrieval [7]. Recently,
considering mobile nodes, a distributed anonymizing pro-
tocol based on peer-to-peer architecture is proposed [17].
A specific zone is responded by each mobile node. Besides,
an information-theoretic notion was introduced to protect
privacy in LBS systems [18]. An approach is proposed to
protect both client’s location privacy and the server’s database
security by improving the oblivious transfer protocol [19]. For
providing privacy-preserving map services, a new multiple
mix zones location privacy protection is proposed. By using
this method, users are able to query a route between two
endpoints on the map, without revealing any confidential
location and query information [20].

2.2. Cloud-Based LBS Privacy Protection. Considering the
low computation and communication cost, the LBS providers
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APSE Scheme
Key: a (𝑑 + 1) × (𝑑 + 1) invertible matrix𝑀.
Tuple Encryption Function 𝐸𝑇: Consider an LBS data 𝑝 which will be stored in a cloud server.
(1) Create a (𝑑 + 1)-dimensional point 𝑝 = (𝑝𝑇, −0.5‖𝑝‖2)𝑇.
(2) The encrypted data 𝑝󸀠 = 𝑀𝑇𝑝.
Query Encryption Function 𝐸𝑄: Consider an LBS query 𝑞.
(1) Generate a random number 𝑟 > 0.
(2) Create a (𝑑 + 1)-dimensional point 𝑞 = 𝑟(𝑞𝑇, 1)𝑇.
(3) The encrypted query 𝑞󸀠 = 𝑀−1𝑞.
Distance Comparison Operator 𝐴 𝑒:
Let 𝑝󸀠1 and 𝑝󸀠2 be the encrypted data of 𝑝1 and 𝑝2 respectively. To determine whether (𝑝1) is nearer to a
query 𝑞 than 𝑝2 is, the system checks whether (𝑝󸀠1 − 𝑝󸀠2) ⋅ 𝑞󸀠 > 0, where 𝑞󸀠 is the encrypted point of 𝑞.
Decryption Function 𝐷: Consider an encrypted data 𝑝󸀠.
The original data 𝑝 = 𝜋𝑑𝑀𝑇

−1𝑝󸀠, where 𝜋𝑑 is a 𝑑 × (𝑑 + 1)matrix which projects on the first 𝑑 dimensions
and 𝜋𝑑 = (𝐼𝑑, 0) where 𝐼𝑑 is the 𝑑 × 𝑑 identity matrix.

Algorithm 1: APSE scheme.

outsource the LBS data to the cloud server to compute
accurate LBS queries, whereas the cloud server is semitrusted.
Hence the privacy problem is still a challenge in the cloud-
based LBS. There are some literatures about this prob-
lem. Firstly, a spatiotemporal predicate-based encryption
is proposed for fine-grained access control [21]. Then an
improved homomorphic encryption [11] is proposed to pro-
tect users’ privacy and LBS data privacy. A privacy extension
in crowdsourced LBS [22] is proposed. To handle the long-
term privacy protection and fake path generation for LBS,
a dummy-based long-term location privacy protection [23]
is proposed. Recently, two-tier lightweight network coding
based on pseudonym scheme in a group LBS [24] is proposed
to protect privacy. What is more, a query scheme by using
Bloom filter and bilinear pairing is proposed [25]. How-
ever, the literatures above did not consider the multiusers
condition (i.e., joining of registered users and revocation
of expired users). But unregistered users and expired users
access for cloud-based LBSs is a typical scenario. Therefore,
providing an efficient and privacy-preserving cloud-based
LBS in multiuser environments is an unnegligible issue.

3. Preliminaries

In this section, we introduce several necessary tools used in
our scheme, including a bilinear pairing map, secure kNN
computation techniques, and the difficulty assumption of
discrete logarithm problem.

3.1. Bilinear Pairing Map. Let G1 and G2 be two multiplica-
tion cyclic groups with large prime order 𝑞. A bilinear pairing
map [26, 27] 𝑒 : G1 × G1 → G2 satisfies the following
properties:

(i) Bilinear: for all 𝑥, 𝑦 ∈ Z∗𝑞 and 𝑃,𝑄 ∈ G1, 𝑒(𝑃𝑥, 𝑄𝑦) =
𝑒(𝑃𝑦, 𝑄𝑥) = 𝑒(𝑃, 𝑄)𝑥𝑦.

(ii) Nondegenerate: if 𝑃,𝑄 ∈ G1, then 𝑒(𝑃, 𝐺) ̸= 1 ∈ G2.
(iii) Computable: for any element 𝑃,𝑄 ∈ G1, there exists a

polynomial time algorithm to compute 𝑒(𝑃, 𝑄).

3.2. Secure kNN. Secure kNN [28] enables an efficient
kNN computation over encrypted data points. It adopts
an asymmetric scalar-product-preserving encryption (ASPE)
to achieve a distance comparison between two encrypted
data vectors. We synoptically introduce the principle of this
technique as follows.

Definition 1 (asymmetric scalar-product-preserving encryp-
tion). Let 𝐸 be an encryption function and 𝐸(𝑝,𝐾) be an
encryption of a point 𝑝 under a key 𝐾. 𝐸 is an ASPE if and
only if 𝐸 just preserves the scalar product between encrypted
data points and an encrypted query points; that is,

(1) 𝑝𝑖 ⋅ 𝑞 = 𝐸(𝑝𝑖, 𝐾) ⋅ 𝐸(𝑞, 𝐾), where 𝑝𝑖 is one encrypted
data point and 𝑞 is one encrypted query point;

(2) 𝑝𝑖 ⋅ 𝑝𝑗 ̸= 𝐸(𝑝𝑖, 𝐾) ⋅ 𝐸(𝑝𝑗, 𝐾), where 𝑝𝑖 and 𝑝𝑗 are two
encrypted data points.

For ease of understanding, we describe the APSE scheme
in Algorithm 1. As shown in Algorithm 1, this scheme
includes five parts, that is, a key, a tuple encryption function,
a query encryption function, a distance comparison operator,
and a decryption function.

3.3. Difficulty Assumption of Discrete Logarithm Problem.
Given a multiplication group G with the prime order 𝑞, 𝑔 is
its generator. An element 𝑥 is selected from Z∗𝑞 randomly,
computing 𝑄 = 𝑔𝑥 ∈ G. The definition of the difficulty
assumption of discrete logarithmproblem (DLP) is as follows.

Definition 2 (difficulty assumption of discrete logarithm
problem). GivenG and𝑔, it is difficult to compute the correct
value of 𝑥. In other words, given a tuple (G, 𝑞, 𝑔𝑥, 𝑔), there is
not an efficient polynomial time algorithm to output 𝑥.

4. Background

In this section, we formally introduce our system model and
threat model and then state our proposed problem.
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Figure 1: System model.

4.1. System Model. In our system model, there are three
entities: an LBS provider, a cloud server, and a group of LBS
users, as shown in Figure 1. Next, we introduce each entity of
our model as follows.

(i) LBS Provider. An LBS provider is a location data owner.
It outsources large-scale location data to the cloud server for
enjoying the low-cost storage services and powerful com-
putation services. To ensure the confidentiality of location
data, all location data is uploaded to the cloud server after
being encrypted by the LBS provider. In addition, when an
LBS user wants to join the system, the LBS provider provides
authentication and registration service for the LBS user. Once
the LBS user passes authentication, the LBS provider sends
some important security parameters to the user via secure
communication channels. Correspondingly, the LBS provider
is also able to revoke any expired LBS user, who no longer has
the query capabilities for the outsourced location data when
being revoked by the LBS provider.

(ii) A Group of LBS Users. A group of LBS users are the
location data users, who enjoy convenient LBSs by submitting
LBS query requests to the LBS provider anywhere and
anytime. To hide query requests of LBS users for protecting
privacy, LBS users first encrypt their query requests and then
submit the encrypted query requests to the cloud server. Note
that the LBS users are usually referred to the legal registered
users and unregistered users and revoked users from the
provider cannot enjoy LBSs.

(iii) Cloud Server. Upon receiving the encrypted LBS query
request submitted by a legal LBS user, the cloud server

is responsible for performing the query over encrypted
outsourced location data on behalf of the LBS user and
returning the satisfied query results to the LBS user. In the
whole query processes, the cloud server does not know any
contents about outsourced location data, the user’s query
request, and the current location of the LBS user.

4.2. Problem Statements. In a conventional LBS system, the
LBS data construction usually is organized as the category
set and the location data set, as shown in Table 1(a). A
𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 denotes the general name of location data,
which contains multiple concrete location data. Each con-
crete location data is a four-tuple {𝐼𝐷, 𝑇𝐼𝑇𝐿𝐸, 𝐶𝑂𝑂𝑅𝐷𝐼-
𝑁𝐴𝑇𝐸,𝐷𝐸𝑆𝐶𝑅𝐼𝑃𝑇𝐼𝑂𝑁}, which describes the detailed infor-
mation of a certain location. When a registered user searches
an interested location, he/she submits the specified CAT-
EGORY and his current location coordinates to the LBS
system. The LBS system first searches over the category set
according to the submitted CATEGORY to obtain all target
locations and then sorts target locations in an ascending order
based on the distances between the user’s current location and
these target locations, which are easily computed according
to the user’s coordinate and each target location’s coordinate,
and finally returns the first 𝑘 nearest locations to the query
user, if the query user sends an optional parameter 𝑘 to the
LBS system. It means that the LBS system can analyze what
are the LBS user interested in and his/her real-time location,
when receiving an LBS query.

To ensure the confidentiality of LBS data and enable regis-
tered users to enforce efficient location query in the privacy-
preserving manner when the LBS provider outsources LBS
data and query services to the cloud server, in this paper,
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Table 1: LBS data creation.

(a)

{𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌} Location Data Set
{𝐼𝐷, 𝑇𝐼𝑇𝐿𝐸, 𝐶𝑂𝑂𝑅𝐷𝐼𝑁𝐴𝑇𝐸,𝐷𝐸𝑆𝐶𝑅𝐼𝑃𝑇𝐼𝑂𝑁}

{School: {
{1, Hunan University, (𝑥1, 𝑦1), {211, 985}},...
{15, Center South University, (𝑥15, 𝑦15), {211, 985}}}.

Hospital: {
{16, the Second Xiangya Hospital, (𝑥16, 𝑦16), {grade III-A hospital}},
...
{31, the Union Hospital, (𝑥31, 𝑦31), {grade III-A hospital}}}.

... ...
Hotel: {

{450, Huatian Hotel, (𝑥450, 𝑦450), {5 stars}},
...
{500, Westin Hotel, (𝑥500, 𝑦500), {4 stars}}}.

}
(b)

{𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌} Location Data Set
{𝐼𝐷, 𝑇𝐼𝑇𝐿𝐸, 𝐶𝑂𝑂𝑅𝐷𝐼𝑁𝐴𝑇𝐸,𝐷𝐸𝑆𝐶𝑅𝐼𝑃𝑇𝐼𝑂𝑁}

{𝐸1(School): {
{1, 𝐸3(Hunan University), 𝐸2((𝑥1, 𝑦1)), 𝐸3({211, 985})},...
{15, 𝐸3(Center South University), 𝐸2((𝑥15, 𝑦15)), 𝐸3({211, 985})}}.

𝐸1(Hospital): {
{16, 𝐸3(the Xiangya Hospital), 𝐸2((𝑥16, 𝑦16)), 𝐸3({grade III-A hospital})},
...
{31, 𝐸3(the Union Hospital), 𝐸2((𝑥31, 𝑦31)), 𝐸3({grade III-A hospital})}}

... ...
𝐸1(Hotel): {

{450, 𝐸3(Huatian Hotel), 𝐸2((𝑥450, 𝑦450)), 𝐸3({5 stars})},
...
{500, 𝐸3(Westin Hotel), 𝐸2((𝑥500, 𝑦500)), 𝐸3({4 stars})}}.

}

we adopt a hybrid encryption mechanism to encrypt the
LBS data; the encryption version of LBS data is shown in
Table 1(b), where 𝐸1, 𝐸2, and 𝐸3 denote different encryption
scheme, respectively, whose constructions will be formally
proposed in the next section. By encrypting different fields of
LBS data using the different encryptions 𝐸1, 𝐸2, and 𝐸3, our
scheme allows the cloud server to provide totally the same
query service over encrypted location data as the plaintext
environment aforementioned while information about the
location data and user’s query request is exposed to the cloud
server.

From the point of view of LBS users, compared with the
LBS system in the plaintext environment, the only difference

in our scheme is that an LBS user needs to encrypt the
interested 𝐺𝐴𝑇𝐸𝐺𝑂𝑅𝑌 and his/her location coordinates to
generate a query trapdoor. The cloud server performs the
LBS query over encrypted outsourced location data according
to the query trapdoor. Of course, the necessary decryption
operations need to be involved for the LBS user once the
encrypted LBS query results are received; however, this is not
our concerned problem in this paper.

In addition, the LBS system is a typical multiuser
application, our scheme designs efficient and flexible user
registration and user revocation mechanisms to guarantee
that only registered users are able to use the LBS system and
unregistered users or revoked users have not access to it.
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5. A Privacy-Preserving Multiuser LBS Query
Scheme Based on Hybrid Encryption

In this section, we describe the implementation details of
our privacy-preserving multiuser LBS query scheme. From
the system-level point of view, our scheme includes six
key modules: system initialization, new user grant, location
data encryption, query trapdoor generation, search over
encrypted location data, and user revocation. Each module
is operated by one entity independently or multiple enti-
ties interactively and all modules integrally constitute our
privacy-preserving multiuser LBS query system.

5.1. System Initialization. The system initialization operation
is executed by the LBS provider to set up the system running
environment.The LBS provider takes a large security param-
eter 𝑙 as input and first generates two multiplication cyclic
groupsG1 andG2 with the large prime order 𝑞 equipping the
bilinear pairing map 𝑒 : G1 × G1 → G2. Let 𝑔 be a generator
of G1. Then, the algorithm defines a cryptographical hash
function ℎ1 : {0, 1}∗ → G1, which maps a message of
arbitrary length to an element in G1. Lastly, the algorithm
chooses a random value 𝑥 ∈ Z∗𝑞 and generates a 3 × 3
invertible matrix𝑀 that are kept secretly by the LBS provider
and opens the public parameter 𝑃𝐾 = {G1,G2, 𝑒, 𝑞, 𝑔, ℎ1}.

5.2. New User Grant. When a new LBS user 𝑢 wants to join
the system, the LBS provider registers the new user in this
phase. At first, the LBS provider selects a random value 𝑥𝑢 ∈
Z∗𝑞 for 𝑢 and computes 𝑔𝑥/𝑥𝑢 and the inverse matrix 𝑀−1 of
𝑀. Then, 𝑔𝑥/𝑥𝑢 ,𝑀−1, and 𝑥𝑢 are sent to the user 𝑢 by secure
communication channels. When 𝑢 receives 𝑔𝑥/𝑥𝑢 , 𝑀−1, and
𝑥𝑢, he/she randomly selects 𝑟𝑢 ∈ Z∗𝑞 and keeps 𝑟𝑢, 𝑀−1
secretly and then further computes 𝑔𝑟𝑢 .

According to the received value 𝑔𝑥/𝑥𝑢 , 𝑢 computes his/her
register secret key 𝐸𝑛𝑟𝑘𝑢:

𝐸𝑛𝑟𝑘𝑢 = 𝑔𝑥/𝑥𝑢 × 𝑔𝑟𝑢 = 𝑔𝑥/𝑥𝑢+𝑟𝑢 . (1)

At last, (𝑢, 𝐸𝑛𝑟𝑘𝑢) is sent to the cloud server and the cloud
server stores this tuple into a user list 𝑈-𝐸𝑛𝑟𝑘𝑒𝑦.

5.3. Location Data Encryption. To guarantee the security of
location data, the LBS provider needs to encrypt all location
information before outsourcing them to the cloud server. In
this paper, to enable an efficient and privacy-preserving LBS
query, we use different encryption mechanisms to encrypt
the different attributes of the location data. Without loss of
generality, we use {𝐼𝐷 : 𝐼𝐷𝑑, 𝑇𝐼𝑇𝐿𝐸 : 𝑇𝑑; 𝐶𝑂𝑂𝑅𝐷𝐼𝑁𝐴𝑇𝐸 :
(𝑥𝑑, 𝑦𝑑); 𝐷𝐸𝑆𝐶𝑅𝐼𝑃𝑇𝐼𝑂𝑁 : 𝐷𝑑} to denote any location data 𝑑
belongs to𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 𝐶𝑑 in category set.The LBS provider
takes the following three steps to encrypt the location data 𝑑.

First, the LBS provider uses its secret value 𝑥 to code
𝐶𝑑 as ℎ1(𝐶𝑑)𝑥 and further employs the bilinear pairing map
𝑒 to calculate 𝑒(ℎ1(𝐶𝑑)𝑥, 𝑔). We use 𝐸1 to denote the code
operation of 𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 attribute of the location data such
that

𝐸1 (𝐶𝑑) = 𝑒 (ℎ1 (𝐶𝑑)𝑥 , 𝑔) . (2)

Second, the LBS provider uses the secretly preserved
invertible matrix𝑀 to encrypt 𝑑’s coordinate (𝑥𝑑, 𝑦𝑑) as

𝐸2 (𝑥𝑑, 𝑦𝑑) = 𝑀𝑇 (𝑥𝑑, 𝑦𝑑, −0.5 (𝑥2𝑑 + 𝑦2𝑑))
𝑇 . (3)

Here, correspondingly, we use 𝐸2 to denote this encryption
operation.

Third, for the remaining other attributes TITLE and
DESCRIPTION, the LBS provider adopts any semantically
secure symmetric encryption such as AES under a given key
𝑠𝑘 to encrypt them, denoted as 𝐸3 in our paper such that

𝐸3 (𝑇𝑑) = 𝐴𝐸𝑆𝑠𝑘 (𝑇𝑑) ,

𝐸3 (𝐷𝑑) = 𝐴𝐸𝑆𝑠𝑘 (𝐷𝑑) .
(4)

5.4. Query Trapdoor Generation. To preserve user’s query
privacy and enable correct search over encrypted location
data, a query user 𝑢 with the current location coordinate
(𝑥𝑢, 𝑦𝑢) needs to encrypt his/her query request before it is
submitted to the cloud server. In this paper, a query trapdoor
generation is conducted in two steps.

First, the user𝑢 chooses a desired query objective denoted
as 𝑞 (e.g., 𝑞 = 𝐻𝑜𝑡𝑒𝑙) and uses the secret value 𝑥𝑢 granted by
the LBS provider and the secret value 𝑟𝑢 randomly chosen by
himself/herself in the user grant phase to encrypt 𝑞 as ℎ1(𝑞)𝑥𝑢
and ℎ1(𝑞)𝑥𝑢𝑟𝑢 .

Second, the user 𝑢 generates a random number 𝑟 > 0 and
uses the matrix𝑀−1 granted by the LBS provider to encrypt
the current location coordinate (𝑥𝑢, 𝑦𝑢) as𝑀−1(𝑟𝑥𝑢, 𝑟𝑦𝑢, 𝑟)𝑇.
Ultimately, the query trapdoor of 𝑞 can be denoted as follows:

T𝑢 (𝑞) = (ℎ1 (𝑞)𝑥𝑢 , ℎ1 (𝑞)𝑥𝑢𝑟𝑢 ,𝑀−1 (𝑟𝑥𝑢, 𝑟𝑦𝑢, 𝑟)𝑇) . (5)

5.5. Search over Encrypted Location Data. After the query
user 𝑢 generates a query trapdoor T𝑢(𝑞), he/she submits
T𝑢(𝑞) and a parameter 𝑘 to the cloud server. Upon receiving
the query trapdoorT𝑢(𝑞) and 𝑘, the powerful cloud server is
responsible for searching over encrypted outsourced location
data on behalf of the query use, without knowing any
plaintext information of the outsourced location data and the
user query request. If the user 𝑢 is a legal user, the cloud server
returns back the first 𝑘 encrypted target locations that satisfy
the query and are nearest to the query user. Therefore, in the
whole query process, the cloud server must perform two key
operations under the encrypted environment: (1) searching
the encrypted category set according to the query trapdoor to
obtain all target locations; (2) sorting the distances between
target locations and user’s current location in an ascending
order. To achieve the above goal, the cloud sever processes
the search in two steps.

First, the cloud server looks up the query user 𝑢’s regis-
tration information ⟨𝑢, 𝐸𝑛𝑟𝑘𝑢⟩ from the user list 𝑈-𝐸𝑛𝑟𝑘𝑒𝑦.
If the user information does not exist, the cloud server rejects
the query; otherwise it linearly scans the encrypted category
set and obtains all encrypted target location data if it finds out
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an encrypted 𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 𝐸1(𝐶) in the encrypted category
set that satisfies the following equation:

𝐸1 (𝐶) =
𝑒 (𝐸𝑛𝑟𝑘𝑢, ℎ1 (𝑞)𝑥𝑢)
𝑒 (𝑔, ℎ1 (𝑞)𝑥𝑢𝑟𝑢)

. (6)

Second, upon obtaining all target locations, the cloud
server sorts the distances between target locations and user’s
query location by evaluating

(𝑀𝑇 (𝑥𝑖, 𝑦𝑖, −0.5 (𝑥2𝑖 + 𝑦2𝑖 ))
𝑇

−𝑀𝑇 (𝑥𝑗, 𝑦𝑗, −0.5 (𝑥2𝑗 + 𝑦2𝑗 ))
𝑇)

⋅ (𝑀−1 (𝑟𝑥𝑢, 𝑟𝑦𝑢, 𝑟)𝑇) > 0,

(7)

where 𝑖 and 𝑗 are any two locations satisfying the query with
the encrypted coordinate 𝐸2(𝑥𝑖, 𝑦𝑖) and 𝐸2(𝑥𝑗, 𝑦𝑗), respec-
tively.

If the above inequality holds, then this indicates that the
target location 𝑖 is closer to the query user 𝑢 than the target
location 𝑗. Hence, 𝑖 is sorted in the front of 𝑗. Finally, the cloud
server returns the first 𝑘 encrypted locations to the query user
𝑢.

5.6. User Revocation. User revocation is an essential yet
challenging task in a practical multiuser application such
as an LBS system. In some related literatures supporting
user revocation, to prevent revoked users from continuing to
access outsourced cloud data, the data provider usually has
to rebuild data index or reencrypt large amounts of data and
reuploads them to the cloud server and issues new keys to the
remaining users. It unavoidably brings heavy computation
and communication cost for the data provider because of the
high of dynamic of users in the cloud environment. In this
paper, we propose an efficient user revocation mechanism
without any data reencryption and keys update operations
while being able to effectively prevent the revoked user from
searching outsourced location data. More concretely, for a
user 𝑢󸀠 who will be revoked by the LBS provider, the LBS
provider first sends the user information about 𝑢󸀠 to the
cloud server. Then, the cloud server scans user information
in the user list 𝑈-𝐸𝑛𝑟𝑘𝑒𝑦 to find out the information of 𝑢󸀠
and deletes (𝑢󸀠, 𝐸𝑛𝑟𝑘𝑢󸀠). Once (𝑢󸀠, 𝐸𝑛𝑟𝑘𝑢󸀠) is deleted from
𝑈-𝐸𝑛𝑟𝑘𝑒𝑦, 𝑢󸀠 no longer has the capability to search location
data stored at the cloud server. Since without 𝐸𝑛𝑟𝑘𝑢󸀠 , the
cloud server cannot completematching between the trapdoor
and encrypted 𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 according to the query scheme
proposed in Section 5.5, 𝑢󸀠 can still generate a legal query
trapdoor.

6. Analysis

In this section, we analyze the search correctness and security
to prove that our proposed scheme is correct and secure.

6.1. Search Correctness Analysis. When an authorized query
user 𝑢 submits his/her query trapdoor T𝑢(𝑞) to the cloud

server, the cloud server firstly obtains the all encrypted
locations satisfying the query 𝑞 by performing a matching
operation between an encrypted 𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 and T𝑢(𝑞).
Specifically, the cloud server judges whether 𝐸1(𝐶) =
𝑒(𝐸𝑛𝑟𝑘𝑢, ℎ1(𝑞)𝑥𝑢)/𝑒(𝑔, ℎ1(𝑞)𝑥𝑢𝑦𝑢) holds or not for an encryp-
tion𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 𝐸1(𝐶). If the equation holds, then this indi-
cates that the query 𝑞 correctly matches 𝐸1(𝐶) and the cloud
server obtains all target locations belong to 𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 𝐶.
The correctness can be easily verified as follows:

𝑒 (𝐸𝑛𝑟𝑘𝑢, ℎ1 (𝑞)𝑥𝑢)
𝑒 (𝑔, ℎ1 (𝑞)𝑥𝑢𝑟𝑢)

=
𝑒 (𝑔𝑥/𝑥𝑢+𝑟𝑢 , ℎ1 (𝑞)𝑥𝑢)
𝑒 (𝑔, ℎ1 (𝑞)𝑥𝑢𝑟𝑢)

=
𝑒 (𝑔𝑥/𝑥𝑢 , ℎ1 (𝑞)𝑥𝑢) 𝑒 (𝑔𝑟𝑢 , ℎ1 (𝑞)𝑥𝑢)

𝑒 (𝑔, ℎ1 (𝑞)𝑥𝑢𝑟𝑢)

=
𝑒 (𝑔, ℎ1 (𝑞)𝑥𝑢 ⋅(𝑥/𝑥𝑢)) 𝑒 (𝑔, ℎ1 (𝑞)𝑥𝑢 ⋅𝑟𝑢)

𝑒 (𝑔, ℎ1 (𝑞)𝑥𝑢𝑟𝑢)

= 𝑒 (ℎ1 (𝑞)𝑥 , 𝑔)

= 𝑒 (ℎ1 (𝐶)𝑥 , 𝑔) (𝐶 = 𝑞)
= 𝐸1 (𝐶) .

(8)

Then, for any two target locations 𝑖 and 𝑗, the cloud server
is able to determine whether 𝑖 is closer to the query current
location than 𝑗 by evaluating

(𝑀𝑇 (𝑥𝑖, 𝑦𝑖, −0.5 (𝑥2𝑖 + 𝑦2𝑖 ))
𝑇

−𝑀𝑇 (𝑥𝑗, 𝑦𝑗, −0.5 (𝑥2𝑗 + 𝑦2𝑗 ))
𝑇)

⋅ (𝑀−1 (𝑟𝑥𝑢, 𝑟𝑦𝑢, 𝑟)𝑇) > 0.

(9)

This is because that

(𝑀𝑇 (𝑥𝑖, 𝑦𝑖, −0.5 (𝑥2𝑖 + 𝑦2𝑖 ))
𝑇

−𝑀𝑇 (𝑥𝑗, 𝑦𝑗, −0.5 (𝑥2𝑗 + 𝑦2𝑗 ))
𝑇)

⋅ (𝑀−1 (𝑟𝑥𝑢, 𝑟𝑦𝑢, 𝑟)𝑇)

= (𝑀𝑇 (𝑥𝑖, 𝑦𝑖, −0.5 (𝑥2𝑖 + 𝑦2𝑖 ))
𝑇

−𝑀𝑇 (𝑥𝑗, 𝑦𝑗, −0.5 (𝑥2𝑗 + 𝑦2𝑗 ))
𝑇)
𝑇

⋅ (𝑀−1 (𝑟𝑥𝑢, 𝑟𝑦𝑢, 𝑟)𝑇) = ((𝑥𝑖, 𝑦𝑖, −0.5 (𝑥2𝑖 + 𝑦2𝑖 ))
𝑇

− (𝑥𝑗, 𝑦𝑗, −0.5 (𝑥2𝑗 + 𝑦2𝑗 ))
𝑇)
𝑇

⋅ 𝑀𝑇𝑀−1 ((𝑟𝑥𝑢, 𝑟𝑦𝑢, 𝑟)𝑇) = 0.5𝑟 ((𝑥2𝑗 + 𝑦2𝑗 )
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− (𝑥2𝑖 + 𝑦2𝑖 ) + 2 (𝑥𝑖𝑥𝑢 + 𝑦𝑖𝑦𝑢 − 𝑥𝑗𝑥𝑢 − 𝑦𝑗𝑦𝑢))

= 0.5𝑟 (𝑑 ((𝑥𝑗, 𝑦𝑗) , (𝑥𝑢, 𝑦𝑢))

− 𝑑 ((𝑥𝑖, 𝑦𝑖) , (𝑥𝑢, 𝑦𝑢))) ,
(10)

where 𝑑((𝑥𝑖, 𝑦𝑖), (𝑥𝑢, 𝑦𝑢)) (𝑑((𝑥𝑗, 𝑦𝑗), (𝑥𝑢, 𝑦𝑢)), resp.) denotes
the Euclidean distance between the location 𝑖 (𝑗, resp.) and
the user’s current location. So,

(𝑀𝑇 (𝑥𝑖, 𝑦𝑖, −0.5 (𝑥2𝑖 + 𝑦2𝑖 ))
𝑇

−𝑀𝑇 (𝑥𝑗, 𝑦𝑗, −0.5 (𝑥2𝑗 + 𝑦2𝑗 ))
𝑇)

⋅ (𝑀−1 (𝑟𝑥𝑢, 𝑟𝑦𝑢, 𝑟)𝑇) > 0

⇐⇒ 0.5𝑟 (𝑑 ((𝑥𝑗, 𝑦𝑗) , (𝑥𝑢, 𝑦𝑢))

− 𝑑 ((𝑥𝑖, 𝑦𝑖) , (𝑥𝑢, 𝑦𝑢))) > 0

𝑑 ((𝑥𝑗, 𝑦𝑗) , (𝑥𝑢, 𝑦𝑢)) > 𝑑 ((𝑥𝑖, 𝑦𝑖) , (𝑥𝑢, 𝑦𝑢)) .

(11)

Thus, the cloud server is able to sort all target locations
according to the above distance comparisons in an ascending
order and returns back the first 𝑘 nearest locations to the
query user.

6.2. Security Analysis. In our proposed scheme, three encryp-
tion schemes 𝐸1, 𝐸2, and 𝐸3 are employed to protect the
confidentiality of LBS data. In this section, we will analyze
the security of our scheme against the “honest-but-curious”
cloud server in the multiuser environment.

𝐸2 is a semantically secure symmetric encryption such
as AES that encrypts the TITLE and DESCRIPTION fields
of LBS data. The semantic security of AES guarantees the
security of TITLE and DESCRIPTION fields of LBS data.
We use secure kNN encryption technique denoted as 𝐸2 to
encrypt the 𝐶𝑂𝑂𝑅𝐷𝐼𝑁𝐴𝑇𝐸 attribute of LBS data and query
user’s coordinate to enable a secure and effective distance
comparison. The security of the 𝐶𝑂𝑂𝑅𝐷𝐼𝑁𝐴𝑇𝐸 attribute of
LBS data and the query user’s coordinate mainly relies on
the security of secure kNN scheme. For the 𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌
attribute of LBS data, we use 𝐸3 to encrypt it to enable secure
and flexible search over encrypted location data. Specifically,
given a location data with 𝐶𝐴𝑇𝐸𝐺𝑂𝑅𝑌 attribute 𝐶, the
ciphertext can be denoted as 𝐸3(𝐶) = 𝑒(ℎ1(𝐶)𝑥, 𝑔) =
𝑒(ℎ1(𝐶), 𝑔)𝑥. Since 𝑒(ℎ1(𝐶), 𝑔) is a group element in G2 with
a large prime order, the secret key 𝑥 is acknowledgedly
intractable from 𝐸3(𝐶) in the large number field due to the
well-known DLP assumption. Without the secret key 𝑥 kept
secretly by the LBS provider, the cloud server cannot recover
the message 𝐶 from encryption 𝐸3.

In addition, in the multiuser environment, the system
should prevent an illegal user from requesting for query
LBS data stored in the cloud server. In our scheme, when
a registered user 𝑢 wants to query the LBS location data
using 𝑞, 𝑢 uses secret query keys 𝑥𝑢 and 𝑟𝑢 to generate the

query trapdoor of 𝑞, 𝑡𝑟𝑎𝑝𝑢(𝑞) = (ℎ1(𝑞)𝑥𝑢 , ℎ1(𝑞)𝑥𝑢𝑟𝑢). Under
the assumption of DLP, attackers cannot compute out 𝑥𝑢 and
𝑟𝑢 according to 𝑡𝑟𝑎𝑝𝑢(𝑞). Without the correct 𝑥𝑢 and 𝑟𝑢, an
illegal user 𝑢𝐼 cannot generate the correct query trapdoor
such that 𝑢𝐼 cannot perform the correct query over encrypted
location data. For a revoked user 𝑢𝑅, although𝑢𝑅 can generate
the trapdoor 𝑡𝑟𝑎𝑝𝑢𝑅(𝑞) for 𝑞, 𝑢𝑅 still cannot let the cloud
server perform a correct query on behalf of him/her due to
lacking of the necessary query parameter 𝐸𝑛𝑟𝑘𝑢𝑅 that has
been deleted from the list 𝑈-𝐸𝑛𝑟𝑘𝑒𝑦 by the cloud server in
the phase of user revocation.

7. Evaluation

In this section, we evaluate the performance of our proposed
scheme from the perspective of the LBS provider, the LBS
user, and the cloud server, respectively. The software and
hardware configurations of the LBS provider and LBS user
side are Windows 7 desktop systems with Intel Core 2 Duo
CPU 2.26GHZ, 3GBmemory, and 320GHZ hard driver and
the cloud sever side is a virtualmachinewithCore 2DuoCPU
4 × 2.394GHZ, 8GB memory on the Dell blade sever M610,
and the Linux Centos 5.8 OS.

All programs are developed using Java language and
the JPBC library [29] is employed to implement group
operations. We execute all experiments in a real data set
collected from the open street map [30] with 50 categories and
the number of concrete location data being 1000 by extracting
the location data belonging to Yuelu District, Changsha,
China.

7.1. LBS Data Encryption. Figure 2(a) shows that the time
cost of encrypting LBS data for the LBS provider increases
linearly with the increasing size of category set when the total
number of location data remains unchanged (𝑛 = 1000).
Figure 2(b) shows the number of concrete location data has
little influence on the time cost of encrypting LBS data when
fixing the size of category set (𝑐 = 50). Recall that, in our
scheme, 𝐸1 is used to encrypt categories in category set and
𝐸2 and 𝐸3 are used to encrypt location data. Experimental
results fromFigure 2 illustrate that the time cost of encrypting
LBS data is closely related to the encryption 𝐸1 while not
being almost affected by𝐸2 and𝐸3. It is reasonable that the𝐸1
consists of the time-consuming pair operation and exponent
operation over the ellipse curve groupwhile𝐸2 and𝐸3 almost
do not consume time when an extremely small message and
3-dimensional vector are encrypted by them, respectively.

7.2. Query Request Encryption. According to the query trap-
door generation proposed in the Section 5.4, in the whole
processes of the query request encryption, three key opera-
tions are involved to encrypt an interested query keyword and
current location coordinate for a registered LBS user (i.e., the
hash operation, the exponentiation operation on group, and
the matrix multiplication operation between a 3 × 3 matrix
and a 3-dimensional column vector). The time cost of each
operation based on our software/hardware setting is shown
in Table 2.Therefore, the total time cost of generating a query
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Figure 2: (a) The time cost of encrypting LBS data for LBS provider for different size of category set with fixed number of location data,
𝑛 = 1000; (b) the time cost of encrypting location data for LBS provider for different number of location data with fixed size of category set,
𝑐 = 50.

Table 2: Time cost of operation.

Notations Descriptions Time (ms)
ℎ1 Hash function ℎ1 : {0, 1}∗ → G1 ≈93
𝐸G1

Exponentiation operation on group G1 ≈34
𝑀 Matrix multiplication operation <1

request for an LBS user can be denoted as ℎ1 + 2 ∗𝐸G1
+𝑀 ≈

161ms; it is extremely efficient in practice.

7.3. Query over Encrypted LBS Data. Figures 3(a) and 3(b)
show the time cost of search over encrypted location data
for the cloud server. We can observe that the number of
categories and encrypted location data have little influence
on the overhead of search for the cloud server.This is because
that the main time cost for the search is to only enforce two
relatively time-consuming pairing operations while linear
search over 50 categories according to the query trapdoor for
target location data and 3-dimensional vector computation
for distance comparison almost does not consume time.

Figure 3(c) shows the average response time of our query
scheme for different sizes of query users. We can see that
the response time grows linearly with the increasing number
of query users. When the number of query users achieves
100, the response time is about 6.82 s, and this is extremely
efficient in practical application.

8. Conclusion

In this paper, we propose a privacy-preserving multiuser LBS
query scheme based on the hybrid encryption in the cloud

environment. Adopting different encryptions on different
attributes of LBS data, our proposed scheme can achieve
users’ location privacy protection and the confidentiality
of LBS data. In particular, the LBS query is performed in
the cipher environment, thus the LBS users can get the
accurate LBS query results without disclosing their private
information. Besides, we consider LBS user accountability
and LBS user dynamics, for preventing the unregistered users
and expired users accessing. And extensive experiments show
that our proposed scheme is highly efficient. In the future, we
will consider collusion attacks in the cloud-based LBSs.
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Figure 3: (a)The time cost of search for cloud server for different number of categories with fixed number of location data, 𝑛 = 1000; (b) the
time cost for search for cloud server for different number of location data with fixed number of categories; (c) the system response time for
different number of search users with fixed number of categories and location data, 𝑛 = 1000, 𝑐 = 50.
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Cyberspace has become the most popular carrier of information exchange in every corner of our life, which is beneficial for our life
in almost all aspects. With the continuous development of science and technology, especially the quantum computer, cyberspace
security has become the most critical problem for the Internet in near future. In this paper, we focus on analyzing characteristics of
the quantumcryptography and exploring of the advantages of it in the future Internet. It is worth noting thatwe analyze the quantum
key distribution (QKD) protocol in the noise-free channel. Moreover, in order to simulate real situations in the future Internet,
we also search the QKD protocol in the noisy channel. The results reflect the unconditional security of quantum cryptography
theoretically, which is suitable for the Internet as ever-increasing challenges are inevitable in the future.

1. Introduction

With the popularization and rapid development of the
Internet, human society has entered the information age.
Nowadays, all walks of people and all aspects of life can not be
separated from the network. In 1990s, the term “cyberspace”
was used to represent many new ideas and phenomena in
the Internet, networking, and digital communication [1].
Nowadays, this term is used to describe the domain of the
global technology environment by experts and researchers
of technical strategy, security, government, military, and
industry and enterprises. Also, this term is used to refer
to anything associated with the Internet. Using this global
network, people can engage in all kinds of activities such as
communicating ideas, sharing information, providing social
support, conducting business, directing actions, creating
artistic media, playing games, and engaging in political
discussion. Typical applications based on cyberspace include
cloud computing [2, 3] and personalized recommender sys-
tems [4].

Despite all benefits and advantages of cyberspace, it is
regarded as the largest unregulated and uncontrolled field

in human history. Therefore, the problem of information
security is the primary problem of cyberspace. On the one
hand, information technology and industry have entered an
unprecedented stage of prosperity. On the other hand, the
means of all kinds of attacks emerge in an endless stream.
Attacks, like hacker attacks, malicious software invade, and
computer viruses, pose a great threat to cyberspace infor-
mation security. Moreover, the progress of science and
technology also poses new challenges to cyberspace security.

Due to the characteristics of the quantum computer,
many existing public key cryptography (RSA [5, 6], ELGa-
mal [7], elliptic curve cryptography (ECC) [8], and so on)
will be no longer safe in the quantum computer. Namely,
the well-known discrete logarithm problem (DLP) or the
integer factorization problem will no longer be difficult
under quantum computer. This suggests that in order to
resist quantum computers, new cryptosystems that are not
based on discrete logarithms problem or the large factor
decomposition problem should be explored. Only in this way
can the information security of cyberspace be ensured in the
future Internet.
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Taking protective measures at all levels and scope of
the network is the basic idea of cyberspace security [9].
These measures aim at detecting and discovering all kinds of
network security threats and taking corresponding response
actions.

Quantum cryptography is still in its infancy. But we can
not ignore the challenges it brings to the security of existing
cyberspace. In 1994, mathematician Shor has proposed the
quantum algorithm [10] by which the integer factorization
problem and the discrete logarithmproblem can be efficiently
solved in polynomial time. Note that so far researchers have
not found the classical algorithm to solve the large integer
decomposition and the discrete logarithm problem efficiently
under the Turing machine model. Therefore, the challenge
of the emergence of quantum computers to the traditional
cryptosystems can not be ignored even if it is still in its
infancy.

Cryptography and network security are the key technolo-
gies to ensure the security of the information system [11].
Quantum cryptography is an important branch of cryptog-
raphy, which is the combination of quantum mechanics and
classical cryptography.The security of communication can be
guaranteed by Heisenberg’s uncertainty principle and quan-
tum no-cloning theory [12]. The main goal of the study of
quantum cryptography is to design cryptographic algorithms
and protocols, which is against quantum computing attacks.

As stated previously, exploring quantum cryptographic
protocols will be an essential part of cyberspace security
issues for future Internet. In this paper, we concentrate
on analyzing and exploring the quantum key distribution
protocol target for cyberspace security for the future Internet.

1.1. Organization. The rest of this paper is organized as
follows. Section 2 introduces some related works about
quantum cryptography. Section 3 presents preliminaries of
quantum physics and quantum communication. Section 4
presents benefits that quantum cryptography brings to the
future Internet and analyze the security of it. Section 5
concludes our paper.

2. Relate Works

Quantum cryptography stems from the concept of quantum
money, which was proposed by Wiesner in 1969. Limited by
the level of technology in history, this novel and creative idea
cannot be realized, which makes it remain unpublished until
1983 [13].

The first practical QKD protocol [14] was proposed by
Bennett and Brassard, in 2011. By leveraging single photon
polarization, they pioneered the implementation of the quan-
tum key distribution protocol. After that, a lot of effort was
put into QKD in order to improve security and efficiency.
In 1991, Ekert proposed the protocol [15] that is based on
Bells theorem. Note that [15] employs a pair of quantum
bits (i.e., an EPR pair), which is essentially the same as
[14]. Subsequently, in 1992, the improvement [16] of the
scheme [14] was put forward by Bennett. Employing any two
nonorthogonal states, the improvement is more efficient and
simple. After that, many QKD protocols [17, 18] using the

basic principles of quantum mechanics have been proposed
successively.

As an important cryptographic basic protocol, the obliv-
ious transfer protocol is one of the key technologies for
privacy protection in cryptography [19]. The oblivious trans-
fer protocol is a protocol, where the sender sends many
potential information to the receiver, but the sender itself is
not aware of the specific content of the transmission. The
concept of quantum oblivious transfer (QOT) [20] was fist
put forward by Crépeau in 1994. After that, many works have
been devoted to the QOT protocol. In 1994, the the “oblivious
transfer” security of [21] against any individual measurement
allowed by quantum mechanics was proved by Mayers and
Salvail in [22]. In 1998, the protocol [23] was proposed,
which proves the security of the QOT protocol under an
eavesdropper. Other protocols [24, 25] were proposed to
improve QOT protocol to varying degrees.

Quantum authentication (QA) protocol is also one of the
quantum cryptographic protocols. It was proposed in [26]
in 2001. After that, many QA protocols [27, 28] have been
proposed one after another.

The quantum cryptography protocol has developedmany
branches now. In addition to the protocols (i.e., QKD pro-
tocol, QOT protocol, and QA protocol) we discussed above,
quantum cryptography protocols also include quantum bit
commitment (QBC) protocols [29, 30] and quantum signa-
ture (QS) protocols [31, 32].

3. Preliminaries

In many respects, quantum communication and information
processing are superior to that of classical, which is rooted in
the characteristics of quantum information.

3.1. Properties of Quantum Information. Properties of quan-
tum informationmainly include uncertainty principle, quan-
tum no-cloning theory, the quantum teleportation, and the
hidden characteristics of quantum information, which can
be employed to resist attack (passive or active attack [33]) in
cyberspace communication.

Heisenberg’s uncertainty principle and quantum no-
cloning theory [12].

(i) Uncertainty principle: it is known as Heisenberg’s
uncertainty principle, which was introduced in 1927
by the German physicist Heisenberg [34]. The main
idea of uncertainty principle is that the particle
position in the micro world is impossible to be
determined, and it always exists in different places
with different probability.

(ii) Quantum no-cloning theory [12]: quantum no-
cloning theory is the uncloned and undeleting prop-
erties of the unknown quantum state. Cloning means
producing a completely identical quantum state in
another system. Scientists have proved that machines
capable of replicating quantum systems do not exist
[35]. The undeleting principle can guarantee that any
deleting and damaging effect of the enemy on the
quantum information will leave a trace in secure
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Figure 1: Quantum direct communication model.

communication. It was proposed in [36] in Nature
that deleting a copy of an arbitrary quantum state is
not allowed by linearity of quantum theory.

(iii) Quantum teleportation: the classic information is
obtained by the sender measuring the quantum state
of the original, which will be told by the sender
in the way of classical communication. Quantum
information is the rest of the information that the
sender does not extract in the measurement, and it is
passed to the recipient by measurement. In 1993, the
scheme that teleports an unknown quantum state was
proposed in [37].

(iv) Hidden characteristics of quantum information:
quantum information has unique properties that
classical information does not possess. Specifically,
the information of the quantum code in the entangled
state can not be obtained by the local measurement
operation, which can only be revealed by joint mea-
surement. The works about quantum information
concealment was proposed in 2001 by Terhal et al. in
[38].

3.2. Quantum Communication System. The quantum com-
munication can be divided into quantum direct communi-
cation and quantum teleportation communication. Quantum
direct transmission model is the simplest mode to realize the
transmission of quantum signals in different places. Figure 1
depicts quantum direct communication model.

In this Figure 1, Alice wants to communicate with Bob
through a quantum channel. In the quantum direct transmis-
sion model, Alice first needs to produce a series of photons
through the preparation device according to the message
she wants to share with Bob. After the generation of the
quantum source, this information also needs to be processed
by quantum source encoder and quantum error correcting
code (QECC) encoder. Then, the quantum information can
be transmitted directly to the quantum channel (optical
fiber or atmosphere). Here, the quantum channel is easily
disturbed by external noise. Therefore, the receiver Bob first
performs QECC encoding to the received signal and then
performs quantum source encoding. Finally, Bob obtains the
initial quantum message.

The other quantum communication is the quantum
teleportation. Unlike the classical communication, the qubits
not only can be in a variety of orthogonal superposition
states but also can be in the entangled state. The principle
of quantum teleportation is to establish a quantum channel

0 11

EPR

Alice Bob

Bell-state 
measurement

Classical 
channel

Figure 2: Quantum teleportation.

by using the maximum entangled state of two particles. Then
the message is transmitted by the quantum operation. Note
that selection of communication channels is the difference
between the teleportation and the direct communication.
Model of the quantum teleportation is illustrated in Figure 2.

In this model, we depict that Alice who wants to transmit
one-bit quantum whit Bob in other place. Firstly, an EPR
pair is generated by the EPR entanglement source. Secondly,
one of the particles is sent to Alice and the other is sent to
the receiver Bob through the quantum channel. Thirdly, in
order to transmit information, Alice needs to measure the
particles in the EPR entangled pairs and the pending bits she
holds. And then, Alice informs Bob of measurement results.
Finally, based on the measurement results of Alice and the
measurement of the EPR pair of himself, Bob can obtain
information about the particles to be transmitted.

4. Quantum Cryptography for Future Internet

Security for cyberspace in the future Internet should be
guaranteed as it is the collection of all information systems
and the information environment for human survival. For the
growing security problem in cyberspace, quantum cryptogra-
phy becomes the first consideration.

4.1. Unconditional Security. Cable and light are the main
carriers of today’s Internet communication. This communi-
cation system model is shown in Figure 3. Alice and Bob are
legitimate users in the system while Eve is an eavesdropper.
In order to ensure security, they encrypt messages and then
transmit it on the public channel. The classical cryptosystem
is roughly divided into two kinds, which are symmetric key
cryptosystems and asymmetric key cryptosystems. For these
two cryptosystems, their security is mostly based on the
complexity of computing. However, the rapid development
of hardware equipment and the proposed new advanced
algorithms have brought unprecedented challenges to the
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security of classical cryptosystems.Moreover, the rapid devel-
opment of quantum computing has also made many difficult
problems in classical mathematics have the solvability in the
field of quantum physics. For example, the DLP and the
integer factorization problemhave been solved in [10] in 1994.
Therefore, exploring quantum cryptographic protocols will
be an essential part of cyberspace security issues for future
Internet.

Shannon, the founder of the information theory, made a
pioneering study of unconditional security in the 50s of last
century [39]. In this study, unconditional security conditions
of “one-time-pad” were given. Namely, rather than the
pseudo-random number, the encryption/decryption key is
real random.And this key is used only once. Furthermore, the
key length is equal to the plaintext and performs the exclusive
or operation with the plaintext by bit. However, the problem
of key distribution at one-time pad has never been solved. It
is worth noting that this problem of key distribution can be
solved by the principle of quantum mechanics.

Figure 4 illustrates themodel of the famousQKDprotocol
[14].

In this model, sender wants to share a common con-
ference key with his/her counterpart, which can be used to
encrypt/decrypt messages they communicate. In this QKD
protocol, the real randomness of the key is guaranteed by the
essential properties of the quantum: uncertainty principle.
Moreover, an attacker is definitely detected if it exists.

4.2. Sniffing Detection. In Figure 3, Alice and Bob exchange
information in public channel. In order to ensure confi-
dentiality, their information is encrypted, but they cannot
prevent an attacker from eavesdropping on the channel.
Moreover, because of the characteristics of the device itself,
the eavesdropper can not be detected whether it is in cable
communications or in optical fiber communications. In
cable communications, the listener can use a multimeter or
oscilloscope to monitor. In optical fiber communications, the
eavesdropper can get information from a part of the light
signal. Note that the fiber loss is influenced by environmental
factors, such as temperature and pressure, which makes the
loss caused by eavesdropping not be perceived.

In quantum communication, the eavesdropper is sure to
be detected owing to quantumno-cloning theory. Specifically,
in Figure 4, if an eavesdropper monitors the quantum
channel, for a bit of quantum information, he will choose
the same measuring base with the sender with a 50%
probability. Therefore, the eavesdropper will be detected at a
50% probability for a bit of quantum information. Note that,

Table 1: Measurement results.

Results Polarization
⊕ ⊗

Bases
↔ 1 0: 50%; 1: 50%
↕ 0 0: 50%; 1: 50%
↗ 0: 50%; 1: 50% 0
↖ 0: 50%; 1: 50% 1

for the quantum information of 𝑛-bit, the probability of the
eavesdropper being detected is 1 − (1/2)𝑛.

4.3. Security of the QKD. In this subsection, in order to
simulate real situations in the future Internet, we first analyze
the quantum key distribution protocol in noise-free channel.
Moreover, we further search the quantum key distribution
protocol in noisy channel.

In order to analysis security of QKD protocol, we list
the encoding of quantum information and the measurement
results under different measurement bases in Table 1. The
two parties agree in advance that the horizontal and oblique
downwards polarization represents “1” while the vertical and
oblique upward polarization represents “0.”

The probability of the existence of a eavesdropper on the
QKD protocol is as follows.

Pr = Pr {Base
𝐴
= Base

𝐵
∧Measure

𝐴
̸= Measure

𝐵
} . (1)

The probability that the eavesdropper is found for 1-bit
quantum information is calculated as 1/2 × 1/2 × 1/2 = 1/8.

Figure 5 illustrates the probability of the eavesdropper
being detected in noise-free channel. From the graph we can
see that when the number of transmissions exceeds 40, the
probabilities of the eavesdropper are close to 100%. While
Figure 6 illustrates the probability of the eavesdropper being
detected in the channel with 30% noise. The graph shows
that when the number of transmitted photons is close to 80,
the probability of the eavesdropper being detected is close
to 100%. From the above two figures we can conclude that
the eavesdropping behavior in quantum communication is
certain to be detected. In particular, the more the number
of transmission data the higher the probability of the eaves-
dropper being detected, no matter whether there is noise
interference or not.

Figure 7 shows the probability of error in the receiver
when the eavesdropper eavesdrops on the channel in different
probability. It indicates that the error rate of the receiver is
25% in the absence of eavesdropper, while that of the receiver
is about 31% when the eavesdropper monitors the channel
with a probability of 50% and that of the receiver rises to
about 37% when the eavesdropper monitors every bit of the
channel.

Figure 8 shows the eavesdropper being detected when
he/she eavesdrops on the channel in different probability.
In this picture, the purple line represents that the attacker
monitors the channel in the possibility of 100% while the
green line and the red line represent that the attacker
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Figure 5: QKD protocol in noise free channel.
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Figure 6: QKD protocol with 30% noise.

monitors the channel in the possibility of 50% and 20%,
respectively. From these three curves, we can observe that
regardless of probability of the eavesdrop monitoring the
channel, the probability of him/her being detected is nearly
100% as the number of transmitted bits is rising.

From the above discussion, we can conclude that the
quantum cryptography offers unconditional security and
the sniffing detection properties for secure communication.
These properties can ensure security for cyberspace in the
future Internet.

The probability of eavesdropper to eavesdrop on the channel
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Figure 7: The effect of eavesdropping on the rate of error.
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Figure 8: The eavesdropper detects the channel with different
probability.

5. Conclusion

Based on quantum mechanics and classical cryptography,
quantum cryptography is a novel one in the field of cryp-
tography. Compared with classical cryptography, its ultimate
advantages are the unconditional security and the sniffing
detection.These characteristics can solve cyberspace security
critical problem for the future Internet. In particular, quan-
tum cryptography provides security for various applications
(e.g., Internet of things and smart cities [40]) in cyberspace
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for the future Internet. Our experimental analysis results
show the unconditional security and sniffing detection of
quantum cryptography, which makes it suitable for future
Internet.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work is supported by the National Science Foundation
of China under Grants no. 61672295 and no. 61672290, the
StateKey Laboratory of Information Security underGrant no.
2017-MS-10, the CICAEET fund, and the PAPD fund.

References

[1] L. Strate, “The varieties of cyberspace: Problems in definition
and delimitation,” Western Journal of Communication, vol. 63,
no. 3, pp. 382–412, 1999.

[2] J. Shen, J. Shen, X. Chen, X. Huang, and W. Susilo, “An efficient
public auditing protocol with novel dynamic structure for cloud
data,” IEEE Transactions on Information Forensics and Security,
vol. 12, pp. 2402–2415, 2017.

[3] J. Li, Y. Zhang, X. Chen, and Y. Xiang, “Secure attribute-based
data sharing for resource-limited users in cloud computing,”
Computers & Security, 2017.

[4] T. Zhou, L. Chen, and J. Shen, “Movie Recommendation
System Employing the User-Based CF in Cloud Computing,”
in Proceedings of the 2017 IEEE International Conference on
Computational Science and Engineering (CSE) and IEEE Inter-
national Conference on Embedded and Ubiquitous Computing
(EUC), pp. 46–50, Guangzhou, China, July 2017.

[5] R. L. Rivest, A. Shamir, and L. Adleman, “A method for
obtaining digital signatures and public-key cryptosystems,”
Communications of the ACM, vol. 21, no. 2, pp. 120–126, 1978.

[6] J. Shen, T. Zhou, X. Chen, J. Li, and W. Susilo, “Anonymous
and Traceable Group Data Sharing in Cloud Computing,” IEEE
Transactions on Information Forensics and Security, vol. 13, no.
4, pp. 912–925, 2018.

[7] T. ElGamal, “A public key cryptosystem and a signature scheme
based on discrete logarithms,” IEEE Transactions on Informa-
tion Theory, vol. 31, no. 4, pp. 469–472, 1985.

[8] Y.-M. Tseng, “An efficient two-party identity-based key
exchange protocol,” Informatica, vol. 18, no. 1, pp. 125–136, 2007.

[9] J. Shen, T. Miao, Q. Liu, S. Ji, C. Wang, and D. Liu, “S-SurF: An
Enhanced Secure Bulk Data Dissemination in Wireless Sensor
Networks,” in Security, Privacy, and Anonymity in Computation,
Communication, and Storage, vol. 10656 of Lecture Notes in
Computer Science, pp. 395–408, Springer International Publish-
ing, Cham, 2017.

[10] P. W. Shor, “Algorithms for quantum computation: discrete
logarithms and factoring,” in Proceedings of the 35th Annual
Symposium on Foundations of Computer Science (SFCS ’94), pp.
124–134, IEEE, 1994.

[11] J. Shen, T. Zhou, F. Wei, X. Sun, and Y. Xiang, “Privacy-
Preserving and Lightweight Key Agreement Protocol for V2G
in the Social Internet ofThings,” IEEE Internet ofThings Journal,
pp. 1-1.

[12] A. Peres, Quantum Theory: Concepts And Methods, Springer
Science & Business Media, 2006.

[13] S.Wiesner, “Conjugate coding,”ACMSIGACTNews, vol. 15, no.
1, pp. 78–88, 1983.

[14] C. H. Bennett and G. Brassard, “WITHDRAWN: Quantum
cryptography: Public key distribution and coin tossing,” Theo-
retical Computer Science, 2011.

[15] A. K. Ekert, “Quantum cryptography based on Bellâs theorem,”
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[20] C. Crépeau, “Quantum oblivious transfer,” Journal of Modern
Optics, vol. 41, no. 12, pp. 2445–2454, 1994.

[21] C. H. Bennett, G. Brassard, C. Crépeau, and M.-H. Sku-
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