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In recent years, HUIM (or a.k.a. high-utility itemset mining) can be seen as investigated in an extensive manner and studied in
many applications especially in basket-market analysis and its relevant applications. Since current basket-market scenario also
involves IoT equipment to collect information, i.e., sensor or smart devices, it is necessary to consider the mining of HUIs (or
a.k.a. high-utility itemsets) in a large-scale database especially with IoT situations. First, a GA-based MapReduce model is
presented in this work known as GMR-Miner for mining closed patterns with high utilization in large-scale databases. The k
-means model is initially adopted to group transactions regarding their relevant correlation based on the frequency factor. A
genetic algorithm (GA) is utilized in the developed MapReduce framework that can be used to explore the potential and
possible candidates in a limited time. Also, the developed 3-tier MapReduce model can be easily deployed in Spark for the
handlings of any database of large scale for knowledge discovery of closed patterns with high utilization. We created sets of
extensive experimental environments for evaluating the results of the developed GMR-Miner compared to the well-known and
state-of-the-art CLS-Miner. We present our in-depth results to show that the developed GMR-Miner outperforms CLS-Miner
in many criteria, i.e., memory usage, scalability, and runtime.

1. Introduction

As there is rapid growth of information technologies regard-
ing machine learning models, Internet of Things (IoT) [1],
and edge and cloud computing [2, 3], data-driven mining
has become an important topic that can be used to extract
the meaningful information from the collections of those
techniques. Several pattern mining models [4–9] have been
extensively studied, and the most fundamental knowledge
of pattern mining in knowledge discovery in databases
(KDD) is called ARM or association rule mining, which is
deployed through varied applications and specific domains.
Among them, Apriori was presented for finding the associa-
tion rules set in transactional databases iteratively. This is a

standard approach that finds the candidate itemsets first then
derive the satisfied itemsets at each level or called as the level-
wise/generate-and-test model; a huge memory usage and the
computational cost are relevantly high. After that, a set of
association rules can be discovered and mined. Frequent
pattern- (FP-) tree [10] was designed to speed up mining
progress by building a condense tree structure. Thus, only
frequent 1-itemsets are held in the main memory that can
be used for later mining progress. In addition, a conditional
FP-tree is then recursively constructed to find the frequent
itemsets (or frequent patterns) according to different prefix
itemsets in the Header_Table. Both Apriori and FP-tree algo-
rithms ensure the DC (or a.k.a. downward closure) property
to avoid the heavy cost regarding “combinational explosion.”
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This property is then applied and extended to many pattern
mining algorithms in different domains and applications,
i.e., HUIM (or called high-utility itemset mining) [11–15].

HUIM used 2 properties (a.k.a. the internal + external
utility) to find the set of HUIs (or a.k.a. high-utility itemsets)
in the basket-market domain. The internal utility can be
considered as the quantity of an item of each transaction
in databases, and external utility can be treated as the unit
profit value of each item in databases. Those two values
can be replaced by other factors according to the specific
requirements, constraints, users’ needs, and applications.
The generic algorithm of HUIM [16] does not take DC
property for revealing the set of HUIs, which requires a huge
size of the search space. To solve this limitation, TWU (or
a.k.a. transaction-weighted utilization) model [14] considers
the transaction utility to construct the HTWUIs (or a.k.a.
high transaction-weighted utilization itemsets) as the item-
sets with the upper-bound values for maintaining the DC
property, which is named as TWDC (or a.k.a. transaction-
weighted downward closure) in HUIM. This property is
then used in many utility-driven mining algorithms, e.g.,
UP-growth+ [17], HUI-Miner [15], HUP-tree [18], FHM
[19], and d2HUP [20]. More algorithms to improve mining
effectiveness regarding the discovered patterns are then
developed and discussed by adapting utility concept in pat-
tern mining tasks. In IoT applications [21], many factors
can be considered as different values, e.g., interestingness,
weight, importance, and uncertainty degree; thus, HUIM
can be easily adopted into IoT and/or sensor networks to
further discover the required information for data analysis
tasks. Based on this assumption, more important and spe-
cific information and knowledge will be discovered for later
decision or strategy making.

Instead of classic pattern mining approaches such as
FIM (or a.k.a. frequent itemset mining) or ARM (or a.k.a.
association rule mining) for decision-making, it can disclose
more useful and relevant information based on the property
of HUIM. The reason is that the HUIM can reveal more
information by taking internal and external factors in the
mining progress. However, the generic model for discover-
ing the required patterns requires to analyse a huge number
of the candidates first, which is inefficient and it is also hard
to find the meaningful patterns from a very huge number of
patterns. Closed-pattern mining constraint [1, 22–25] was
then adapted in pattern mining to provide better functional-
ities for mining condense and compress patterns. This strat-
egy is then used in HUIM, which is arisen as a new topic
called CHUIM (or a.k.a. closed high-utility itemset mining)
[26, 27]. Based on this model, less but more meaningful
information will be discovered by two conditions as follows:
(1) the superset of an itemset has different support values to
an itemset itself and (2) the utility of an itemset is no less
than the predefined minimum utility count (threshold).
CHUD algorithm [26] was investigated to firstly find the
CHUIs (or called closed high-utility itemsets) by using the
generic TWU model [14]. Since TWU model is a level-
wise and generate-and-test model, a huge number of the
computational cost is needed and a huge memory usage is
required to keep the candidates level-by-level, which is inef-

ficient and time-consuming. CHUI-Miner [27] was investi-
gated to build the extended utility-list (EU-list) that keeps
the revealed information in the main memory; the divide-
and-conquer mechanism is then used to find the CHUIs
correctly and completely. To better improve mining perfor-
mance, CLS-Miner [28] was designed by using the matrix to
lower the size of the search space. This model has good per-
formance compared to the existing models and is considered
as the state-of-the-art approach for CHUIM. The generic
CLS-Miner is, however, not possible to be performed for dis-
covering the CHUIs in large-scale databases; it is inappropri-
ate in real and industrial domains and applications. Past
works have been developed to present the parallel and
distributed models used in HUIM [29], but those generic
models need to find a very large set of the candidate itemsets
for decision-making; it needs high computational cost and a
huge memory usage to deliver the complete information. To
build an effective and efficient model for revealing the CHUIs
has become an important issue in pattern mining research.

Up until now, there has been no model existing that can
be used for CHUIM in any database of large scale. Moreover,
in the case of correctly and completely mining the needed
CHUI making use of distributed and parallel frameworks,
we require a strong model to be able to distribute the trans-
actions in an effective and efficient manner to the processing
nodes. For solving this known limitation, GMR-Miner is
developed and introduced in this paper. Main findings are
as follows:

(i) We design a 3-tier MapReduce framework deployed
in Spark for mining CHUIs in large-scale datasets

(ii) A k-means model is made use of for grouping
relevant transactions into clusters; thus, ensuring
discovered CHUI numbers is complete and correct

(iii) A GA-based model makes utilization of the MapRe-
duce framework to explore the possible and potential
candidates in a limited time for greatly reducing the
computational cost

(iv) Experimental evaluation shows that GMR-Miner
has a strong and outstanding performance

2. Related Work

2.1. MapReduce Framework. MapReduce [30] is a parallel
and distributed framework that was originally designed
and implemented by Dean and Ghemawat. It can be made
and implemented to handle large databases. It uses both
parallel and distributed models on clusters in 2 main com-
ponents, Mapper and Reducer, respectively. With regard to
pattern mining and the MapReduce framework, the authors
in [31] proposed 3 algorithms, using Apriori property to dis-
cover the necessary and relevant information. To be used in
HUIM, the authors in [29] invented PHUI-growth to be
used in the mining of HUIs from big data. As CHUIM
research rapidly grows, efficient model development is a
necessity for discovering CHUIs in large-scale databases.
We refer readers to [29–31] for more in-depth information
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on the MapReduce framework and skip an in-depth discus-
sion here in lieu of space considerations in the manuscript.

2.2. Evolutionary Computation. Genetic algorithm (GA) was
presented by Holland [32] as the first optimization approach
in evolutionary computation. The benefit to use GA is that it
is not a trivial task to implement GA for real applications.
GA is used to solve the NP-hard question and provides a
solution optimally. The idea for GA implementation is to
encode the solutions as a chromosome, and each chromo-
some is represented as an individual in the population. To
evaluate the goodness of the chromosome, a fitness function
should be predefined in the evolutionary process. Since GA
is the fundamental approach in evolutionary computation,
many extensions [33, 34] are then developed and studied
to enhance its efficiency.

In GA, 3 operations are generally considered to iteratively
perform for obtaining a better solution, and they are indicated
as (1) mutation, (2) crossover, and (3) selection. For the evolu-
tionary progress of GA, first, each possible solution is then
encoded as a chromosome, which can be presented as a string
by binary or decimal encoding scheme. The crossover operation
is then performed to swap the parts of the chromosomes that
can be used to produce the offspring as a new solution for the
next generation. The idea of crossover operation is to generate
the possible solutions and better convergence in a search space.
After that, a mutation operation is then executed to flip some
digits of a chromosome, which generates new solutions. The
idea of mutation operation is to change parts of a solution ran-
domly, which can increase the diversity of the population and
provide a mechanism for escaping from a local optimum. Note
that the ratio for running the crossover and mutation is differ-
ent, and normally, the ratio of crossover operation is higher
than that of the ratio of mutation operation. After that, the
selection operation is then operated to find the elite solutions
for the next round (or generation). This selection mechanism
is mostly based on the fitness value. Thus, iterative progress is
then performed until the termination condition is achieved.
Several criteria can be set to terminate the progress of evolution-
arymodel by (1) the number of iterations is achieved by the pre-
defined the number of generations or (2) the fitness value
becomes stable without further big changes; the algorithm is
converged. However, in traditional GA-based model, it takes
long time to be converged by the 3 generic operations.

Several EC-based approaches were adapted to generic
ARM [35], HUIM [13, 36], and high average-utility itemset
mining (HAUIM) [37] for knowledge discovery. Qodmanan
et al. [35] presented a GA-based model to mine the associa-
tion rules without minimum support and confidence thresh-
olds. The designed fitness function can produce more
interesting and important rules rather than the traditional
approaches. Kannimuthu and Premalatha [36] first adapted
the GA-based model in HUIM that can discover the set of
the HUIs in a limit time. Gunawan et al. [13] presented a
BSPO model for mining HUIM without threshold value.
Further extensions are then developed in progress to adapt
the evolutionary computation (EC) for mining the required
information. Song and Huang [37] used the PSO model for
revealing the high average-utility itemsets.

2.3. High-Utility Itemset Mining (HUIM). There can be very
beneficial reasons to analyse the purchase behaviours of
customers in basket-market domains since the revealed
information and knowledge will provide the realistic and
profitable values of the products to the company, e.g., super-
market or shopping mall. Generic models of association rule
mining/frequent itemset mining only take occurrence fre-
quency as the major consideration, which provide the insuf-
ficient knowledge to make the efficient decision especially it
is not applicable on an item with lower frequency in the
database but can bring higher profit than the others, i.e., dia-
mond or caviar. HUIM [16] was presented to take the inter-
nal factor (considered as the quantity of the item in the
transactions) and external factor (considered as unit profit
for the item in any database) to reveal the set of HUIs, which
shows an alternative model for making more precise and
accurate strategies for decision-making.

Traditional models of HUIM [16] do not hold the DC
property; thus, it takes a very huge search space by “combi-
national explosion” mechanism to reveal the required infor-
mation. TWU model [14] was presented to build the upper-
bound values on the itemsets by holding and maintaining
the HTWUIs. This model can hold the TWDC property to
solve the limitation of the past HUIM models. Although
TWU model is efficient but it still builds the very high
upper-bound values on the itemsets; thus, several models
were, respectively, presented to mine the set of HUIs and
speed up mining performance. The high-utility pattern-
(HUP-) tree was developed to keep the required information
into a tree structure, which provides good performance than
that of the traditional TWU model. Utility-pattern- (UP-)
growth and UP-growth+ [17] were then developed to mine
the set of HUIs efficiently from the implemented utility-
pattern tree. The above algorithms are, however, still based
on TWU model to keep the loose upper-bound values on
itemsets; thus, the number of discovered candidates in phase
1 is still a lot. To reduce this limitation by having a lot of
candidates in phase 2, HUI-Miner [15] was designed and
implemented by a linked-list structure named utility-list-
(UL-) structure that can avoid the generate-and-test and
tree-based models for mining the set of HUIs. It also uses
the join operator to generate k-itemsets; thus, the required
HUIs at different levels can be found and discovered effi-
ciently. FHM [19] was investigated to build a matrix struc-
ture effectively to store the cooccurrence relationships
among itemsets that can be used to reduce the search space
efficiently since the unpromising candidate itemsets can be
early pruned and removed. FIM [38] was then developed
and implemented to work on two strategies that can be used
to establish the tight upper-bound values on the itemsets; the
size of the search space can be reduced greatly. Several works
of HUIM are then extensively studied and discussed. Srivas-
tava et al. [39] used the prelarge and fusion models to mine
the set of HUIs from wireless sensor networks for the real
industry applications. Several approaches and studies are
then developed in HUIM, and this research issue has been
still developed in progress [9, 40].

Although most of the pattern mining models, e.g., ARM
or HUIM, can find the required information for decision-
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making, it is sometimes not a trivial task to retrieve the most
useful and meaningful information from a huge number of
the rules especially for some online decision-making system,
i.e., stock market analysis. Thus, it is possible to provide less
but meaningful information and knowledge for further
decision-making. Closed pattern mining of frequent itemset
mining [22, 23] is a good model to find the less but concise
patterns as the solution for decision-making. Instead of min-
ing a high number of patterns for decision-making, closed
frequent itemset mining can greatly reduce the size of the
discovered patterns; thus, it is somehow easier to make the
decision in a short time. Closed-pattern mining model was
also adapted the concept of HUIM; thus, the CHUI-Miner
[27] was presented to find the CHUIs in the databases. Since
CHUI-Miner is a one-phase approach; thus, it uses the EU-
list model to keep the necessary information for the later
mining progress. However, the CHUI-Miner still relies on
TWU property to maintain the upper-bound values on the
itemsets; it still suffers the limitation of huge search spaces
for finding the required patterns; thus, the execution time
is costly. Up to now, the state-of-the-art model called CLS-
Miner [6] was presented that incorporates the UL-
structure EUCS strategy in the mining progress. The EUCS
model is very beneficial to reduce the number of 2-itemsets
for the further progress; thus, the size of search space can
be greatly reduced. Moreover, CLS-Miner applies the effi-
cient strategies to prune the size of the search space as well;
thus, the mining performance can be sped up. Up to now,
none of the existing models can thus be used to handle the
large-scale databases for mining the CHUIs, which is the
major task and research issue in this work.

3. Preliminary and Problem Statement

A set of items in the database is denoted as I and defined as
I = fi1, i2,⋯, img. Also assume that a database is denoted as
D and defined as D = fT1, T2,⋯, Tng. Note that each Td ⊆ I
(1 ≤ d ≤ n), and there is n transaction in the database D. Sup-
pose that the quality of an item ij in a transaction T j is
denoted as qðij, TdÞ, and the unit profit of an item ij is
denoted as pðijÞ. Note that both qðij, TdÞ and pðijÞ are the
positive integers. Assume that an itemset is denoted as X
such that X = fi1, i2,⋯, ikg. The length of X is considered
the size of the itemset X, which can be considered as k
-itemset ðk = 1, 2,⋯,mÞ. Key definitions of this paper are
given as follows.

Definition 1. The utility of an item ij in a transaction Td is
denoted as uðij, TdÞ and defined as follows:

u ij, Td

� �
= q ij, Td

� �
× p ij

� �
, ð1Þ

where qðij, TdÞ is the quantitative value of ij in Td and pðijÞ
is the unit profit of an item ij in the unit of the profit table.

Definition 2. The utility of an itemset X in a transaction Td is
denoted as uðX, TdÞ and defined as follows:

u X, Tdð Þ = 〠
i j∈X

u ij, Td

� �
: ð2Þ

Definition 3. The utility of an itemset X in a database D is
denoted as uðXÞ and defined as follows:

u Xð Þ = 〠
X⊆Td∧Td∈D

u X, Tdð Þ: ð3Þ

Definition 4. The utility of a transaction Td is denoted as t
uðTdÞ and defined as follows:

tu Tdð Þ = 〠
i j∈Td

u ij, Td

� �
: ð4Þ

Definition 5. The total utility of a database D is denoted as
uðDÞ and defined as follows:

u Dð Þ = 〠
Td∈D

tu Tdð Þ: ð5Þ

Definition 6. Suppose an itemset is defined as X, and the
minimum utility threshold is set as δ. An itemset is a high-
utility itemset (HUI) if it follows the following condition as

u Xð Þ ≥ δ × u Dð Þ: ð6Þ

Definition 7. Suppose an itemsetX is a CHUI. It must have the
following conditions as follows: (1) any superset (i.e., Y) of X
will not have the same support value such as sup ðYÞ =
sup ðXÞ and (2) uðXÞ is larger than or equal to the mini-
mum utility count. Note that uðYÞ is also larger than or
equal to the minimum utility count.

For the generic association rule mining or frequent item-
set mining, it holds the downward closure property to avoid
the “combinational explosion” issue. To increase the mining
performance in HUIM, a new property called transaction-
weighted downward closure (TWDC) was established by
TWU model [14] that can be used and adapted in HUIM
to solve the limitation of the generic models.

Definition 8. An itemset is denoted as X, and its transaction-
weighted utility is denoted as twuðXÞ. To calculate the
transaction-weighted utility of X, it follows the condition
as follows:

twu Xð Þ = 〠
Td∈D∧X⊆Td

tu Tdð Þ: ð7Þ

Current works [14, 17, 19] regarding HUIM applied the
TWU model to keep the TWDC property; it also adapts to
CHUIM [27] to avoid the problem of “combinational
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explosion.” In addition, the UL-list-based model [15] and
EUCS-based approach [19] are beneficial to efficiently reveal
the required high-utility itemsets. For example, UL-list uses
the join operator, which is easily to find the (k + 1)-item-
sets level wisely without candidate generation. The EUCS
model uses the matrix structure to keep the TWU values
of 2-itemsets. Based on the DC and TWDC properties, if a
2-itemset is not a HTWUI, its superset will not be the
HTWUI either; the superset of the itemset can be discarded
and ignored. Thus, the search space can be reduced effi-
ciently. As we mentioned, the CHUIM can produce a
smaller number of useful and meaningful patterns; thus, it
is possible to make the decision quickly based on some spe-
cific online applications. The generic models [27, 28] of
CCCCCCHUIM cannot, however, handle the large-scale
and big datasets, which is not applicable in real-life situa-
tions and applications. We thus then developed a MapRe-
duce framework that can be used to process the CHUIM
in very big and large-scale datasets.

Problem Statement: Suppose a very large transactional
database D, and each transaction in D consists of the pur-
chased items with their quantity values. A profit table is
assumed as a ptable that keeps the unit profit of the items
in the database. Let δ be the minimum utility threshold in
the database. The purpose of this paper is aimed at finding
the complete set of the CHUI efficiency by the cloud-
computing techniques for handling the large-scale datasets.

4. The Developed GA-Based MapReduce
Model for CHUIM

We first design a GA-based decomposition model and a 3-
tier MapReduce framework for handling large-scale
CHUIM in this section. The idea of exploring the decompo-
sition and combining the 3-tier MapReduce is to reduce the
search space for finding the required information, which
easily is explored by the genetic algorithm (GA). First, the
set of transactions D is then partitioned into several groups
G = fG1,G2,⋯,Gkg, in which each group Gi contains sev-
eral transactions in D, and k is set as the group number in
the database. Generally, the groups hold disjoint relation-
ship, in which for every two different groups, it holds the
condition as follows:

Gi,Gj

� �
, I Gið Þ ∩ I Gj

� �
=∅, ð8Þ

where IðGiÞ is the set items of the group Gi and IðGjÞ is the
set items of the group Gj.

Proposition 9. Let G be the groups of transactions in the
original database D. If the groups in G have no shared items,
the set of all relevant frequent itemsets is considered as the
unions of the full groups’ frequent itemsets. We thus can note
that

F = ∪
k

i=1
Fi

� �
, ð9Þ

where Fi is considered as a set of the relevant frequent item-
sets of the group Gi.

Proof. Consider ∀ði, jÞ ∈ ½1⋯ k�2, IðGiÞ ∩ IðGjÞ =∅, we can
obtain that ∀i ∈ ½1⋯ k�: Fi = fp ∣ sup ðD, I, pÞ ≥min supg.
The support of the pattern p is examined by checking all
transactions in D. Considering a pattern p exists in IðGiÞ,
i.e., p ⊆ IðGiÞ⇒ ∀e ∈ p, e ∈ IðGiÞ⇒∀e ∈ p, e ∉ IðGjÞ, ð∀j ∈ ½1

⋯ k�,∨j ≠ iÞ⇒ p⊄IðGjÞ⇒ Fi = fp ∣ sup ðGi, IðGiÞ, pÞ ≥min

supg⇒ F = f ∪k
i=1

Fig.☐☐

The proposition above clearly shows that transactions
that are in D must follow certain conditions above, from
which the dependent groups can be fully revealed. Thus,
relevant frequent itemsets can be identified using pattern
mining approaches in groups. However, this is not a realistic
scenario, and the objective is to decrease the number of
items shared by the separated groups. Existing work [5]
identified that k-means [41] and DBSCAN [42] can obtain
a good performance of transaction decomposition, and k
-means showed better results than that of the DBSCAN.
Thus, a k-means model is used in the designed framework
for transaction decomposition that can group highly rele-
vant transactions in the same group. After that, a GA-
based MapReduce- (GMR-) Miner algorithm that consists
of GA and 3-tier MapReduce framework for mining the
closed patterns with high utilization is then presented. Three
phases in the designed framework regarding different
MapReduce tasks are described below.

4.1. Exploration. After dividing the transactions into several
groups, each Mapper is fed with a partition. The framework
for MapReduce is applied in this step for the exploration of
any and all promising items which may be CHUI in addition
to their supersets. Any unpromising itemsets can easily be
discarded in this step to make good mining progress due
to the design properties which can be stated as follows.

Property 10.We can say that if there exists a known pattern t
that clearly is or can be defined as a frequent pattern, it can
be defined as a frequent itemset in one part.

Proof. Let a database D being split into n parts such that
fD1,D2,⋯,Dng; the total frequency of each part is calcu-
lated as fjD1j, jD2j,⋯, jDnjg. Assume that the minimum
support threshold is considered as δ in the database, and
t is considered as a frequent pattern in D. We then can
obtain the following situation as follows:

s tð Þ ≥ δ × Dij j: ð10Þ

The counter-evidence, fs1, s2,⋯, sng, is used to show
the support value of an itemset (pattern) t of each part.
Obviously, t is not considered as the frequent itemset in
the entire part such that s1 < δ × jD1j, s2 < δ × jD2j,⋯, sn
< δ × jDnj. Then, sðtÞ =∑n

i=1jDij is different to the above
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definition. This, we can prove that the correctness is held
by this property.☐☐

Based on the developed Property 10, it is then studied
and extended to the designed MapReduce model. Thus, the
integrity of the mined information is then ensured. Accord-
ing to the DC property used in the Apriori algorithm, Prop-
erty 11 is studied and extended from Property 10 to ensure
that the supersets can satisfy the condition. The definition
is then given as follows.

Property 11. Suppose two itemsets t and t ′ hold the situation
such as t ⊆ t ′. Thus, in the database D, we can ensure that
sðt,DÞ ≥ sðt ′,DÞ maintains the correctness.

Based on Property 11, if a support of an itemset t is less
than the minimum support threshold (count, δ × jDj), it is
not treated as a frequent itemset, neither its supersets. That
is, it does not affect the final results if t is then early removed.
In the proposed paper, each Mapper acquires a database par-
tition. Thus, the pair of <key, value> for an itemset with its
support value (or called frequency) is output in a certain
partition to the Reducer. Following that, a GA-based tech-
nique is used to investigate the possible search space for
the next Reducer phase. All frequent itemsets are treated as
individuals in the first population, and then, the unsatisfied
itemsets are removed to efficiently minimize the search
space for later processes. This GA-based technique can sig-
nificantly cut computational costs by avoiding the need to
explore the whole search space. Following that, all promising
frequent itemsets are inspected to determine the complete
closed frequent itemsets [22, 23] by the next MapReduce
framework to reveal the satisfied CHUIs.

To be concluded, the initial MapReduce divides the clus-
tered dataset into numerous parts (or called partitions),
which are subsequently processed independently by each
Mapper. The GA model then generates a search space for
prospective candidates that can be used to reduce the size
of the search space. Following that, all satisfied frequent
itemsets are mined and revealed, and unsatisfied frequent
itemsets are deleted here. Once again, only satisfied CHUIs
will be sent to the subsequent MapReduce model for reveal-
ing the set of CHUIs. The following is the description of the
exploitation phase.

4.2. Exploitation. The exploitation phase begins with the
usage of current CHUIM models (e.g., CLS-Miner [28]) to
mine the CHUIs for each partition. Given that mining the
set of CHUIs in the whole dataset is not straightforward,
the second MapReduce is executed in parallel with the par-
tial, tiny, and numerous sets from promising itemsets from
the initial MapReduce on each node. Due to the fact that
each node requires less memory, the MapReduce architec-
ture is capable of running a large database on a single
machine. The candidate’s utility is then explored for each
node in order to determine the progress of the exploitation
mining. The horizontal structure known as tidset is used to
store the transaction ID and its associated frequent itemsets.

Due to the efficient tidset structure, it is simple to calculate
the frequencies of the itemsets in the mining progress; thus,
the computational cost can be greatly minimized and the
performance can be greatly improved.

Additionally, a straightforward load balancing strategy is
used to divide the transactions into the second MapReduce
tasks based on their sizes before performing the second
MapReduce. The computational cost of the exploitation pro-
cess can thus be decreased. The number of produced tasks
should correspond to the number of Mappers. The workload
of each node is determined by the amount of promising
itemsets in a transaction, and then, the transaction is
assigned to the node with the least workload, which is capa-
ble of evenly distributing the computation among the nodes.
When compared to the serialization model, this technique
can significantly lower processing costs. The load balancing
equation is given as follows.

WLi =WLi + Num, ð11Þ

where WLi is the workload of node i, and Num is the num-
ber of patterns derived from the first MapReduce of the per-
formed transaction. The CLS-Miner [28] is applied here to
mine the set of local CHUIs at each partition Di. The local
CHUI is then output from each Mapper, and the result is a
pair of fpattern, ðutility ; piÞg.

The Mapper stage first executes the CLS-Miner to mine
the set of CHUIs within the partition and then assigns the
local CHUIs with the same key (or itemset/pattern) to the
same Reducer. It is possible to calculate the partial total util-
ity in a partition; the local CHUI can be recognized if its util-
ity value is not smaller than the sum of the partial total
utility in the partition. As a result, the CHUI that has been
satisfied is output to the result file; otherwise, the Reducers
output the key-value pair that will be used later in the gener-
ation of the candidate set. Following that, all candidates
(possible patterns) and the tidset are required for the next-
generation phase, which is completed during the second
MapReduce phase. Crossover and mutation procedures are
done on the second MapReduce framework to produce the
possible candidates for the actual CHUIs between the Map-
per and Reducer of each partition.

In this phase, each MapReduce component considers
only one cluster of transactions. This allows to highly reduce
exploring the solution space. At the same time, the candidate
patterns have been calculated for their utilities of each node.
Therefore, by using a developed tidset structure, the calcu-
lated utility can be used to speed up the checking process.

4.3. Integration. The purpose of this stage is to catch any pat-
terns that have been missed in the local clusters due to min-
ing progress. It takes into account both shared and clusters
during the exploration and exploitation processes. This
enables the discovery of all associated CHUIs across the
whole database. From the shared items, potential candidate
CHUIs are established initially. It is then investigated to find
the significance of each generated pattern over the entire
database by utilizing the integration function. The designed
framework proposes an aggregation function, which is the
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sum of local support for shared patterns across all clusters,
to be used as an integration function. Afterwards, the rele-
vant CHUIs of the shared items are concatenated with the
relevant CHUIs of the local clusters to derive the globally
relevant patterns across the entire transaction database.
Additionally, the tidset generated by the second MapReduce
is used to decrease the computation required to mine the
patterns of each node. Additionally, the utility-list structure

Input: D, a quantitative database; ptable, a profit table of all items; δ , a minimum utility count.
Output: a set of discovered closed high-utility itemsets (CHUIs)
perform k-means to cluster D as (p1, p2,⋯, pn).
perform exploration function {
for each pk {

set key-value pair as (tid, t-itemset).
for each t-itemset {
calculate sup ðtÞ.
}

writeðt,< sup ðtÞ, pk > Þ.
}
for each t in pk {
sup ðtÞ = sup ðtÞ + <sup ðtÞ, pk > .
}

writeðt, sup ðtÞÞ.
}
perform exploitation {
build tidset.
for each pk {

set key-value pair as (tid, t-itemset).
for each t-itemset {
calculate uðtÞ by CLS-Miner.
}

writeðt,<uðtÞ, pk > Þ
}
for each t in pk {
uðtÞ = uðtÞ + <uðtÞ, pk > .
}

writeðt, uðtÞÞ.
}
perform integration {
project t-itemset as utility-list (UL).
build EUCS of 2-itemsets.
for each C in t {

check Cq-itemset.
if C appears in tidset and tid == key {
write a pair ðC, luðCÞÞ.
else {
write a pair ðC, luðCÞÞ.
}

}
}
for each C in t {
guðCÞ = guðCÞ + luðCÞ.

if guðCÞ > = δ × uðDÞ {
writeðC, guðCÞÞ.

}
}
}

Algorithm 1: The designed GMR-Miner algorithm.

Table 1: The parameters of the used databases.

Dataset ∣D ∣ ∣I ∣ C MaxLen
SIGN 730 267 52 94

Leviathan 5,834 9,025 33.8 100

MSNBC 31,790 17 13.3 100

BMS 59,601 197 2.5 267
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and EUCS are constructed to hold the data required for the
calculation, and the computational cost is lowered as a result
of these two structures. Additional information on utility-list
and EUCS is available in [28].

The third MapReduce framework can then be used to
determine and identify global patterns about CHUIs using
the set of candidate patterns (local CHUIs) and the tidset.
The genetic algorithm’s selection operator is used in this
phase to retain only the relevant patterns for the next gener-
ation, and the fitness (utility) of each candidate pattern is
calculated. Each Mapper stage converts the information in
the itemset into a utility-list and then determines the local
utility of all itemsets in the candidate set. Besides, the EUCS
is then applied here to reduce computation if the investi-
gated itemset does not meet the needs. If an investigated
itemset can be found from tidset by using its transaction
ID, it shows that the utility of the itemset was determined
before in the second MapReduce stage; the Mapper here
then delivers a pair value of regarding pattern and its utility
such as (pattern; utility) for the next Reducer phase. Other-
wise, the utility of the pattern can be thus determined by the
utility-list structure and a pair value is then output as the
result. According to three strategies here such as EUCS,

tidset, and utility-list, the mining progress can be sped up,
and the computational cost is then reduced for finding the
global itemsets with their utility values in the entire database.
The Reducer stage here is considered to sum up the utilities
of the investigated pattern, and if this value is larger than the
δ × uðDÞ in the Reducer stage, it is the globally CHUI and
will be released as the final output of the designed frame-
work. Detailed progress of the designed framework is then
shown in Algorithm 1.

5. Experimental Evaluation

In the experiments, four realistic databases [43] are then
used in this paper to state the performance of the developed
GMR-Miner approach compared to the state-of-the-art
CLS-Miner [28] model in terms of runtime, memory usage,
and scalability under a varied number of nodes in the devel-
oped 3-tier MapReduce framework. Note that the developed
MapReduce is then deployed in Spark since Spark provides a
higher capability to handle the large-scale databases. The
properties of 4 conducted databases are then described in
Table 1. Here, ∣D ∣ is the number of database size, which
showed the number of transactions in the database. ∣I ∣
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Figure 1: The decomposition clustering quality.
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indicated the number of distinct items in the database. C
showed the average number of items in a transaction, and
MaxLen is the maximum size of a transaction in the data-
base. The used databases in Table 1 are then enlarged and
duplicated by various numbers (e.g., 1, 20, 50, 100, 200,
500, 1,000, 2,000, 5,000, and 10,000) for the later perfor-
mance evaluation.

5.1. Quality of Clustering. Figure 1 shows the quality evalua-
tion of the returned clusters by using the k-means and the
intuitive clustering algorithm on the four datasets used in
the experiments. The intuitive clustering divides the transac-
tions into k-clusters randomly without any processing. In
the conducted experiments, the quality of the returned clus-
ters is then decided by the % of the shared items in clusters,
and the object here is to lower the value. We also set the
number of clusters in the experiments from 1 to 100; thus,
the % for the shared items is then reduced for the evaluation
with and without k-means approach. However, there is a
large difference between k-means and intuitive algorithms
in all cases. For instance, by using k-means to split the trans-
actions, the percentage of shared items does not exceed 40%.
However, without using the k-means, the percentage of

shared items reaches 60%. With the further explanations
by the property of k-means model, it finds the centroid point
based on the similarity equation; the intuitive idea only pro-
cesses the points by randomness operations. Overall, these
experiments clearly showed the benefit of k-means in data
decomposition. Thus, we can observe that the k-means
model adapted in this MapReduce framework is useful and
effective to mine the CHUIs in large-scale databases.

5.2. Memory Usage. To demonstrate the usability of the
developed MapReduce model, the results are carried and
compared to the CLS-Miner [28] in terms of memory usage,
which are shown in Figure 2. By varying the size of the data-
base, it can be seen that the developed GMR-Miner outper-
forms CLS-Miner in all cases. For instance, only 350MB is
needed by the GMR-Miner to deal with 10,000 times of
BMS data. However, 420MB is needed by the CLS-Miner
to handle the same data. These results are reached due to
the decomposition step, where each cluster contains similar
transactions, and also the intelligent operators of the genetic
algorithm where it accurately explores the possible solution
space. Thus, less memory usage is then required by the
developed GMR-Miner compared to CLS-Miner algorithm.
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Figure 2: Memory usage of the compared algorithms.
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5.3. Scalability. To show that the designed GMR-Miner
achieves good robustness and applicable in real applications
for the large-scale scenario, the scalability on a big dataset is
illustrated in Figure 3. Here, we duplicated the BMS dataset
1,000 times for scalability evaluation under a varied number
of nodes from 1 to 32. The results showed that the developed
GMR-Miner outperforms the CLS-Miner in terms of run-
time and speedup under a varied number of nodes, where
a high gap between the two approaches is observed. For
instance, with 32 nodes, the speedup of the GMR-Miner is
9 for handling 1,000 times of BMS data. However, the speed
up of the CLS-Miner is only 5 to handle the same data and
with the same number of nodes. This result confirmed the

usefulness of genetic algorithms and decomposition for dis-
covering CHUIs in big and large-scale datasets. In general,
the developed model can easily process the very big and
large databases for mining the required CHUIs, which is
very suitable and appropriate for the market engineering.

5.4. Clustering Quality vs. Pattern Mining Accuracy. Table 2
presents the quality of the pattern mining process with varying
on the clustering quality using the four data (SIGN, Leviathan,
MSNBC, and BMS). By varying the quality of the clustering
detected by the % of the shared items in the clusters from
40% to 30%, the accuracy of the pattern mining solution
increases from 70% to 90% for all the databases used in the
experiments. This result is reached thanks to the low depen-
dency among clusters, where the mining process may be
applied differently on each cluster of transactions.

6. Conclusion and Discussion

Mining high-profitable and concise patterns in IoT environ-
ments is not a trivial task since the collected data is usually a
large-scale dataset. Past studies of mining CHUIs cannot
handle (1) large-scale dataset and (2) mining the required
information in a limited time. In this paper, we used a 3-
tier MapReduce framework deployed in Spark for efficiently
mining the closed patterns with high utilization (or a.k.a.
CHUIs). To better explore the possible and potential candi-
dates instead of the entire search space, the genetic algo-
rithm (GA) is also utilized in the designed model for better
pattern exploration progress. Experiments are then showed
that the designed GMR-Miner outperforms the CLS-Miner
in terms of execution time, memory, and scalability regard-
ing a different number of nodes. In the future, a better data

Table 2: Clustering quality versus pattern mining accuracy.
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35 88
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Figure 3: Scalability results in terms of runtime and speedup.
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structure can be deployed instead of a utility-list structure
for obtaining better performance, and the incremental
model can also be investigated and explored as a further
research topic to handle the issue of dynamic data mining.
In addition, to find the sufficient and satisfied solutions in
a limit time, other algorithms such as PSO or ACO in evolu-
tionary computation can also be explored and studied as the
further extension.
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The widespread use of Internet of Things (IoT) technology has promoted location-based service (LBS) applications. Users can enjoy
various conveniences brought by LBS by providing location information to LBS. However, it also brings potential privacy threats to
location information. Location data that contains private information is often transmitted among IoT networks in LBS, and such
privacy information should be protected. In order to solve the problem of location privacy leakage in LBS, a location privacy
protection scheme based on k-anonymity is proposed in this paper, in which the Geohash coding model and Voronoi graph are
used as grid division principles. We adopt the client-server-to-user (CS2U) model to protect the user’s location data on the
client side and the server side, respectively. On the client side, the Geohash algorithm is proposed, which converts the user’s
location coordinates into a Geohash code of the corresponding length. On the server side, the Geohash code generated by the
user is inserted into the prefix tree, the prefix tree is used to find the nearest neighbors according to the characteristics of the
coded similar prefixes, and the Voronoi diagram is used to divide the area units to complete the pruning. Then, using the
Geohash coding model and the Voronoi diagram grid division principle, the G-V anonymity algorithm is proposed to find k
neighbors in an anonymous area so that the user’s location data meets the k-anonymity requirement in the area unit, thereby
achieving anonymity protection of location privacy. Theoretical analysis and experimental results show that our method is
effective in terms of privacy and data quality while reducing the time of data anonymity.

1. Introduction

With the rapid development of the Internet of Things (IoT),
mobile computing, GPS, and wireless communication tech-
nology, location-based service (LBS) has been widely used
in many important fields [1–4]. As the core of the IoT,
sensors enable the Internet of Things to realize intelligent
perception, object recognition, information collection, and
other functions [5, 6]. IoT devices form the backbone of the
LBS or LBS applications. Users can enjoy the convenience
of location service applications, such as shopping, travel,
and accommodation. However, when enjoying the conve-
nience of LBS, users must provide their own location infor-
mation to LBS servers or IoT devices, which may lead to
the disclosure of users’ location privacy [7, 8]. Therefore,

privacy protection of users’ location has become the focus
of research in LBS.

At present, domestic and foreign researchers have
conducted a large number of studies on location privacy
protection and proposed a variety of solutions to the privacy
protection problems in LBS, such as location privacy protec-
tion technology based on interference, location privacy pro-
tection technology based on encryption, and k-anonymity.

The privacy protection technology based on interference
mainly uses false information and redundant information
to interfere with the attacker’s stealing of user information.
According to the different user information (identity infor-
mation and location information), privacy protection
technology based on interference can be divided into pseu-
donym technology and false location technology. The
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pseudonym technology hides the real identity of the user by
assigning an untraceable identifier to the user, and the user
uses the identifier to replace his own identity information
for inquiries. False location technology uses false location
or adds redundant location information to interfere with
the user’s location information when the user submits
query information.

The location privacy protection technology based on
encryption encrypts the user’s location and points of interest
and then searches or calculates in the ciphertext space, while
the attacker cannot obtain the user’s location and the specific
content of the query. Two typical location privacy protection
technologies based on encryption are location privacy pro-
tection technology based on private information retrieval
(PIR) and location privacy protection technology based on
homomorphic encryption.

k-anonymity is a technology proposed by Samarati and
Sweeney in 1998. This technology can ensure that each indi-
vidual record stored in the release dataset cannot be distin-
guished from other k − 1 individuals for sensitive attributes
so that the probability of a specific individual being found
is 1/k; namely, the k-anonymity mechanism requires at least
k records of the same quasi-identifier, so observers cannot
connect records through the quasi-identifier. k-anonymity
is divided into centralized k-anonymity and k-anonymity
under the P2P structure.

Applications based on location-based services bring a lot
of convenience to people’s lives, but at the same time, it also
brings severe challenges to users’ privacy and security. When
users query information from LBS servers, they need to send
personal identity, location, interests, and other information
to LBS servers. If this information is leaked by untrusted or
malicious LBS servers, the attackers can not only link the
user’s identity with location and interests but also infer more
user private information. Therefore, location privacy protec-
tion in LBS is becoming more and more important and has
been attached great importance to relevant fields.

The filling curve of Geohash encoding is Peano. The
Peano curve was discovered by the Italian mathematician
Piano. This curve can fill the space, but it has the shortcom-
ing of sudden change. The commonly used method to solve
this problem is to calculate the surrounding 8 areas or fill
them with the Hilbert curve space. Because it is in the envi-
ronment of the road network, this article uses the Voronoi
diagram to divide the road network. The use of Voronoi
can solve the defect problem of Geohash Base32. Based on
Geohash coding and the Voronoi diagram, this paper pro-
poses a road network-oriented location privacy protection
method (G-V anonymity algorithm). It can ensure privacy
protection, improve the quality of service and the availability
of published data, and reduce the time of data anonymity.
The main contributions of this paper are as follows:

(1) In the client, this paper proposes the Geohash algo-
rithm, which converts the user’s position coordinates
into a Geohash code of the corresponding length. The
Geohash algorithm converts two-dimensional longi-
tude and latitude into strings, and each string repre-
sents a rectangular region. In other words, all the

points (longitude and latitude coordinates) in this
rectangular area share the same Geohash string,
which can protect privacy and make caching easier

(2) On the server side, the user-generated Geohash code
is inserted into the prefix tree, the prefix tree is used
to find the nearest neighbors according to the charac-
teristics of the coded similar prefixes, and the Voro-
noi diagram is used to divide the area units to
complete the pruning. The advantages of the prefix
tree are as follows: use the common prefix of the
string to reduce the query time, minimize the unnec-
essary string comparison, and the query efficiency is
higher than the hash tree

(3) Based on the Geohash coding model and Voronoi
diagram grid generation principle, this paper pro-
poses the G-V anonymity algorithm, which can find
k neighbors in the anonymous area and make the
user’s location data meet the k-anonymity require-
ment in the area unit, so as to protect the location
privacy. When the number of users is scarce, a corre-
sponding number of dummy elements are produced
to meet the k-anonymity requirement and realize
location privacy protection

(4) A comprehensive theoretical and experimental anal-
ysis is carried out on the proposed method. The
experimental results show that the algorithm has
high service quality and data availability while com-
pleting privacy protection and at the same time has
a short data anonymity time

The rest of this paper is organized as follows. Section 2
introduces the related works. Section 3 introduces Defini-
tions, Geohash Code, Voronoi Diagram, LBS Framework
Based on IoT, System Architecture, A Practical Application
Scenario, and Attack Model. Section 4 introduces the
Geohash algorithm and G-V anonymity algorithm proposed
in this paper. Section 5 conducts experiments on the G-V
anonymity algorithm in terms of the anonymous success
rate, degree of privacy protection, algorithm running time,
and antiattack ability of the algorithm. Section 6 is the
conclusion of this paper.

2. Related Works

As LBS privacy has become the focus of research, more and
more scholars have paid close attention to LBS privacy pro-
tection methods. At present, the main methods of location
privacy protection include location privacy protection tech-
nology based on interference, location privacy protection
technology based on encryption, and k-anonymity.

The privacy protection technology based on interference
mainly uses false information and redundant information to
interfere with the attacker’s stealing of user information
[9–12]. In Reference [13], they proposed a dynamic
pseudonymous-based multiple mix-zones authentication
protocol that only requires mobile vehicles to communicate
with the reported server for registration and dynamic
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pseudonym change. Furthermore, a mechanism is proposed
to provide users with dynamic pseudonyms, named as base
pseudonyms and short-time pseudonyms, to achieve users’
privacy. In Reference [14], a new privacy-preserving solution
for pseudonym on-road on-demand refilling is proposed
where the vehicle anonymously authenticates itself to the
regional authority subsidiary of the central trusted authority
to request a new pseudonym pool. The logical demonstration
proved that this privacy-preserving authentication is assured.
In Reference [15], a novel dynamic mixed zone establishment
scheme is proposed to protect the location privacy of auton-
omous vehicles in the convoy driving context. Compared
with the scheme to protect location privacy in the traditional
vehicular network, the proposed scheme has less overhead
and a higher level of security.

Location privacy protection technology based on encryp-
tion can be divided into two categories: location privacy pro-
tection technology based on private information retrieval
(PIR) [16, 17] and location privacy protection technology
based on homomorphic encryption [18, 19]. In Reference
[20], they proposed a new method to adjust the vehicle speed
which reduces the vehicle delay that suffers from the network
gap problem. It has the advantages of short response time,
low cost, less packet loss information, and strong privacy
protection capabilities. In Reference [21], they proposed a
novel dynamic path privacy protection scheme for continu-
ous query service in road networks. This scheme also con-
ceals DPP (dynamic path privacy) users’ identities from
adversaries; this is provided in the initiator untraceability
property of the scheme. The security analysis shows that
the model can effectively protect the user’s identity anony-
mously, location information, and service content in LBS.
In Reference [22], a fully homomorphic encryption method
is used to ensure the safety of the anonymous server itself,
and they designed a LBS privacy protection model; the model
uses the onion algorithm and asymmetric encryption
methods to protect user information.

k-anonymity requires that the same quasi-identifier must
have at least k records; each individual record cannot be dis-
tinguished from other k − 1 individuals for sensitive attri-
butes, so the attackers cannot link the records through the
quasi-identifier [23–26]. Zhou et al. [27] proposed a neigh-
bor query algorithm that does not rely on trusted third-
party anonymous servers to protect the user’s location
privacy information GHNNQ (Geohash Nearest Neighbor
Querying). Guochao et al. [28], according to the rapid
search superiority of Geohash coding, proposed a location-
based privacy protection method based on interval regions.
This approach first generalizes the user’s real location to
the interval region, then indexes the location with the same
code based on the Geohash coding principle as a candidate
location set, and then provides personalized k-anonymity
privacy protection service for the user, which satisfies the
user’s privacy requirements.

The filling of the Geohash code can be realized by the
Peano curve. Although this curve can fill the space, it has
the shortcoming of strong mutability. The common method
to solve this problem is to fill the space with the Hilbert curve
[29]. In the environment of the road network, using the

Voronoi graph [30–32] to partition the road network can
solve the defect problem of Geohash Base32, and the Voronoi
graph is directly used to prune around the Geohash code
region and delete users who are not in the Voronoi unit.
On the server side, the user-generated Geohash code is
inserted into the prefix tree. The advantages of the prefix tree
are as follows: use the common prefix of the string to reduce
the query time, minimize the unnecessary string comparison,
and the query efficiency is higher than the hash tree. In this
paper, we propose a location privacy protection method for
road networks based on k-anonymity, in which the Geohash
coding model and Voronoi graph are used as grid division
principles. Theoretical analysis and experimental results
show that it not only achieves privacy protection but also
improves the quality of service and data availability.

Comparing the work in this paper with References
[27–29], the results are shown in Table 1. Reference [27] pro-
poses the GHNNQ algorithm, which does not rely on third-
party servers; that is, the client sends the Geohash-encoded
user’s location data to the LBS server. By configuring the cor-
responding query processing algorithm on the server side,
the direct interaction between the user and the LBS location
server is realized. But it did not combine the actual situation
of the road network. Reference [28] uses the superiority of
Geohash coding to quickly retrieve information and pro-
poses a location privacy protection method based on interval
regions. The user’s real location is generalized to the interval
area, the same coded location is retrieved as a candidate loca-
tion set according to the Geohash coding principle, and then
according to the user’s privacy needs, the user is provided
with a personalized k-anonymity privacy protection service.
It does not consider the actual situation of the road network
and relies on a trusted third-party server. Once the trusted
third party is unreliable, it will cause the disclosure of users’
privacy. Reference [29] proposed a location privacy protec-
tion scheme based on the Hilbert curve. Firstly, a Hilbert
curve corresponding to the Hilbert coordinate is generated
according to the given coordinate transformation parame-
ters. Secondly, the user’s points are transmitted to the loca-
tion service provider (LSP) through the randomly generated
points of the fog server, instead of using k-anonymity and
other methods to meet the needs of the location service pro-
vider. Then, the weighted KNN algorithm of LSP is used to
get the user’s interest points. Finally, the POI of the user is
transmitted back to the client. This scheme does not use k
-anonymity technology and avoids background knowledge
attacks and homogeneous attacks. However, this scheme
does not combine the actual situation of the road network,
nor does it reduce the dimension of the location coordinates.
Comparison of related works is shown in Table 1.

3. Preliminaries

3.1. Definitions

Definition 1 (Query information). Generally, the user’s query
information has the form Q = ðQID, CGh, k, t, lmin, RÞ. QID
represents the user’s quasi-identifier, CGh represents the
Geohash code, k represents the degree of privacy protection
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of the user, t represents the time of sending the request, lmin
represents the shortest prefix length of the same code that
the user can accept, and R represents the content of the
user’s query.

Definition 2 (Request information). Generally, request infor-
mation sent by the server has the form REQ = ðAS, RÞ. AS
represents the formed anonymous set, and R represents the
content of the user’s query.

Definition 3 (Trie tree). The trie tree is a prefix tree obtained
by transforming hash trees that are often used to count and
sort large numbers of strings [33]. The idea of a trie tree is
to exchange space for time and use the common prefix of
strings to reduce the cost of query time to achieve the
purpose of improving efficiency.

3.2. Geohash Code. The Geohash code is a geocoding that is
essentially used to encode the latitude and longitude into a
one-dimensional string. The idea of the Geohash code is to
treat the earth as a plane and then divide the longitude and
latitude into alternating dichotomies, using binary 0 or 1 to
represent the regions divided (the latitude range is -90~90,
and the longitude range is -180~180). Every 5 times of divi-
sion is regarded as a level, and the binary code of each level
is converted into a 32-base code (as shown in Table 2), which
finally becomes a unique identifier to represent each coordi-
nate on the earth, making it have the characteristics of global
uniqueness, multilevel recursion, and one-dimensionality.
Since the Geohash code is formed using a dichotomy, it
represents a rectangular area rather than a point. The accu-
racy of the Geohash string is determined by the length of
the string, with longer strings having higher accuracy and
shorter strings having lower accuracy. When the precision
is high enough, the more the prefixes overlap, the closer the
two places are, so the Geohash code is often used to query
the nearest neighbor.

3.3. Voronoi Diagram. The Voronoi diagram, also known as
the Tyson polygon, is a group of continuous polygons com-
posed of vertical bisectors connecting two adjacent points.
N points which are different in the plane are divided into
planes according to the nearest neighbor principle, and each
point is associated with its nearest neighbor region. In this
paper, the Voronoi diagram is applied to the road network,
and the road network is divided into Voronoi diagram units.
The steps to generate the road network Voronoi diagram are
as follows. Firstly, the road network is abstracted into a road
network model. The undirected graph G = ðV , EÞ is used to
represent the road network model, where V represents the

intersection point of the road network and E represents the
road section between the intersection points. Secondly, based
on the road network model, the vertical bisector is drawn for
the E, and it is extended to intersect with other vertical lines;
then, the polygon formed by these vertical lines is the Voro-
noi unit. Finally, the above steps are repeated to obtain the
Voronoi diagram of the road network intersection. The
corresponding Voronoi diagram of the road network is
shown in Figure 1.

3.4. LBS Framework Based on IoT. According to the charac-
teristics of information perception and interaction of the
IoT and the requirements of location-aware service, the
LBS service framework based on the IoT consists of the
perception layer, the network layer, the platform layer, and
the application layer, as shown in Figure 2.

The perception layer is the foundation of LBS service,
which mainly realizes the acquisition of location informa-
tion, scene information perception, the perception of
location-related dynamic spatiotemporal information, etc.,
and uploads the collected perception information and loca-
tion data to the network layer.

The network layer mainly realizes the fast, safe, and
reliable transmission and exchange of data and transits
the perceived data and location information to the platform
layer for data sharing and processing. Then, the user’s loca-
tion information and location service request are transmit-
ted to the platform layer, and the intelligent information
processing results of the platform layer are returned to
the application layer.

The platform layer is based on the cloud computing
platform and big data platform to realize the storage and
management of massive data. It uses cloud computing, big
data, data mining, artificial intelligence, and other technolo-
gies to provide personalized location services for the users
of the application layer. It also realizes the tracking, control,
and monitoring of physical objects in the perception layer.

The application layer is mainly composed of various LBS
applications. Users send location information and location
service request commands containing service requirements
to the LBS server, and the LBS server provides users with
location-based navigation, location social interaction, object
monitoring, and other responsive interactive services accord-
ing to the intelligent information processing results of user
requests. The LBS system can also use sensors, positioning
devices, RFID tags, and other real-time access to the user’s
current location or activity trajectory and then provide
location-related services to the user or automatically achieve
the tracking and monitoring of the target object.

Table 1: Comparison of related works.

References Actual road situation considering Third-party needing Geohash encoding k-anonymity technology

Reference [27] × × √ ×
Reference [28] × √ √ √
Reference [29] × × × ×
This article √ √ √ √
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Data transmitted and exchanged between layers of the
LBS service framework usually includes personal privacy
such as the user’s real identity, property account, interests
and hobbies, and activity track, as well as business privacy
such as the enterprise marketing plan and new product
development plan.

From the perspective of the overall architecture of the
Internet of Things, location awareness is an indispensable
part of the perception layer, which provides the basic location
information for the whole Internet of Things system. From
the perspective of the application, location-based services will
penetrate into many Internet of Things application scenarios
to provide differentiated services. Location service is the
infrastructure service of the Internet of Things. The intelli-
gent terminal positioning device collects location informa-
tion, and the location information is provided to the cloud
control center as important data. The cloud platform uses
the location information of multiple devices to draw a visual
interface, which is helpful for the comprehensive analysis and
intelligent decision-making of the Internet of Things system.

3.5. System Architecture. The location privacy protection sys-
tem adopted in this paper consists of three parts: the mobile
users, the third-party servers, and the location servers. The
system framework is shown in Figure 3.

The system structure of this article is shown in Figure 3,
which is mainly composed of a client module, a third-party
server, and a location service provider module. The client

module is composed of two parts: the positioning module
and the conversion mechanism. The positioning module
mainly obtains the user’s position information through GPS
and other positioning devices, and the conversion mecha-
nism converts the user’s position coordinates into Geohash
codes. The third-party server consists of a database, an anon-
ymous module, and a filtering module. The database is used
to store data such as geographic information, road network
information, and Geohash codes. The anonymous module
selects an anonymous area, generates an anonymous set,
and feeds back the anonymity to the database. The location
service provider can respond to the query request of the
anonymous module and feed back the query result to the
screening module, and the screening module will feed back
the screening result to the user after screening.

3.6. A Practical Application Scenario. A practical scenario
illustrated in Figure 4 is the social network application in
smartphones, which brings people a lot of convenience in life.
Our intention is to protect and process location information
of social applications in smartphones. The client refers to
APPs in mobile phones in the social network, and the server
refers to location service providers. The server provides the
APPs’ API interface to obtain the relevant data, adopt the
minimum distance grouping algorithm to protect the data,
upload the processed data to the APPs’ database in the pri-
vacy protection processor, adopt the minimum selectivity
priority algorithm to achieve secondary protection of the

Table 2: The Base32.

Decimal 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

Base32 0 1 2 3 4 5 6 7 8 9 b c d e f g

Decimal 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30 31

Base32 h g k m n p q r s t u v w x y z

Beijing
Tongzhou

Fengtai
Heizhuanghuxiang

Louzizhuangxiang

The summer palace

G102

G101

Haidian

Shijingshan

Huaxiang

Beijing
Nanuyan Airport

Ciquzhen

NiubaotChangyangzhen

zuozhen

Figure 1: The Voronoi diagram corresponding to the intersection of the road network.
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location data, and finally upload the processed data to the
database. Users can obtain location query results from the
APPs’ service providers.

3.7. Attack Model.Almost all LBS providers collect users’ per-
sonal data, such as identity, location, and interests. Many LBS
providers provide different security guarantees, such as Goo-
gle, Twitter, and YouTube. Once these LBS providers are
attacked, users’ privacy information will be leaked. The threat
model of this paper is shown in Figure 5. The users’ location
data is acquired through smart mobile devices equipped with
positioning technology, such as mobile phones, portable
computers, and cars, and the obtained location data is
uploaded to the database. Then, the location data is trans-
ferred to the LBS servers for further intelligent data process-
ing, which allows users to get convenient services from the
LBS providers. The attackers can obtain the user’s personal

data by attacking the user’s smart terminals, LBS servers, or
location service providers, which will result in the users’
privacy being breached.

4. Algorithm Implementation

In this paper, a location privacy protection algorithm is pro-
posed based on Geohash coding and the Voronoi diagram.
The privacy protection algorithm mainly consists of the
conversion mechanism and anonymity process. Firstly, the
Geohash code generation algorithm is proposed in the con-
version mechanism, in which two-dimensional coordinates
are transformed into one-dimensional Geohash codes in
the mobile client. Then, the G-V anonymity algorithm is
proposed in the anonymity process, in which the Voronoi
diagram unit is used to protect the location privacy anony-
mously on the third-party server.

Application layer

Platform layer

Cloud plateforms Big data plateforms

Perceptual data
processing

Network layer

Perception layer

Mobile terminals Sensors RFID tags

RFID

Scanners 2-D barcodes

Internet WIFI WSN 3G/4G/5G/WLAN

Perceptual data
transmission

Intelligent traffic Positioning and 
navigation

Social services Logistics tracking

LBS request and
response

Figure 2: LBS framework based on IoT.
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4.1. The Conversion Mechanism. The function of the conver-
sion mechanism is to convert the user’s location coordinates
into codes. Based on the nature of Geohash encoding, the
users can choose the degree of accuracy and anonymity. In

the Geohash code generation algorithm, the user’s latitude
and longitude coordinates are bisected and converted into
binary firstly, then recording the number of bisection as i.
Then, determine the latitude range of the x value of the user

Positioning
module

Conversion
mechanism

Filter
results

Filter module

Anonymous
moduleLocaiton

data
Geohash
encoding

Query
request

Client module Third party server

Database

Data to be
anonymized Location service

provider

Location
service

provider
database

Feedback
result

Anonymous
set

Anonymous
set

Figure 3: The system architecture.
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Anonymous
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Application service
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Figure 4: A practical application scenario in smartphones.
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coordinate, and determine the longitude range of the y value
of the user coordinate. The left side of the median is marked
as 0, and the right side of the median is marked as 1. Finally,
Base32 is used for encoding to divide the binary one-
dimensional array into a group of five, mapping each group
according to Table 2 until the Geohash code output is com-
pleted. The Geohash code generation algorithm is as follows.

Take Beijing Tiananmen Square as an example (39.9096
N, 116.3972 E).

As shown in Table 3, the binary code obtained by latitude
division is 1011100011. Similarly, the binary code of longi-
tude 116.3972 E is 1101001011 by dividing the longitude
region of the earth. The string obtained by combining longi-
tude and latitude is 11100111010010001111. The even bits
put the longitude, and the odd bits put the latitude. Every five
digits were divided into a group. There are four groups:
11100 (28), 11101 (29), 00100 (4), and 01111 (15). The
Geohash code is wx4g, as shown in Table 2.

4.2. G-V Anonymity Algorithm. In this section, the G-V ano-
nymity algorithm is proposed based on the Geohash coding
model and Voronoi diagram meshing principle. The basic
idea of the algorithm is to find k nearest neighbors in the
anonymous region, combine the Geohash with the Voronoi
diagram, determine the nearest neighbor by using the charac-
teristics of the Geohash code, delete the mutative users by
using the Voronoi diagram, and finally realize the anonymity
protection of location privacy. The details are as follows.
Firstly, the user who makes the request at time t forms a set

to be anonymous in the database and uploads the relevant
data to the anonymous module. Secondly, generate a prefix
tree to initialize the root node, insert the Geohash code of
the unknown user into the prefix tree, and traverse the Geo-
hash string. If there is such a character in the prefix tree, add
one to the original number; otherwise, allocate a new node
and record the number of new characters until all characters
are inserted. Then, query the strings with the same prefix. If
there is no application for generating dummy elements, the
number of users will be counted, and the anonymous users
with the same prefix but not in the Voronoi diagram unit will
be deleted to form a new array U ∗. Finally, judge whether
the number of users in the new array meets thekvalue; if it
is satisfied, output it directly; otherwise, the corresponding
number of dummyD = k −mwill be generated. Dummy loca-
tion technology is also a fake location technology, and k
-anonymity can also be achieved by adding fake locations.
The dummy location technology requires that in the query
process, in addition to the real location, a number of addi-
tional fake location information must be added. The server
not only responds to requests for real locations but also
responds to requests for fake locations so that the attacker
cannot tell which is the real location of the user.

The G-V anonymity algorithm is as follows.

4.3. The Algorithm Analysis

4.3.1. Security Analysis. The client converts the user’s loca-
tion coordinates into one-dimensional Geohash codes.

GPS-equipped devices

Location
data

Positioning
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Filter
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Anonymouse
module

Database Location service
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Database

Server

Conversion
mechanism

Client

results
Filter

results
Query
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Feedback
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Attack
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Anonymous

Figure 5: The attack model.
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Geohash uses a string to represent the two coordinates of
longitude and latitude. It represents a rectangular area. Every
point in the rectangular area may be the exact location of the
user, which makes the attacker unable to determine the exact
location of the user. The longer the Geohash-encoded string
is, the smaller the rectangular area is, the more accurate
the result is, but the weaker the privacy protection is.

Because the Geohash string encoding algorithm is imple-
mented in the client, the privacy protection strength can
be controlled by the user. This is the first layer of protec-
tion for location privacy.

In the third-party server, according to the user’s anonym-
ity requirement, we can find no less than k nearest neighbors
in the Voronoi unit to form an anonymous set. The

Input: Position coordinates ðx, yÞ, code length l
Output: Geohash code (CGh)
1. lat = f−90:0, 90:0g, lon = f−180:0, 180:0g;
2. numbits = ðl ∗ 5Þ/2; //The separate code length of longitude and latitude

3. Base32 = f‘0,’‘1,’‘2,’‘3,’‘4,’‘5,’‘6,’‘7,’‘8,’‘9,’‘b,’‘c,’‘d,’‘e,’‘f ,’‘g,’‘h,’‘j,’‘k,’‘m,’‘n,’‘p,’‘q,’‘r,’‘s,’‘t,’‘u,’‘v,’‘w,’‘x,’‘y,’‘z’g;
4. int i = 0, j = 0; //i is the number of latitudinal dichotomies, and j is the number of longitude dichotomies
5. latmid = lat/2, lonmid = lon/2; //Dichotomizing the latitude and the longitude
6. while (latmid) //Convert longitude coordinates to binary
7. {
8. char latB½i� = 0;
9. if ðx> = latmidÞ
10. latB½i� = 1;
11. else latB½i� = 0;
12. i + +;
13. }
14. while (lonmid) //Convert latitude coordinates to binary
15. {
16. char lonB½j� = 0;
17. if ðy> = lonmidÞ
18. lonB½j� = 1;
19. else lonB½j� = 0;
20. j + +;
21. }
22. while ðlatB½i�! =Null ‖ lonB½j�! = NullÞ //The longitude and latitude are combined, and the even bit is used to put the longitude, and
the odd bit is used to put the latitude
23. {
24. int k = 0;
25. char B½k�;
26. if ðk%2 == 0Þ
27. {
28. B½k� = lonB½j�;
29. j + +;
30. k + +;
31. }
32. else
33. {
34. B½k� = latB½i�;
35. i + +;
36. k + +;
37. }
38. return B½k�;
39. }
40. int m = 0;
41. for (k = 0; k + = 4)
42. {
43. B½m� = B½k, k + 4�; //Divide B½k� into groups of five digits
44. B½m�⟶ Base32; //Map binary to Base32
45. m + +;
46. CGh = B½m�;
47. }
48. return CGh; //Get Geohash code

Algorithm 1: Geohash code generation algorithm.

9Wireless Communications and Mobile Computing



maximum probability that an attacker can lock a user is
pðuiÞ = 1/k. The higher the value of k, the lower the probabil-
ity of an attacker finding the user. Moreover, in the anony-
mous area formed by the Voronoi unit, the user’s specific
location is further blurred. k-anonymity technology can
guarantee the following three points. (1) The attacker cannot
know whether a specific individual is in the public data. (2)
Given a person, the attacker cannot confirm whether he has
a certain sensitive attribute. (3) The attacker cannot confirm
which person a piece of data corresponds to. This is the sec-
ond layer of protection for location privacy.

To sum up, even if the attacker intercepts the informa-
tion sent by the user, he cannot find the specific location
of the user.

4.3.2. Complexity Analysis. There is no need to use the
Euclidean distance calculation when finding the k nearest
neighbors; just find the user with the same prefix who sent
the request at time t. In this paper, a trie tree is used to search.
The time complexity of finding the nearest neighbor is
related to the length of the Geohash code, so its time com-
plexity is linear OðlÞ, where l is the length of the code. The
disadvantage of the trie tree is to trade space for time. Base32
used in this paper has 32 characters, so the space complexity
is Oð32nÞ. When there are few users and when there is a need
to generate dummy elements, the time complexity of success-
fully constructing an anonymous set depends on the number
of generated dummy D = k −N , which is linear order OðDÞ.

4.3.3. Mathematical Analysis. The central idea of the algo-
rithm in this paper is as follows. Firstly, convert the user’s
location coordinates into a Geohash code of the correspond-
ing length on the client side. Secondly, insert the Geohash
code into the prefix tree on the server side, and the prefix
tree finds the nearest neighbors based on the characteristics
of the coded similar prefixes, and the Voronoi diagram
divides the area unit to complete the pruning. Finally,
according to the Geohash coding model and the Voronoi
diagram grid division principle, the G-V anonymity algo-
rithm is proposed. The basic idea of the algorithm is to find
k nearest neighbors in the anonymous area to meet the k
-anonymity requirement.

According to the G-V anonymity algorithm selection
scheme, the anonymous set obtained is c, c = fl1, l2,⋯,
lk−1, lkg, that is, jcj = k. Then, the probability Q that the
attacker obtains the user’s real location from the anony-
mous set is calculated as follows:

Q = 1
cj j =

1
k
: ð1Þ

The k-anonymity technology can ensure that each
individual record stored in the release dataset cannot be
distinguished from other k − 1 individuals for sensitive
attributes; that is, the k-anonymity mechanism requires
at least k records of the same quasi-identifier. The imple-
mentation of k-anonymity technology makes it impossible
for observers to identify users through quasi-identifiers
with a confidence higher than 1/k, so k-anonymity tech-
nology is effective in terms of privacy protection.

5. Experimental Analysis

In this section, we analyze the experimental results of the G-
V anonymous location privacy protection method and illus-
trate the actual performance of the method by analyzing the
results of four indicators: anonymous success rate, privacy
protection degree, algorithm running time, and algorithm
antiattack on simulated datasets.

The algorithm is compared with the G-Casper and
Casper algorithms. The G-Casper algorithm uses a bottom-
up mechanism to make a string fuzzy query on the Geohash
code of the target location to determine the k − 1 nearest
neighbors of the anonymous region. When expanding the
scanning area, it scans the grid of the user and the surround-
ing grid across the domain and then performs hierarchical
recursion. At the same time, it uses two parameters Lmax
and Lmin to control the anonymous region. Finally, the
redundant grid is removed by the pruning algorithm, and a
candidate grid area is randomly sent to replace the user’s
original location to achieve the effect of k-anonymity. The
idea of the Casper algorithm is to adopt the quadtree archi-
tecture, select the vertical grid and horizontal grid which
meet the conditions each time, and store the information of
each grid in the form of quadtree layer by layer until the grid
is reclassified into a region and satisfies k-anonymity and
minimum anonymity.

5.1. Environment Setting. The hardware environment is as
follows: Intel® Core i5, CPU 1.7GHz, and memory 4.00GB.
The software environment is as follows: Windows 10 64-bit
operating system, compiled language using the C++ lan-
guage. The experiment is implemented using Python. The
experiment is carried out on two datasets. One is the POI
dataset [34] from several provinces in China, which con-
tains about 4 million pieces and is stored in the MySQL
database. One is the Gowalla dataset [35]. The algorithm
proposed in this paper is compared with G-Casper [36]
and Casper [37] algorithms in terms of the anonymous
success rate, privacy protection degree, algorithm running
time, and algorithm antiattack.

Table 3: The calculation of latitude.

Latitude region Left interval 0 Right interval 1 39.909

(-90.0, 90.0) (-90.0, 0.0) (0.0, 90.0) 1

(0.0, 90.0) (0.0, 45.0) (45.0, 90.0) 0

(0.0, 45.0) (0.0, 22.5) (22.5, 45.0) 1

(22.5, 45.0) (22.5, 33.75) (33.75, 45.0) 1

(33.75, 45.0) (33.75, 39.37) (39.38, 45.0) 1

(39.375, 45.0) (39.375, 42.18) (42.19, 45.0) 0

(39.375, 42.19) (39.375, 40.78) (40.78, 42.19) 0

(39.375, 40.78) (39.375, 40.07) (40.08, 40.78) 0

(39.375, 40.08) (39.375, 39.72) (39.73, 40.08) 1

(39.73, 40.08) (39.73, 39.90) (39.90, 40.08) 1
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5.2. Anonymous Success Rate.When the Geohash code length
l is unchanged, the algorithm proposed in this paper is com-
pared with the G-Casper and Casper algorithms in terms of
the anonymous success rate, and the result is shown in
Figure 6. The x-axis represents the size of the anonymous
area, and the y-axis represents the anonymous success rate.
The anonymous success rate of the G-V anonymity algo-
rithm has nothing to do with the value of k, while the anon-
ymous success rate of the G-Casper and Casper algorithms
decreases with the increase of the value of k. Therefore,
compared with the G-Casper and Casper algorithms, the

algorithm proposed in this paper has the best anonymous
success rate, followed by the G-Casper algorithm. As the
value of k increases, the anonymous area of the Casper algo-
rithm is too large to be accurate enough, and it requires a lot
of storage space to store the information of each grid.
Therefore, the Casper algorithm has the worst anonymous
success rate.

When the anonymous region k is unchanged, the algo-
rithm proposed in this paper is compared with the G-
Casper and Casper algorithms in terms of the anonymous
success rate. The result is shown in Figure 7. The x-axis

Input: The user set to be anonymous U = fu1, u2, u3,⋯, ung, the Voronoi diagram of the road network, k, lmin
Output: The anonymous set AS
1. sendðQfu1, u2, u3,⋯, ungÞ; //Sending anonymous request from users
2. receiveðQfu1, u2, u3,⋯, ungÞ; //The server received information from n users
3. sendðQfu1, u2, u3,⋯, ungVoronoiÞ; //Sending data to the anonymous module
4. receiveðQfu1, u2, u3,⋯, ungVoronoiÞ; //The anonymous module accepts users’ data
5. int Max = 32; //Max represents the size of the character set
6. int count = 0; //count represents the number of times the character appears
7. struct trieNode next½Max� //The next array represents the type of each character
8. for ði = 0 ; i <Max ; i++Þ //Building the prefix tree
9. {
10. if ði = 0Þ
11. next½i� =Null; //Initializing root node
12. else
13. next½i� = CGh; //Insert the Geohash code into the prefix tree
14. }
15. while ðprefix tree! =NullÞ //Traverse the prefix tree
16. {
17. if ðnext½i� == CGhÞ
18. {
19. count + +;
20. i + +;
21. }
22. if ðnext½i�! = CGhÞ
23. {
24. next½i� = newnode½++num�; //The node is none. Assigning a new node
25. count + +;
26. }
27. }
28. while ðsearch! = NullÞ //Querying strings with the same prefix
29. {
30. if ðsearch‘CGh’ == NullÞ
31. return 0;
32. else
33. {search + +;
34. return m = search; //Number of users with the same prefix
35. }
36. }
37. U ∗ = fu1, u2, u3,⋯, umg
38. if ðm> = kÞ
39. AS⟵U ∗;
40. else
41. {
42. D = k −m; //Generating dummy D
43. AS⟵U ∗ +D;
44. }
45. return AS; //Anonymous success

Algorithm 2: The G-V anonymity algorithm.
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represents the length of the Geohash code, and the y-axis rep-
resents the anonymous success rate. The anonymous success
rate of the G-V anonymity algorithm has nothing to do with
the value of l, while the anonymous success rate of the G-
Casper and Casper algorithms decreases with the increase
of the value of l. Therefore, compared with the G-Casper
and Casper algorithms, the algorithm proposed in this paper
has the best anonymous success rate, followed by the G-
Casper algorithm, and the Casper algorithm has the worst
anonymous success rate.

5.3. Degree of Privacy Protection. The proposed algorithm is
compared with the G-Casper and Casper algorithms in terms
of privacy protection under the condition that the Geohash
encoding length l remains unchanged. The results are shown
in Figure 8. The x-axis represents the size of the anonymous
region, and the y-axis represents the degree of privacy protec-
tion. The larger the k value is, the lower the risk of leakage is,
and the better the privacy protection is. With the increase of
the k value, the degree of privacy protection increases. The
privacy protection of the G-V anonymity algorithm is
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Figure 6: The anonymous success rate of the algorithm when the l is unchanged.
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affected by two factors: k and l. When the value of k increases,
the number of users in the anonymous area increases, and the
probability of the attacker inferring the user’s location
decreases. Therefore, the privacy protection degree of the
algorithm proposed in this paper is the best, followed by
the G-Casper algorithm. With the increase of the k value,
the anonymous region of the Casper algorithm is too large
to be accurate, and the privacy protection degree is poor.

The proposed algorithm is compared with the G-Casper
and Casper algorithms in terms of privacy protection under
the condition that the anonymous regionk remains
unchanged. The results are shown in Figure 9. The x-axis
represents the length of Geohash encoding, and the y-axis
represents the degree of privacy protection. The higher the l
value is, the lower the risk of leakage is, and the better the pri-
vacy protection is. The G-V anonymity algorithm is affected
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by the encoding length l. When the encoding length l
increases, the probability of the attacker guessing the user’s
location decreases. Therefore, the proposed algorithm has the
best degree of privacy protection, followed by the G-Casper
algorithm, which has a poor degree of privacy protection.

5.4. Algorithm Running Time. When the length of the Geo-
hash code l remains unchanged, the algorithm proposed in
this paper is compared with the G-Casper and Casper algo-
rithms in terms of algorithm running time. The results are
shown in Figure 10. The x-axis represents the size of the
anonymous area, and the y-axis represents the running time
of the algorithm. The larger the anonymous area, the more
time the algorithm will run. Regardless of the value of k, the
anonymity time of the algorithm proposed in this article will
not fluctuate much. Therefore, the running time of the algo-
rithm proposed in this paper is less, followed by the G-Casper
algorithm, and the Casper algorithm requires more time.

In the case of the anonymous region whenk is
unchanged, the algorithm in this paper is compared with
the G-Casper and Casper algorithms in terms of algorithm
running time. The results are shown in Figure 11. The x
-axis represents the encoding length, and the y-axis repre-
sents the running time of the algorithm. The larger the
encoding length l is, the longer the algorithm runs. The algo-
rithm proposed in this paper uses the prefix tree structure, so
the query time is less, followed by the G-Casper algorithm,
and the Casper algorithm requires more time.

5.5. The Antiattack Ability. The privacy protection object in
data publishing is mainly the corresponding relationship
between the user’s sensitive data and individual identity.
Generally, the way of deleting identifiers to publish data can-

not really prevent privacy disclosure. Attackers can obtain
individual privacy data through link attacks.

The chain attack refers to the link operation between the
published data and the external data obtained from other
channels to infer the privacy data, thus causing privacy leak-
age, which is equivalent to an expansion of the dimension of
personal information. The simplest example is that two
tables in the database get more information through primary
key association.

In order to solve the problem of privacy leakage caused
by link attacks, the k-anonymity method is introduced. k
-anonymity publishes data with low precision through gener-
alization and concealment technology, which makes each
record at least have the same quasi-identifier attribute value
as other k − 1 records in the data table, so as to reduce the
privacy leakage caused by link attacks.

Under the condition that the length l of the Geohash code
is unchanged, the algorithm in this paper is compared with
the G-Casper and Casper algorithms in terms of antiattack.
The result is shown in Figure 12. The x-axis represents the
size of the anonymous area, and the y-axis represents the
attack resistance of the algorithm. The larger the anonymous
area, the stronger the algorithm’s resistance to chain attacks.
The algorithm proposed in this paper converts the location
coordinates into Geohash codes, and Geohash codes repre-
sent a region, not a location. Therefore, the location is
blurred, showing strong resistance to attacks. The second is
the G-Casper algorithm. The Casper algorithm is weaker
against attacks.

When the anonymous domain k is unchanged, the
algorithm in this paper is compared with the G-Casper and
Casper algorithms in terms of antiattack. The result is shown
in Figure 13. The x-axis represents the length of the Geohash
code, and the y-axis represents the attack resistance of the
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algorithm. The larger the code length, the stronger the algo-
rithm’s resistance to chain attacks. The algorithm proposed
in this paper adopts a prefix tree structure, which has a strong
antiattack, followed by the G-Casper algorithm, and the Cas-
per algorithm is weaker.

5.6. Discussion Section. The design features of the algorithm
in this paper are as follows. On the client side, the Geohash

algorithm is proposed, which converts the user’s location
coordinates into a Geohash code of the corresponding length.
On the server side, the Geohash code generated by the user is
inserted into the prefix tree, the prefix tree is used to find the
nearest neighbors according to the characteristics of the
coded similar prefixes, and the Voronoi diagram is used to
divide the area units to complete the pruning. Then, using
the Geohash coding model and the Voronoi diagram grid
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division principle, the G-V anonymity algorithm is pro-
posed to find k neighbors in an anonymous area so that
the user’s location data meets the k-anonymity requirement
in the area unit, thereby achieving anonymity protection of
location privacy.

Traditional location privacy protection methods mostly
use GPS locations to calculate anonymous areas. Anonymous
servers use an anonymous area that satisfies k-anonymity

instead of the user’s real location for query processing. This
often requires the server and the user to perform a lot of
GPS calculations. This article uses the Geohash code instead
of GPS location and then inserts the Geohash code into the
prefix tree, which saves time. Since the G-V anonymity algo-
rithm assumes that the third parties and mobile users
involved in the calculation are credible, future research work
can be carried out on semitrusted or untrusted third parties

10

Th
e a

nt
i-a

tta
ck

 ab
ili

ty

20 30
k

40 50

G-V
G-Casper
Casper

0.70

0.90

0.85

0.80

0.75

(a) Gowalla

10

Th
e a

nt
i-a

tta
ck

 ab
ili

ty

20 30
k

40 50

G-V
G-Casper
Casper

0.65

0.70

0.85

0.80

0.75

(b) POI

Figure 12: The antiattack of the algorithm when the l is unchanged.

4

Th
e a

nt
i-a

tta
ck

 ab
ili

ty

5 6
l

7 8

G-V
G-Casper
Casper

0.70

0.65

0.85

0.80

0.75

(a) Gowalla

4

Th
e a

nt
i-a

tta
ck

 ab
ili

ty

5 6
l

7 8

G-V
G-Casper
Casper

0.70

0.65

0.85

0.80

0.75

(b) POI

Figure 13: The antiattack of the algorithm when the k is unchanged.

16 Wireless Communications and Mobile Computing



or users in the system. The k-anonymity technology can
resist chain attacks but cannot resist background knowledge
attacks, homogenization attacks, and supplementary data
attacks. Future work will consider how to better resist the
above attacks and better protect users’ privacy.

6. Conclusions

The rapid development of IoT technology promotes the rise
of LBS, which brings a lot of convenience to people’s lives,
but it also brings severe challenges to the privacy security of
users. Location data usually relates to the user’s privacy infor-
mation. Once the location information is leaked, it will bring
serious threats to the user’s privacy. In this paper, based on
the Geohash coding model and Voronoi diagram meshing
principle, we propose a location privacy protection method
for road networks. We use the third-party server architec-
ture. In the third-party server, the prefix tree is used to com-
pare the Geohash code to find the nearest neighbors. Voronoi
is used to complete the pruning. Then, the number of
remaining users determines whether to generate dummy
elements. The dimensional coordinates are reduced to a
one-dimensional array, avoiding the calculation of floating-
point numbers. The experimental result shows that the
proposed anonymity algorithm has the advantages of short
anonymity time, high success rate, and good service quality
while ensuring privacy protection. Since the G-V anonymity
algorithm assumes that the third party and mobile user
participating in the operation are trusted, future research
work can be carried out on the existence of the semitrusted
or untrusted third party or user in the system.
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The key to the problem of node coverage in wireless sensor networks (WSN) is to deploy a limited number of sensors to
achieve maximum coverage. This paper studies the hybrid strategies of multiple evolutionary algorithms, and applies them
to the problem of WSN node coverage. We first proposed the hybrid algorithm SFLA-WOA (SWOA) based on Shuffled
Frog Leaping Algorithm (SFLA) and Whale Optimization Algorithm (WOA). The SWOA algorithm combines the
advantages of SFLA and WOA; that is, it retains the unique evolution model of WOA and also has the excellent co-
evolution capability of SFLA. Secondly, using the mutation, crossover and selection operations of the differential evolution
(DE) algorithm to further optimize this hybrid algorithm, the SWOA-based SFLA-WOA-DE (SWOAD) algorithm is
proposed. In addition, the performance of SWOA and SWOAD has been tested by 30 benchmark functions in the CEC
2017 test set. Experimental results show that the optimization effects of these two algorithms are very outstanding. Finally,
the simulation results show that the optimization algorithm proposed in this paper has a good effect on improving the
signal coverage of WSN under the actual three-dimensional terrain.

1. Introduction

The Internet of Things makes use of local area networks or
the Internet and other means of communication to achieve
the interconnection of people, machines and things so as to
realize the intelligent management of items and real-time
perception of the environment [1]. WSN is one of the core
technologies of the Internet of Things. It is also an important
product of the integration of the information industry (com-
puting, communications and sensors) in the new era. It has
received extensive attention from various countries and orga-
nizations, and has formulated relevant strategic policies. For
example, the U.S. Science Foundation (NSF) has developed a
WSN research program to support research on relevant fun-
damental theories. The EU’s sixth framework plan also
emphasizes the importance of WSN and regards it as one of
the hot areas for vigorous development in the future. Com-

pared with traditional networks, WSN is low-cost, easy to
deploy, has better fault tolerance and can be placed in any
environment. The organizer can quickly build a fully func-
tional WSN under limited time and conditions. Once the
WSN has been set up, the maintenance and management
work are carried out within the network and does not require
much workforce. Therefore, the application field of WSN is
very broad, and it can be used in military, modern industry
and agriculture, environmental protection and other fields
[2–4].

The rapid development of artificial intelligence also
brings a variety of problems, and traditional calculation
methods cannot solve them well. Intelligent evolutionary
algorithms came into being and developed rapidly. At pres-
ent, various evolutionary algorithms have been proposed,
such as Genetic Algorithm (GA) [5–7], DE [8–10], Particle
Swarm Optimization (PSO) [11–13], Artificial Bee Colony
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(ABC) [14, 15], Multi-Verse Optimizer (MVO) [16, 17], Ant
Lion Optimizer (ALO) [18], Grey wolf optimizer (GWO)
[19], Cuckoo Search (CS) [20–22], Moth Flame Optimizer
(MFO) [23, 24], Sine Cosine Algorithm (SCA) [25, 26],
QUasi-Affine TRansformation Evolutionary (QUATRE)
[27, 28], pigeon inspired optimization (PIO) [29, 30], Shuf-
fled Frog Leaping Algorithm (SFLA) [31–35], Whale Optimi-
zation Algorithm (WOA) [36–39]. Meta-heuristic
algorithms have received more and more attention from
researchers due to their outstanding performance in solving
optimization problems. They have been widely used in prob-
lems in transportation, wireless sensor networks, industrial
production, intelligence system and other fields [40, 41].
But according to the No Free Lunch (NFL) theorem, there
is no meta-heuristic algorithm that can be widely applied to
various problems [42, 43]. In other words, optimization algo-
rithms that achieve good performance on some problems
may perform poorly on other problems. Therefore, new algo-
rithms need to be proposed to solve increasingly complex
problems. For example, propose a new heuristic algorithm,
or improve the existing algorithm [44, 45], or combine two
or more different algorithms to solve more complex prob-
lems [46, 47].

WSN is a network system composed of sensor nodes with
sensing capabilities deployed in the detection area, and com-
municate through wireless communication. This emerging
technology has brought a new way to obtain information
and control management. And because WSN itself is very
different from traditional networks, it brings a lot of chal-
lenges to people. In WSN, signal coverage can be defined as
the ratio of the perceptible area to the entire area. The ques-
tion of how to maximize network coverage for a given num-
ber of sensors is an important one. Intelligent evolutionary
algorithms are also increasingly used to improve the coverage
of WSN signals. For example, an intelligent calculation algo-
rithm for enhancing black holes is proposed and used to solve
the node coverage problem of wireless sensor networks under
three-dimensional terrain [48]. An artificial bee colony algo-
rithm with dynamic search strategy is proposed to solve the
deployment problem of three-dimensional surface sensors
and improve the signal coverage [49]. A genetic algorithm-
based network coverage and optimization control strategy
is proposed to solve the coverage problem of sensor nodes
in three-dimensional terrain [50]. Therefore, this article
attempts to mix WOA and SFLA to improve the perfor-
mance of the original algorithm, and to deal with the
problem of node coverage in WSN under 3D actual
terrain.

The rest of this article is organized as follows. Related
work introduced the principles of WOA, SFLA and DE, as
well as the problem of WSN node coverage in a 3D actual
environment. In Section 3, the process of mixing WOA and
SFLA and the steps of using DE to optimize the hybrid algo-
rithm are introduced. In Section 4, the performance of the
proposed algorithm is tested, and the performance of the
algorithm on 30 test functions is shown and analyzed. Sec-
tion 5 introduces the application of the algorithm in WSN
node coverage under actual terrain. Finally, the conclusion
is given in Section 6.

2. Related Work

This section briefly introduces the principles of WOA, SFLA
and DE and the problem of node coverage in WSN under
actual terrain.

2.1. WOA. Mirjalili et al. were inspired by the humpback
whale’s spiral bubble net predation strategy and proposed a
new heuristic whale optimization algorithm. WOA includes
three location update models: encircling mode, bubble-net
attacking mode, and searching mode. The WOA flowchart
is shown in Figure 1.

2.1.1. Encircling Mode. In order to cooperate in predation, the
whales share the location information of their prey, and then
the whales approach the whale closest to the prey in the

group. Update the current whale X
!

according to the whale
with the best position, and the update equations are as fol-
lows:

D
!
= C

!
∙X∗�!

tð Þ − X
!

tð Þ
��� ��� ð1Þ

X
!

t + 1ð Þ = X∗�!
tð Þ − A

!
∙D
! ð2Þ

Where t represents the current iteration number, D
!

has

different expressions at different stages, X∗�!
is the whale with

the best position so far, X
!ðtÞ is the current whale position of

the t-th generation, X
!ðt + 1Þ is the current whale position of

the ðt + 1Þ-th generation, Operator ð∙Þ means to multiply

item by item, ∣∙ ∣ means to take the absolute value, A
!

and

C
!
are coefficient vectors, The update equations of vectors A

!

and C
!
are as follows:

A
!
= 2a!∙ r! − a! ð3Þ

C
!
= 2∙ r! ð4Þ

a = 2 1 − t
T

� �
ð5Þ

r! is a random vector distributed in [0,1], a! linearly

decreases from 2 to 0 during the iteration process, so A
!
∈ ½−

2, 2�, C! ∈ ½0, 2�, T is the maximum number of iterations.

(1.1.1) Bubble-Net Attacking Mode

According to the spiral Equation (6), the current whale
moves in a spiral motion to approach the prey and update
its position.

X
!

t + 1ð Þ = D′
�!

∙ebl∙cos 2πlð Þ + X∗�!
tð Þ ð6Þ

D′
�!

= X∗�!
tð Þ − X

!
tð Þ

��� ��� ð7Þ
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D′
�!

denotes the distance between the current whale and
the best positioned whale; b is a constant that defines the
shape of a logarithmic spiral; and l is a uniformly distributed
random number within [-1,1].

When whales spirally search for prey, they also shrink
their encirclement. In order to simulate this behavior, the
encircling prey and spiral search will be performed with the
same probability. The location update equation is as follows:

X
!

t + 1ð Þ =
X∗�!

tð Þ − A
!
∙D
!
, if p < 0:5

D′
�!

∙ebl∙cos 2πlð Þ + X∗�!
tð Þ, if p ≥ 0:5

8<
:

ð8Þ

where p is a random number in the interval (0, 1).

2.1.2. Random Searching Mode. In order to improve the
global search capability of whales, the current whale position
is updated according to the randomly selected whales during
the exploration phase. When |A|<1, select the model that
encircling; when |A|≥1, select the model of random search.
The random search location update equations are as follows:

D
!
= C

!
∙Xrand
��! − X

!��� ��� ð9Þ

X
!

t + 1ð Þ =Xrand
��! − A

!
∙D
! ð10Þ

Among themXrand
��!

is a whale randomly selected from the
current population.

2.2. SFLA. SFLA is a collaborative optimization algorithm
proposed by Eusuff and Lansey et al. The idea of the hybrid
leapfrog algorithm: When frogs hunt for food, they adjust
their position through information exchange. First, the entire
frog population is divided into multiple memeplexes, and
each memeplex executes a local search strategy to adjust the
position of the worst frog. When the memeplex iterates to
the specified number of times, the memeplexes are combined
and exchanged for information. The process of local search
and the process of global information exchange are carried
out cyclically until the end condition is met. The following
are the steps of the hybrid leapfrog algorithm:

Step 1: Initialize the population and calculate the fitness
value of each frog. Sort the population and record the indi-
vidual Pb with the best position.

Step 2: The population containing F frogs is now divided
into m memeplexes, so that there are n frogs in each meme-
plex, where n=F/m. If m=3, then the distribution principle
is: the first frog is assigned to memeplex1, the second to
memeplex2, the third to memeplex3, the fourth to meme-
plex1, ..., and so on.

Figure 1: WOA flowchart.
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Step 3: The local search process of the hybrid leapfrog
algorithm is shown in Figure 2. Each memeplex evolves sep-
arately according to the following equations and Figure 2.

Di = rand ∗ Pb − Pwð Þ ð11Þ

Pw ′ = Pw +Di,Dmax ≥Di ≥ −Dmax ð12Þ

Di = rand ∗ Pg − Pw

� � ð13Þ
where Pb is the frog with the best position, Pw is the frog with

Find Pb, Pw, Pg

Calculate Pw′
by equations
(11) and (12)

Calculate Pw′
by equations
(12) and (13)

Update Pw′
by random

position

Pw = Pw′Fitness(Pw′) <
fitness (Pw)

Fitness(Pw′) <
fitness (Pw)

N

N

Y

Y

It = It+1

Y

It < Iter

Start

End

N

Initialization
parameters,
population

Figure 2: Local search flow chart of the hybrid leapfrog algorithm.

S1

S2Longitudinal section of mountain

Figure 3: The communication process between sensor S1 and
sensor S2.

Start

Initialization
parameters,
population

It < Iter

Calculate the
fitness value

of each whale

Sort
individuals by
fitness value

Divide the
population into M
memetic groups

Follow the WOA flow
chart to evolve each

meme group

Combine M
memes into a

population

Y

End

N

Figure 4: SWOA flow chart.

4 Wireless Communications and Mobile Computing



the worst position, rand() is a random number in [0-1], Pw ′
is the adjusted position of the frog with the worst position,
and Pg represents the best frog in the m memeplexes.

Step 4: After each memeplex evolves individually, it is
reorganized into a population containing F frogs. Sort F frogs
according to fitness value and update Pb.

Step 5: If the defined iteration conditions are met, the
algorithm is terminated. Otherwise, go back to step 2.

2.3. De. The DE algorithm was proposed by Rainer Storn and
Kenneth Price to solve the problem of Chebyshev polyno-
mials. Differential evolution uses the three key operations
of mutation, crossover and selection to continuously iterate
to find the optimal value. First, the DE algorithm randomly
selects several individuals in the population to performmuta-
tion operations. Then crosses between the mutant individ-
uals and the current individuals to obtain intermediates.
Finally judges the pros and cons of the intermediates and
the current individual, and selects individuals with good fit-
ness values.

The mutation operation is based on all individuals in the
population. Randomly select several individuals, one of
which is the basis vector, and the other individuals make dif-
ference with each other to form a difference vector to con-
struct a mutation operation. There are several combinations
of basis vector and difference vector as follows:

m = xtr1 + f xtr2 − xtr3
� � ð14Þ

where r1, r2, and r3 are unequal integers distributed in [1,
Np], Np is the number of individuals in the population, t rep-
resents the current iteration number, m is the newly gener-
ated variant individual, f is the scale parameter for
adjusting the solution size range, f ∈(0,1).

The crossover operation is to exchange the values of the
mutated individual and the current individual in certain
dimensions to form a new individual. The equation for bino-

mial crossover is as follows:

ui,j =
yi,j, rand 0, 1ð Þ ≤ pCR or d = rand 1, numel xð Þ½ �ð Þ
xi,j, else

(

ð15Þ

where pCR is the cross factor belonging to [0,1], rand ð∙Þ is
the function of taking random values, d is the current dimen-
sion value, and numelð∙Þ is the function of obtaining the total
dimension of the individual.

The selection operation selects individuals who can enter
the next generation population. If the fitness value of the new
individual after mutation and crossover is better than the fit-
ness value of the current individual, replace the current indi-
vidual with the new individual, otherwise, keep the current
individual.

2.4. 3D WSN Node Coverage. WSN has broad application
prospects, and it has become one of the hot research fields
today. The improvement of signal coverage in WSN has
always been an important issue. The measurement of the
WSN coverage can understand whether there is a blind spot
for monitoring and communication, and then the

Initialize parameters; M is the number of memeplex; ne is the number of iterations for each memeplex; Iter is the maximum number of
iterations.
for1 g =1: Iter do.

Calculate the fitness value of each whale.
Sort individuals by fitness value.
Define memeplex, divide the population into M memeplexes.
for2 each memeplex do.

for3 n =1:Ne do.
Update global optimal value.

for4 each solution do.
for5 each dimension do.
Update Memeplex by equation (1) to equation (9).

End for5.
End for4.

End for3.
Combine M memes into a population.

End for2.
End for1.

Algorithm 1: SWOA.

for1 each solution do.
Generate variant intermediates Y by Equation (14).
The current solution is X.
for2 each dimension of Y do.

Generate new individuals U by Equation (15).
End for2.
if2 fitness(U)< fitness(X).

X =U.
End if2.

End for1.

Algorithm 2: DE pseudo code for step 6.
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deployment position of the sensor can be adjusted or the
number of sensors can be increased to improve the cover-
age of the sensor signal. The high deployment density of
sensor nodes will result in higher network coverage, but
it will also cause redundancy of network coverage, result-
ing in a great waste of resources. In the case of a fixed
number of sensors, the proper deployment location of
WSN nodes will have a direct impact on network perfor-
mance. Optimizing the location of wireless sensor nodes
can reasonably allocate network resources and better com-

plete environmental perception. At present, the sensor
coverage strategy in the two-dimensional plane has
achieved more results, applied to the three-dimensional
space of the sensor coverage strategy is also gradually
attracting the attention of scholars. For example, Adda
Boualem et al. proposed a spider web strategy and applied
it to area coverage in 3D wireless sensor networks using
mobile sensor nodes [51]. Yu Xiang et al. proposed 3D
space detection and coverage of wireless sensor network
based on spatial correlation [52].

Table 1: Parameter settings for each related algorithm.

Name Parameter

WOA Np=40, Lb = -100, Ub =100, dim=30

SFLA Np=40, Lb = -100, Ub =100, dim=30, Memeplex =5, M_it =25, Smax =10

SWOA Np=40, Lb = -100, Ub =100, dim=30, Memeplex =5, M_it =25

SWOAD Np=40, Lb = -100, Ub=100, dim=30, Memeplex =5, M_it =25, Beta_min =0.02, Beta_max =0.08, pCR=0.01

Table 2: Simulation Results of CEC 2017 Benchmark Function (The optimal value is marked by bold).

Functions WOA SFLA SWOA SWOAD
Variable Mean Std Mean Std Mean Std Mean Std

F1 2.14E+10 5.14E+09 6.46E+10 8.46E+09 8.95E+09 2.81E+09 2.85E+09 1.58E+09

F2 3.12E+40 1.60E+41 4.97E+47 2.25E+48 1.72E+33 4.16E+33 1.08E+33 4.77E+33

F3 2.68E+05 7.76E+04 1.87E+05 4.61E+04 1.97E+05 3.72E+04 1.52E+05 4.59E+04

F4 4.84E+03 1.82E+03 3.12E+04 6.43E+03 1.42E+03 5.37E+02 8.72E+02 3.60E+02

F5 9.16E+02 5.80E+01 9.62E+02 4.06E+01 8.00E+02 3.15E+01 7.65E+02 3.45E+01

F6 6.88E+02 1.12E+01 6.97E+02 9.89E+00 6.70E+02 7.91E+00 6.59E+02 6.88E+00

F7 1.40E+03 8.81E+01 1.89E+03 1.83E+02 1.27E+03 5.11E+01 1.22E+03 7.31E+01

F8 1.11E+03 3.91E+01 1.15E+03 4.21E+01 1.03E+03 2.08E+01 9.91E+02 2.85E+01

F9 1.45E+04 5.55E+03 1.49E+04 2.65E+03 7.78E+03 1.04E+03 6.63E+03 1.07E+03

F10 8.34E+03 6.47E+02 8.07E+03 5.23E+02 6.75E+03 5.56E+02 5.98E+03 5.56E+02

F11 1.76E+04 8.70E+03 1.63E+04 4.40E+03 4.89E+03 1.38E+03 3.23E+03 9.94E+02

F12 1.82E+09 8.98E+08 1.91E+10 4.74E+09 4.31E+08 3.41E+08 9.43E+07 6.22E+07

F13 2.83E+08 2.26E+08 2.07E+10 6.73E+09 4.62E+06 1.05E+07 4.54E+06 2.30E+07

F14 3.52E+06 2.91E+06 1.13E+07 1.35E+07 5.45E+05 4.64E+05 7.12E+05 8.59E+05

F15 4.11E+07 3.90E+07 1.68E+09 1.10E+09 2.08E+06 2.18E+06 3.65E+05 6.58E+05

F16 4.68E+03 5.52E+02 5.41E+03 7.09E+02 3.65E+03 3.80E+02 3.39E+03 3.46E+02

F17 3.07E+03 3.16E+02 3.85E+03 1.43E+03 2.51E+03 2.21E+02 2.37E+03 2.05E+02

F18 3.96E+07 3.87E+07 5.77E+07 5.76E+07 2.96E+06 3.22E+06 1.87E+06 2.24E+06

F19 5.74E+07 4.26E+07 2.48E+09 1.96E+09 6.32E+06 8.39E+06 9.67E+05 1.06E+06

F20 3.02E+03 2.58E+02 3.18E+03 1.21E+02 2.69E+03 1.22E+02 2.67E+03 1.87E+02

F21 2.70E+03 5.99E+01 2.80E+03 5.35E+01 2.58E+03 3.15E+01 2.55E+03 4.12E+01

F22 9.08E+03 1.39E+03 9.73E+03 4.48E+02 6.25E+03 1.85E+03 6.31E+03 1.84E+03

F23 3.24E+03 1.18E+02 3.54E+03 1.08E+02 3.08E+03 4.33E+01 3.05E+03 8.38E+01

F24 3.35E+03 9.93E+01 3.86E+03 1.88E+02 3.18E+03 6.77E+01 3.14E+03 7.70E+01

F25 3.77E+03 2.42E+02 9.46E+03 1.48E+03 3.25E+03 1.17E+02 3.09E+03 7.33E+01

F26 9.34E+03 9.83E+02 1.04E+04 8.53E+02 7.67E+03 1.05E+03 7.05E+03 1.18E+03

F27 3.61E+03 1.82E+02 4.62E+03 3.50E+02 3.38E+03 6.44E+01 3.35E+03 7.44E+01

F28 5.02E+03 5.02E+02 9.78E+03 1.68E+03 3.92E+03 2.52E+02 3.56E+03 1.46E+02

F29 5.88E+03 7.14E+02 6.76E+03 1.24E+03 4.80E+03 3.66E+02 4.60E+03 2.69E+02

F30 1.70E+08 1.24E+08 1.77E+09 9.80E+08 2.36E+07 1.52E+07 6.78E+06 4.89E+06
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Deploying wireless sensors on an actual three-
dimensional terrain rather than a two-dimensional plane
requires additional considerations. Because the communica-
tion quality between the two sensors largely depends on the
actual physical environment. Surrounding obstacles cause
signal fading and obstruction. The communication process

between sensor S1ðx1, y1, z1Þ and sensor S2ðx2, y2, z2Þ is
shown in Figure 3. When the sensor S1 communicates with
the sensor S2, the signal sent out is likely to be blocked by
the protruding terrain between them, so that S1 and S2 will
not be able to communicate, thereby reducing the coverage
of the WSN signal. This paper uses Bresenham’s line of sight
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Figure 5: Convergence curves of unimodal functions.
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(LOS) algorithm to detect whether there is terrain obstruc-
tion between two sensors to affect their signal transmission
[53]. In order to determine whether the communication
between the target node S1 and the node S2 within the com-
munication range is blocked, we choose the points between
S1 and S2 on the actual terrain to make judgments. If the
height of any one of the points is higher than the height of
the connection between S1 and S2, the communication
between S1 and S2 will be blocked, that is, the S1 node cannot
communicate with the S2 node.

So to judge whether two nodes can communicate, first
calculate the Euclidean distance Ds between sensor S1 and
sensor S2 according to Equation (16).

Ds =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x1 − x2ð Þ2 + y1 − y2ð Þ2 + z1 − z2ð Þ2

q
ð16Þ

Then use the LOS algorithm to calculate whether there is
an obstruction between the two sensors. Finally, a judgment
is made according to Equation (17). If Ds is less than the cov-
erage radius Rs of the sensor, and there is no obstruction
between the two sensors, it means that they can communi-
cate, and Communication (s1, s2) is equal to 1. Otherwise,
if one of the conditions is not met, it is considered that sensor
S1 and sensor S2 cannot communicate, and Communication
(s1, s2) is equal to 0.

Communication s1, s2ð Þ =
1, Ds < Rsð Þ andNo obstacle

0, else

(

ð17Þ

Ds is the Euclidean distance between two sensors, and Rs
is the coverage radius of the sensor signal.

3. Hybrid Strategy of SWOA and SWOAD

This section introduces the mixing process of WOA and
SFLA, and the steps to optimize the mixing algorithm with
DE.

3.1. Hybrid Strategy of SWOA. The WOA algorithm is a new
type of bionic optimization algorithm with strong global
optimization performance. However, in the later stage of
the algorithm iteration, it still has the disadvantage of being
easy to fall into the local optimal value, so the solution accu-
racy is low. The SFLA algorithm can realize global informa-
tion exchange through the combination and sorting of
memeplexes, so that the algorithm avoids falling into local
convergence, but the early search speed is slow. The above
shortcomings of the algorithm can be effectively solved by
combining the WOA algorithm and the SFLA algorithm.
The flow chart of SWOA algorithm is shown as in Figure 4.

SWOA’s pseudo code is in Algorithm 1.

3.2. Hybrid Strategy of SWOAD. The SWOAD algorithm
integrates the differential evolution algorithm into the
SWOA algorithm, so that the whale population has a mech-
anism of mutation, crossover, and selection, which in turn
enables SWOA to have stronger search capabilities. After
each iteration of SWOA, the SWOAD algorithm first ran-
domly selects a whale individual as the basis vector, and then
combines with the difference between two randomly selected
whale individuals to complete the mutation. Whether in the
early or late stage of algorithm iteration, this strategy can
enhance the ability of whales to jump out of the local opti-
mum. Then the mutant intermediates are crossed with the
target whale individuals, thereby increasing the diversity of
the whale population; finally, a selection is made. If the fitness
value of the newly generated individual is better than the tar-
get individual, the newly generated individual will replace the
target individual. Otherwise, keep the target individual.
SWOAD execution steps are as follows:

Step 1. Calculate the fitness of each individual.
Step 2. Sort the populations by fitness.
Step 3. According to the division rule, the population is

decomposed into multiple memeplexes.
Step 4. Each memeplex evolves individually.
Step 4.1. Calculate the fitness value of each individual and

Update global optimal value.
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Step 4.2. Update the position of each frog by Equation (1)
to Equation (10).

Step 4.3. Repeat 4.1–4.2 until the end conditions of the
local search are met.

Step 5. Combine memeplexes.
Step 6. Performing variation, crossover and selection

operations.
Step 7. Repeat step 1 to 6 until the end conditions are met.
The pseudo code of step 6 is in Algorithm 2.

4. Results and Analysis of the Experiment

In this section, we use 30 benchmark functions in CEC2017
to test the effectiveness of the proposed hybrid algorithm.

4.1. Parameter Configuration. To verify the results, we com-
pared the hybrid algorithm with the original WOA and SFLA
algorithms. Each algorithm performs 100 iterations on each
benchmark function, and runs 30 times to average. The test
parameters of the algorithm are given in Table 1. Table 2
shows the statistical results of the algorithm, including the
mean (Mean) and standard deviation (Std).

From the data in the table, it can be seen that SWOA and
SWOAD perform better than the original WOA and SFLA
on the 30 test functions. SWOA performs better on functions
F14 and F22, and SWOAD performs better on other func-
tions. WOA has stability in function F22, SFLA has better
stability in functions F10 and F20, SWOAD has excellent sta-
bility in function F1, F4, F6, F11, F12, F15, F16, F17, F18, F19,
F25, F28, F29 and F30, and SWOA is more stable in other
functions.

In order to further evaluate the performance of the algo-
rithm, we use the convergence curve of the algorithm to eval-
uate the convergence speed and convergence ability of the
optimized algorithm in this paper. The iterative curves of
the algorithm on 30 test functions are shown in Figure 5–8.
All algorithms have the same number of iterations on each
function. The horizontal axis is the number of iterations of

the function, and the vertical axis is the average of the fitness
values of each function running 30 times.

4.2. Unimodal Functions. In Figure 5, SWOAD’s convergence
ability on function F1 is better than other algorithms. Each
algorithm can find the optimal value on the function F2
and F3, but the improved two algorithms converge faster
than the original algorithm.

4.3. Simple Multimodal Functions. In Figure 6, the SWOAD
algorithm has a faster convergence speed and stronger opti-
mization ability than the WOA, SFLA and SWOA algo-
rithms. The performance of SFLA in function F10 is better
than that of WOA.

4.4. Hybrid Functions. In Figure 7, the convergence curves of
SWOA and SWOAD on the function F13, F14, F15, F18 and
F19 have very little difference. But the convergence perfor-
mance of SWOAD on functions F11, F16, F17 and F20 are
significantly better than SWOA. The performance of SFLA
in function F11 is better than that of WOA.

4.5. Composition Functions. In Figure 8, the convergence
results of SWOA and SWOAD are almost the same in F22
and F30. Among other functions, SWOAD has the best per-
formance, followed by SWOA, which is better than WOA
and SFLA.

5. Application of Hybrid Algorithm in WSN
Node Coverage under Real Terrain

The 3-D actual terrain used in this simulation is the Dagong
Island in Qingdao. Obtain topographic data of Dagong
Island through satellite maps, and collect information about
a coordinate point every ten meters in a prescribed area.
The sensor nodes are deployed on this 3-D terrain. The ter-
rain of Dagong Island is shown in Figure 9. When the simu-
lation is performed on the actual terrain of Dagong Island,
the initial sensor nodes are randomly generated and
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optimized by hybrid algorithms to find a better position. To
randomly generate the position of a sensor node, only the
horizontal and vertical coordinates of the sensor node need
to be randomly generated, and use the following method to
determine the height through the available terrain data: If
the randomly generated or optimized sensor node is at the
intersection of the horizontal and vertical grid lines, the
height value in the corresponding terrain data is the height
of the sensor; Otherwise, the height of the grid intersection
closest to this position is the height of the sensor node.

Set a matrix CMat, and determine the coordinate points
that each sensor can cover by Equation (17), and set the coor-
dinate points that the sensor can cover in CMat to 1. Calcu-
late the coverage rate according to Equation (18).

Rate = sum CMat :ð Þ == 1ð Þ/ Xl ∗ Ylð Þ ð18Þ

where sumð∙Þ is a sum function, Xl and Yl are horizontal and
vertical coordinate lengths, respectively.

Use the hybrid algorithm in this paper to optimize the
position of the sensor, and improve the signal coverage as
much as possible on the premise of a fixed number of sensors.
The communication radius of the sensor is set to 5m. Test
the algorithm with 30, 40, 50, and 60 nodes, respectively.
Run 30 times for each group of nodes and take the average.
The results of the experiment are shown in Table 3. As the
number of sensor nodes increases, the signal coverage also
increases, and the coverage rate is the largest when 60 sensor
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Table 3: Simulation Results of WSN node coverage (The optimal
value is marked by bold).

Node number
Algorithm

WOA SFLA SWOA SWOAD

30 0.5132 0.5583 0.5760 0.5895

40 0.6026 0.6621 0.6765 0.6884

50 0.6697 0.7428 0.7519 0.7658

60 0.7426 0.8012 0.8130 0.8256
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nodes are deployed, reaching 82.56%. It can also be seen that
the hybrid algorithm is far superior to the performance of
WOA and SFLA.

6. Conclusion

In this paper, WOA and SFLA are combined to form a new
hybrid algorithm. The two algorithms cooperate with each
other to form an organic whole. Compared with the perfor-
mance of the two algorithms alone, the performance of the
hybrid algorithm is better. Through mutual fusion, the algo-
rithm can avoid falling into the local optimum in the process
of finding the global optimum. And use DE to optimize the
hybrid algorithm, which further improves the algorithm’s
convergence speed and optimization ability. In the experi-
ments tested using the CEC 2017 benchmark function, the
hybrid algorithm outperformed both WOA and SFLA.
Finally, the hybrid algorithm is applied to the node coverage
problem of wireless sensor network based on actual terrain.
The simulation results show that the improved algorithm
has achieved good results and increased the signal coverage
of the wireless sensor network. There are many metaheuristic
algorithms. In this article, we only use two algorithms for
mixing. In the future, we may adopt some other algorithms
[54–56] to get a hybrid approaches with better performance
on WSN coverage problem.
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The find of density peak clustering algorithm (FDP) has poor performance on high-dimensional data. This problem occurs because
the clustering algorithm ignores the feature selection. All features are evaluated and calculated under the same weight, without
distinguishing. This will lead to the final clustering effect which cannot achieve the expected. Aiming at this problem, we
propose a new method to solve it. We calculate the importance value of all features of high-dimensional data and calculate the
mean value by constructing random forest. The features whose importance value is less than 10% of the mean value are
removed. At this time, we extract the important features to form a new dataset. At this time, improved t-SNE is used for
dimension reduction, and better performance will be obtained. This method uses t-SNE that is improved by the idea of random
forest to reduce the dimension of the original data and combines with improved FDP to compose the new clustering method.
Through experiments, we find that the evaluation index NMI of the improved algorithm proposed in this paper is 23% higher
than that of the original FDP algorithm, and 9.1% higher than that of other clustering algorithms (K-means, DBSCAN, and
spectral clustering). It has good performance in high-dimensional datasets that are verified by experiments on UCI datasets and
wireless sensor networks.

1. Introduction

In our daily life, when we are faced with a problem that we do
not have an accurate standard to classify. Cluster analysis is
an effective means to judge and analyze. It has applications
in many fields, such as finance, medical, and image. The
cluster algorithm divides elements into clusters according
to calculated mathematical characteristics. Although many
clustering algorithms have been studied and discussed, there
is no agreement on the definition of clustering. Speaking of
clustering algorithm, the first thing we have to mention is
K-means [1]. K-means is an efficient and concise algorithm,
which has been discussed by many researchers. It only needs
to set the number of clusters to calculate clustering results to
users. But these methods cannot detect clusters for nonspher-
ical data [2]. DBSCAN [3] is also a classic and effective algo-
rithm. It is a representative clustering algorithm based on
density. DBSCAN is an algorithm that is in line with the spa-
tial distribution of data and the consistency of data density.
The author creatively defines two parameters to constrain

and control the generation of clusters. But these two param-
eters also lead to the effect of the DBSCAN algorithm seri-
ously affected by the parameters. It has good robustness [4]
to outliers and can even detect outliers. Spectral clustering
[5] is a method of clustering data points by means of discrete
mathematics. The algorithm constructs an undirected graph
and judges and analyzes the properties of the undirected
graph. The most ingenious and important part of this
algorithm is to construct Laplacian matrix. To construct
Laplacian matrix, Laplacian matrix needs to calculate the
similarity matrix. Firstly, the similarity matrix will use full
connection mode. There are many kernel functions to mea-
sure the relationship between points. The average effect of
Gaussian kernel function is the best among many kernel
functions. Secondly, the Laplacian matrix is constructed by
calculating adjacency matrix and degree matrix through
similarity matrix. Finally, it needs to get the eigenvector of
Laplacian. According to eigenvalues and eigenvectors, we
can use other clustering algorithms to complete the cluster-
ing task. Balanced iterative reducing and clustering using
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hierarchies (BIRCH) [6] is method by tree structure to cluster
quickly. Birch algorithm is to form a clustering feature (CF)
tree. By calculating the similarity of the dataset, the most sim-
ilar sample data points in the dataset are combined, and the
process is iterated [7]. Fuzzy clustering [8] is a new clustering
algorithm with the development of the automation control
field. In the theory of fuzzy mathematics, the concept of
membership degree is mentioned for the first time. This
theory greatly promotes its development. The main solution
of the algorithm is to introduce membership degree to opti-
mize or even solve problem when a point cannot be effec-
tively identified. Affinity propagation (AP) is a clustering
algorithm using a voting mechanism with good results. The
idea of AP algorithm is very interesting, which is illustrated
by examples in our life. For example, there are many com-
modities and many customers. If a commodity can be
selected by customers, it must have its own strength. That
is to say, it must have enough attraction. Secondly, it is the
direct word-of-mouth of customers. One customer says yes,
and further recommends the next customer to buy it, and
so on. In this case, the commodity is like the cluster center
to be selected, and the customer is the point attached to the
cluster center. To sum up, the core of AP clustering algo-
rithm is to calculate the attribution matrix and attraction
matrix.

After introducing FDP, there are many papers that solve
FDP’s problem. This paper proposes a method [9] that uses
the characteristics of data point density distribution to cluster
efficiently and quickly. The algorithm ingeniously designs a
set of calculation method and selects the point with the high-
est density in a certain area as the center. Noncentral point
assignment is based on the class of the nearest point whose
density is larger than itself. Outliers are found and excluded
from the analysis. Regardless of the shape of the cluster and
the dimension of the embedded space, clustering will be
recognized.

However, FDP cannot solve many data features or high-
dimensional data effectively, some nonmain features will
interfere and affect the performance of the algorithm, and
the scientists have made a series of improvements. Among
them, dimension reduction is the first choice. A new fast
hybrid dimension reduction method [10] is proposed. It
innovatively proposes a method that combines multiple
feature extraction methods. In this way, the interference of
nonmain features can be reduced and the efficiency can be
improved. The Fisher score and feature selection based on
information gain are used to remove nonmain features. In
this way, the interference of nonmain features is reduced,
and the clustering effect is significantly improved. At pres-
ent, there are many ways to reduce dimension, and princi-
pal component analysis (PCA) [11] is the best one. PCA
creatively maps high-dimensional features to the low-
dimensional features, so that the new low-dimensional
data is an orthogonal matrix, which is also called the main
component. Because it is a low-dimensional feature recon-
structed on the basis of the original high-dimensional fea-
ture, the original feature is kept while the dimension is
reduced. In conclusion, we compare with the PCA in
experiments.

The purpose of studying the clustering algorithm is to
serve people’s life. In this paper [12], the popular concept
of topology is used. In topology, manifold learning is the
key to this paper. Manifold learning is currently a popular
dimension reduction method. Let us briefly introduce mani-
fold learning. For example, a piece of paper can be seen as
two-dimensional when it is tiled. But when it is kneaded into
a mass, it can be regarded as three-dimensional. For any
point on the tissue, whether it is kneaded into a ball or flat,
its relative position has not changed. If we can reduce the
dimension smoothly and keep the feature unchanged. At
the same time, the index matrix of the discrete clustering
optimization process is easily affected by noise. To solve
matters, a new clustering way was proposed in this paper. It
combined local adaptive subspace learning and knowledge
clustering to mine discriminant information adaptively.

Aiming at the practical problems of sample data nonlin-
earity and high dimension in complex system evaluation or
prediction, in paper [13], they all used a memetic algorithm
model [14] to achieve dimensionality reduction and achieved
good results.

In another paper, it proposed a clustering algorithm for
high-dimensional stream data. This algorithm introduced
dimension reduction into the framework of stream cluster-
ing. When the new data arrives, for the sake of finding the
local shadow space, there is necessary processing of the
disordered new data. It is very necessary to reduce the high
dimension to the low dimension. The algorithm innovatively
used the unsupervised linear discriminant analysis (LDA) to
process the data, so as to find the local shadow space. The
obtained local subspace will maximally separate the adjacent
microclusters from the incident point. Introduction points
are admeasured to the microclusters in the projection space,
which can be improved by this method.

Facing high-dimensional data, we proposed a method to
combine FDP to achieve the performance of FDP on high-
dimension data.

At this moment, let us discuss the practical application of
clustering. When it comes to practical application, we have to
mention the Internet of Things (IoT). It is often used in the
intelligent world. As a sensing layer, wireless sensor networks
are composed of many sensor networks. The sensor is the
most important part of Internet of Things. Sensors are like
human facial features to perceive the world. Sensors con-
stantly provide information for users to facilitate their pro-
duction and life. Therefore, to obtain a stable network, the
energy control of the sensor must be optimized first, so as
to extend the life of each sensor in the network. Sensor in
the network is like a data point in space. At this time, each
data point has a series of characteristics, such as relative
distance and energy consumption. How to better control
the energy consumption of wireless sensor is the difficult
problem.

In this paper, [15] creatively introduced the semantic
relationship between sensors to promote the effect of the
whole network. Therefore, it proposed the new sensor ontol-
ogy integration technology by introducing such a mechanism
which is called the debate mechanism (DM). The purpose of
this method is to extract sensor ontology alignment [16, 17].
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In this way, the communication ability between wireless
sensors is strengthened, and the performance of the whole
network is improved. The global factor in the algorithm is
calculated by the correctness factor. The local factor is calcu-
lated through the debate mechanism. By getting the global
factor and the local factor, the judgment factor can be
obtained by combining them. The judgment factor is used
to achieve ontology alignment. By this means, the effect of
the whole wireless sensor network can be improved. Inspired
by this article, we finally apply the improved FDP to wireless
sensor networks and do a comparative experiment to show
the performance.

2. Related Work

2.1. Introduction to FDP. ρi and dij are important values of
FDP. Equations (1) and (2) are designed to evaluate local
density.

ρi =〠
j

χ dij − dc
� �

, ð1Þ

χ xð Þ =
1, x < 0,

0, x = 0,

(

ð2Þ

where ρi is used to represent the local density. The degree of
similarity between point i and point j is expressed by dij. It is
generally measured by Euclidean distance. For Equation (1),
dc is usually set to 1%-2% of the total number of samples (the
total number of data points). Although the original text does
not specifically point out, the setting of dc needs to be set by
the user, and the impact on the algorithm is very huge. Partly,
the setting of dc is also very difficult. This parameter has a
great influence on the algorithm. Moreover, if the setting is
not correct, the expected effect will not be obtained, and it
is mistaken for the performance of the algorithm itself. Its
value setting is also a very popular direction, and its value
setting can effectively improve the performance of FDP.

Secondly, δi is the nearest Euclidean distance at all points
with a greater density than itself. The decision graph is set by
ρi and δi as the x-axis and y-axis of the coordinate axis,
respectively. The larger and larger sample points are selected
as the center of the class cluster in the decision graph. It needs
to check manually the region according to the generated
decision graph, and the point in the selected region is the
cluster center point. The cluster of each noncenter sample
point is the cluster of the nearest sample point higher than
the point in the neighborhood.

2.2. Introduction to t-SNE. Among many dimensionality
reduction algorithms for high-dimensional data, the stochas-
tic neighbor embedding (SNE) [18] is a very special one. The
idea of its algorithm is very clever and simple, but it contains
a lot of probability theory. It is very similar for the popular
learning mentioned above. It is about flattening a spatial
dimension into a plane. The algorithm first describes the
distribution of each point; how to measure the distribution
is a key. There are many ways to measure; here, we choose

Euclidean distance first. According to the research, different
measurement methods have a great impact on the perfor-
mance of the algorithm. We consider two data points xi
and xj which are high-dimensional data. The conditional
probability represents the degree to which data xj is a neigh-
bor of data xi by pj∣i. We can define pj∣i in this way.

Pj ij =
exp − xi − xj

�� ��2/2σ2i
� �

∑k≠iexp − xi − xkk k2/2σ2i
� � , ð3Þ

where σi is a statistical constant. First, we get the Gaussian
distribution xi which is centered and then calculate its
variance.

The essence of dimension reduction is not to change the
nature of data points and the relationship between data
points. Low-dimensional data can keep as many features as
possible. yi and yj are the data in low-dimensional corre-
sponding to high-dimensional xi and xj separately. Through
such a mapping relationship is to establish the dimensional-
ity reduction process. The conditional probability density of
a low-dimensional is defined just like that of a high-
dimensional by qj∣i.

qj ij =
exp − yi − yj

���
���
2

� �

∑k≠iexp − yi − ykk k2� � : ð4Þ

It is obvious that two conditional probability densities are
obtained by calculation, and how to deal with and use these
two values will be the key of this algorithm. If the high- and
low-dimensional distributions are consistent, then the two
conditional probabilities will be equal. Then, our goal is
relatively clear. When the two conditional probabilities are
equal or the difference is very small, the effect of dimension
reduction will be perfect. The author of SNE introduced
the Kullback-Leibler (KL) divergence distance to solve this
problem.

〠
i

KL Pi Qikð Þ =〠
i

〠
j

pj ij log
pj ij
qj ij

: ð5Þ

The dimension reduction effect of SNE is catastrophic
for clustering. The clustering algorithm cannot cluster the
reduced data effectively. Such dimension reduction is mean-
ingless for clustering. Because SNE pays more attention to
the local structure and ignores global structure. Having a
certain impact, there is also congestion problem when using
symmetric SNE.

The performance of t-distribution and Gaussian distribu-
tion is similar without interference data. But when there are
outliers in the sample, there are inconsistencies. The simula-
tion result of Gaussian distribution is not as good as that
of t-distribution. t-distribution can keep the internal struc-
ture of the original data unchanged, and the variance is
small. t-distribution can keep and show the characteristics
of the original data better. At this time, the author can
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solve this problem by using t-distribution instead of
Gaussian distribution. Equation (6) shows the result after
replacing with t-distribution.

qj ij =
1 + yi − yj

���
���
2

� �−1

∑k≠i 1 + yi − yj
���

���
2

� �−1 : ð6Þ

KL distance is to find the optimal value.

δC
δyi

= 4〠
j

pij − qij
� �

yi − yj
� �

1 + yi − yj
���

���
2

� �−1
: ð7Þ

However, we find that the FDP algorithm cannot effec-
tively cluster the data after t-SNE dimensionality reduction.

In the process of Figures 1–3, the data in Figure 1 only
has six groups of features. After dimensionality reduction,
we can see that each class is separated and not mixed
together. Figure 2 has 7 groups of features. At this time, a

small green piece appears near a large yellow block, and a
small yellow one appears near the green one. If a clustering
algorithm is used, the green class will be divided into yellow,
and the yellow small piece is divided into green, which leads
to the final result error of clustering. In this picture, the same
is true. There are many other cases which will lead to the
error of the final clustering results. But there are 10 groups
of data in Figure 3. It should have appeared in the same
region with the same color. However, it can be seen from
the graph that many colors are mixed together and are not
effectively separated. If clustering algorithm is used at this
time, the accuracy of clustering algorithm will be reduced,
and even the wrong results will be obtained. In the next
section, we propose an improvement.

3. Algorithm Improvement

3.1. Feature Extraction. Figures 1–3 show the process in
which the effect of the algorithm becomes worse as the fea-
ture increases. t-SNE [19] has decreased with the increase
of data features. The cluster algorithm cannot be correctly
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Figure 1: t-SNE for 0-5 digits. We select digits dataset 0-5 and use t-SNE to test the effect. When there are few features, it can be seen from the
figure that only 2 small clusters are not distributed according to the ideal.
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Figure 2: t-SNE for 0-6 digits. When the features increase, the data reduced by t-SNE is more difficult to be analyzed by clustering.
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distributed to the right location. This will inevitably degrade
the performance of cluster algorithm. We decided to intro-
duce random forest to improve the performance.

The performance of traditional t-SNE still has some
problems, so we decided to introduce random forest to
improve the performance. The data in scientific research
and production life are very complex, but the main features
of these data that can distinguish each other are sometimes
not many. For example, fruit can be distinguished by shape
and color. Therefore, effectively selecting the main features
can improve the performance of the t-SNE algorithm. The
feature extraction of random forest [20] is mainly based on
the out of bag (OOB) principle. If a feature is important, then
when a certain amount of noise is introduced into the distrib-
uted data of this feature, the performance of the model
should be greatly changed by random forest training with
only the changed data of this feature. On the contrary, if a
feature is unimportant, the performance of the retrained
model will not change much. Data has many features. We
need to calculate the importance value of all features. Firstly,
a random forest is established, and the decision tree of the
random forest uses C4.5. Firstly, for a feature, the error of
its packet data is calculated according to the established
random forest, which is recorded as errOOB1. Then, the
interference data is added to the same feature to calculate
errOOB2.

Importancex =
∑N

i=1 errOOB2 − errOOB1ð Þ
N

: ð8Þ

N stands for n trees. If we add noise to a feature at ran-
dom, Importancex will be greatly reduced, which means that
the main feature. It has a high degree of importance. The fea-
ture select process is to sort the feature variables by random
forest in descending order of Importancex. A new feature
set is obtained by determining the deletion ratio and elimi-
nating the unimportant indexes from the current feature
variables. After calculating the importance value of all the
features, we calculate their average value. If the importance

value is less than 10%-20% of the mean value, the remaining
features are the main features. After dimensionality reduc-
tion of these features, the effect of FDP will increase.
Figures 4 and 5 show the effect after extracting the main fea-
tures. t-SNE will further put the original class together
instead of leaving a class. t-SNE PCA and locally linear
embedding [21] (LLE) cannot effectively separate the data,
which affects the clustering effect.

Now, let us take a look at Figure 4. This picture shows the
comparison between the improved t-SNE and t-SNE and
PCA and LLE. In Figure 4, the improved t-SNE, t-SNE,
PCA, and LLE are represented by (a), (b), (c), and (d), respec-
tively. We use the wine dataset in the UCI dataset, which has
3 categories and 13 features. The goal of this experiment is to
reduce this set of data to 2 dimensions.We use the same color
to represent the same class and use four algorithms to reduce
the original data to 2 dimensions. It can be seen that t-SNE,
PCA, and LLE do not effectively divide the same color into
the same area. In t-SNE, in the -200 to 200 regions, three
colors are mixed together. In PCA, in the -200 to 200 regions,
the three colors are mixed together, so is LLE. In the
improved t-SNE, green, purple, and blue are effectively
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Figure 3: t-SNE for 0-9 digits. When the features are further increased, the distribution of data is more unclear, which is not conducive to
clustering algorithm.

1: Input: D = fx1, x2,⋯, xmgn.
2: Output: Y = fy1, y2,⋯, ymg2.
3: Build random forest.
4: Compute Importancex .
5: Compute avgðImportancex).
6: for 1 to n.
7: if Importancei< = avg.
8: Remove feature.
9: end.
10: end.
11: Generate G = fx1, x2,⋯, xmgr .
12: G use by t-SNE.
13: Generate Y = fy1, y2,⋯, ymg2:

Algorithm 1: The improvement of t-SNE.
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Figure 4: Continued.
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divided into three parts. In this way, the clustering algorithm
can cluster more effectively.

In Figure 5, the improved t-SNE, t-SNE, PCA, and LLE
are represented by (a), (b), (c) and (d), respectively. We use
the digits dataset in the UCI dataset, which is 64-
dimensional data. The goal of this experiment is to reduce
this set of data to 2 dimensions. We use the same color to
represent the same class and use four algorithms to reduce
the original data to 2 dimensions. First of all, you can see that
all the colors in c are mixed up in a disorderly way. After
dimensionality reduction, each class is not separated effec-
tively. This will lead to the subsequent clustering effect worse
or even get the wrong result. In (d), although each color is
roughly in a straight line, except for fans and dark blue which
are obviously separated, other colors are mixed together and
not effectively separated. The effect in (b) is better than that
in (c) and (d), but we can see that a large number of small
pieces are not assigned to the corresponding position. For
example, a small knob of light blue is far away from the orig-
inal a lumpen mass of light blue, and this small knob of light
blue is closer to other colors, which will lead to the subse-
quent clustering algorithm cannot effectively classify. It will
lead to the result error. The improved algorithm can reduce
the occurrence of two cases, so it can improve the accuracy
of clustering algorithm after dimension reduction.

3.2. Self-Adaptive Selection. Now, let us talk about FDP. In
our further experiments, we found a lot of problems and
defects about the algorithm itself. The selection of dc and
the judgment of the decision graph will affect the result of
the final clustering algorithm. In this paper, we introduce
and improve the decision graph selection problem. We will
further improve the selection of dc in the follow-up work.
The improvement of dc selection is also very meaningful.
Back to the part of the decision graph, we find that the exper-
imenter needs to decide the cluster center by himself. This
greatly affects the clustering performance and effect. When
artificial selection is introduced into the algorithm, the accu-
racy of the algorithm will be greatly reduced. If this algorithm
needs to be promoted and expanded, its ease of use will be

greatly reduced. Through a large number of experiments,
we solve the problem of manually selecting the center point
and improve the accuracy of the original algorithm.

For the problem that the center point cannot be selected
effectively in FDP, we design a new judgment system through
the difference and change rate, so that it can select the center
adaptively. It does not need to check manually to complete
the center point selection. We should make full use of ρi
and δi. Firstly, ρi and δi are multiplied, and the value is set
as λi

λi = ρi · δi, ð9Þ

Δi = λi − λi+1, ð10Þ

θi =
max Δi, Δi+1ð Þ
min Δi, Δi+1ð Þ : ð11Þ

The improved algorithm relies on the calculation of the λ.
We sort and start with 1. λ1 is biggest, and so on. And then,
we make use of mathematical analysis of the results λ. Firstly,
we use Equation (10) to get the difference. The main idea of
formula (10) is to make difference Δ between two adjacent
terms. Then, the calculated difference Δ is processed by
Equation (11). The main idea of Equation (11) is to get the
change rate of adjacent difference θ. These two values are
regarded as the prerequisite of the core point judgment.

This is the pseudocode described by the algorithm
RCD-FDP.

At this time, we calculate the arithmetic mean value of Δ
and θ to get avgðΔÞ and avgðθÞ, respectively. At this point, we
can transform the problem into comparing Δ and θ with
avgðΔÞ and avgðθÞ. After a series of experiments, when Δ is
less than 10%-25% of the avgðΔÞ and θ is less than 50% of
the avgðθÞ. You can stop judging and get the center point.
Table 1 is a manual dataset. Due to the large amount of data,
only the first 11 sample data are shown in this paper. It can be
seen that if we judge by hand, we cannot accurately judge the
cluster center. However, by introducing Δ, θ, avgðΔÞ, and
avgðθÞ, the core point can be determined adaptively. It avoids
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Figure 4: Comparison chart in wine datasets. (a) Improved t-SNE. (b) t-SNE. (c) PCA. (d) LLE.
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the ground error caused by manual judgment. The above
pseudocode RCD-FDP shows the process of the algorithm.

Combining the data after improved t-SNE dimension
reduction with RCD-FDP, this algorithm is called IT-RCD-
FDP, which has an obvious effect on high-dimensional
datasets.

4. Experiment

4.1. Evaluation Criterion. This section shows the perfor-
mance of the improved algorithm through experimental
comparison. In this experiment, digits, wine, and heart dis-
ease in the UCI dataset are selected. Through these datasets,
the experiment uses some commonly used evaluation criteria
[22] to compare with the original FDP algorithm, K-means
algorithm, DBSCAN, and spectral clustering. Four evaluation
criteria are used in this experiment. It includes accuracy,
adjusting rand index, normalized mutual information, and
completeness.

Accuracy [23] is one of the most commonly used means,
which is often used in binary classification. In clustering, we
only need to transform multiclassification into a two-
classification problem by transforming the problem into a
judgment of consistency. If the tested algorithm used is very
good, the calculated value is 1. The accuracy of the evaluated
algorithm can be calculated by (12).

ACC = TP + TN
TP + TN + FP + FN

: ð12Þ

Rand index [24] is judged and calculated by comparing
tags with existing results. It calculates the number of the same
cluster and the number of different clusters by judging
whether it is a cluster. But RI has problems with random tags.
At this time, adjusting RI [25] was proposed to solve this
problem. Equations (13) and (14) show the calculation pro-
cess of RI and ARI

RI =
a + d

a + b + c + d
, ð13Þ
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Figure 5: Comparison chart in digits datasets. (a) Improved t-SNE. (b) t-SNE. (c) PCA. (d) LLE.

1: Input: D = fx1, x2,⋯, xmgn, Δ, θ.
2: Output: cluster class yi belong to xi ∈D.
3: Compute and sort λi.
4: for 1 to m.
5: Δi = λi − λi+1.
6: end.
7: for 1 to m.
8: a =max ðΔi, Δi+1Þ.
9: b =min ðΔi, Δi+1Þ.
10: θi = a/b.
11: end.
12: for 1 to m.
13: if Δi < Δ && θi < θ.
14: cluster number = i − 1.
15: end.
16: Cluster by FDP.

Algorithm 2: RCD-FDP.

Table 1: Change rate and difference.

i ρ δ Δ θ

1 17.1 21.15 240.455 12.4

2 10.91 11.11 19.38 4

3 8.53 11.95 79.055 8.7

4 6.1 3.75 8.995 1.3

5 4.13 3.36 6.46 3.8

6 5.26 1.41 1.668 8.9

7 7.19 0.8 0.186 2.1

8 5.06 1.1 0.406 2.3

9 1.66 3.11 0.94 1.2

10 16.88 0.25 1.125 10

11 6.19 0.5 0.105 1.7
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ARI =
RI − E RIð Þ

max RIð Þ − E RIð Þ : ð14Þ

In view of the knowledge of the assignment of base truth
classes and our prediction of the assignment of clustering
algorithms for the same sample, mutual information [26]
(MI) is the degree of closeness between the two is expressed
in the form of joint probability. It can measure the clustering
result of the clustering algorithm. It compares the joint
probability density of the existing tags and the clustering
algorithms. Normalized MI [27] is obtained by calculating
the arithmetic mean of MI. Equations (15), (16), and (17)
show the calculation process of MI and NMI.

H Xð Þ = −〠
i

p xið Þ log xið Þ, ð15Þ

I X ; Yð Þ =〠
x

〠
y

p x, yð Þ log p x, yð Þ
p xð Þp yð Þ , ð16Þ

NMI X ; Yð Þ = 2
I X ; Yð Þ

H Xð Þ +H Yð Þ : ð17Þ

Completeness [28, 29] is a measure of cluster labels given
ground truth. Its idea is illustrated by an example: there are
three classes, and each class has a fixed arrangement of stu-
dents. When all the students go back to their class, its value
is the largest. But when the clustering algorithm guides the
students back to the class, there will be errors, so that the stu-
dents who should not be in this class will appear in this class.
Then, the value will decrease.

4.2. Data and Comparison Experiments. The experimental
datasets are the digits dataset, wine dataset, and heart disease
(Cleveland) dataset. Through following UCI dataset experi-
ments, we can see that it a has good performance under the
four evaluation indexes. The UCI dataset wine is 13-dimen-
sional, UCI dataset heart disease is 14-dimensional, and
UCI dataset digits is 64-dimensional. Experiments are
compared with the original FDP, K-means, DBSCAN, and
spectral clustering algorithm, through the above evaluation
criteria.

For each set of datasets, we use the idea of 10-fold cross-
validation. Each dataset is divided into ten parts according to
the number of samples and labeled from 1 to 10. In the first
experiment, the part marked 1 is removed and the remaining
data is used for testing. At this time, the values of all cluster-
ing algorithms under different evaluation indexes are
obtained. According to this method, 10 sets of data are
obtained. For these 10 groups of data, for example, ACC of
the IT-RCD-FDP part has 10 results. We remove the maxi-
mum and minimum values and then calculate the draw value
as the final experimental result. For K-means algorithm, the
center point needs to be randomly selected during initializa-
tion. This brings a certain amount of randomness. In order to
solve this problem, we select the first k sample values as the
center in the experiment. In this way, the randomness can
be eliminated. After all the data are processed above, results
are obtained in Tables 2–4.

Table 2 shows a set of comparison results of four different
evaluations using UCI dataset digits, among which IT-RCD-
FDP is our improved algorithm. The results show that ACC,
ARI, and completeness are the best. In the digits dataset, the
evaluation index NMI of IT-RCD-FDP is 7.2% higher than
other algorithms. Table 3 also shows a set of comparison
results of four different evaluations using UCI dataset wine.
The results show that ACC, ARI, and completeness are the
best. In the wine dataset, the evaluation index NMI of IT-
RCD-FDP is 11% higher than other algorithms. According
to wine and digits, the evaluation index NMI of IT-RCD-
FDP is 23% higher than that of the original FDP. As can be
seen from Table 4, although IT-RCD-FDP scored the highest
on NMI, ARI, and completeness. But the overall level is very
low. This also shows that the clustering algorithm is weak in
the medical field. We hope to break through these scenes in
the later work.

4.3. Application.Now, let us talk about applications. As men-
tioned above, clustering algorithm also has good applications
in wireless sensor networks. Because the wireless sensors
distributed in the space are just like every data point in the
dataset. They all have their own characteristics and attributes.
How to manage and control these sensors needs to under-
stand them and analyze them. If wireless sensors are regarded
as data points, clustering can be used to study and analyze
them. In wireless sensor networks, the selection of the cluster
head is particularly important. The cluster head is just like

Table 2: UCI experiments digits.

Type ACC NMI ARI Completeness

FDP 0.51 0.56 0.53 0.41

K-means 0.49 0.73 0.66 0.74

DBSCAN 0.59 0.75 0.63 0.66

Spectral 0.53 0.61 0.67 0.63

IT-RCD-FDP 0.66 0.71 0.77 0.78

Table 3: UCI experiments wine.

Type ACC NMI ARI Completeness

FDP 0.51 0.54 0.68 0.64

K-means 0.35 0.42 0.37 0.38

DBSCAN 0.61 0.51 0.65 0.63

Spectral 0.62 0.73 0.71 0.61

IT-RCD-FDP 0.64 0.61 0.73 0.66

Table 4: UCI experiments heart disease (Cleveland).

Type ACC NMI ARI Completeness

FDP 0.09 0.17 0.08 0.06

K-means 0.12 0.19 0.14 0.12

DBSCAN 0.01 0.03 0.03 0.05

Spectral 0.15 0.16 0.11 0.12

IT-RCD-FDP 0.13 0.21 0.25 0.23
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the cluster center. In this way, the cluster head selection
problem is transformed into the cluster center selection
problem. The algorithm will cluster according to the centers.
In many algorithms, low-energy adaptive clustering hierar-
chy (LEACH) algorithm [30] has the most reliable and effi-
cient. Although LEACH performance is very good, there is
also the problem that the selected cluster heads are too
concentrated. To solve this problem, we introduce IT-RCD-
FDP into LEACH to solve this problem. IT-RCD-FDP algo-
rithm is used to cluster all the sensors in a wireless sensor
network. Due to the adaptive nature of it, cluster heads can
be automatically selected and clustered according to the clus-
ter heads. In this way, wireless sensor networks are automat-
ically divided into several clusters. Then, a sensor with the
largest energy is selected as the cluster head in each round
of the cluster. In this way, we can solve the problems of
LEACH. Figure 6 shows the performance and effect of apply-
ing IT-RCD-FDP to LEACH.

5. Conclusions

This paper starts from two problems of FDP. Firstly, FDP
algorithm is difficult to deal with high-dimensional data. This
paper introduces the improved t-SNE algorithm. After such
processing, the ability of the original algorithm to process
high-dimensional data is improved. Secondly, FDP algo-
rithm cannot select centers adaptively. In this paper, the
change rate and difference are introduced to make the origi-
nal algorithm select the centers adaptively. Finally, we apply
the improved algorithm in WSN cluster head selection and
achieve good results. The IT-RCD-FDP proposes that new
way to solve high-dimensional data. Compared with the orig-
inal algorithm, the algorithm finds a threshold point by a

mathematical method and improves the original manual
judgment method to automatic operation by setting the
range. In this way, the accuracy of the algorithm can be
greatly improved. Through the improvement of t-SNE, the
result of FDP is more accurate.

Data Availability

Previously reported data were used to support this study and
are available at url = “http://archive.ics.uci.edu/ml.” These
prior studies are cited at relevant places within the text as
references.

Conflicts of Interest

The authors declare that there is no conflict of interest
regarding the publication of this paper.

Acknowledgments

First of all, I would like to express my gratitude to my parents
for sheltering me from the wind and rain so that I can thrive.
Secondly, I would like to thank Northwest Normal Univer-
sity. I would like to express my gratitude to my tutor for
teaching and helping. Finally, I would like to express my
gratitude to my classmates for lighting up my mind, when I
am not happy and upset. When I encountered a bottleneck
in my writing, the discussion and analysis with them gave
me infinite inspiration. When I am restless, they are at my
side to help me analyze problems and provide feasible
suggestions. This work was supported by the Northwest
Normal University under Grant (Research on Retina
Image Segmentation and Aided Diagnosis Technology
based on Deep Learning) 61962054.

0
0 50 100 150

Rounds

Su
m

 o
f d

ea
d 

no
de

s

200 250

20

40

60

80

100

120

140

160

180

200

(a)

0
0 50 100 150

Rounds
Su

m
 o

f e
ne

rg
y 

co
ns

um
pt

io
n

200 250

10

20

30

40

50

60

70

80

90

100

(b)
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In recent years, the application of wireless sensor networks (WSN) in power systems has received a great deal of attention. As we all
know, the most important issue for the power system is security and stability, especially due to the massive outages caused by
cascading trips. Therefore, in today’s era, from the perspective of cascading trips, how to effectively use WSN to analyze and
evaluate the security level of the power grid is an important direction for future power development. In this paper, an algorithm
based on the WSN collection of online data to calculate the corresponding security level of the system is proposed for the
cascading trip phenomenon, to achieve the online evaluation of the cascading trips. First, this paper proposes a hybrid layered
network structure based on WSN for monitoring system and details the acquisition of power grid parameters by its acquisition
layer. Secondly, combined with the manifestation of cascading trips and the action equation of current-type line backup
protection, the mathematical representation of the grid cascading trips is given, and the mathematical form corresponding to
the critical situation is strictly proved, and an index for evaluating the security level of the power grid is proposed and then
further combined with the actual physical constraints of the power grid and the establishment of a mathematical model for
calculating the security level of the grid cascading trips. For this model, this paper relies on evolution particle swarm
optimization (EPSO) to give specific ideas for solving the model. Finally, a case analysis is performed by the IEEE39 node
system and the results of the case show the effectiveness of the model and method.

1. Introduction

With the development of microsensor technology, micro-
electronics technology, wireless communication technology,
and computer technology, wireless sensor networks (WSN)
with the functions of information collection, processing,
and transmission emerge as the times require [1]. Currently,
WSN technology is also gradually penetrating into the power
industry, and its application prospects have attracted much
attention.

As a system that provides clean secondary energy to cities
and villages, today’s power system has established a very

strong connection to society as a whole. Therefore, the safe
and reliable operation of the power system becomes an essen-
tial topic, and to ensure the safe and reliable operation of the
power system, first of all, we need to quickly and accurately
collect the power system operation data. Then, analyze on
this basis to determine whether the settings of the various
operating parameters of the power system are reasonable,
whether they need to be adjusted, and how to adjust them.
Conventional power systems typically use potential trans-
formers and current transformers to collect power data,
gather them to the monitoring center of the substation, and
then transmit the data to a remote dispatch center with
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corresponding communication facilities. The advantages of
this method are high security, stability, the anti-interference
ability of data transmission, small size, and lightweight. How-
ever, this method also has some obvious disadvantages, such
as the existence of certain limitations, comprehensive wiring
difficulties, long construction period, high cost, limited mon-
itoring range, poor scalability, equipment maintenance diffi-
culties, and a series of other problems [2].

WSN can efficiently and quickly collect and transmit the
main data of the whole system of the power system due to its
low cost, adaptability to the environment, efficient collection
of information, and full coverage of the monitoring area [3].
WSN has emerged as the ideal choice to meet the new chal-
lenges of power grid parameter monitoring technology. The
wireless sensor installed on the power equipment is used to
complete electrical information acquisition and preprocess-
ing., and the synchronized data collected will be transmitted
to the monitoring center through the wireless communica-
tion network, which analyzes and processes the information
[4]. WSN for power grid parameters to provide more flexible
and complete monitoring solutions can deal with the power
grid development and application of special requirements
and can realize centralized management of multitype power
grid parameter monitoring [5]. The above features of WSN
for the overall perspective of the power system security anal-
ysis and defense are extremely advantageous, especially for
the analysis and prevention of cascading trips.

Generally speaking, the cascading trips of the power sys-
tem is an event caused by the interaction between compo-
nents, which in severe cases can lead to vicious blackouts,
so cascading trips have attracted much attention. At present,
researchers have done a great deal of work in the field of
defense and control regarding cascading trips. The literature
[6] addresses the problem of cascading trips, by predicting
the state of the monitoring node set in the process of cascad-
ing trips; traction control is implemented for nodes in abnor-
mal states to inhibit the propagation of failure in the network.
However, it is difficult to apply it in practice due to insuffi-
cient consideration of the operating characteristics of the
grid. The literature [7] proposes a wide-area collaborative
precontrol method based on the theory of multi-intelligent
systems and the analysis of offline cross-sectional power
transmission limits. However, the influence of the current
operation state on the outage probability of power system
components is ignored. The literature [8] developed a model
of cascading trip network interaction with information net-
work edges as initial faults and proposed a vector construc-
tion method for false data attacks based on parameter
estimation. Finally, corresponding defense measures are pro-
posed based on false data attacks. However, the dynamic
characteristics of the power grid are not considered. The lit-
erature [9] proposes a cascading trip path search and warn-
ing model based on the characteristics of the power grid
information physical fusion system. However, there is the
problem of inaccurate system data.

Given the actual characteristics of WSN and power grid
cascading trips, this paper proposes a method to measure
nodal power injection using WSN and analyze the security
of the power grid for the expected initial failure to trigger cas-

cading failure. The second and third parts of this paper
mainly introduce the application of WSN in power system
and the monitoring system based on WSN; the fourth part
gives the mathematical equation to judge the cascading trips
of the power grid; the fifth part mainly introduces how to use
the node injection power data collected by WSN to analyze
the security level of the power grid for cascading failure,
and gives the specific analysis model; the sixth part mainly
gives the solution algorithm and process for the given model;
the seventh part gives an example based on the IEEE39 node
system to verify and analyze the method in this paper.

2. Combination of WSN and Power
Grid Monitoring

WSN is the core of the Internet of Things technology. It is
one of the most cutting-edge technologies to realize the
acquisition and transmission of various signals through
low-power self-organizing and adaptive wireless sensor
nodes [10]. The traditional wired communication wiring is
cumbersome, the line is easy to aging, and the cost is high,
while the wireless sensor network fully meets the speed
requirements of power equipment condition monitoring,
perfectly solves these shortcomings, reduces the cost of
power operation and maintenance costs, and improves the
stability and efficiency of power system operation. It pro-
motes the application and rapid development of wireless sen-
sor network technology in the power grid and lays a solid
foundation for the efficient and rapid construction of power
system network framework in the future and the improve-
ment of user satisfaction.

.In the power system, the use of WSN technology to
establish a remote monitoring system, at any time to monitor
the status of power equipment data, to help operators on-line
security assessment of the status of power equipment, abnor-
mal response to the characteristics of the quantity, to take the
necessary measures to avoid the occurrence of serious failure.
In the distribution network relay protection, the wireless cur-
rent sensor using WSN technology not only solves the prob-
lem of possible subcurrent saturation of the current
transformer but also is easy to install, while the current data
of the line is accurately and quickly collected by WSN to
avoid the initial fault triggering the current overload protec-
tion and causing the relay device to operate incorrectly [11].
In summary, the combination of WSN and grid monitoring
is a new trend in the future development of smart power
grids.

3. Monitoring System Based on WSN

At present, the power system monitoring network based on
WSN is mainly linear distribution, which usually arranges
sensor nodes on transmission lines and relay nodes on towers
and sends the collected information through the sensor
nodes of the lines to the relay nodes of the towers, which
are processed by the relay nodes and forwarded to the substa-
tions. This monitoring network has disadvantages such as
poor effectiveness and can cause uneven load distribution.
The use of a layered network architecture avoids the
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problems of high cost, low reliability, poor scalability, and
limited transmission rate brought about by the existing mon-
itoring systems that rely entirely on mobile communication
networks. Therefore, in the development of smart power
grids, the introduction of the WSN, combined with fiber
optic Ethernet, can make full use of existing resources and
protect existing investment, which is a more suitable choice
in the current situation.

3.1. Structure of the Monitoring Network. This paper pro-
poses a hybrid layered network structure to monitor the
power system network by using the methods of literature
[12, 13], combining the wired (optical fiber) and wireless
(ZigBee and cellular) technology. The structure of the net-
work is shown in Figure 1.

The whole network structure is divided into the acquisi-
tion layer, convergence layer, and teleportation layer. The
acquisition layer is composed of a large number of sensor
nodes, which is responsible for collecting electrical informa-
tion on the transmission line, and a relay node with strong
processing ability is arranged on each tower. The conver-
gence layer consists of these relay nodes that are responsible
for receiving and processing ordinary node data on the pole
and tower. The teleportation layer is composed of representa-
tive nodes, substations, and monitoring centers, with wireless
ZigBee connections between relay nodes and between relay
nodes and substations, and data transmission from substa-
tions and representative nodes to monitoring centers via
optical fiber and cellular networks, respectively. This hierar-
chical structure has the characteristics of strong network
extensibility, strong effectiveness, and easy centralized man-
agement, which can meet the application requirements of
the emerging smart power grids.

3.2. Acquisition of the Power Grid Parameters. The power
grid parameters, which serve as accurate indexes for evalua-
tion and feedback on the operational status of the power grid,
must be dynamically monitored in real time. In this paper,
with the help of new sensor technology, fast, accurate, and
comprehensive realization of wireless acquisition of power
grid parameters. Therefore, this paper focuses on the acquisi-
tion layer of the monitoring network structure. The hardware
system design of the acquisition layer is shown in Figure 2.

As shown in Figure 2, in the acquisition layer, the wireless
sensor acquisition nodes deployed in the power grid are
responsible for voltage and current acquisition and process-
ing and wireless transmission. It mainly includes a data
acquisition module, a wireless transceiver circuit, and a
power supply circuit. The power grid parameter acquisition
node collects current signals and voltage signals through
high-precision current transformers and voltage trans-
formers and then processes them through analog condition-
ing circuits and inputs them to the sampling unit of CC2530
to complete the A/D conversion of the signals. Finally, wire-
less communication is realized by an RF transceiver. The
power module is powered by two dry batteries.

The voltage phasor of the node and the current phasor of
all the branches connected to it are obtained by converting

the measured sample values into frequency domain signals:

_U = 2
N
〠
N‐1

k=0
uke

‐j2π/Nk =Ur + jUd,

_I = 2
N
〠
N‐1

k=0
ike

‐j2π/Nk = Ir + jId,

8>>>>><
>>>>>:

ð1Þ

where uk and ik denote the kth voltage sampling value and
current sampling value, respectively; N is the total number
of samples; Ur and Ir denote the real part of the phasor;
and Ud and Id denote the imaginary part of the phasor.

Based on the voltage phasor and current phasor obtained
above, the nodal injection power can be further calculated
using these data, and its calculation formula is as follows:

Sij = _Ui × _Iij
� �∗,

Si =〠
j∈i
Sij,

8><
>: ð2Þ

where Ui
⋅ is the voltage phasor of node i; _Iij is the current

flowing through branch road Lij; Sij is the flow power on
the i-side of the branch road Lij; and Si is the injection power
of node i.

4. Basic Idea for Evaluating Power Grid Security
Level Based on WSN

As mentioned above, the WSN is used to get the power
injection data of the power grid nodes, and then, the
data is transmitted to the monitoring center through a
hierarchical structure. This chapter will introduce how
to use the nodal injection power data to help the moni-
toring personnel to evaluate the safety level of the cas-
cading trips, and give the relevant expression and
mathematical model.

4.1. Mathematical Representation of Power Grid for
Cascading Trips. The cascading trips of the power grid
is usually after the initial failure branch road is removed;
due to the redistribution of power flow, the backup pro-
tection action in the branch road except the initial fail-
ure branch road is caused.The cascading trips of the
power grid is usually caused by the action of backup
protection in branch roads other than the initial failure
branch road due to the redistribution of power flow
after the removal of the initial failure branch road. Tak-
ing the current protection as an example, if the branch
road La in a power grid has an initial failure at a cer-
tain time, then whether any branch road Lb in the
remaining system in the power grid will have a cascad-
ing trip after the branch road La is cut off; it can be
judged by whether the current detected by its configured
backup protection enters the action zone of the protec-
tion. The branch road Lb is between node i and node
j. If the node i-side of the branch road Lb is equipped
with current-type backup protection, the equation shown
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in Equation (3) can be defined according to the protec-
tion setting value and the measured current.

Iib⋅dist = Iib⋅set‐Iib⋅m: ð3Þ

Here, Iib⋅m is the current measured by the backup
protection on the i-side of the branch road Lb, Iib⋅set is
the setting value of the backup protection on the i-side
of the branch road Lb, and Iib⋅dist is the distance between
Iib⋅set and Iib⋅m.

From Equation (3) and the action characteristics of the
protection, it can be seen that when Iib⋅dist > 0, thei-side of
the Lbwill not have cascading trips, and when Iib⋅dist < 0, the
i-side of the branch road Lb will have cascading trips, and
when Iib⋅dist = 0, the i-side of the branch road Lb is at the
boundary of cascading trips.

Similarly, if the j-side of branch road Lb is equipped with
current-type backup protection, the cascading trips of branch
road Lb will be caused after the protection action. The form of
a similar equation (3) can be used to judge it, and the super-

script i in Equation (3) can be replaced by j. For branch road
Lb, either the i-side or j-side shows cascading trips; then, the
branch will have cascading trips.

According to the judgment equation of branch road cas-
cading trips given in Equation (3), all branch roads except the
initial fault branch road in the power grid are considered, and
then, the judgment of cascading trips at the power grid strat-
ification plane can be further given. In fact, from the power
grid stratification plane, according to the performance of
the power grid cascading trips, the cascading trip of at least
one branch road can be regarded as the cascading trips of
the power grid. At this time, the state of the power grid can
be called the state of the power grid cascading trips. If at least
one branch road of the power grid is at the boundary of the
cascading trips and the remaining branch roads are in the
safe state except for those branch roads in the boundary state
of the cascading trips, the state of the power grid can be called
the critical state of the power grid cascading trips. Further, in
addition to the state in which cascading trips occur in the
power grid and the critical state, the state in which the power
grid is in which cascading trips do not occur is the safe state.
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Figure 1: Hybrid hierarchical network structure.
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To give a further mathematical description of the above
state, the various types of backup protection on the remain-
ing branch roads of the power grid except the initial faulted
branch roads can be considered uniformly, and the variable
C is used to represent I in Equation (3) uniformly, and all
the backup protections are numbered uniformly. For any
branch road Lb, the specific numbering can be done accord-
ing to the following rules: if the i-side of the branch road Lb
is equipped with current-type backup protection, it will be

recorded as Cð1Þ
b⋅dist, and if the j-side of the branch road Lb is

also equipped with current-type backup protection, it will

be recorded as Cð2Þ
b⋅dist. After such treatment, the diagonal

matrix of the following form can be given:

C = diag C1⋅dist,⋯,C 1ð Þ
b⋅dist, C

2ð Þ
b⋅dist,⋯,C 2ð Þ

m⋅dist

� �
, ð4Þ

where m is the total number of branches in the power grid
except for the initial fault branch roads. Equation (4) is writ-
ten according to the current-type backup protection on both
sides of each branch. If a branch road is only equipped with
backup protection on one side, the corresponding elements
can be removed from Equation (4).

After Equation (4) is given, according to the above anal-
ysis, when at least one branch road in the power grid meets

CðkÞ
b⋅dist < 0, the power grid is in the state of cascading trips.

Here, k can be taken as 1 or 2 according to the situation.
When Equation (5) is satisfied, the power grid is in a safe
state.

C kð Þ
b:dist > 0, k = 1, 2, b = 1, 2,⋯,m: ð5Þ

Further, when Equation (6) is satisfied, the power grid is
just in the critical state of cascading trips.

Cj j = 0,

C kð Þ
b⋅dist > 0, k = 1, 2, b = 1, 2,⋯,m,

(
ð6Þ

where jCj is the determinant value of matrix C.
For the critical state described by Equation (6), this paper

gives the following proof: let the set of all operating states of
the power grid be represented by T , and let T1 be the set of
operations without any branch road cascading trips, T2 be
the set of the power grid in the critical state of cascading trips,
and T3 be the set where cascading trips occur but does not
belong to the critical state. According to this division, it is
easy to know that T = T1 ∪ T2 ∪ T3, and T1 ∩ T2 = Ø, T1 ∩
T3 = Ø, and T2 ∩ T3 = Ø. Let Ω1 be an operation state satis-
fying Equation (6); if Ω1 ∈ T1, then all branch roads in the
power grid must satisfy Equation (5), and jCj is not zero,
which is contradictory to Equation (6), so there must
beΩ1 ∈ T1; if Ω1 ∈ T3, then at least one branch road Lb sat-

isfies CðkÞ
b⋅dist < 0 according to the definition of T3, which is also

contradictory to Equation (6), so there must be Ω1 ∈ T2.

4.2. Mathematical Model of the Security Level of the Power
Grid for Cascading Trips. Among the various states of the

power grid for cascading trips, the critical state is a key state.
Obviously, in the actual operation, to ensure the safety level
of the power grid for cascading trips, the power grid should
be as far away from the critical state as possible. Through
the analysis of the power flow equation of the power grid, it
can be seen that the redistribution of power flow is mainly
determined by the nodal injection power before the initial
fault. Therefore, to keep the power grid away from the critical
state, it is necessary to keep the nodal injection power away
from the nodal injection power corresponding to the critical
state.

Among all such nodal injection power combinations, the
one closest to the current operating state of the power grid is
a special combination. If the nodal injection power combina-
tion in the current operating state of the power grid is far
away from this combination, then the nodal injection power
in the current operating state of the power grid must be far-
ther away from the remaining nodal injection power combi-
nations that make the grid in the critical state of cascading
trips.

If the combination of nodal injection power in the cur-
rent operating state of the grid is represented by the vector
S′ and the combination of nodal injection power that makes
the grid in the critical state of the cascading trips is repre-
sented by the vector S, then the distance between the two
can be represented by the following equation:

d Sð Þ = S′ − S
�� ��: ð7Þ

Here, kS′ − Sk denotes the parametric number for S′ − S.
Based on the above analysis, the vector S obtained by tak-

ing the minimum value of dðSÞ is used as the combination of
the nodal injection power that, makes the power grid in the
critical state of cascading trips, and for the convenience of
analysis, the minimum value of dðSÞ is here denoted as f ðS
Þ, as shown in the following equation:

f Sð Þ =min d Sð Þ =min S′‐S
�� ��, ð8Þ

Here, f ðSÞ > 0, The higher the f ðSÞ, the safer the power
grid, so f ðSÞ reflects the level of security of the power grid
for cascading trips; f ðSÞ can be represented as a security
index. The mentioned method is security level prediction
for cascading trips based on nodal injection power, which
later in this paper will be called the SLP method.

From the process before and after the occurrence of cas-
cading trips in the power grid, when the power injected into
the power grid S meets Equation (8), it also needs to meet
certain physical constraints, including various equation con-
straints and inequality constraints. The equation constraint
condition shall include the power flow constraint relation-
ship of the power grid before and after the initial failure,
which can be abbreviated to the form shown in equation (9):

h0 xð Þ = 0,
ha xð Þ = 0:

(
ð9Þ
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Here, x is the state variable of the system. h0 is the
mapped relationship of the power flow constraint satisfied
by the grid before the initial failure. ha is the mapped rela-
tionship of the power flow constraint satisfied by the grid
after the initial failure branch road La is removed.

For the relevant inequality constraints, these include gen-
erator output constraints, node voltage constraints, and line
power constraints before and after the initial failure. They
will be written in an abbreviated form as

m0 xð Þ ≤ 0: ð10Þ

Summing up the previous analysis, you get the equation
shown in the following equation:

f Sð Þ =min S′‐S
�� ��,

h0 xð Þ = 0,
ha xð Þ = 0,
m0 xð Þ ≤ 0,
Cj j = 0,

C kð Þ
b:dist ≥ 0, k = 1, 2b = 1, 2,⋯,m:

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð11Þ

The model provided in Equation (11) is an optimization
model that describes the problem of how to find the closest
state to the current operating state among the running states
that can trigger cascading trips of the power grid, with the
state represented by the nodal injection power. Obviously,
the nodal injection power corresponding to the closest criti-
cal state to the current operating state of the power grid can
be obtained using Equation (11), as well as the power grid’s
current operating state for cascading trip security level index.

4.3. Evaluation Idea for Power Grid Security Level. The exist-
ing various optimization algorithms have been widely apply-
ing in several fields, such as brain storm optimization
algorithm (BSO) [14], memetic algorithm (MA) [15, 16],
firefly algorithm (FA) [17, 18], and particle swarm optimiza-
tion algorithm (PSO) [19]. Considering that the PSO is easy
to implement programmatically, straightforward, and quick
and suitable for solving complex optimization problems that
are difficult to be solved by various classical optimization
algorithms, this paper draws on the evolution particle swarm
optimization (EPSO) of literature [20] to solve the model,
whose iterative formula is shown below.

vk+1i =wvki + b1r1 Pbest:i‐yki
� �

+ b2r2 gbest‐yki
� �

,

yk+1i = yki + vk+1i :

8<
: ð12Þ

Here, yik is the iterative position of particle i at the kth
time; vik is the iterative velocity of particle i at the kth time;
Pbest·i is the individual optimal position of particle i; gbest is
the population optimal position; w is the inertia coefficient,
which decreases linearly from 0.9 to 0.1; b1 and b2 are accel-

eration constants, which are all set to 2; and r1 and r2 are
[0,1] randomly distributed random numbers.

To cooperate with EPSO, all the equation constraints in
Equation (12) are combined and written in the form eðxÞ =
0, and all the inequality constraints in Equation (12) are com-
bined and written in the form kðxÞ ≥ 0. Then, the following
objective function with the penalty factor may be further
given [21]. The constrained problem is transformed into an
unconstrained problem by adding a penalty function. In this
way, the solution is faster, and the operation is simple.

f ′ Sð Þ = f Sð Þ +〠
i

1
αi

min 0, ‐ei xð Þð Þ½ �2 +〠
j

1
βj

min 0, ‐kj xð Þ� �� �2
:

ð13Þ

Here, eiðxÞ is the component i in eðxÞ, and kjðxÞ is the
component j in kðxÞ. α and β are penalty factors, and the
value of the penalty factor depends on the actual situation.

In this way, Equation (13) can be used to obtain the nodal
injection power in the critical state according to the EPSO, as
well as the corresponding grid security level index, where the
particle position y corresponds to the nodal injection power
vector S.txin Equation (13) can be understood as an interme-
diate variable that satisfies the system constraint

To sum up the above, this paper mainly follows the fol-
lowing ideas to assess the security level of the power grid
for the cascading trips, and its flow of ideas is shown in
Figure 3.

Further, as seen in the previous analysis that after the
security index f ðSÞ is calculated, a circle can be obtained with
the current state of the power grid as the center of the sphere
and the radius of the security index f ðSÞ. When the operating
state of the power grid is inside this sphere, the power grid is
secure. For example, in a 2-node system, the nodal injection
power of the grid is assumed to be active power, as shown
in Figure 4.

In Figure 4, Pa is the nodal injection power combination
of the current state of the grid, denoted by •; the nodal injec-
tion power combination of the critical state is denoted by ∗,
and Pb is the nodal injection power combination of the crit-
ical state closest to Pa; with Pa as the center of the circle and
the distance between Pa and Pb as the radius to build circleD,
the region within circle D is C1, and the remaining region is
C2.

As shown in Figure 4, when the current operating state of
the power grid is in zone C1 but deviates from Pa if the power
grid is hit by the initial failure and cascading trips have not
occurred, you can use WSN to make further verification.
The specific idea is as follows: when the actual power grid is
working in zone C1 but deviates from Pa and the initial fail-
ure does occur, the use ofWSN quickly collects the current of
each branch of the power grid and compares it with the pro-
tection of the fixed value, to determine whether the grid has
cascading trips; if there are no cascading trips, then the
method of this paper is reliable to determine whether cascad-
ing trips occur in the power grid. If not, it indicates that the
method in this paper is reliable..

6 Wireless Communications and Mobile Computing



5. Example Analysis

For illustration and validation of the previously proposed
analytical model, this paper uses the IEEE39 node system
for the algorithm demonstration; the wiring of the IEEE39
node system is shown in Figure 5. In the following example
analysis, the results calculated in this paper are expressed as
per-unit value, the reference capacity is considered as
100MVA, and the reference voltage is consistent with the
reference voltage of the IEEE36 bus data given in the litera-
ture [21].

According to the previous ideas in this paper, grid secu-
rity assessment using WSN focuses on the analysis of the grid
based on getting the nodal injection power, due to the former

advantages of WSN, which can obtain the nodal injection
power of the entire power grid with a short delay and with
high efficiency and accuracy. To focus on the verification of
the evaluation method, this example assumes that the IEEE39
node system has configured WSN according to the structure
shown in Figure 1, and the voltage phasor and current phasor
collected through WSN are shown in Table 1 and Table 2,
and their values are expressed as per-unit value. According
to the obtained voltage and current, the nodal injection
power is calculated according to Equation (2). Due to space
limitations, the nodal injection power data will not be listed
here. In the calculation, considering the actual characteristics
of power flow, this paper mainly combines the PV node’s
active power, PQ node’s active power, and reactive power
to form the nodal injection power combination vector S.

With the solution idea of EPSO, it performed under the
analysis program compiled in the Matlab environment. Sup-
pose that the initial failure branch road is the branch road
between node 5 and node 8, namely, branch road L5,8. Each
branch road of the system shown in Figure 5 configures the
current-type backup protection, and the constant value of
protection is 5.77KA.

For the values of αi and βj in Equation (13), when they
correspond to the constraint relationship in Equation (10),
their values are taken as 0.01; when they correspond to the
constraint relationship in Equation (6), αi is taken as
0.0085, and βj is taken as 0.0065. In the latter case, the
smaller value of αi and βj is mainly because the constraint
conditions corresponding to these two penalty factors are
more closely related to the cascading trips. In the calculation,
it is taken into account that f ðSÞ in Equation (13) is usually
small and jCj is relatively large. For the convenience of anal-
ysis, the value of f ðSÞ is multiplied by 10e5 in the procedure
in this paper, while the value of jCj is divided by 10e5, and the
results below and the results of this paper will be given
according to this requirement.

Start

Read in the injected power of the power grid
node obtained by WSN, set the algorithm

parameters, the adjustment upper and lower
limits for each node, and the line transmission

power margin

Initialization of particle population

Update the velocity and position of
the particles

Calculate the individual optimal
position of the particle and the

population optimal position

Judge whether the
condition of iteration
termination is met?

No

Yes

Output the optimal
solution and end the

calculation

Figure 3: Algorithm flow.
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Figure 6 shows the comparison of the minimum f calcu-
lated by EPSO and PSO according to the same parameter set-
ting. The total number of iterations is 200, and the horizontal
ordinate in the figure indicates the number of iterations,
while the vertical ordinate is the minimum f ′ðSÞ obtained
for each iteration.

As can be seen in Figure 6, the EPSO results stabilize at
the 86th calculation; i.e., the nodal injection power combina-
tion where the power grid is in the critical state of cascading
trips is found. The minimum f ′ðSÞ value is 0.5446, and the
corresponding minimum f ðSÞ value is 0.4799. While the
PSO results stabilize by the 66th calculation, the minimum
f ′ðSÞ is 0.1104 and the corresponding f ðSÞ is 0.0883. The
comparison results show that EPSO has some advantages in
calculating the minimum f ′ðSÞ, so EPSO is more suitable
to be chosen. EPSO is used to obtain the nodal injection
power in the S state corresponding to the minimum f ′ðSÞ,
as shown in Table 3.

Table 3 shows the node injected power for the IEEE39
node system listed by the PQ node and PV node, respectively.
For the PQ node, Table 1 lists the active and reactive power at
its nodes, with active power on the left and reactive power on
the right. For the PV node, Table 3 lists only the active power
injected at the nodes. In Table 3, the unit of active power is
MW, and the unit of reactive power is MVAR. If the power
data in the table is positive, it means that the actual flow
direction of this power is the outflow from the node. If it is
negative, it means that the actual flow direction of this power
is injected into the power grid from the node.

To verify the results obtained by EPSO in Figure 6,
this paper uses the current and voltage collected by
WSN to calculate the nodal injection power data according
to Equation (2). Based on this data, by randomly modify-
ing the power on each node, several nodal injection power
states for comparison are obtained. Then, the f ′ðSÞ of the
power grid in these states are calculated, respectively, and
they are compared with the minimum f ′ðSÞ obtained by
EPSO in Figure 6. The corresponding calculation results
are shown in Figure 7. The ordinate of Figure 7 is the f
′ðSÞ in the form of per-unit value, and the abscissa Ns is
the serial number of the nodal injection power state,
where the first injection power state is the corresponding
one in Table 3.

In this paper, the injection power state of each node used
for comparison in Figure 7 is formed as follows: according to
the injection power state corresponding to the minimum f ′

Table 1: Voltage phasor collected by WSN.

Node
number

Voltage
phasor

Node
number

Voltage
phasor

Node
number

Voltage
phasor

1 1.047 14 1.011 27 1.037

2 1.048 15 1.015 28 1.050

3 1.030 16 1.032 29 1.049

4 1.004 17 1.034 30 1.047

5 1.005 18 1.031 31 0.982

6 1.007 19 1.050 32 0.983

7 0.997 20 0.991 33 0.997

8 0.996 21 1.011 34 1.012

9 1.028 29 1.049 35 1.049

10 1.017 30 1.047 36 1.063

11 1.012 31 0.982 37 1.027

12 1 32 0.983 38 1.026

13 1.014 33 0.997 39 1.030

Table 2: Current phasor collected by WSN.

Branch
head node
number

Branch
end node
number

Current
phasor

Branch
head node
number

Branch
end node
number

Current
phasor

1 2 1.152 16 24 0.899

1 39 1.281 17 18 1.789

2 3 3.667 17 27 0.202

2 25 2.457 21 22 5.968

3 4 1.388 22 23 0.644

3 18 0.411 23 24 3.425

4 5 1.642 25 26 0.753

4 14 2.640 26 27 2.669

5 6 4.775 26 28 1.349

5 8 3.211 26 29 1.840

6 7 4.311 28 29 3.382

6 11 3.478 11 12 0.274

7 8 1.895 13 12 0.322

8 9 0.885 31 6 5.780

9 39 0.164 32 10 6.709

10 11 3.478 33 19 7.129

10 13 2.955 34 20 5.128

13 14 2.977 35 22 6.122

14 15 0.373 36 23 5.311

15 16 3.202 37 25 5.272

16 17 2.031 30 2 2.365

16 19 4.368 38 29 8.041

16 21 3.196 20 19 4.373
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Figure 6: Calculation results of f ′ðSÞ under different algorithms.
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ðSÞ in Figure 6, the power of each node i was modified
according to the following equation:

Si′= Si + 0:1 × q1 × q2: ð14Þ

Here, q1 is a random number uniformly distributed over

the (0,1) interval, while q2 is a number obtained by q1. If q1
> 0:5, then q2 is taken as 1, and if q1 ≤ 0:5, then q2 is taken
as -1.

After comparison, it can be seen from Figure 7 that the
minimum f ′ðSÞ obtained by EPSO in Figure 6 is also mini-
mum in Figure 7, thus verifying the results in Table 3. The
results obtained in this paper are similar to those in
Figure 7 for several validations along the above lines, which
are not drawn here due to the limitation of space. In conclu-
sion, it can be seen from these comparisons that the mini-
mum f ′ðSÞ obtained by EPSO in Figure 6 is acceptable.

To further verify the method in this paper, EPSO is used
to analyze a large number of examples for different relay set-
ting values. The calculation of f ′ðSÞ is similar to that in
Figure 6. For the convenience of illustration, Figure 8 shows
the calculation of three different protection settings. The
meaning of ordinate and abscissa in Figure 8 is the same as
that in Figure 6, and the protection setting values corre-
sponding to each curve are shown in Figure 8.

As seen in Figure 8, the trend of f ′ðSÞ changes during the
iteration process is similar to that of Figure 6, and its value
finally converges after a series of irregular decreases from
the beginning of the iteration. In this paper, in addition to
quantitative analysis for different protection setting values,
for the initial fault, in addition to branch L5,8 as the initial
fault branch for calculation, for other branch roads com-
posed of lines or transformers in the power grid, different
branch roads are selected as the initial fault, and for different
protection setting values for quantitative analysis and calcu-
lation, the calculation results are similar to Figure 8, while
after a comparative analysis similar to Figures 6 and 7, the
results are satisfactory, which shows that the model and solu-
tion ideas given in this paper are reasonable.

In the example, after calculating f ðSÞ and f ′ðSÞ, a safe
region C1 similar to the one shown in Figure 4 is obtained.
For a given initial failure, assuming several operational states

Table 3: The nodal injection power corresponding to the S state
obtained by EPSO.

Node number P (MW) Q (MVAR)

Load nodes (PQ)

3 -322 -2.405

4 -500 -184

7 -233.8 -84.001

8 -522 -176

12 -8.512 -88.002

15 -330 -153

16 -329 -32.293

18 -158 -29.992

20 -680 -103

21 -274 -115

23 -247.5 -84.601

24 -308.6 92.198

25 -224 -47.197

26 -139 -16.995

27 -281 -75.499

28 -206 -27.591

29 -283.5 -26.891

Power nodes (PV)

30 250

32 650

33 632

34 508

35 650

36 560

37 540

38 830

39 1000
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Figure 7: The f ′ðSÞ corresponding to the injection power state of
each node during verification.
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setting values.
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are in region C1, the current of each branch of the power
grid is calculated by using the power flow calculation.
According to Equation (5), it is determined that the power
grid will not be cascading trips. Since the WSN can
quickly and effectively collect the voltage and current of
the power grid, the collected voltage and current are con-
sistent with the calculation results of power flow. There-
fore, it shows that WSN can be used to verify the
previous calculation.

In short, through the above example, we can find that the
corresponding f ′ðSÞ and S can be obtained by using the
method in this paper. The f ′ðSÞ can help the operators to
observe the distance between the current power grid and
the critical state of the cascading trips, and S can alert the
operators to the specific location of the closest critical state,
thus providing a basis for the operator to avoid the power
grid entering the critical position.

6. Conclusion

This paper studies the nodal injection power data of the
power system based on WSN calculations and transmits
these data to the monitoring center, and the monitors use
the nodal injection power data to evaluate the security of
the current power grid, and the paper gives the relevant anal-
ysis models and evaluation methods, and the main conclu-
sions are as follows:

(1) As an ideal choice to deal with the new challenges of
power grid parameter monitoring technology, WSN
provides a more flexible and perfect solution for
power grid parameter monitoring and can realize
the centralized management of multitype power grid
parameter monitoring. Using WSN, the power injec-
tion data of power grid nodes can be given quickly,
accurately, and comprehensively. With the corre-
sponding security level analysis algorithm, it can
quickly and accurately evaluate the online security
of the power system

(2) Since the cascading trips of the power grid are closely
related to the action behavior of the relay protection,
the mathematical expression of the cascading trips of
the power grid can be given by the distillation of the
action equation of the protection

(3) The SLP method mainly uses the nodal injection
power of the grid to obtain the current operating state
of the grid and the security evaluation after the
migration of the operating state, which is simple
and practical

(4) This paper presents a model to analyze the security
level of the power grid for cascading trips, which
can be used not only to calculate the security level
of the power grid for cascading trips but also to calcu-
late the initial critical operation state closest to the
current operation state of the power grid, which pro-
vides a strong basis for avoiding the power grid enter-
ing the critical state and thus avoiding cascading trips

In a word, the method proposed in this paper can provide
a reference for further research on cascading fault of the
power grid and provide theoretical and technical support
for the actual operation of the power grid.
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The information guidance system for parking spaces in large- and medium-sized parking lots is not efficient at present. It tends to
be difficult to find an empty parking space in parking lots in big cities. One of the problems is the large amount of calculation in the
traditional Dijkstra algorithm. In this paper, an improved Dijkstra algorithm is presented and optimized to find the best parking
path with the purpose of looking for the nearest free parking space based on the layout model in parking lot parking guidance.
The experiments show that the improved Dijkstra algorithm can find the optimal parking space and the optimal parking path
and improve the parking efficiency.

1. Introduction

With the continuous expansion of the scale of cities, the
problem of parking difficulties has become increasingly
prominent and traffic accidents frequently occur. The main
reasons for the problem of “difficult parking” are as follows:
the current urban parking spaces are in short supply; more
importantly, in the process of searching for parking spaces,
people can get less valuable parking space information; and
there is a lack in parking space information management
platform to guide vehicle drivers to park reasonably [1]. Solu-
tions that help people to find the nearest parking lot have
been put forward by researchers with the application of
GPS technology/BeiDou technology becomes mature. The
research focuses on outdoor parking guidance, but the
indoor navigation technology has not been developed as it
should be [2]. In fact, the indoor navigation technology and
the outdoor navigation technology are essentially the same
and they all need three kinds of technical support, namely,
indoor positioning technology, indoor map, and path plan-
ning technology [3]. The research of indoor navigation and
positioning technology has been paid more attention, and
its application has gradually become popular. In the future,
the construction of smart cities will be inseparable from
indoor navigation and positioning technology. The develop-

ment of indoor navigation and positioning technology with
high precision, low cost, and universality and the realization
of indoor and outdoor seamless navigation and positioning
have always been the hot and difficult research topics at home
and abroad [4]. Now, the development of indoor navigation
has become a new direction for major enterprises to break
through. One of the main applications of indoor navigation
is to guide cars to park in parking lots. When the car owners
arrives at the destination parking lot, they need to rely on the
guidance of the managers in the parking lot or drive blindly
to find the parking space, which wastes time and energy
and also brings new problems: parade parking, resulting in
congestion in the parking lot. It may take a long time for
car owners to find appropriate parking spaces. It will greatly
affect the parking of car owners when they encounter traffic
congestion in the parking lot. Therefore, we need a parking
space information management platform, which will be bet-
ter if it has the function of guiding parking. It is an urgent
problem that the guidance of parking spaces is imperfect
and needs to be solved [5].

To address this challenge, we established an abstract data
model of parking guidance based on the layout model in
parking lot parking guidance, optimized this data model by
using Dijkstra’s improved algorithm, and finally found an
optimal parking path with the lowest cost. With this method,

Hindawi
Wireless Communications and Mobile Computing
Volume 2021, Article ID 6639558, 6 pages
https://doi.org/10.1155/2021/6639558

https://orcid.org/0000-0002-4131-313X
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/6639558


the car owners can find an idle parking space in the shortest
time and parking efficiency and users’ parking experience is
greatly improved; the efficiency of the parking lot will also
be improved.

2. System Structure and Parking Space
Model Establishment

2.1. Parking Garage Information Guidance Management
System. We designed and implemented an parking garage
information guidance management system for intelligent
parking. The main functions of the system includes parking
space information collection, transmission, guidance control,
and display statistics. Its main function is to monitor the
occupancy situation of parking spaces in the parking lot
and parking specifications in real time. There are many
methods for monitoring the parking space status. For exam-
ple, GPP and PGS2 systems adopt ultrasonic waves, while
Siemens systems use parking sensors placed on the ground
[6]. Monitoring vehicles by infrared sensors is one of the
most sensible methods while considering that the system is
mainly aimed at large- and medium-sized parking lots, and
ultrasonic sensors are very sensitive to temperature changes
and extreme air [7]. Therefore the system adopts infrared
photoelectric switches. By arranging four infrared photoelec-
tric switches in the parking space and adjusting the positions
of infrared radio and television switches, the system can judge
the state of vehicle parking irregularly if all four infrared pho-
toelectric switches are covered by vehicles; it is standard. The
working process of the parking garage information guidance
management system is as follows: the infrared photoelectric
switch on the parking space collects the specific information
of the parking space, transmits the collected information,
obtains the parking space status in the background, and
selects all the empty parking spaces. When the owner enters
the parking lot, there is a demand for finding the best empty
parking space. The system finds the shortest path of the best
empty parking space for the vehicle according to the guid-
ance algorithm and publishes the information to the vehicle
owner and guides him to park his vehicle as soon as possible.
At the same time, the system will also detect the parking

specification after the owner has parked the vehicle, which
is mainly realized by setting reasonable infrared photoelectric
switches. If the parking is standard, the system will feedback
to the owner that the parking is successful. If the parking is
not standardized, the system will prompt the owner of the
vehicle to park the vehicle in a standardized way through
the mobile phone. Intelligent parking solutions and intelli-
gent systems provide a way to obtain parking lot information
[8] and guide car owners to park faster and better and
improve parking efficiency.

2.2. Model of the Parking Space Guidance Layout. Figure 1 is a
typical parking space guidance layout diagram. The parking
lot has only one exit and one entrance, and they are set up
separately without affecting each other. The two pedestrian
elevators are located in the middle of the entrance and exit,
which are symmetrical as a whole. We discuss the optimiza-
tion of the optimal parking path in this paper, taking this typ-
ical parking layout as an example. It can be regarded as a
weighted graph; the cars to be parked, the intersections of
lanes, and all free parking spaces are regarded as nodes; the
paths in each driving direction are regarded as an edge; and
the length of the driving road can be regarded as the weight
of the edge. According to the path weights in the parking
space guidance layout, the path optimization algorithm is
used to calculate the weights of parking spaces and the best
parking space and the corresponding parking path are
selected to improve parking efficiency.

Many factors need to be considered in the selection of an
empty parking space. The problems of the parking space
itself are as follows: too close to the exit or entrance may
cause safety problems and the empty parking space without
cars parked next to it is better than the empty parking space
with cars parked next to it [9]. There is also the issue of the
owner’s angle: the distance between the empty parking space
and the pedestrian elevator and the distance between the
empty parking space and the exit or entrance [10]. However,
considering that the parking garage information guidance
management system also involves guiding the car to the
parking lot in the early stage and the owner has been driving
the car for a period of time and the owner may be tired after
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Figure 1: Parking space guidance layout diagram.
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arriving at the parking lot, so it is better to let the owner park
the car in the shortest time. In this way, the parking efficiency
of the parking lot is improved and the situation of car conges-
tion is avoided. Set the free parking space in the parking lot as
Pi, set the path distance from the parked vehicle to the free
parking space as SðiÞ, and then, set the corresponding opti-
mal parking path as minfSðiÞg.

3. Optimization Algorithm in the Layout of
Parking Lot Guidance

In life, we are faced with many problems related to the short-
est path. For example, it can reduce the cost of transporting
unit materials and save freight expenses if we chose a reason-
able transportation route under the condition of the existing
traffic network. Thus, the problem of path optimization is
crucial to our life.

3.1. Classical Shortest Path Algorithm and Its Disadvantages.
The shortest path problem is a classical algorithm problem in
graph theory, which is aimed at finding the shortest path
between two nodes in a graph (composed of nodes and
paths). Shortest path algorithms which are commonly used
include the Dijkstra algorithm, Floyd algorithm, A∗ (A Star)
algorithm, BFS algorithm, and Johnson algorithm [11].
Among them, the Dijkstra algorithm is used to solve the
shortest distance between a certain source point and other
end points [12]; simply put that it is a typical single-source
shortest path algorithm, which is neither DFS search nor
BFS search, DFS occupies less memory but is slower, and
BFS occupies more memory but is faster. The Dijkstra algo-
rithm avoids these two problems. The algorithm is simple
and easy to implement and has a high practical value. The
Floyd algorithm is used to find the distance between any
two points, which is different from the Dijkstra algorithm.
In short, the Floyd algorithm is a multisource shortest path
algorithm, which adopts the method of dynamic program-
ming. The Floyd algorithm is simple and easy to implement,
but by comparing their time complexity, Dijkstra algorithm’s
time complexity is generally Oðn2Þ, while Floyd algorithm’s
time complexity is generally Oðn3Þ. Therefore, the Dijkstra
algorithm is faster than the Floyd algorithm, that is, the Dijk-

stra algorithm has more advantages in finding the shortest
path of a single source. As we all know, finding free parking
spaces in parking lots is a typical example of finding the
shortest path of a single source. In addition, the Dijkstra algo-
rithm is used to determine the shortest path and configure
other conditions such as parking lane intersections, parking
spaces, and their occupancy rates. The free parking space
resources can be used more efficiently [13]. Therefore, this
paper mainly improves the Dijkstra algorithm.

In the parking space guidance layout diagram, it will have
a large amount of calculation when using the Dijkstra algo-
rithm to find the shortest parking path and the efficiency of
finding the best parking space will be very low, resulting in
the problem of low parking efficiency. Therefore, the algo-
rithm needs to be improved.

3.2. Improved Dijkstra Algorithm. There will be a sea of nodes
and path when the traditional Dijkstra algorithm is applied to
large parking lots, which makes the weighted graph more
complicated. When the traditional Dijkstra algorithm is used
to find the best parking path, the calculation is heavy and the
parking efficiency is low. It is the simplest way to choose the
nearest free parking space to the vehicle itself when we
choose the optimal free parking space. Based on this idea,
we design an optimization algorithm based on the Dijkstra
algorithm in this paper. The basic idea of this optimization
algorithm is as follows: obtain the latitude and longitude of
free parking spaces and vehicles to be parked and calculate
the distance between free parking spaces and vehicles to be
parked by using the obtained latitude and longitude informa-
tion; Euclidean distance is used here because it can better rep-
resent the true distance between two nodes. We select the
nearest five free parking spaces which can be appropriately
increased when the parking lot is as large as nodes and add
them to the weighted graph, thus greatly reducing the num-
ber of nodes in the weighted graph. Then, the weights of
the five free parking spaces are calculated (the path distance
is taken as the weight). Finally, the parking space with the
minimum value is selected to determine the best parking
path. To facilitate the representation of parking paths, the
lane intersections D1–D9 are introduced. Here is the
improved Dijkstra algorithm:

//P is the set of free parking spaces, S is the weight (path distance) of free parking spaces
1 calculate the distance between longitude and latitude of free parking spaces and longitude and latitude of the carM to be parked, the
set of 5 free parking Spaces with the shortest distance is denoted as P and the free parking Spaces are marked as PiðI ∈ ½0, 4�Þ.

2 Supposing that the shortest time shortest path set is T ðP ⊊ TÞ, the corresponding weights (path distance) is S ðiÞ, the set T is initial-
ized to null and the weights S ðiÞ is initialized to 0, i ∈ ½0, 4�;

3 While not all the elements in the set P enter the set T do
4 Select Pk, Pk = fPi ∈ P − T ∣ minSðiÞg, Pk is the end point of the shortest path from the current car M, T = T ∪ fPkg;
5 Update the weight of the shortest path from carM to Pk, SðkÞ =minfSðkÞ, SðiÞ + Sði, kÞg//Sði, kÞ indicates the path distance between
node i and node k.

6 End while
7 Output the final weights of all empty parking nodes in the empty parking space set P, and the berth Pi corresponding tominfSðiÞg is
the optimal berth.

8 The path corresponding to W = fM,⋯,Dn,⋯Pig is the optimal path from the car M to the optimal Pi .

Algorithm 1: ImDA(P,M).
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4. Experimental Analysis

Combined with the above improved Dijkstra algorithm, a
specific example is selected for analysis. Figure 2 is a parking
space guidance layout diagram of the parking lot at a certain
time, which can clearly see the parking space occupation sit-
uation in the parking lot at this time. The following example
takes Figure 2 as an example; assume that P0 ⋯⋯P7 shown
in the figure is the free parking space in the parking lot at this
time (assuming that all but these seven parking spaces are
occupied) and M represents the car to be parked.

According to the abovementioned optimization algo-
rithm, firstly, the free parking spaces P0 ⋯⋯P7 (represented
by 0, 1, 2, 3, 4, 5, 6, and 7, respectively, in the figure) and the
longitude and latitude of the car to be parked are obtained
and the free parking spaces (the center points of rectangular
parking spaces) are taken to obtain C0 ⋯⋯C7; calculate the
distance fromM to C0 ⋯⋯C7 and select the five points with
the shortest straight line distance. The five points screened
out in this example are P0, P1, P2, P3, P4 (represented by 0,
1, 2, 3, and 4, respectively, in the figure), and these five points
are the nodes that need to be added to the weighted graph.

Assuming that the measured distance (taking the width
of a parking space as the unit distance) is as shown in
Table 1 below, assume that each road is as wide as three park-
ing widths, points D1–D9: two parking spaces from the far
left of the road and one parking space from the right side of
the road.

According to the abovementioned optimization algo-
rithm for the parking space guidance layout diagram, the five
points P0, P1, P2, P3, and P4 closest to the car to be parked are

screened out and the weights of these five points are calcu-
lated, namely, the path distance, which can also be said to
be the driving distance of the route. The smaller the weight,
the smaller the driving distance from the driving to the park-
ing space, the simpler the parking, and the shorter the
required time. The optimal parking path and weights from
the car M to the free parking space are shown in Table 2.

It is not difficult to see that the parking guidance weight
of parking space P2 is the lowest, that is, the best parking
space for car M is P2 and the corresponding best parking
path is M⟶D5⟶ P2. After preliminary screening, the
optional idle parking spaces are reduced and the number of
nodes is greatly reduced. The shortest straight line distance
between the source point and the end point of the car does
not mean the shortest driving route. There may be the follow-
ing special circumstances: the straight line distance is short,
but it cannot be reached directly, so it takes a long distance
to reach the parking space and the actual driving route is lon-
ger than other idle parking spaces. Therefore, parking spaces
should be screened first, then, the shortest path of the
screened parking spaces should be further calculated, and
finally, the smallest weight should be selected as the best
parking space. In this example, P0 is the closest straight line
distance from the source point (car M) to the free parking
space; the corresponding parking path is M⟶D5⟶D2
⟶ P0, and the weight (path distance) is 18. However,
according to the above algorithm, the shortest parking path
is M⟶D5⟶ P2 and P2 is the best parking space with a
weight (path distance) of 10. By comparing the parking space
P0, obtained by the shortest straight line distance with the
parking space P2 obtained by the algorithm, it can be seen
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Figure 2: Parking space guidance layout at a certain time.

Table 1: Path distance in the layout.

Path Path distance Path Path distance

D1–D4 7 P0 –D2 6

D4 –D7 8 P1 –D8 7

D4 –D5 15 P2 –D5 5

D5 –D6 18 P3 –D8 6

M –D5 5 P4 –D2 8

Table 2: Parking space guidance weight and path.

Parking space Path Path distance (weight)

P0 M⟶D5⟶D2⟶ P0 18

P1 M⟶D5⟶D8⟶ P1 20

P2 M⟶D5⟶ P2 10

P3 M⟶D5⟶D8⟶ P3 19

P4 M⟶D5⟶D2⟶ P4 20
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that the optimized Dijkstra algorithm reduces the path dis-
tance, reduces the driving distance, and improves the parking
efficiency, which further illustrates the superiority of the
algorithm. A parking garage information guidance manage-
ment system can guide owners to park the car faster and
detect the parking conditions of vehicle owners through dif-
fuse infrared photoelectric switches deployed in parking
spaces. If it is detected that the car owners are parking irreg-
ularly, it can push the parking irregularity information to the
user’s mobile phone to remind the user to park the car
regularly.

5. Conclusion

The traditional Dijkstra algorithm takes all empty parking
spaces, parked cars, and lane intersections as nodes and adds
all possible paths into the weighted graph, which is computa-
tionally intensive and inefficient. In view of this shortcoming
of the traditional Dijkstra algorithm, we design an improved
Dijkstra algorithm by limiting conditions, the number of
nodes and the number of paths are reduced, the amount of
computation is reduced, the computing efficiency is
improved, and thus, the parking efficiency and parking expe-
rience are improved.

The main innovation of this paper is as follows: when
looking for the best parking space, not considering the walk-
ing distance of the owner or the distance from the entrance
and exit, then, the appropriate weight calculation method is
selected to choose the parking space, which is different from
other studies. We choose the car as the search center in this
paper, which can ensure that the parking space is relatively
close and optimal and ensure that the car is parked in the
shortest time. In addition, it can also ensure that cars can
search parking spaces anytime and anywhere in the parking
lot, so as to find parking spaces that are close to themselves
and convenient, with relatively few limitations.

However, there are many shortcomings in this paper that
need to be further improved:

(1) It is necessary to strictly prove the improved Dijkstra
algorithm to ensure that it is effective for graphs of
large order, which is mainly aimed at the case of large
parking lots

(2) Finding an unoccupied parking slot by the interested
vehicle owners with the least overhead becomes an
NP-hard problem bounded by various constraints
[14]. Therefore, it is necessary to continue to improve
the Dijkstra algorithm and improve the time com-
plexity of the algorithm

(3) The calculation method of weights is relatively sim-
ple, which needs to be further improved and strictly
compared with other methods, such as the neural
network-based predictive control approach [15, 16]

(4) The parking space library information guidance
management system is mentioned above, but this
paper mainly introduces the Dijkstra algorithm for
finding the best parking space [17, 18]. The descrip-

tion of the system is relatively few, and the system still
needs further improvement. For example, after find-
ing the best parking space, you can rely on the display
at the intersection to indicate the driving direction or
that the roadside indicator lights up to directly guide
the car to the parking space, so as to realize a more
intelligent parking system
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The traditional model for wind turbine fault prediction is not sensitive to the time sequence data and cannot mine the deep
connection between the time series data, resulting in poor generalization ability of the model. To solve this problem, this paper
proposes an attention mechanism-based CNN-LSTM model. The semantic sensor data annotated by SSN ontology is used as
input data. Firstly, CNN extracts features to get high-level feature representation from input data. Then, the latent time
sequence connection of features in different time periods is learned by LSTM. Finally, the output of LSTM is input into the
attention mechanism module to obtain more fault-related target information, which improves the efficiency, accuracy, and
generalization ability of the model. In addition, in the data preprocessing stage, the random forest algorithm analyzes the feature
correlation degree of the data to get the features of high correlation degree with the wind turbine fault, which further improves
the efficiency, accuracy, and generalization ability of the model. The model is validated on the icing fault dataset of No. 21 wind
turbine and the yaw dataset of No. 4 wind turbine. The experimental results show that the proposed model has better efficiency,
accuracy, and generalization ability than RNN, LSTM, and XGBoost.

1. Introduction

In recent years, with the development of human beings, the
exploitation and utilization of petroleum and fossil fuels have
promoted the development of various fields. However, due to
the over exploitation of these resources, the nonrenewable
energy is reduced gradually, which makes the energy crisis
and climate change become an urgent problem [1]. Countries
of the world begin to turn their attention to renewable
energy. Wind energy as a renewable energy has the character-
istics of clean and easy to use, which has aroused great
concern in the world. At present, although wind energy
develops rapidly, how to predict accurately the occurrence
of wind turbine fault and reduce effectively the maintenance
cost of wind farm are still urgent problems to be solved.

Sensor technology has been applied widely in various
fields. A large number of sensors are also installed on the
wind turbine equipment to collect the operation data of the
wind turbine. Based on the collected mass operation data,

wind turbine state data analysis method is used to predict
the fault of wind turbine. This method analyzes the state data
of the wind turbine from multiple layers and excavates the
potential valuable fault information of data by intelligent
algorithm, realizing the fault prediction of the wind turbine.
In recent years, there have been some related research results.
There are mainly fault prediction models based on traditional
machine learning methods. Kusiak and Verma [2] used data
mining technology to analyze the bearing overtemperature
fault and established a bearing fault prediction model to
predict the fault. Although the overtemperature fault can be
predicted accurately, the false alarm rate is relatively high,
which increases the burden of maintenance personnel.
Kusiak and Li [3] layer upon layer processed SCADA data
of wind turbine. Based on the processed data, the wind fault
prediction model was constructed and predicted successfully
for wind turbine fault, but the accuracy of the model needs to
be improved. Zhong et al. [4] proposed a rapid data-driven
fault diagnostic method, which integrates data preprocessing
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and machine learning techniques. In this method, fault fea-
tures are extracted by using the modified Hilbert-Huang
transforms and correlation techniques. Pairwise-coupled
sparse Bayesian extreme learning machine is applied to build
a real-time multifault diagnostic system. The experimental
results show that the method can diagnose quickly the fault,
but the generalization ability of the model is poor. Chen
and Zhang [5] proposed a fault prediction method of wind
turbine blade cracking based on RF-LightGBM algorithm.
In this method, firstly, random forest algorithm ranks the
importance of features to select important features. Then,
the classification model is trained by the data after feature
selection and optimized by K-fold cross validation. Finally,
the method predicted successfully the wind turbine blade
fault. Wang et al. [6] put forward the XGBoost algorithm-
based fault prediction model of wind turbine main bearing.
Wu et al. [7] presented a fault diagnosis method of wind tur-
bine based on ReliefF and XGBoost algorithm. Hsu et al. [8]
proposed a novel fault diagnosis technique for wind turbine
gearbox. While statistical process control was applied to fault
diagnosis, random forest and decision tree algorithms were
employed to construct the predictive models for wind turbine
anomalies. Fan and Tang [9] proposed a wind turbine pitch
anomaly recognition system based on AdaBoost-SAMME.
The proposed models in literature [5–9] have high accuracy,
but the generalization ability of these models needs to be
improved. Wang et al. [10] proposed a fault diagnosis
method of wind turbine gearbox based on Riemannian man-
ifold, which is fast in model training, but the accuracy of the
model is not high. Zhang et al. [11] proposed a wind turbine
fault diagnosis method based on the Gaussian process meta-
model, which has excellent performance. But the model has
high dependence on dataset, which leads to poor generaliza-
tion ability of the model.

With the development of deep learning, there are many
models for wind turbine fault prediction based on deep learn-
ing. Chen et al. [12] proposed a fault diagnosis method of
wind turbine gearbox based on wavelet neural network. This
method can predict faults accurately. But it cannot learn deep
features in data. Lu et al. [13] proposed a wind turbine plan-
etary gearbox fault diagnosis method based on self-powered
wireless sensor and deep learning. This method has high
accuracy, but it cannot learn the temporal relationship
between data. Kavaz and Barutcu [14] proposed a wind tur-
bine sensor fault detection method based on artificial neural
network. This method combines with SCADA system for
data acquisition, which makes the model have the advantages
of low cost, but the model lacks the ability to process time
series data. Chen et al. [15] proposed a model of the relation-
ship between root cause and symptom of wind turbine fault
based on Bayesian network to predict wind turbine fault.
However, the complexity of the model increases exponen-
tially with the increase of parent nodes of Venn diagram,
which makes the training time too long. Shi et al. [16] pro-
posed an intelligent fault diagnosis method of wind turbine
bearing based on convolution neural network. This method
can extract features effectively, but the accuracy of the
method needs to be improved. Zhang et al. [17] proposed a
fault diagnosis method of wind turbine gearbox based on
1DCNN-PSO-SVM. This method has a good performance

in feature extraction, but it lacks the ability to learn time
series features. In order to solve the problems of low effi-
ciency and poor accuracy of manual detection method for
wind turbine blade defect, Zhang and Wen [18] proposed
an improved Mask R-CNN detection method for wind
turbine blade defect. Firstly, ResNet-50 combined with FPN
is used to generate feature map. Then, it is input into RPN
to screen out the ROI. Finally, the size of the feature map is
determined by ROIAlign, which is input into the full connec-
tion layer network for blade defect detection. The experimen-
tal results show that this method has fast detection efficiency
and high accuracy. However, this method only considers the
characteristics of a single data graph and does not mine the
temporal relationship between data. Chang et al. [19] pro-
posed a concurrent convolution neural network for fault
diagnosis. The method has high accuracy and strong general-
ization ability. However, the network structure parameters
and calculational speed of this method need to be further
optimized. Jiang et al. [20] proposed a fault diagnosis model
of wind turbine gearbox based on multiscale convolution
neural network. The proposed MSCNN incorporates multi-
scale learning into the traditional CNN architecture. It
improves greatly the feature learning ability and diagnosis
performance of the model. But the model cannot learn the
long-term correlation between the data. Yin et al. [21] pro-
posed a temperature fault early warning method for wind
turbine main bearing based on Bi-RNN, but there are prob-
lems of gradient disappearance and gradient explosion for
processing time series data. Yin et al. [22] proposed a fault
diagnosis method of wind turbine gearbox based on the opti-
mized LSTM neural network with cosine loss. However, this
method cannot learn features directly from the original
vibration sign. Zheng et al. [23] put forward the fault predic-
tion method for wind turbine gearbox based on K-means
clustering and LSTM. Although it can process effectively time
series data, it inputs directly the original features of the wind
turbine into the model for training, resulting in model train-
ing too long. On this basis, a fault prediction method for
wind turbine based on deep trust network was proposed,
which has a good effect on feature extraction of wind turbine
data, but it has the problem of big error [24]. Lei et al. [25]
presented an end-to-end LSTM model for fault prediction.
The model uses the data fusion strategy of IDENTITY func-
tion to extract multisensor features. LSTM captures long-
term dependencies through recurrent behaviour and gates
mechanism. The experimental results show that this method
is able to do fault classification effectively from raw time
series signals collected by single or multiple sensors. How-
ever, the strategy used in the data fusion stage of this method
needs to be improved.

In accordance with shortcomings of traditional machine
learning in processing time series data and advantages of
CNN [26] in feature extraction and LSTM [27] in processing
time series data, an attention mechanism-based CNN-LSTM
model for wind turbine fault prediction is constructed. The
contributions of this method are summarized as follows:

(i) This method proposes a joint training mode of CNN
and LSTM, which can process effectively the time
series data and ensure the training speed. In addition,
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considering that the irrelevant features of data will
lead to the degradation of the model performance,
therefore, attention mechanism [28] is used to redis-
tribute feature weights to ensure the performance of
the model and improve the generalization ability of
the model

(ii) In order to further eliminate the influence of irrele-
vant features and improve the construction speed
of the model, random forest algorithm [29] is used
to select features in the data preprocessing stage,
which further improves the generalization ability of
the model

The rest of this paper is organized as follows. In Section 2,
the data acquisition process of wind turbine is introduced.
Section 3 introduces the model of this paper. Section 4 pre-
sents the experimental procedure and experimental results.
Section 5 is the conclusion including summary of the method
and future work.

2. Data Acquisition

In view of the isomerization of the data transmitted by the
sensor in the form and description information, in this paper,
SSN ontology annotation method is used to format and unify
sensor data of wind turbine. The specific process of ontology
annotation method is shown in Figure 1.

Firstly, the method needs to analyze the sensor data of
wind turbine to find its concept and properties. Secondly, it
is necessary to analyze the structure of SSN ontology and
compare sensor data with SSN ontology structure to extract
useful information. Based on these, the annotation informa-
tion of sensor data can be obtained by the semiautomatic
annotation mapping method. Then, the annotation informa-
tion of data is generated into a mapping file in XML format
by R2RML mode. The mapping file is used mainly to store
the annotation information of wind turbine sensor data.
Then, the mapping file of wind turbine sensor data is trans-
formed into ontology instance to generate RDF semantic sen-
sor data by the semantic conversion algorithm of sensor data.
Finally, the RDF semantic sensor data is stored in HBase by
Spark Streaming.

Based on the ontology semantic annotation method of
SSN, SCADA system is used to collect data. The icing fault
dataset and yaw fault dataset of a wind farm in Yunnan
Province are collected. According to the SSN ontology struc-
ture diagram as shown in Figure 2, the corresponding wind
turbine features are generated. Among them, the icing fault
data involves 26 features, as shown in Table 1; the yaw fault
data involves 28 features, as shown in Table 2.

3. Introduction to the Model

3.1. Model Structure. The structure of the attention
mechanism-based CNN-LSTM wind turbine fault prediction
model is shown in Figure 3. The model can be divided into
three parts. In the first part, the processed data are input into
CNN and the high-level feature representation is obtained by
feature extraction of CNN. In the second part, the output of

CNN is input into LSTM; the deeper temporal relation-
ship between features is obtained by LSTM. In the third
part, attention mechanism is introduced to acquire more
related information of fault. This model is also called as
the CLA model.

For a given training dataset D = fðxi, yiÞ ∣ i = 1,⋯, pg, xi
represents the input sample data, xi ∈ Rq, where q is the num-
ber of features, and yi ∈ f0, 1g is the label of the i-th sample
data. The sample data is input into CNN, and the high-
level feature representation is obtained by extracting the
original features:

Ji = f ω × xi:i+g−1 + b
� �

, ð1Þ

where ω is the convolution kernel, g is the size of convolution
kernel, i : i + g − 1 is the i-th feature to the ði + g − 1Þ-th
feature, and b is the offset term. After the calculation of convo-
lution layer, the characteristic matrix J is acquired:

J = c1, c2,⋯, cn−g+1
� �

: ð2Þ

Then, themaximumpooling technique [30] is used to pro-
cess the local characteristic matrix J of the fault to retain the
key information of the features and reduce the parameters;
finally, the local optimal solution is as follows:

M =max c1, c2,⋯, cn−g+1
� �

=max Jf g: ð3Þ

Then, the M vector is connected to form the H vector by
the full connection layer:

H = M1,M2,⋯,Mnf g: ð4Þ

The outputH of convolution network is taken as the input
of LSTM. After receiving the output of CNN, the forgetting
gate, memory gate, and output gate are calculated by the hid-
den state ht−1 of the last time and the current input xt to form
a memory unit, which runs through all processes. It can retain
important information and remove unimportant information;
the specific process is as follows:

(1) Firstly, the data passes through the forgetting gate.
The sigmoid unit in the forgetting gate generates a
vector between 0 and 1 by calculating ht−1 and xt .
According to this vector, LSTM can determine what
information needs to be retained and what informa-
tion needs to be discarded in memory unit C

f t = σ Wf ⋅ ht−1, xt½ � + bf
� �

, ð5Þ

where f t is the forgetting gate, σ is the activation
function, and ht−1 and xt are the inputs.

(2) The next step is to determine which part of the new
information is added to the memory unit, which
involves two operations. Firstly, input gate is
obtained by calculating ht−1 and xt ; input gate can
determine which part of the information needs to
be updated. Then, let ht−1 and xt pass through a
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Table 1: Original characteristics of wind turbine icing fault.

Features Features Features Features

wind_speed pitch1_angle pitch2_moto_tmp pitch2_ng5_tmp

generator_speed pitch2_angle pitch3_moto_tmp pitch3_ng5_tmp

power pitch3_angle acc_X pitch1_ng5_DC

wind_direction pitch1_speed acc_Y pitch1_ng5_DC

wind_direction_mean pitch2_speed environment_tmp pitch1_ng5_DC

yaw_position pitch3_speed int_tmp

yaw_speed pitch1_moto_tmp pitch1_ng5_tmp

Figure 2: SSN ontology structure diagram.

SSN ontology

Sensor data of
wind turbine 

Mark information
of sensor data

Mapping mode of
R2RML

Translating
algorithm

Mapping file of
XML format 

Data transmission by
Spark Streaming

RDF semantic sensing
data on HBase

Figure 1: The process of SSN ontology annotation.
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tanh layer to get new candidate memory units ~Ct ; this
information of candidate memory may be updated
into the memory unit

it = σ Wi ⋅ ht−1, xt½ � + bið Þ,
~Ct = tanh WC ⋅ ht−1, xt½ � + bCð Þ,

ð6Þ

where it is the input gate, tanh is the activation func-
tion, and ~Ct is the candidate memory unit.

(3) LSTM will update memory unit; memory unit Ct−1
will be updated to memory unit Ct . The process of
updating is as follows: firstly, forget some informa-
tion of old memory unit through the forgetting gate.
Secondly, increase part of the information of candi-
date memory unit ~Ct through input gate. Finally,
get a new memory unit Ct

Ct = f t ∗ Ct−1 + it ∗ ~Ct , ð7Þ

where Ct is the new memory unit.

(4) Finally, the LSTM determines which state character-
istics need to be output through the output gate; let
the input ht−1 and xt pass through the sigmoid layer
of the output gate to get a judgment condition, and
then let the memory unit pass through the tanh layer
to get a vector between -1 and 1, which is multiplied
by the judgment condition of the output gate to get
the final output of the memory unit

ot = σ Wo ht−1, xt½ � + boð Þ, ð8Þ

ht = ot ∗ tanh Ctð Þ, ð9Þ
where Ot is the output gate and ht is the final output.

In the appeal of Equations (1) to (9), Wf ′Wi′Wc′Wo is
the weight matrix and bf ′bi′bc′bo is the offset vector.

(5) The data is processed by LSTM to get the output Ht
= ½h1,⋯, ht� of each time step; then, input Ht into
the attention module. Through the attention mecha-
nism, different weights can be assigned to the fault
characteristics of wind turbine. The formulas are as
follows:

wt = tanh Htð Þ, ð10Þ

where ht is the input and wt is the target weight.

Then, the softmax function is used to probabilistically
affect the attention weight:

Pt =
exp wtð Þ

∑m
t=1exp wtð Þ , ð11Þ

where Pt is the weight probability vector.
The generated attention weight is assigned to the corre-

sponding hidden layer state code ht :

at = 〠
m

t=1
Pt ⋅ ht , ð12Þ

where at is the weighted average of ht and Pt is the weight.

Table 2: Original characteristics of wind turbine yaw fault.

Features Features Features Features

aveWindSpeed25 AI_NAC_WindDir25s AI_TBN_RotorSpeed AI_PTC_PosRef1

aveWindSpeed10 C_TBN_10MinAveWindDir AI_NAC_Position AI_PTC_PosRef2

AI_NAC_WindSpeed AI_GBX_OilSumpTemp AI_YAW_Speed AI_PTC_PosRef3

C_10Min_Aver_WindSpeed AI_NAC_WindError AI_PTC_Speed1 AI_NAC_VibX

C_15Min_Aver_WindSpeed AI_NAC_AirTemp AI_PTC_Speed2 AI_NAC_VibY

C_1Min_Aver_WindSpeed AI_NAC_CabTemp AI_PTC_Speed3 AI_PTC_DrvCurr1

AI_NAC_WindDir AI_NAC_OutAirTemp AI_PCS_MeasGenSpeed AI_IPR_VoltNeutralL3L1
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Figure 3: Structure of the CLA model.

5Wireless Communications and Mobile Computing



Finally, the results are output through the full connec-
tion layer:

yt = σ W final ⋅ atð Þ, ð13Þ

where yt is the predication results, W final is the weight
matrix, and σ is the sigmoid activation function.

3.2. Model Training and Testing. Algorithm 1 shows pseudo-
code of CLA model algorithm. Firstly, all the trainable
parameters in the model are initialized. Secondly, the train-
ing dataset D = fðxi, yiÞ ∣ i = 1,⋯, pg is put into CNN
through the input layer of the model. CNN uses convolution
layer and pool layer to get the deep feature matrix X = ½X1,
⋯, Xi� of data. Then, the output of CNN is used as the input
of LSTM. LSTM can further learn the feature of wind turbine
data at multiple continuous times to obtain the time series
dependence between features. The output of each time step
for LSTM recorded asHt = ½hi,⋯, ht� is input to the attention
mechanism module to redistribute the feature weight.
Finally, according to the weighted features at , the full connec-
tion layer generated the prediction results y. According to the
error between the predicted results and the real values, the
model updates the trainable parameters. The model judges
whether the training times reach the upper limit of the max-
imum number of iterations. If not, the number of iterations is
increased by 1 and the training process is repeated. Other-
wise, the trained model can be obtained.

The training and testing flow of the CLA model is shown
in Figure 4. Firstly, the processed data are divided into train-
ing dataset and test dataset. Secondly, the training dataset is
input into the constructed model and the features of data
are extracted by convolution neural network. Then, the
results are input into LSTM for time series feature transfor-
mation; the fault characteristics of each time segment are
integrated into a unified sequence fault features; besides,

Input: Status data of wind turbine after processed: D = fðxi, yiÞ ∣ i = 1,⋯, pg
Output: Fault prediction results of wind turbine.
● FC is the full connection layer;
● max is the maximum pool layer;
● σ is the sigmoid activation function;
● ω is the convolution kernel, g is the size of convolution kernel, i : i + g − 1 are the features from i to i + g − 1 and b is the offset term;
●Wo,Wf is the weight matrix, bo is the offset vector, ht−1 is the hidden state of the previous time, xt is the input of the current time, Ct

is the memory unit of the current time;
● y is the prediction result of the model and yðiÞ is the real label of the sample.
Training:
Initialization: Initialize all parameters in the model;
For p in n do:

(1) Deep level feature is extracted based on CNN: Xi = FCfmax fσðω × xi:i+g−1 + bÞgg;
(2) LSTM integrates the fault characteristics of each time segment into a unified sequential fault

feature:ht = σðWo½ht−1, xt � + boÞ ∗ tanh ðCtÞ
(3) The attention mechanism allocates the weights and the full connection layer generates the prediction

results:at =∑σðtanh ðHtÞÞ ∗ ht , y = FCðWf · atÞ;
(4) Calculate the loss value of the model L =∑N

i=1y
ðiÞ log y′ðiÞ + ð1 − yðiÞÞ log ð1 − y′ðiÞÞ, then adjust the model parameters.

End.

Algorithm 1: CLA model algorithm.

Model training stage

Input training data set

Model prediction

CNN
CNN

CNN
CNN

CNN
CNN

LSTM … LSTM

LSTM … LSTM

Attention

FC

No

Output model file

Yes

Model test phase

Input test data set

Load
model

Predicting wind
turbine fault

n = n + 1

Calculate
the loss

Update
weights

n > N ?

Figure 4: Process of the CLA model training and testing.
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attention mechanism is introduced in the model. Finally, the
prediction results are output through the full connection
layer and the model parameters are constantly updated
according to the loss value. In this experiment, the number
of iterations is used as the end condition of training; when
the model reaches the preset number of iterations, the fault
prediction model is obtained. In the test phase, firstly, the
trained model is loaded. Then, the test dataset is input into
the model for fault prediction. Finally, the experimental
results are obtained.

The CLA model integrates CNN, LSTM, and attention
mechanism. Among them, CNN can reduce model parame-
ters by sharing convolution kernel parameters; thus, it can
accelerate the calculation speed of the model. Through
memory unit, LSTM can deal with the long time sequence
dependence of data and solve the problem of gradient disap-
pearance caused by too long time step. Attention mechanism
can make the model pay more attention to the features that
have a high correlation with the fault. Besides, attention
mechanism also can reduce the influence of nonimportant
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features, so as to improve the generalization ability and
accuracy of the model.

4. Experiment and Analysis

The construction of the CLA model is based on Keras deep
learning framework. In the experiment of wind turbine icing
fault prediction, a two-layer convolution neural network and
a two-layer LSTM neural network are used, where the num-
ber of neurons in each layer of convolution neural network
and LSTM neural network is set to 64. In the experiment of
wind turbine yaw fault prediction, a two-layer convolution
neural network and a two-layer LSTM neural network are
also used, where the number of neurons in each layer of
convolution neural network is set to 32 and the number of
neurons in each layer of LSTM neural network is set to 16.
In order to prevent overfitting, dropout is introduced into
the model and the value of dropout is set to 0.5.

4.1. Selection of Evaluation Indexes. In theCLAmodel, sigmoid
is used as the activation function and binary_crossentropy is

used as the loss function. We select the commonly used evalu-
ation indicators in the field of fault prediction, including accu-
racy (A), precision (P), recall (R), and F1 value (F1).

Table 3: Experimental results of the model on the test datasets of No. 15 and No. 3 wind turbine.

Algorithm
Wind turbine icing fault test dataset Wind turbine yaw fault test dataset

No. 15 wind turbine No. 3 wind turbine
A P R F1 A P R F1

CLA 0.9646 0.9730 0.9634 0.9712 0.9821 0.9805 0.9754 0.9819

LSTM 0.9388 0.9227 0.9580 0.9400 0.9793 0.9803 0.9781 0.9792

RNN 0.7986 0.8083 0.7833 0.7956 0.9672 0.9609 0.9738 0.9673

XGBoost 0.9805 0.9875 0.9733 0.9804 0.9855 0.9906 0.9852 0.9873

Table 4: Experimental results of the model on the dataset of No. 21 and No. 4 wind turbine.

Algorithm
Wind turbine icing fault dataset Wind turbine yaw fault dataset

No. 21 wind turbine No. 4 wind turbine
A P R F1 A P R F1

CLA 0.7492 0.8171 0.7421 0.7591 0.7709 0.8143 0.7429 0.7737

LSTM 0.7242 0.7279 0.7163 0.7220 0.7455 0.8000 0.6546 0.7201

RNN 0.6793 0.6793 0.6792 0.6793 0.7248 0.7637 0.6511 0.7029

XGBoost 0.7038 0.7120 0.6847 0.6981 0.7038 0.7120 0.6847 0.6981
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Figure 7: Importance of icing fault characteristic.

Table 5: Characteristics of wind turbine icing fault after screening.

Features Score

yaw_position 0.147249

environment_tmp 0.115538

power 0.097059

pitch3_angle 0.092650

int_tmp 0.090929

pitch3_moto_tmp 0.081600

pitch2_moto_tmp 0.076074

pitch1_moto_tmp 0.073881

pitch2_angle 0.067191

pitch1_angle 0.057764

wind_speed 0.037283

generator_speed 0.035642
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Accuracy refers to the ratio between the number of sam-
ples classified correctly by the model and the total number of
samples for a given test dataset:

A = TP + TN
TP + FP + TN + FN

: ð14Þ

Precision refers to how many of the samples predicted as
positive by the model are real positive samples:

P = TP
TP + FP

: ð15Þ

Recall rate indicates how many positive samples in the
dataset are predicted correctly:

R = TP
TP + FN

: ð16Þ

F1 value represents the combined value of precision and
recall rate. Because P and R are a pair of contradictory vari-
ables, it is difficult to simultaneously improve them in the
experimental process. So, it is necessary to comprehensively
evaluate them. Therefore, F1 value is proposed to reconcile
them; F1 value is the comprehensive average of P and R.
The closer the precision rate and the recall rate are, the
greater the F1 is:

F1 = 2 P ⋅ R
P + R

: ð17Þ

In Equations (14)–(17), TP is the number of samples that
predict the wind turbine samples in normal state as normal
state, FP is the number of samples that predict the wind tur-
bine samples in fault state as normal state, FN is the number
of samples that predict the wind turbine in normal state as
failure state, and TN is the number of samples that predict
the wind turbine in fault state as failure state.

4.2. Experimental Scheme. The hardware environment of the
experiment is Intel Xeon e5-2698v4 (20 Core) processor and
128G of memory, the operating system is 64 bit Ubuntu
16.04, Python 3.6 is used as software programming language,
and PyCharm 2017.1.2 is used as a software development
tool. The icing fault dataset of No. 21 and No. 15 wind tur-

bine and the yaw fault dataset of No. 4 and No. 3 wind
turbine are used in the experiment.

In order to verify the effectiveness of the proposed wind
turbine fault prediction model in dealing with time series
data and generalization problems, two groups of experiments
are carried out, using RNN [21], LSTM [25], and XGBoost
[6] algorithm as a comparison.

The first group of experiments, the data of No. 15 wind
turbine and No. 3 wind turbine, is, respectively, divided into
training dataset and corresponding test dataset. Two groups
of training datasets are used directly to train the CLA model
and other reference models; then, the corresponding test
datasets are used to verify the model.

The second group of experiments, the two CLA models
and other reference models trained in the first group, was
tested on the data of No. 21 wind turbine and No. 4 wind tur-
bine; the experimental results were compared and analyzed.

4.3. Experimental Results and Analysis. As shown in Figures 5
and 6, Logloss and ClassError of the CLA model on the
dataset of Experiment 1 are shown, respectively. It can be
found from the graph that Logloss and ClassError decrease
continuously during the process of model iteration, which
indicates that the model is converging with the increase of
iteration times.

On the two datasets of Experiment 1, the results of the
CLA model and other comparison algorithm models are
shown in Table 3. On the test dataset of No. 15 wind turbine
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Figure 8: Importance of yaw fault characteristics.

Table 6: Characteristics of wind turbine yaw fault after screening.

Features Score

AI_NAC WindError 0.324536

AI_GBX_OilSumpTemp 0.188854

AI_NAC_Position 0.102554

C_15Min_Aver_WindSpeed 0.082901

AI_TBN_RotorSpeed 0.072518

AI_NAC_AirTemp 0.055106

AI_NAC_OutAirTemp 0.053102

C_TBN_10MinAveWindDir 0.049441

AI_YAW_Speed 0.018063

C_10Min_Aver_WindSpeed 0.016823
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icing fault, the accuracy rate of the CLA model is 96.46%.
Compared with the LSTM and RNN algorithm models, the
accuracy rate of the CLA model is improved, respectively,
by 2.58% and 16.60% and that of the other three indicators
P, R, and F1 of the CLA model is also the best. Besides, the
four indicators of the CLAmodel are all above 96%. But com-
pared with the XGBoost algorithmmodel, the accuracy of the
CLA model is reduced by 1.59%. On the test dataset of No. 3
wind turbine yaw fault, the accuracy of the CLA model is
98.21%. Compared with the LSTM and RNN algorithm
models, the accuracy rate of the CLA model is improved,
respectively, by 0.28% and 1.49% and that of the other three
indicators P, R, and F1 of the CLA model is also the best.
Besides, the four indicators are all above 96%. But the accu-
racy of the CLA model is reduced by 0.34% compared with
the XGBoost algorithm model.

In Experiment 2, the trained model in Experiment 1 is
applied, respectively, to the dataset of No. 21 wind turbine
and No. 4 wind turbine; the experimental results are shown
in Table 4. On the ice fault dataset of No. 21 wind turbine,
the accuracy rate of the CLA model is 74.92%, which is
2.50%, 6.99%, and 4.54%, respectively, higher than the
LSTM, RNN, and XGBoost algorithm models, and that of
the other three indicators P, R, and F1 of the CLA model is
also the best. On the yaw fault dataset of No. 4 wind turbine,
the accuracy rate of the CLA model is 77.09%, which is
2.54%, 4.61%, and 6.71%, respectively, higher than the
LSTM, RNN, and XGBoost algorithm models, and that of
the other three indicators P, R, and F1 of the CLA model is
also the best.

According to the experimental results of Experiment 1
and Experiment 2, the CLA model has the best performance
in A, P, R, and F1 compared with the LSTM and RNN algo-
rithmmodels; the results show that the temporal relationship
of fault features can be learned to improve the accuracy and
generalization ability of the model by fusion of CNN and
LSTM and introducing attention mechanism. It proves the
effectiveness of the CLA model. However, on the test dataset
of No. 15 and No. 3 wind turbine, the accuracy rate of the
CLA model is reduced, respectively, by 1.59% and 0.34%
compared with the XGBoost algorithm model. Because the
CLA model needs more data for deep learning compared
with XGBoost, due to the lack of data, the model is over
fitted, which makes the performance of the CLAmodel worse
than the XGBoost algorithm model on the test dataset of No.
15 and No. 3 wind turbine, but the CLAmodel is more able to
mine the deep relationship of time series data, so the general-
ization ability of the CLA model is better than XGBoost.

5. Optimization of CLA Model

In order to further improve the generalization ability of the
CLA model, the original features of the icing fault dataset of
No. 15 andNo. 21wind turbine are input into the random for-
est algorithm; the original features are screened throughmany
experiments. Finally, the histogram of feature importance is
obtained as shown in Figure 7. Based on this histogram, 12
features of the highest correlation degree with the icing fault
of the wind turbines are selected, as shown in Table 5.

In the same way, random forest algorithm is used in the
yaw fault dataset of No. 3 and No. 4 wind turbine; the feature
importance histogram is obtained as shown in Figure 8.
Based on this histogram, 10 features of the highest correla-
tion degree with the yaw fault of the wind turbines are
selected, as shown in Table 6.

Two feature datasets of No. 15 and No. 3 wind turbine
screened by random forest algorithm were input into the
CLA model for training; the trained model is used to test
the feature dataset of No. 21 and No. 4 wind turbine screened
by random forest algorithm for verifying the screening effect.
The experimental results are shown in Table 7. For the icing
fault dataset of No. 21 wind turbine after screening, the CLA
model is still the best and the accuracy rate is improved by
2.84%. For the yaw fault dataset of No. 4 wind turbine after
screening, the CLA model is still the best and the accuracy
rate is improved by 9.13%. It shows that feature screening
by random forest algorithm can improve effectively the
generalization ability of the model.

6. Conclusions

In this paper, an attention mechanism-based CNN-LSTM
model for wind turbine fault prediction is proposed. The
model is trained by the icing fault dataset and yaw fault data-
set of wind turbine annotated by SSN ontology. The trained
model can predict accurately the occurrence of wind turbine
fault. The experimental results show that the model is more
effective and better than some of the current mainstream
models. In this method, the model can learn effectively the
deep-seated temporal characteristics among samples and
focus on the features of high correlation with wind turbine
fault through the joint training of CNN-LSTM and the intro-
duction of attention mechanism. These strategies improve
successfully the accuracy and generalization ability of the
model. In addition, the generalization ability of the model
can be further improved by using the random forest
algorithm in the data preprocessing stage. In the later stage,

Table 7: Experimental results after feature screening.

Algorithm
Wind turbine icing fault dataset Wind turbine yaw fault dataset

No. 21 wind turbine No. 4 wind turbine
A P R F1 A P R F1

CLA 0.7776 0.7899 0.7565 0.7728 0.8622 0.8228 0.9234 0.8702

LSTM 0.7664 0.7310 0.7431 0.7531 0.8401 0.8025 0.9023 0.8495

RNN 0.6855 0.6571 0.7756 0.7115 0.7751 0.7912 0.7475 0.7687

XGBoost 0.7345 0.7286 0.7571 0.7426 0.7345 0.7286 0.7571 0.7426
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we will continue to study how to improve the model so that
the prediction accuracy and generalization ability of the
model can be further improved. Besides, we will also research
how to introduce more excellent machine learning algo-
rithms into the model for adapting to the complex working
environment of wind turbine; it means that the model will
be applied truly to practical engineering.
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Inventory Routing Problem (IRP) is a typical optimization problem in logistics. To reduce the total cost, which contains the product
transportation cost, the inventory holding cost, the customer satisfaction cost, etc., a wide range of impact factors have to be taken
into consideration. Since more and more intelligent devices have been adopted in the management of modern logistics, the amount
of the collected data (relevant to those impact factors) increases exponentially. However, the quality of the collected data is suffering
from a certain number of uncertainties, such as device status and the transmission network environment. Considering the volume
and quality of the collected data, the traditional data-driven distribution optimization methods encounter a bottleneck. In this
paper, we propose a hybrid optimization method which combines data-driven and knowledge-driven techniques together. In
our method, a domain ontology, which has better scalability and generality, is built as an extension of data-driven optimization
algorithms. Knowledge reasoning techniques are also combined to handle data quality issue and uncertainties. To evaluate the
performance of our method, we carried out a case study, which is provided by a French company “Pierre Fabre Dermo-
Cosmetics” (PFDC). This case study is a simplified scenario of the practical business process of PFDC.

1. Introduction

Supply chain is a network of organizations that are involved
in collaborative processes that generate value as products
and/or services in the end for the ultimate consumers [1].
Supply chain management [2] refers to the optimal supply
chain operation, i.e., all activities from supply chain procure-
ment to meeting the end customer at the lowest cost. Supply
chain management contains several segments, such as sup-
ply chain strategy, supply chain planning, procurement,
product life cycle management, and logistics. Supply chain
management is aimed at integrating and coordinating the
network [3].

Logistics, as one segment of supply chain management,
refers specifically to the planning and implementing the flow

of goods (or services). Traditionally, logistics is triggered by
the inventory procurement. However, this kind of triggering
mode has three main disadvantages [4]: (i) increase the bur-
den of the enterprise investment, (ii) bear the risk of losing
market opportunities, and (iii) force enterprises to engage
in business activities which they are not good at. This results
in a simple buy-to-sell relationship between suppliers and
demand companies that does not solve some supply chain
problems involving global strategic.

Today is an era of data explosion, in which every aspect of
society is overwhelmed by the sheer volume of data generated
[5]. Modern logistics, which can be regarded as a scenario of
Internet of Things (IoT), generates and consumes a huge
amount of data. Along a logistics, data is generated mainly
from sensors, RFID, and production equipment. Furthermore,
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data from other sources such as social media, newspapers,
and weather forecast reports may also affect logistics. To help
make efficient decisions and forecasts about logistics, leverag-
ing these data with big data analytic techniques becomes a
common practice for enterprises.

Towards the optimization of logistics, many data-driven
methods (algorithms) such as “Vendor Management Inven-
tory (VMI)” and “Collaborative Planning Forecasting and
Replenishment (CPFR)” are proposed. As a typical issue of
logistical optimization, the “Inventory Routing Problem
(IRP)” attacks researchers’ attention.

However, data-driven methods have inherent disadvan-
tages. One of the typical disadvantages lies in handling
uncertainties. For instance, a required data is missing or
becomes incredible due to some unexpected reasons. In
another instance, a decision is made by taking a set of impact
factors into consideration, but some of the impact factors
cannot be quantified (as computable data). Consequently,
this kind of impact factors becomes uncertainties to data-
driven methods. Therefore, concerning the optimization of
modern logistics, three main challenges can be summarized
as follows:

(i) Ch1: how to collect and make use of the heteroge-
neous data (on both syntax and semantic aspects)
from different sources?

(ii) Ch2: concerning the data quality issue, how to
ensure and improve the credibility of the collected
data?

(iii) Ch3: for the impact factors that cannot be quantified
and the uncertainties in logistics, how to measure
and evaluate their influences?

Focusing on the three challenges, we propose a hybrid
data-driven and knowledge-driven method for the optimi-
zation of modern logistics: DKDM4L. In DKDM4L, we
adopt knowledge modelling and knowledge reasoning tech-
niques to enhance data-driven methods. In the context of
logistics, we formally define the relevant concepts, attri-
butes, and relations by creating a domain ontology. In this
domain ontology, concepts and attributes are defined with
precise semantics, and constraints are added to the attribute
values. By adopting knowledge reasoning techniques, the
data incomplete issue and inconsistent issue are addressed.
Furthermore, comparing to the pure data-driven methods,
DKDM4L has stronger extendibility and generality. To
evaluate the performance of DKDM4L, we carry out a prac-
tical use case, which is provided by PFDC. The main con-
tributions of this work are as follows:

(i) Con1: in the context of logistics, we create an exten-
sible domain ontology to formally describe domain
concepts, attributes, and relations among them

(ii) Con2: by defining and applying knowledge reason-
ing rules on this domain ontology, we measure and
evaluate the influence of uncertainties (e.g., weather
conditions)

(iii) Con3: by cooperating with PFDC, we propose a
practical use case (scenario) of modern logistics,
which can be used as a baseline in this domain

The structure of this paper is as follows. The second sec-
tion presents the motivated case provided by PFDC. The
third section shows an overview of DKDM4L. The case study
with evaluation is given in the fourth section. The fifth sec-
tion illustrates the related works while a conclusion is given
in the sixth section.

2. Motivated Case

2.1. Project Origin. The research work presented in this paper
was initially triggered and founded by the European Hori-
zontal 2020 project: Cloud Collaborative Manufacturing
Network (C2Net). C2Net is aimed at providing a scalable
real-time architecture, platform, and software to the supply
network partners. The potential users of the C2Net plat-
form are the small and medium-sized enterprises (SMEs),
which do not currently have access to advanced manage-
ment systems and collaborative tools due to their restricted
resources.

Totally, there were around 20 partners taking part in this
project. These partners came from both academics (research
centers and laboratories) and industry (enterprises). C2Net
had 7 work packages to cover the entire supply chain consid-
ering all stages of manufacturing, distribution, and sales. The
research work presented in this paper originally belonged to
work package 4, which focused on the optimization algo-
rithms of logistics.

2.2. Practical Scenario. Pierre Fabre Dermo-Cosmetics
(PFDC), as one partner of the C2Net Project, provided a
practical scenario to simulate and evaluate logistics optimiza-
tion algorithms.

PFDC is a French multinational pharmaceutical and cos-
metic company. PFDC supply chain sources make and
deliver products for a dermo-cosmetic market. PFDC man-
ages 10 brands, more than 3500 product references, in
around 140 countries over the world. PFDC supply chain
concerns the following stakeholders: suppliers, manufactur-
ing plants (in France), central distribution centers (in
France), local subsidiaries or partners, and final customers
(drugstores). Figure 1 shows a general overview of the PFDC
business process.

In the local subsidiaries, local DRP (Distribution
Requirement Planning) supported by FuturMaster solution
is used to manage the forecasts and replenishments. In the
central distribution center, central DRP (FuturMaster solu-
tion) andMRP II (Material Resources Planning) by SAP/ERP
are used for the distribution and production planning.

2.3. Simplified Use Case. In order to focus on the distribution
phase and simplify the real scenario, four hypotheses are
defined in a simplified case, which is shown in Figure 2.

(i) H1: there is only one local distribution center (LDC),
and it is in charge of delivering five kinds of products
to five drug stores (DSs)
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(ii) H2: the unlimited manufacturing capacity, which
means there are always enough products stored in
the LDC. The inventory holding cost in LDC is
ignored

(iii) H3: for each of the five DSs, the LDC sets two thresh-
olds as the minimum inventory and the maximum
inventory for each kind of products. These thresh-
olds are key factors while making delivery decisions

(iv) H4: two kinds of delivery modes with different trans-
portation costs can be used

(v) Express: it is the fastest one (one day lead time), and
a one-to-one (the LDC to one specific DS) service. It
is expensive, light load, a limit-number kind of prod-
ucts, etc.

(vi) Daily truck: it is a regular delivery mode, which has
two days lead time. Meanwhile, it is a one-to-

several (the LDC to several DSs). It is cheap, and
the distribution route is fixed

For PFDC, the main goal of managing supply chain is to
improve customer satisfaction. This means, at any time,
stockouts are strictly prohibited in each of the five DSs’ ware-
houses for all five kinds of products. On the other hand, con-
sidering the limited storage space and inventory holding
costs, the number for all five kinds of products has an upper
limit. A brief illustration of the constraints is shown in
Figure 3.

There are several factors that are needed to be considered
while setting the minimum and maximum thresholds. These
factors concern both internal data and external data of
PFDC. The internal data is always structured, such as
retailers’ sales reports, stock status, and historical sales. The
external data can be both structured and unstructured, such
as competing markets launch new products (from newspaper
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or video), new relevant guidance policies of government
(from policy documents or TV). In order to set precisely spe-
cific thresholds for products in each DS, big data analytic
techniques shall be used on all the data mentioned above.

2.4. IRP to Be Optimized. Towards IRP, the following three
aspects of optimization have to be taken into consideration.

In order to reduce the costs of inventory holding in
retailers (DSs), the inventory thresholds of various products
stored in each DS should be set according to the sales situa-
tions. If in a specific period, the demand of one kind of prod-
ucts increases, the inventory thresholds should be raised to
increase the delivery volume. Otherwise, the inventory
thresholds should be lowered to reduce the delivery volume.
Therefore, the thresholds of inventory shall be adjusted
dynamically.

Delivery recommendation: DKDM4L suggests delivery
plans for the inventory replenishment. Based on the sales
forecasts of each DS, considering the required quantities
(and volume) of all the products and the transportation costs,
several potential delivery plans shall be made and recom-
mended. The suggested plans concern on product packaging
(quantities and weights), the transportation mode, and the
distribution time.

Delivery route recommendation: if the daily truck trans-
portation mode is triggered, a route planning is required for
the truck. This recommendation concerns the optimization
mainly on time and gas costs. Comparing to the former two
issues, the route recommendation is not vital, and we do
not take it into consideration in this paper.

3. Main Work

3.1. An Overview of DKDM4L.Considering the simplified use
case provided by PFDC, we design a framework for
DKDM4L. As shown in Figure 4, this framework contains
four layers: (i) the physical layer that contains diverse sensors
(e.g., from the drug stores, the LDC, and transportation vehi-
cles), production machines, and IT instruments (e.g., servers
and PCs), (ii) the data layer that is in charge of collecting and
merging data, (iii) the model layer, which can be regarded as
a knowledge model setting the unified syntax and semantics
constraints of the collected data, and (iv) the reasoning layer,
which defines the reasoning rules. The rules can be separated
into two groups: one group to check (and correct) the consis-
tency, integrity, and correctness of the collected data and
another group of rules used to deduce the optimization
distribution plans.

The first two layers mainly focus on data collecting, ana-
lyzing, and merging, while the last two layers concern more
on the knowledge representing and reasoning. Therefore,
DKDM4L is both a data-driven and knowledge-driven
method.

First, the physical layer transmits the collected data to the
data layer. Then, the data layer analyzes, validates, and trans-
forms the received data to the unified forms and patterns that
are defined in the model layer. Next, the model layer adds the
formal semantics and relations to those well-prepared data. A
large number of (knowledge) triples are generated on this
layer. Finally, the reasoning layer uses these prepared triples
to deduce the delivery decisions (optimized distribution
and scheduling plans). Four layers, from bottom to top, are
layer-by-layer dependent. The implementation of upper-
layer functions relies on the services provided by its lower
layer. Furthermore, the verification mechanism follows a
top-down sequence.

The objective of designing this architecture is to improve
the whole performance of supply relationship management.
By separating different layers, staffs working on specific posi-
tions can focus only on their own roles. The data (and infor-
mation) transition and verification between different layers
shall be done automatically with mature protocols and soft-
ware tools. This architecture supports the implementation
of DKDM4L.

In the simplified use case, the product distribution hap-
pens only between a local distribution center (LDC) and five
drug stores. The physical layer contains mainly the IT instru-
ments (e.g., PCs, servers, intelligent sensors, and RFID) in the
five drug stores, in the LDC, and on the transportation vehi-
cles. In this paper, we focus mainly on the data layer, the
model layer, the reasoning layer, and the connections among
these three layers. By combining these three layers, the target
of DKDM4L “calculating distribution plans that can reduce
the total cost containing transportation cost, inventory hold-
ing cost and customer satisfaction cost, etc.” can be achieved.
The following three subsections present the details of the
three layers, respectively.

3.2. The Data Layer. Nowadays, a huge amount of data is
being generated at a high speed. IoT devices have been
employed to provide new opportunities for sensing-based
ubiquitous recognition and communication capabilities.
However, since the diverse data sources and heterogeneous
data (structured data, half-structured data, and unstruc-
tured data), making good use of these data becomes a tough
task.

In the data layer of DKDM4L, there are four main data
sources: data collected from LDC, data collected from retail
(drug) stores, data collected from transportation vehicles,
and the weather data. Table 1 is a general illustration of these
data.

This table shows the collected data sources and the ways
of collecting data. “Irrelevance” means the discrete data that
are observed by sensors or manually input into computers,
which is unrelated to each other. “Relevance” means that
the value of the data is calculated based on other data rather
than collecting from the direct data sources.
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Figure 3: Managing DSs’ inventory thresholds.
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Concerning the data about the weather, we partially
employed “Roussey Catherine’s weather ontology” [6]. Rous-
sey Catherine describes a new meteorological dataset based
on the SOSA/SSN ontology. This work is the first to publish
meteorological data with the new version of the SOSA/SSN
ontology. The network of the ontologies in [6] is composed
of the following:

(i) Ontology to describe the different types of sensors

(ii) Ontology to describe the units of measurement

(iii) Ontologies to describe the geographical places and
their locations

(iv) Ontology to describe the temporal entities

For example, the rain collector measures the quantity
of precipitation that falls during a time period. The prop-
erty “ssn:phenomenonTime” links the “sosa:Observation”

LDC Drug store vehicle weather
Physical layer

Data layer

Model layer

Reasoning layer

structured
data 

unstructured
data 

Rule_lessTranscost true Dt_transcost Exp_transcostHas_lessTranscost_than

Rule_recentDelivery Last_delivery Recent_trueHas_recent_deliverytrue

P→Q
Q→R
∴ Q→R

P→Q
– P
∴ – R

Figure 4: The architecture of DKDM4L.

Table 1: The collected data from the data layer.

Data source Sensor collection Computer records
Relevance Data type

Relevant Irrelevant Structured Unstructured

LDC

The product categories

√
√

Product inventory √
Supply the drugstore √

Drug store

The product categories

√
√

Product inventories √
Daily sales √

Replenishment orders √ √

Delivery center

Daily trunk number

√
√

Daily trunk cost √
Express number √
Express cost √ √

Delivery route plan
√

√
Delivery fee √

Delivery vehicles

Daily truck position

√

√
Daily truck fault

√Express position

Express the damage

Weather

Sunshine intensity

√ √

Ultraviolet intensity

Rainfall intensity

Humidity

Haze

Time stamps
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instance to an instance of the class “time:Interval.” The prop-
erties “time:hasBegining,” “time:hasEnd,” and “time:has-
Duration” specify the beginning, the end, and the duration
of the interval, respectively.

The ontology describing the different types of sensors
and the ontology describing the units of measurement are
employed in DKDM4L to identify data sources. In addition,
the domain ontology proposed in this paper also contains
some weather factors, such as sunshine intensity and ultravi-
olet intensity, which are defined in [6] and are related to the
skincare products (considering PFDC business).

3.3. The Model Layer. The modern logistics system involves
many objects (classes), such as the LDC, retail stores, trans-
portation vehicles, delivery plans, and weather types. Each
object may have a certain influence to the system. To repre-
sent and simulate the numerous requirements and scenarios,
modelling is a widely accepted engineering technology,
which can achieve the management of the system [7]. Fur-
thermore, the model layer is also in charge of identifying
threats and vulnerabilities in the physical world based on
relations and attribute values. Thus, models play a functional
role not only in helping people understand the systems being
developed but also in the management and detection of
systems.

The ontological model is suitable for describing the
dynamic environment of the Internet of Things applications.
Furthermore, this kind of models can monitor, learn, and
adapt to abnormal situations. A predefined adaptive knowl-
edge base, as parts of the ontological model, can alert threats
existing in the Internet of Things scenarios.

The definition of ontology [8, 9] contains four meanings:
(i) conceptualizing domain knowledge, (ii) the concepts
should be clear and unambiguous, (iii) formalizing the con-
cepts, and (iv) the concepts should be good for sharing.

Ontology is defined as a five-tuple [10]: (i) concept; (ii)
relationships—concepts are not isolated, they are interre-
lated; (iii) axiom—rules of reasoning; (iv) function—the
mapping relationships between concepts; and (v) instan-
ce—unit objects that cannot be redivided.

Some of the existing mainstream knowledge representa-
tion languages are RDF [11], OWL [12], KIF [13], CycL
[14], and OIL [15]. There are several main knowledge repre-
senting methods, such as the logical representation, the pro-
duction representation, the frame representation, the object-
oriented representation, the semantic web representation, the
XML-based representation, and the ontology representation.

On the model layer, we propose a domain knowledge
model “Inventory Routing Problem Ontology”: IRPO. IRPO
contains six aspects: the LDC knowledge representation, the
drugstore representation, the transportation vehicle knowl-
edge representation, the delivery knowledge representation,
the weather knowledge representation, and the product
knowledge representation. IRPO is defined conforming to
the OWL 2.0 standard. Part of the formal representation is
defined as follows:

<LDC, property, function, axiom, instance>
ObjectProperty: {has_product, has_drugstore}
<delivery, property, function, axiom, instance >

ObjectProperty: {delivered_To, has_ItemInfo}
DataProperty:{arrivalData:integer, delivery:interger,

transportType:string}
<drugstore, property, function, axiom, instance>
DataProperty:{address:string, postalCode:string,}
ObjectProperty: {has_Delivery, has_Product, has_

Transport}
Instance:{drugstore1, drugstore2, drugstore3, drugstore4,

drugstore5}
<Inventory, property, function, axiom, instance>
Instance:{DS1_P1_Inventory, DS1_P2_Inventory, DS1_

P3_Inventory}
ObjectProperty: {has_Inventory}
<iteminfo, property, function, axiom, instance>
ObjectProperty: {selling_Product}
DataProperty:{num:integer}
<cost,property,function,axiom,instance>
Subclass:{extracost, transcost}
<extracost, property,function,axiom,instance >
ObjectProperty: {is_ExtraCost}
DataProperty:{actualDemand:integer}
< transcost, property,function,axiom,instance >
DataProperty:{maxWeight:double, minWeight:double,-

transPrice:double, DataProperty:{actualDemand:integer}}
<packageType, property,function,axiom,instance >
DataProperty:{weight:double}
Instance:{p1_Box, P1_Pack, P1_Pallet, P1_Unit}
<price, property,function,axiom,instance >
Instance:{DS1_P1,DS1_P2,DS1_P3, DS1_P4, DS1_P5}
DataProperty:{selling:double}
<product, property,function,axiom,instance >
Instance:{p1,p2,p3,p4,p5}
ObjectProperty: {has_ExtraCost, has_Inventory, has_

Price}
DataProperty:{preparationCost:double,

productType:string}
<transport, property,function,axiom,instance >
ObjectProperty: {has_TransCost}
DataProperty:{actualWeight:double, delay; integer,

TransportType:string}
<weather, property,function,axiom,instance >
SubClass:{Sunshineintensity,Ultravioletintensity,

Rainfallintensity,humidity,haze}
IRPO is constructed using Protégé. The structure of

IRPO is shown in Figure 5. “owl: Thing” is superclass, which
includes five modules “Organization,” “DeliveryCost,” “Deli-
veryModel,” “Weather,” and “DailySelling.” “Organization”
is the organizer who can include other supply modes by
means of extending. “Organization” has three instances the
“LDC,” the “Drugstore,” and the “DeliveryCenter”. The
“LDC” maintains “Product” and “Inventory”; each “Product”
has “Inventory” as an attribute. Similarly, “Drugstore” also
has “Product” and “Inventory” as attributes. A matter of con-
cern in “Drugstore” is “DailySelling,” which is affected by the
“Weather.” The “Weather” has five instances “Shineinten-
sity,” “DeliveryModel,” “Haze,” “Humidity,” and “Ult_inen-
sity.” “DeliveryModel” has two instances “Express” and
“Daily_Truck” as delivery modes. Both “Delivery_Plan” and
“DeliveryModel” are scheduled by the “DeliveryCenter.”
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Additionally, “Delivery_Plan” concerns “DeliveryCost,” while
“DeliveryCost” consists of “TransportCost,” “InventoryCost,”
and “Cus_Sat_Cost (Custormer_Satisfaction_Cost).” The
“Cus_Sat_Cost” is affected by “Cus_Sat (Custormer_Satisfica-
tion),” which concerns about the maintained products inven-
tory levels.

In IRPO, there are three kinds of relations defined among
concepts. Table 2 lists the three relations and gives explana-
tions about each of them. For each relation, an example is
given to illustrate it.

3.4. The Reasoning Layer. Price and tax management [16] has
been considered as a new management technology after
supply chain management and customer relationship man-
agement (CRM). Its main idea is that a company should
optimize the prices of its products and services based on
a full understanding of the costs of the supply chain. At
the same time, supply chain operations should also be
optimized to reflect the revenue generated by different
product types and customers. Therefore, prices and supply
chain decisions should not be as independent as in the
past but should be well integrated, which is another way
to inject intelligence into supply chain management.
Therefore, we propose the following three questions:

Q1: according to the sales of each retail (drug) store, how
does the LDC distribute the product quantity?

Q2: according to distribution tasks, how to plan out a
route with the lowest distribution cost?

Q3: for a retail (drug) store, considering the sales that are
affected by weather factors, how to dynamically adjust the
quantity of products delivered?

3.4.1. A Mathematical Model of Distribution Algorithms. The
problem in the motivated case considers a local (subsidiary)
distribution center that is in charge of delivering a set of
products (pi ∈ P) to customer (drug stores) warehouses
(i ∈W) on a finite horizon (t ∈ T) through a VMI process.
Customers are independent but admit to share the visibility
on their demands (dti,p). According to a CPFR midterm pro-
cess, promises (Prti,p) of product availability have been made
to each customer. Moreover, the current visibility of final
consumer demands may no more fit to the one planned at
the CPFR time. The problem thus arises when all the prom-
ises or all the demands cannot be fulfilled because of insuffi-
cient supply or production (Rt

p) at the local distribution
center. From the vendor’s perspective, the problem is to share
the shortage (ILti,p) among the customers while avoiding
stockouts (I−ti,p) at customer warehouses, satisfying as much
as possible promises, synchronizing delivering tours, and
respecting delivering frequencies (fr).

Various routes (r ∈ R) (i.e., multicustomer routes and
emergency quick routes) have been defined beforehand for

Delivery center

Delivery_plan

Owl: thing

Express

Delivery model

Daily_truck

LDC

Origanization

Inventory

Product

The_time_stampHaze

Weather

RainintensityUlt_intensity

Inventory cost

Delivery cost

Daily selling

Cus_satCus_sat_cost

Shineintensity

Humidity

Drugstore

Figure 5: The domain ontology model.

Table 2: Relations employed in the domain ontology.

Relationship Explanation Instance

Extension A class is a subclass of another class.
Owl:thing←(drugstore, LDC, delivery center)

deliveryMode←(daily_truck, express)

Aggregation A class consists of more than one class. DeliveryCost←(transportcost, Inventorycost, customer_satisfication_cost)

Dependency A class needs to use another class. Dailysell is affected by the weather.
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delivering (parts of) the customers (i ∈ Cr). This assumption
dramatically reduces the IRP complexity, so that an optimi-
zation procedure can be used.

The underlying model is inspired from the [17] formula-
tion but adds some specific constraints in order to model the
supply limits and CPFR promised constraints. The model
considers continue variables for inventories (Iti,p), trans-

ported quantities (TRt,r
i,p), low-level inventories (ILti,p), stock-

outs (I−ti,p), and nonsatisfied promises (NPrti,p). Integer
variables formalize the decision of launching a transport on
a route on a given time (ztr).

The objective function minimizes the total cost which
contains transportation costs, various warehouse costs asso-
ciated with inventory holding, nonrespect of the VMI mini-
mal inventory costs, stockout costs, and nonrespect of the
CPFR promises costs.

MIN 〠
t∈T

〠
r∈R

f cr:z
t
r +〠

t∈T
〠

i∈N∪ 0f g
〠
p∈Pi

hi,p:I
t
i,p + hli,p:ILti,p + h−i,p:I

−t
i,p + hpi,p:NPr

t
i,p

 !
:

ð1Þ

Five of the general constraints are listed below. Con-
straints (2)and (3) express the balance of flows at drug store
warehouses and the local distribution center. Constraint (4)
defines the stockouts. Constraint (5) expresses VMI low-
level inventory. Constraint (6) models the nonrespect of the
CPFR promised quantities.

Iti,p = It−1i,p + 〠
r∈R,t>lr

TRt−lr ,r
i,p − dti,p, ∀t ∈ T , i ∈W, p ∈ Pi, ð2Þ

It0,p = It−10,p + Rt
p − 〠

r∈R,t>lr
TRt,r

i,p, ∀t ∈ T , p ∈ Pi, ð3Þ

Iti,p + I−ti,p ≥ 0, ∀t ∈ T , i ∈W, p ∈ Pi, ð4Þ

Iti,p + ILti,p ≥MINi,p, ∀t ∈ T , i ∈W, p ∈ Pi, ð5Þ

NPrti,p = NPrt−1i,p − 〠
r∈R,t>lr

TRt−lr ,r
i,p + Prti,p, ∀t ∈ T , i ∈W, p ∈ Pi:

ð6Þ
Some of the unitary costs are hard to be quantified and

balanced. Inventory holding costs (hc) and freight costs (fc)
can easily be measured, but low-level inventory and prom-
ised nonsatisfaction costs are rarely defined in the agreement.
Thus, they can be defined as compromises in comparison to
the other costs. Moreover, from the vendor’s perspective, all
the customers are rarely equivalent. So, holding costs are
adapted so that important customers are favoured.

In the CPFR context, a demand is sensible to promotions
and other market effects. That volatility makes it difficult to
forecast. Thus, getting data from the market and modelling
its impact on the demand forecasts become a crucial issue.

The PFDC algorithm is built upon a mathematical model
to calculate and obtain the optimal distribution plans. How-
ever, the mathematical model is not suitable for ontology
modelling in the first place. The mathematical model only

relies on numerical calculation and has no semantic func-
tions. Considering the weather factors, it cannot be
dynamically programmed, so a more appropriate distribu-
tion optimization method is needed. In the field of knowl-
edge engineering, rules are an important means to achieve
reasoning [18].

The sales of cosmetics (PFDC products) are closely
related to the weather, which can be divided into the follow-
ing situations. When it is cloudy and rainy, the sunshine will
weaken and the humidity will increase, which will restrain
consumers from buying moisturizers and sunscreens. Sales
of sunscreens and hydrating skincare products increase dur-
ing the uV-heavy months. Promotional activities held to
stimulate consumer consumption should also consider
weather conditions to determine promotional products. In
addition, studies have shown that consumers of combined
products have higher sales than those of single products.
Therefore, when considering combined products, weather
factors should be taken into consideration to combine suit-
able products together, such as high-temperature weather,
vigorous cleansing facial cleanser, and refreshing hydrating
facial masks can be combined products.

3.4.2. The Definition and Division of Reasoning Rules. Rea-
soning refers to the process of introducing conclusions from
existing facts according to certain rules. Knowledge-based
reasoning rules emphasize the choices and applications of
knowledge.

By adding semantic information to entities, semantic rea-
soning can be carried out to better realize the use of informa-
tion. Ontological reasoning, with semantics as a prerequisite,
can be automated by machines instead of manual reasoning.
The following five types: (i) class hierarchy relationships, (ii)
class equivalents, (iii) individual identity, (iv) compatible,
and (v) classification, can be deduced automatically. The
important role of ontological language in supporting reason-
ing includes checking the compatibleness of ontology and
information, checking the implicit relations between classes,
and automating the classification of instances. Automatic
reasoning can check more content than manual reasoning,
which is very beneficial to the large-scale ontology design
or the fusion and sharing of data from different sources.

Ontological reasoning machines can be divided into two
categories: special and universal. For the special ontology rea-
soning machines, some examples are Racer, FaCT, Pellet, etc.
They support the main ontological languages, such as RDFS
and OWL. For the universal ontological reasoning machines,
one typical instance is Jess. At present, there are four main
ways to implement ontological reasoning.

First, the reasoning methods are based on traditional
description logic. Typical ones are Pellet [19], Racer [20],
and FaCT [21], which are ontological reasoning machines
designed and implemented based on traditional tableaux
algorithms. Furthermore, many tableaux algorithm optimi-
zation techniques have been introduced to make efficient
reasoning.

Second, the reasoning methods are based on rule-based
approaches. Ontological reasoning, as a kind of application,
can be mapped to the rule reasoning engine for reasoning.
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There are many ready-made conversion tools to implement
OWL as reasoning rules. The ontological reasoning machines
currently implemented as rule-based ones are Jess [22],
Jena, etc.

Third, the reasoning methods are based on program edit-
ing. Based on the implementation of the deductive database
technologies, two typical system projects are F-OWL and
KAON2.

Fourth, the methods are based on the first-order predi-
cate prover. Because OWL declaration statements can be eas-
ily converted into first-order logic, it is easy to use traditional
first-order predicate provers to implement ontological rea-
soning for OWL, such as Hoolet’s ontological reasoning
machine, which uses Vampire’s first-order predicate prover
to implement ontological reasoning.

3.4.3. The Reasoning Rules Adopted in DKDM4L. We use
SWRL [23] rule language to define the reasoning rules in
DKDM4L. SWRL (Semantic Web Rule Language) is a lan-
guage that renders rules semantically. Parts of the concepts
of SWRL’s rules are evolved by RuleML and combined with
OWL ontology. SWRL is already a member of theW3C spec-
ification. SWRL can be regarded as a combination of rules
and ontology. Through the combination of the two, the rela-
tionships and vocabulary depicted in ontology can be used
directly while writing rules. While the relationships between
these categories may otherwise require additional legal
descriptions, ontology descriptions can be used directly in
SWRL.

A total of ten rules with explanations are established as
follows. Table 3 categorizes these ten rules into three groups
and shows the source code.

(i) rule_delay: a delivery delay warning, if the delivery
date spans a date with inclement weather on that
date, the delivery may be delayed

(ii) rule_storage: it is recommended to modify the stock
prompt

(iii) rule_sellingall: the inventory is less than or equal to
zero inventory

(iv) rule_xsdailytrunc: judgment may be dailyTrunc
distribution, whether xs_dailyTrunc is true, if it is
true can be dailyTrunc distribution or express
delivery

(v) rule_xsexpress: judgment for express delivery,
whether xs_express to true, express delivery if said
is true

(vi) rule_lessTranscost: judging dailytrunc and express
two distribution modes which cost is lower, the
choice of the what kind of shipping method, if daily-
trunc transport costs less than express transporta-
tion costs, transportation costs less equivalent to
the total costs less, so choose dailytrunc, otherwise
choose express

(vii) rule_fdailytrunc: the final delivery way is daily-
truck

(viii) rule_fexpress: the final delivery way is express

(ix) rule_recentDelivery: judge whether there is a recent
distribution

(x) Rule_badWeather: considers the day to be bad
weather

4. Case Study and Evaluation

4.1. Testing Data Acquired. In order to ensure the generality
of the experimental case and make the performance of
DKDM4L convincible, two aspects of effort have been made.
First, the experimental case is generated from PFDC daily
work; it is not just designed specifically for this research
work. Second, all the testing data are real, which are captured
from PFDC systems. To avoid obtaining the testing results by
chance, we captured one-month period data and used all the

Table 3: Rule types and source code.

Rule type Rule Source code

Distribution optimization

rule_delay
rule_xsdailytrunc
rule_xsexpress

rule_recentDelivery Rule_
badWeather

[(?d has_date ?x) (?x has_badWeather ?y) -> (?dhas_delayed_warning ?x)]
[(?x possible_has_daily_trunc ?y) (?y equals_to_daily_trunc ?z) -> (?x actual_

has_daily_trunc ?z)]
[(?x possible_has_express ?y) (?y equals_to_express ?z) ->(?x actual_has_

express ?z)]
[(?x get_drug ?y) (?y equals_to_recent ?z) ->(?x has_recent_delivery ?z)]
[(?x has_weather_infuence ?y)(?y equals_to_influence ?z) ->(?x has_

badWeather ?z)]

Retail store inventory
optimization

rule_storage
rule_sellingall

[(?x reach_maxWarningNum ?y)(?y is_equal_to_notice ?z) ->(?x has_
storage_warning ?z)]

[(?x is_less_zero ?y) (?y is_equal_to ?z) -> (?x has_sellall_warning ?z)]

Cost optimization
rule_lessTranscost
rule_fdailytrunc
rule_fexpress

[(?x has_transcost ?y)(?y is_cheaper_than ?z) ->(?x has_lessTranscost_than
?z)]

[(?x possible_take_daily_trunc ?y) (?y equals_to_dtt ?z) -> (?x take_daily_
trunc ?z)]

[(?x possible_take_express ?y) (?y equals_to_ext ?z) ->(?x take_express ?z)]
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data as testing input. A research team in PFDC provided the
data captured from their daily business.

Parts of the sensitive records are replaced by particular
items. A specific string of numbers is used to replace the real
names of both drug stores and products. Table 4 shows the
information of the LDC, drug stores, and products.

Due to some reasons, such as cooperation relations and
purchase quantities, PFDC sells products to different DSs
with different prices. The selling prices directly affect the
inventory holding costs in DSs. Table 5 shows the selling
prices of all products to each DS.

The weight and the volume of one product are two key
issues to consider when making delivery plans. In the simpli-
fied situation, only the weights of each product are taken into
consideration. The total weight directly affects the load and
the cost of each distribution mode (especially the express
mode). Table 6 shows the weights of each product. Here, only
the net unit weights, which are provided by the producers of
these products, are recorded.

As illustrated above, two kinds of distribution modes
have been employed by PFDC. Each of them has floating
costs based on both transportation distances and loads
(weights) being carried. Table 7 shows the express distribu-
tion costs (concerning only the weights being distributed),
and Table 8 shows the floating costs of the daily truck distri-
bution mode. As shown in Table 7, the express distribution is
used to deliver light loads and the cost increases with each
kilogram.

If the delivery weight is more than ten kilograms, the
express distribution is not a preferable mode due to its high
costs. As shown in Table 8, the daily truck distribution is used
to deliver medium loads; its cost increases with every ten
kilograms. If the delivery weight is more than one hundred
kilos, the distribution cost increases by 27.91 Euros per one
hundred kilograms. Normally, this distribution mode covers
all five DSs in one route.

Together with the transportation costs, the inventory
level is another important driving factor in making distribu-
tion decisions. As illustrated in Figure 3, two thresholds are
defined to limit the inventory for all five kinds of products
in each DS. Table 9 shows all the threshold pairs.

Considering the distribution driving factors from the
inventory aspect, besides these threshold pairs, there are

two other items “current inventory records” and “daily sell
outs.” The current inventory records and daily sell outs are
real-time data that are automatically generated. PFDC pro-
vided the current inventory records (CIR) and daily sell out
(DSO) data collected within a period of one month. As an
example, Table 10 shows parts of the data collected from
drug store 2 during a five-day period.

4.2. The Testing Results

4.2.1. The Testing Process. The original collected data is one-
month sale data of PFDC, including initial inventories, daily
sales of each drug store. The original data has 5 stores (DS1,
DS2, DS3, DS4, and DS5) with 5 items to sell (P1, P2, P3, P4,
and P5). Using the original nearly one-month sale data as
input, the daily inventories and sales of products and inven-
tory restrictions can be obtained through model processing.

4.2.2. The Results and Evaluation. DKDM4L recommends
the optimization distribution plans for PFDC, considering
the delivery costs, the delivery time, the drug store inventory
thresholds, etc.

Figure 6 shows the comparison results between original
distribution plans and suggested distribution plans by
DKDM4L. The horizontal coordinate indicates the date
while the vertical coordinate represents the total costs of
delivery. According to this chart, the direct distribution costs
of DKDM4L suggested plans are slightly higher than the
original plans. Particularly, on the first day, the distribution
cost contributed almost one-third of the total costs. However,
the original plans can not strictly satisfy the “minimum and
maximum inventory” restriction, which threatens the stable
supply of products. The two charts, shown in Figures 7 and
8, about “DS1-P2” and “DS4-P2” inventory changes briefly
demonstrate this point.

As shown in Figures 7 and 8, the plans suggested by
DKDM4L satisfied perfectly the “maximum and minimum”
inventory restriction.

Actually, the distribution plans suggested by DKDM4L
largely enhances the stability of product supply, benefiting
the drug stores in the long term as well as earning them a
good reputation. To PFDC, the customer satisfaction always
comes first.

(i) Optimization of the product delivery. Input the one-
day sales data of each product in each drug store,
and DKDM4L gives the total amount of required
products for the next day. DKDM4L can generate
distribution alerts before (and after) the

Table 5: The prices of each product selling to different DSs.

P1 P2 P3 P4 P5

DS1 4.84 € 4.66 € 10.21 € 4.47 € 8.12 €

DS2 4.47 € 4.54 € 10.21 € 4.47 € 8.12 €

DS3 4.84 € 4.54 € 10.29 € 4.47 € 8.12 €

DS4 4.47 € 3.89 € 10.21 € 4.47 € 8.12 €

DS5 4.84 € 4.54 € 10.21 € 4.47 € 8.12 €

Table 4: Local distribution center, drug stores, and products.

Item LDC DS1 DS2 DS3 DS4 DS5 P1 P2 P3 P4 P5

Name Muret 09260 11333 14311 19894 20307 511 691 585 677 686

Table 6: The weights of each product.

P1 P2 P3 P4 P5

Unit/weight (kg) 0.063 0.369 0.485 0.056 0.122
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Table 7: The costs of the express distribution mode.

To.\weight (kg)\cost (€) 0-1 1-2 2-3 3-4 4-5 5-6 6-7 7-8 8-9 9-10

DS1/DS4/DS5 3.93 4.41 5.38 5.84 6.31 6.77 7.23 7.64 8.05 8.46

DS2 3.86 4.33 5.30 5.76 6.22 6.68 7.12 7.53 7.93 8.34

DS3 3.81 4.22 4.99 5.40 5.81 6.22 6.44 6.66 6.89 7.11

Table 8: The costs of the daily truck distribution mode.

To.\weight (kg)\cost (€) 1-10 10-20 20-30 30-40 40-50 50-60 60-70 70-80 80-90 <100
DS1/DS4/DS5 13.14 14.98 16.73 18.70 20.60 23.04 25.10 26.62 28.13 28.99

DS2 13.42 15.30 17.08 19.10 21.04 23.53 25.63 27.18 28.72 29.60

DS3 11.13 12.79 14.24 15.80 17.42 19.32 21.03 22.40 23.55 24.51

Table 9: Inventory managing threshold pairs.

DS/product
P1 P2 P3 P4 P5

Min Max Min Max Min Max Min Max Min Max

DS1 20 50 20 50 1 5 1 10 2 10

DS2 30 60 50 200 1 6 5 20 2 10

DS3 20 100 15 250 1 50 2 10 3 15

DS4 30 150 200 500 3 20 10 50 30 70

DS5 30 100 100 1000 10 100 5 30 10 50

Table 10: Current inventory records and daily sell out data collected from DS2.

Product/day
Day 1 Day 2 Day 3 Day 4 Day 5

CIR DSO CIR DSO CIR DSO CIR DSO CIR DSO

P1 36 6 30 5 25 7 18 5 31 8

P2 35 8 27 9 18 10 8 8 28 0

P3 3 1 3 0 3 1 2 0 2 0

P4 21 1 19 1 18 2 16 3 13 0

P5 23 1 21 2 31 2 29 1 6 2
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Figure 6: A comparison of total costs between original plans and DKDM4L suggested plans.
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recommended plans being executed. Four kinds of
alerts are listed as follows:

(a) The sales (decreased significantly) warnings

(b) Inventory (below the minimum inventory
threshold) warnings

(c) The total number of noncompliance require-
ment warnings

(d) Inventory (above the maximum inventory
threshold) warnings

(ii) Optimization of the delivery mode. After a delivery
plan is formed, a recommendation of the delivery
model (express or daily truck) is given based on the
quantity and volume of the delivery products and

the leading time of the delivery mode. DKDM4L
considers also the weather influence that can cause
delivery delays

(iii) Recommendation of the optimization of drug store
inventory thresholds. DKDM4L takes the weather
conditions into account, predicting the delivery
arrival time. If the weather conditions may trigger
a sold-out warning, both the minimum and maxi-
mum inventory thresholds will be raised, and vice
versa

To sum up, DKDM4L has the following two advantages:
ensure the continuous supply of products and bring cus-
tomers (drug store) a better being served experience. One
point to be emphasized, PFDC is a pharmaceutical and cos-
metic company, and the selling of these kinds of products is
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sensitive to the weather. DKDM4L is aimed at serving this
kind of companies to optimize their logistics. This is also a
limitation on the usage of DKDM4L.

5. Related Work

We present the related work from two aspects: traditional
data-driven supply chain management (especially focusing
on the logistics issue) methods and modern knowledge-
driven optimization supply chain management methods.

For the traditional data-driven logistics management
methods, “Collaborative Planning Forecasting and Replen-
ishment” (CPFR) and “Vendor Managed Inventory” (VMI)
are identified as mutually benefiting good practices [24, 25].

CPFR structures long to mid-term planning processes so
that partners jointly plan a number of promotional activities
and work out synchronized forecasts, on the basis of which
the production and replenishment processes are determined
[26]. VMI is based on an agreement where vendor and buyer
agree on a process for sharing data (product sales, forecasts
about future sales, and inventory levels) so that the vendor
monitors the customers’ inventory organizing replenish-
ments (deciding order quantities, shipping, and timing)
[27]. The vendor can take advantage of these data to dynam-
ically adapt lot sizes, synchronize deliveries to several cus-
tomers, and adjust the delivery frequency.

From the decision support point of view, VMI falls under
the Inventory Routing Problem (IRP). Knowing a planned
demand on some customers, the IRP objective is to decide
on delivery quantities and maintain the customers’ invento-
ries in an agreed range while organizing distribution tours
in order to minimize the total cost of the supply chain [28].
The complexity of the problem depends on the number of
products, the horizon of decisions (1 period, finite or infinite
horizon), the nature of demands (planned or stochastic), the
existence of routing alternatives (exist or must be built), and
the vendor constraints (finite quantities per product, finite or
infinite production capacity). To solve this problem, many
heuristics and optimization data-driven procedures have
been proposed depending on the specificities of the problem
[7]. To acquire good performance, both CPFR and VMI
require the support of large quantity and high-quality rele-
vant data. The process of collecting, storing, retrieving, and
processing data is important to apply the two practices.

However, since the IoT theories and techniques become
mature, more and more intelligent devices are employed in
logistics. These devices generate a large volume of heterogo-
nous data with a high speed. Meanwhile, considering the
devices themselves, the network transmission environment,
and data processing techniques, the quality of these data is
difficult to ensure. Furthermore, some impact factors that
cannot be quantified and certain uncertainties also affect
the distribution decisions in logistics. Considering the above
factors, the applications of data-driven optimization algo-
rithms have encountered a bottleneck.

The advanced data transmission and storage technolo-
gies, such as wireless sensor networks (WSNs), enabled mod-
ern logistics. A large number of research works focusing on
sensor data management are published. In [29], the authors

focus on the technologies of optimizing the data storage of
wireless sensors (WSNs); blockchain technology is intro-
duced to save the storage space of network nodes. In [30],
the authors focus on the data redundancy problem; a two-
stage data simplicity method for the sensor network is
proposed.

Even though data processing technologies are improved,
uncertainty issues still cannot be handled well by data-driven
optimization methods. Therefore, knowledge-driven methods
have been proposed in both academics and industry. The
adaptation of knowledge representation (with domain ontol-
ogies) and knowledge reasoning in IoT applications (e.g.,
supply chain management, smart home, and e-health)
becomes quite common now. In the medical Internet of
Things, which aims at realizing the local ontological semantic
expansion by being associated with open correlation data
sources, research work [31] proposed an ontology model that
is designed and applied to multiple sensors to collect vital
sign data. Since the concept of intelligent supply chain [32]
was put forward, more and more researchers have paid atten-
tion on the combination of supply chain management and
IoT. Research work [33] reviewed the applications of big data
analysis technologies in supply chain management. In [34],
the authors built the “TOVE Traceability Ontology” to trace
the source of products. There are other domain ontologies
built in the context of supply chain management, such as
works presented in [35, 36]. Research works presented in
[37, 38] are also knowledge-driven methods focusing on
traceability of delivering products. Reference [39] focuses
on configuring blockchain architectures for supply chain. In
[40], a noteworthy effort develops the EAGLET ontology
for ensuring data interoperability between diverse IoT
devices over a supply chain.

Benefiting from the rapid development of information
technologies, the cost of logistics has been greatly reduced.
In order to make good use of those relevant technologies,
domain-specific adaptation is required. Traditional data-
driven distribution optimization algorithms have to be
adapted and enhanced to face new challenges (e.g., uncer-
tainties brought by big data era). Ontology, as a typical way
of representing knowledge, has been adapted widely in the
combination of supply chain management and IoT. Focusing
on the specific IRP, this paper focuses mainly on improving
the performance of mature data-driven optimization algo-
rithms with knowledge-driven theories and techniques. Par-
ticularly, knowledge reasoning is introduced to handle
uncertainties and factors that cannot be quantified.

6. Conclusion

This paper proposes a hybrid data-driven and knowledge-
driven method “DKDM4L” to optimize the IRP of modern
logistics. A four-layer theoretical framework is proposed,
and as the core of this framework, specific domain ontology
is created on the third layer. This domain ontology is built
upon two mature optimization algorithms of IRP, and the
mechanism of handling factors that cannot be quantified
and uncertainties has been integrated in as functions and rea-
soning rules.
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Compared to the traditional data-driven IRP optimiza-
tion methods, DKDM4L owns three main advantages. First,
based on the formal precise semantics of the domain ontol-
ogy, DKDM4L can better handle data quality issues, such as
believability and completeness. Second, as an inherent char-
acteristic of knowledge-driven methods, DKDM4L has better
scalability and generality. This means DKDM4L can be tai-
lored or extended easily for other applications. Third, uncer-
tainty (especially considering weather conditions) handling
mechanism has been integrated in DKDM4L. With the edit-
able reasoning rules defining on the fourth layer of the frame-
work, the product distribution decisions made by DKDM4L
are more reasonable. Based on the three advantages,
DKDM4L can be a better potential solution to modern logis-
tics, which can be regarded as a practical scenario of IoT.

The original trigger of this research work is the C2Net
Project. At first, we focused only on proposing a new VMI
optimization algorithm (a pure data-driven one). As one
partner of the C2Net Project, PFDC provided a practical
business scenario with real data as the test case. During the
project, we found that a pure data-driven optimization
method had encountered many limitations. Therefore, we
extended our work to the current status. Again, the practical
scenario (a simplified version with four hypotheses) from
PFDC is the foundation of proposing DKDM4L. The perfor-
mance of DKDM4L has also been tested and evaluated with
the collected real data. The testing results approve that
DKDM4L is a potential solution to IRP of modern logistics.

We will extend DKDM4L in three aspects in the future.
First, enrich the domain ontology (knowledge model) to
improve the generality. The current domain ontology is built
mainly considering the scenario provided by PFDC. More
scenarios and industry standards will be taken into consider-
ation to enrich this ontology. Second, more uncertainty han-
dling mechanisms will be included. Besides the influence of
weather conditions, other uncertainties such as the launching
of new products, the promotion of other competitive prod-
ucts that also affect on distribution decisions should be well
addressed. Third, by analyzing industry standards, more rea-
soning rules are necessary to be defined both to better control
the quality of collected data and better address other
uncertainties.

Data Availability

The whole testing dataset provided by PFDC is available. We
can share it with researchers providing a formal application.
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Sensing navigational environment represented by navigation marks is an important task for unmanned ships and intelligent
navigation systems, and the sensing can be performed by recognizing the images from a camera. In order to improve the image
recognition accuracy, this paper combined a contour accentuation algorithm into a multiple scale attention mechanism-based
classification model for navigation marks. Experimental results show that the method increases the accuracy of navigation mark
classification from 95.98% to 96.53%. Based on the classification model, an intelligent navigation mark recognition system was
developed for the Changjiang Nanjing Waterway Bureau, in which the model is deployed and updated by the TensorFlow Serving.

1. Introduction

For unmanned ships and vessel traffic service (VTS), intelli-
gent perception of the navigational environment is an impor-
tant topic [1]. The navigational environment mainly includes
two parts: the dynamic vessels and the navigational features
marked by the navigational aids. According to the IALA
(International Navigation and Lighthouse Administration
Navigation Association), the definition of the term Aid to
Navigation (AtoN) means any specific equipment, system,
or service outside the ship, specifically used to assist naviga-
tors in determining their location or safe route or to warn
them of dangers or obstacles to navigation [2]. AtoN mainly
consists of buoy and beacon; the former is a floating object
fixed at the bottom; the latter is a structure permanently set
on the seabed or land. Both of them can be categorized as
“marks.” They have distinctive shapes, colors, top marks,
and other auxiliary markings which can be observed to indi-
cate their purposes during the daytime. The relevant infor-
mation about navigation marks is usually obtained through
the Electronic Chart Display and Information System

(ECDIS) or Automatic Identification System (AIS) [3]. How-
ever, it is a new challenge about how to visually and automat-
ically detect navigational aids through the camera.

With the development of artificial intelligence technol-
ogy, many intelligent detection technologies are applied to
VTS [4, 5] and smart ships [6, 7]. Among them, the applica-
tions of deep learning technology in the detection and classi-
fication of ships are currently widely used [8, 9]. The purpose
of this type of application is to supplement information about
ships not in AIS [10]. For navigation marks, although their
basic information can be obtained through ECDIS, sailors
are still required to keep visual observing on their realtime
states by the eye or with a telescope [11]. At the present stage,
the detection and classification of navigation mark images is
not as widely studied as ships [12]. Compared to ship image
classification and recognition, there are fewer references
available. In previous research [12], we exploited deep learn-
ing technology to study the navigation marks’ image recogni-
tion during the daytime. It proposed a fine-grained ResNet-
based classification model to classify navigation marks
named ResNet-Multiscale-Attention (RMA). The accuracy
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of this model reaches at 95.98% on a dataset including 10260
navigation mark images. However, the experimental results
showed that the model also has some certain misclassifica-
tions of navigation marks, especially in aspect of the images
with inconsistent shapes.

To solve these problems, this paper studied further to
improve the classification model for navigation mark images,
and the contributions are highlighted as follows.

(i) An improved navigation mark classification method
with contour accentuation is proposed, and its classi-
fication accuracy arrives in 96.53%

(ii) An intelligent service system is developed and has
been applied by the Changjiang Nanjing Waterway
Bureau; it provides image recognition service of nav-
igation marks on the Yangtze River

The contents of this article are organized as follows. Sec-
tion 2 describes the related works. Section 3 describes the
improved classification model for navigation mark images
by contour accentuation method. Section 4 provides practical
experimental results and discussion. Section 5 illustrates the
intelligent application system. Finally, conclusions and future
work are given in Section 6.

2. Related Work

In deep learning technology, convolution neural networks
(CNN) are suitable for visual recognition and image classifi-
cation tasks. AlexNet [13], VGG [14], GoogleNet [15],
ResNet [16], and DenseNet [17] are some of the networks
that attract attention from researchers. Various image classi-
fication methods based on CNN were applied to many fields,
such as medical image analysis [18] and face recognition
[19]. Some researches about vessel recognition also had been
reported. Shi et al. [20] put forward a new deep learning
framework, which combined the underlying functions and
could effectively use useful information to classify the ship
optical image. Oliveau et al. [21] proposed a new vessel clas-
sification theory based on semisupervised learning. Shin et al.
[22] proposed a model using interest region combined a con-
volutional neural network for improving the ship images’
classification accuracy. Solmaz et al. [23] proposed a frame-
work and a new loss function to recognize the marine and
land vehicles in a fine-grained way using multitasking
learning.

Comparing with the vessel images, the different types of
navigation marks may only have subtle differences in certain
specific positions. To some extent, their image classification
is a fine-grained classification. An important method of
fine-grained classification is the attention mechanism. The
attention mechanism is essentially to imitate the way humans
observe objects. Google [24] proposed a novel recurrent neu-
ral network model, which extracted information from images
or videos by adaptively selecting regions or position
sequences and only processing the selected areas with high
resolution. Google [25] also presented an attention-based
model for identifying multiple objects in an image. In addi-

tion to the research on the attention mechanism algorithm,
many scholars apply the attention mechanism to image clas-
sification. Haut et al. [26] proposed a new visual attention-
based classification algorithm. Yang [27] proposed a Retina-
Net model based on attention mechanism to match and clas-
sify the target ship accurately. In our previous model for
navigation mark image classification [12], an attention
mechanism based on three scale fusion of feature map was
proposed to locate the area of attention and obtain
characteristic.

However, the attention mechanism weakens the contour
features. The results of the previous study [12] show that the
RMAmodel has misclassification due to inconsistent appear-
ance. The contour accentuation method can correct these
problems [28]. In some fields, this method was widely used.
Shotton [29] proposed a new type of automatic visual recog-
nition system based on local contour features, which can
locate objects in space and scale. It also confirmed that con-
tour was a powerful hint for the multiscale and the multitype
visual object recognition. Lin [30] also developed a new tech-
nology for detecting fruits in natural environments based on
contour information. Their experiments showed that the
proposed method was competitive for most types of fruits
in natural environments, such as green, orange, circular,
and nonround. To obtain higher accuracy of ship recogni-
tion, a contour accentuation method combined a ship recog-
nition method based on transfer learning was proposed to
analyse the ship images to detect the ship types. The actual
results showed that the contour accentuation method with
the transfer learning could obtain higher accuracy in ship
image recognition [31]. Obviously, contour features are help-
ful to visual recognition. Therefore, in this paper, contour
accentuation was expected to complement the affect of atten-
tion mechanism, and it was combined into the RMA model
for navigation mark classification to further improve
accuracy.

Recently, there are some intelligent information systems
were reported about navigation mark management and ser-
vice [32–34]. However, these systems were mainly developed
based on telemetry and remote control; their identification
mechanism of navigation marks is different from image rec-
ognition. Qi et al. [35] proposed a maritime navigation mark
system based on electromagnetic waves, and Zhang [36] pro-
posed a navigation mark communication system based on
WLAN. These systems mainly provide information service
of navigation marks by position instead of visual recognition.
In this paper, a novel intelligent service system for image rec-
ognition of navigation marks was developed, and it orients to
the application scenarios from camera.

3. Classification Models for Navigation Marks

This section firstly introduces the classification model of nav-
igation marks called ResNet-Multiscale-Attention (RMA)
model, then describes how to combine the RMA model with
contour accentuation.

3.1. The ResNet-Multiscale-Attention (RMA) Model. In the
daytime, navigation marks can be recognized by their shape,
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color, and other auxiliary features. However, some kinds of
navigation marks have a similar contour with subtle differ-
ences. Accordingly, for the visual navigation mark image rec-

ognition, the fine-grained image classification method is
better than the general-level ones. Generally, in the deep neu-
ral networks of classification, low-level features have less

(a) (b) (c)

Figure 2: Contour accentuation of navigation mark image.
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Figure 1: Network structure of the RMA [12].
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semantic information but more information about the tar-
get’s position. Instead, high-level features have more seman-
tic information but less detailed information about the
target’s position. General-level models usually do not per-
form well in fine-level tasks with the high-level features [12].

To tackle the fine-grained classification of navigation
marks, a model called RMA was proposed in which the
ResNet-50 was enhanced by adding a multiple scale attention
mechanism [12]. As shown in Figure 1, in the network struc-
ture of RMA, the images of navigation mark were enhanced
firstly by an improved ResNet-50, then classified by the second
ResNet-50. The first ResNet-50 layer is designed as an atten-
tion matrix to capture the attention regions. Three-channel
feature maps ð f1, f2, f3Þ from different stages of ResNet-50
represent three detail scales; there are integrated to form an
attention matrix F by Convolution, Upsample, and Concat
processes. And the F is then multiplied with element-wise of
the input image to highlight the favourable classification area.
The second ResNet-50 layer performs classification task and
outputs final probabilities pðxÞ of all navigation mark types.

Experiment results on a navigation mark image dataset
showed that the RMA had classification accuracy about
95.98%, which was better than 94.14% of the ResNet-50.

3.2. RMAModel with Contour Accentuation. Contour features
are helpful to visual recognition by enhancing target in the
image, which was verified in many types of research and our
other experiment about ship recognition. The multiple scale
attention mechanism of RMA is aimed at locating the target’s
region, and the objective of contour is the enhancement of the
target’s features. In this paper, the contour accentuationmethod
is considered to be combined into the RMA model for further
improving the classification accuracy of navigation marks.

The original image of navigation mark as shown in
Figure 2(a) is a m × nsize of color image, with red (R), green
(G), and blue (B) three color channels. Its pixel matrix can be
denoted as C = fc1,1,1, c1,1,2, c1,1,3⋯,cx,y,1, cx,y,2, cx,y,3⋯,cm,n,1,
cm,n,2, cm,n,3g, where the value of red, blue, and green color
in the pixel position ði, jÞ are ci,j,1, ci,j,2, and ci,j,3, respectively.

D Pi,j, Px,y
� �

=
Y3

1
Ci,j,k − Cx,y,k
�� ��: ð1Þ

The function DðPi,j, Px,yÞ in Equation (1) is defined to
measure the color difference between pixel ði, jÞ and pixel ð
x, yÞ. If the color difference with all its neighbours is more
significant than a critical value d, the pixel can be regarded
as a contour point. Otherwise, it is not on contour. So, by
Equation (2), the pixels on contour are set to black, otherwise
set to white. The contour of navigation mark image can be
captured in Figure 2(b).

f Pi,j, Px,y
� �

=
0, if

Yi+1

x=i−1

Yj+1

y=j−1
D Pi,j, Px,y
� �

≥ d,

1, otherwise:

8
>><

>>:
ð2Þ

Furthermore, by Equation (3), which keeps the original

color of pixels that is not on contour instead of white, an
image with contour accentuation C′ = fc1,1,1′ , c1,1,2′ , c1,1,3′ ⋯,
cx,y,1′ , cx,y,2′ , cx,y,3′ ⋯,cm,n,1′ , cm,n,2′ , cm,n,3′ g can be obtained. In
Figure 2(c), the navigation mark is enhanced by the contour
features obviously.

Ci,j,k′ =
0, if

Yi+1

x=i−1

Yj+1

y=j−1
D Pi,j, Px,y
� �

≥ d,

Ci,j,k, otherwise:

8
>><

>>:
ð3Þ

To combine the contour accentuation method with the
RMAmodel, the contour accentuation algorithm can be used
as an image preprocessing method, and the RMA model
adopts the navigation images with contour accentuation as
inputs directly.

4. Experiments and Results

To validate the effectiveness of the RMA model with contour
accentuation, a navigation mark image dataset is firstly pre-
processed with contour accentuation and then trained and
tested with the RMA model.

(a) d = 1 (b) d = 2

(c) d = 3 (d) d = 4

(e) d = 5

Figure 3: Contour accentuation results.
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4.1. Dataset.A total of 10260 images of 42 kinds of navigation
marks in the Yangtze River are collected. All images are
clipped into a uniform size of 240 ∗ 240 to form an original
dataset, and then, they are preprocessed with contour accen-
tuation to create a contour enhanced dataset.

In Equation (2), critical value d is an important factor
which determine the extraction effect of navigation mark’s
contour. After contour accentuation, not only the contour
of navigation mark is enhanced, other features in the back-
ground such as the wave, mark’s shadow, and reflection on
the water surface also may be outlined in some extent, as
Figure 3(a) showed, which will act as noises to disturb the
recognition task. So, in order to eliminate the interference
noises in the background and highlight the navigation mark
to the maximum, the d should be chosen carefully.

From 1 to 5, the affection of different d was investigated.
As Figure 3 showed, when d is less than 3, the noises are obvi-
ous (Figures 3(a) and 3(b)), and when d equals 3, the contour
of navigation mark become sharp and clear, and the noises in
background are suppressed (Figure 3(c)), when d is great than
3, the contour almost keep unchanged (Figures 3(d) and 3(e)).

Therefore, finally chose d = 3, and all images in original
dataset were performed contour accentuation to form a
new dataset. Figure 4 shows part images of the new contour
enhanced dataset, in which “DCZYTHFB,” “ZADCCMFB,”
“ZAZVXCMFB,” “YAGXCMFB,” “SDGGXFB,” etc. are the
labels of different kinds of navigation marks. And, in both
original and contour enhanced datasets, each type images
are divided into training and testing parts according to the
ratio of 8 : 2.

4.2. Training Details. The RMA model is implemented by
Python 3.7, the deep learning framework of TensorFlow

2.0, and trained in a workstation with two graphics cards of
NVIDIA GeForce GTX 1080.

Since the number of images of the different navigation
types in the dataset is unbalanced, the loss function is
designed as Equation (4).

loss = −〠
i

w × yi × log logitsið Þ + 1 − yið Þ × log 1 − logitsið Þ:

ð4Þ

The parameter w is a calculation factor in advance based
on the datasets, which has a more significant contribution to
the loss function of the fewer types of samples. For the pur-
pose of making the model converge faster, an SGD optimizer
with momentum was used. For comparison, experiments
were carried out on both the original dataset and the contour
enhanced dataset.

Figures 5(a) and 5(b) show the loss and accuracy curves
of the RMAmodel on the two datasets, respectively. Further-
more, to verify the effect of contour accentuation, the classi-
fication accuracy of six different deep learning network
structures on the two datasets were also investigated.

4.3. Experimental Results. Table 1 shows all the experimental
results. It can be found all models have slightly higher accu-
racy on the contour enhanced dataset than on the original
dataset, and RMA has higher accuracy than ResNet-50 and
other models on both two datasets. The results verified that
contour accentuation could improve the classification accu-
racy generally. Moreover, the results also indicated that, for
RMA, contour accentuation and multiple scale attention
mechanism could complement each other well and improve
the accuracy further.

DCZYTHFB ZADCCMFB ZAZVXCMFB YAGXCMFB SDGXGXFB GXJXFB ZVXWXSYFB ZVXZYTHFB ZUXZYFB ZUXTSFB ZUXJZPMFB ZUXWXSYFB

Figure 4: Dataset of navigation mark images with contour accentuation.
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The confusion matrices for misclassified images are
shown in Figure 6. The red number indicates the number
of errors in image classification. Rows are predicting types,
and column types are reals. The matrices include 678 images
of 12 classes in the test dataset. The results show that the mis-
classification is mainly caused by the subtle differences

between classes such as “DCZYTHFB” and “ZADCCMFB,”
“GXJXFB” and “SDGXCMFB,” “GXJXFB” and
“ZADCCMFB,” “SDGXGXFB” and “ZAZVXCMFB,” and
“ZADCCMFB” and “DCZYTHFB.” The comparison results
of Figures 6(a) and 6(b) show that the RMAmodel with con-
tour accentuation reduces the total number of misclassified
images from 14 to 7, with reduction in most types. The
results show that contour accentuated model is more signifi-
cant for classification results of navigation marks with differ-
ent contours such as “GXJXFB” and “ZVXZYTHFB,”
“SDGXGXFB” and “ZUXZYFB,” “SDGXGXFB” and
“ZVXZYTHFB,” “ZADCCMFB” and “ZUXTSFB,” “ZUX-
ZYFB” and “ZUXWXSYFB,” and “ZVXZYTHFB” and
“ZVXWXSYFB.”

In order to verify the effect of the contour accentuation
mechanism, the abovementioned navigation mark types with
more improved accuracy were investigated further. As shown
in Figure 7, the extracted contours of these navigation marks
are clear, and there are few environment noises; the enhanced
features by contour will help the RMA model to pay more
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Figure 5: Loss curves and accuracy curves.

Table 1: The comparison of accuracy among different models.

Model Original dataset Contour enhanced dataset

GoogleNet 0.8881 0.8954

VGG-16 0.8973 0.9017

VGG-19 0.9035 0.9073

AlexNet 0.9091 0.9101

SqueezeNet 0.9208 0.9252

ResNet-50 0.9414 0.9466

RMA 0.9598 0.9653
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Figure 6: Misclassified image confusion matrix.
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Figure 7: Visualization of the effect of contour accentuation.
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attention on navigation mark; furthermore, they will enlarge
the distinguish between different types. This explained why
the contour accentuation can improve the classification accu-
racy of navigation marks.

5. Application of Intelligent Recognition of
Navigation Marks

Based on the RMA model with contour accentuation, an
intelligent recognition system of navigation marks was devel-
oped for Changjiang Nanjing Waterway Bureau. The system
has an architecture of front-end and back-end separation
shown in Figure 8; the front-end focuses on client page
(WEB or APP) rendering. In contrast, the back-end focuses
on business logic, and they interact through the interface
(REST APIs).

In the back-end, there are three platforms which are
deployed independently but interacted with each other
through an interface. The web service platform is developed
and deployed based on the framework of Spring Boot. It
interacts with front-end directly, accepts and transforms the
image of request into required size and format, then sends
it to the recognition module and gets recognition result. In
the recognition module, TensorFlow Serving is used to
deploy the RMA models, and a REST API for navigation
mark recognition based on the latest model is exposed to
the web service platform. In the training module, the RMA
will be trained periodically in TensorFlow. Simultaneously,
the dataset was enlarged by the image collection process of
the digital waterway system (the production system for chan-
nel maintenance in Nanjing Waterway Bureau), and the
model will be saved with a version number, updated, and
loaded into TensorFlow Serving.

The front-end can be a variety of clients, Web, APP, or
WeChat Mini Program. The clients accept the uploaded

image, send it to the web service platform, and get the
responses of recognition and rendering them on the page as
Figure 9 showed.

APP WEB

Tensorflow serving

RMA model

Re
st 

A
PI

feedback

Dataset
Contour accentuation

Navigation marks

Pictures system

ZUXJZPMFB

Front-end

Back-end

Figure 8: System architecture.

Figure 9: Navigation mark recognition page.
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6. Conclusions and Future Work

This paper applies deep learning technology to study the nav-
igationmark image recognition. It proposes a navigationmark
classification model based on the combination of multiscale
attention mechanism and contour accentuation. The effect of
multiple scale attention mechanisms for improving classifica-
tion accuracy has been validated in our previous works about
the RMA model. This paper mainly focused on the impact of
contour accentuation. Experimental results on 10260 naviga-
tion mark images showed that by enhancing the contour of
the object, contour accentuation could improve the image
classification accuracy of most general classification models.
It also improves the RMAmodel well and increases the classi-
fication accuracy from 95.98% to 96.53%.

Based on the improved classification model, this paper
further developed an intelligent service system for the recogni-
tion of navigation marks. The system has a flexible architec-
ture based on front-end and back-end separation. It is
connected with the digital waterway system to obtain a contin-
uously updated dataset and then realized an automatic naviga-
tion mark recognition service including dataset preparation,
model training, model deployment, and model update.

In the future, the value of d in the proposed contour
accentuation algorithm could be optimized for different light
conditions. In addition, in order to further enhance the accu-
racy of navigation mark image classification, the adversarial
neural network can be studied and applied to the fine-
grained classification of navigation mark images.
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port the findings of this study is restricted, because it belongs
to a third party, the Changjiang NanjingWaterway Bureau of
the People’s Republic of China.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This work was partially supported by the Fundamental
Research Funds for the Central Universities under Grant
3132019400. Thanks are due to the Changjiang Nanjing
Waterway Bureau of the People’s Republic of China for pro-
viding the image dataset of navigation marks and application
scenario of the research results. This work was also partially
supported by the National Natural Science Foundation of
China (Nos. 61906043, 61902313, 61902072, 62002063,
61877010, 11501114, and 11901100), the Fujian Natural Sci-
ence Funds (Nos. 2020J05112, 2020J05111, 2020J01498, and
2019J01243), the Funds of Education Department of Fujian
Province (No. JAT190026), and the Fuzhou University
(Nos. 0330/50016703, 0330/50009113, 510930/GXRC-
20060, 510872/GXRC-20016, 510930/XRC-20060,
510730/XRC-18075, 510809/GXRC -19037, 510649/XRC-
18049, and 510650/XRC-18050).

References

[1] I. Im, D. Shin, and J. Jeong, “Components for smart autono-
mous ship architecture based on intelligent information tech-
nology,” Procedia Computer Science, vol. 134, pp. 91–98, 2018.

[2] International Dictionary of Marine Aids to NavigationOctober
2020, https://www.ialaaism.org/wiki/dictionary/index.php/
Aid_to_Navigation.

[3] X. Guo, “Application and management of AIS aids to naviga-
tion,” Ship Electronic Engineering, vol. 36, no. 6, pp. 54–58,
2016.

[4] J. Pandy and K. Hasegawa, “Autonomous navigation of cata-
maran surface vessel,” in 2017 IEEE Underwater Technology
(UT), pp. 1–6, Busan, South Korea, 2017.

[5] J. Zhuang, L. Zhang, S. Zhao, J. Cao, B. Wang, and H. Sun,
“Radar-based collision avoidance for unmanned surface vehicles,”
China Ocean Engineering, vol. 30, no. 6, pp. 867–883, 2016.

[6] A. Garcia-Dominguez, “Mobile applications, cloud and big-
data on ships and shore stations for increased safety on marine
traffic; a smart ship project,” in 2015 IEEE International Con-
ference on Industrial Technology (ICIT), pp. 1532–1537,
Seville, Spain, 2015.

[7] Y. Tang and N. Shao, “Design and research of integrated infor-
mation platform for smart ship,” in 2017 4th International
Conference on Transportation Information and Safety (ICTIS),
pp. 37–41, Banff, AB, Canada, 2017.

[8] B. Liu, S. Wang, J. Zhao, and M. Li, “Ship tracking and recog-
nition based on Darknet network and YOLOv3 algorithm,”
Journal of Computer Applications, vol. 39, no. 6, pp. 1663–
1668, 2019.

[9] H. Fu, Y. Li, Y. Wang, and P. Li, “Maritime ship targets recog-
nition with deep learning,” in 2018 37th Chinese Control Con-
ference (CCC), pp. 9297–9302, Wuhan, China, 2018.

[10] Z. Li, L. Zhao, X. Han, M. Pan, and F. J. Hwang, “Lightweight
ship detection methods based on YOLOv3 and DenseNet,”
Mathematical Problems in Engineering, vol. 2020, Article ID
4813183, 10 pages, 2020.

[11] International Maritime Organization, “International Conven-
tion on Standards of Training, Certification and Watchkeep-
ing for Seafarers, 1978, as amended in 1995,” 1997.

[12] M. Pan, Y. Liu, J. Cao, Y. Li, C. Li, and C. Chen, “Visual recog-
nition based on deep learning for navigation mark classifica-
tion,” IEEE Access, vol. 8, pp. 32767–32775, 2020.

[13] A. Krizhevsky, I. Sutskever, and G. E. Hinton, “ImageNet clas-
sification with deep convolutional neural networks,” Commu-
nications of the ACM, vol. 60, no. 6, pp. 84–90, 2017.

[14] K. Simonyan and A. Zisserman, “Very deep convolutional net-
works for large-scale image recognition,” in IEEE/CVF Confer-
ence on Computer Vision and Pattern Recognition (CVPR),
pp. 1–14, San Diego, CA, USA, 2015.

[15] C. Szegedy, W. Liu, Y. Jia et al., “Going deeper with convolu-
tions,” in IEEE/CVF Conference on Computer Vision and Pat-
tern Recognition (CVPR), pp. 1–9, Boston, MA, USA, 2014.

[16] K. He, X. Zhang, S. Ren, and J. Sun, “Deep residual learning for
image recognition,” in IEEE/CVF Conference on Computer
Vision and Pattern Recognition (CVPR), pp. 770–778, Las
Vegas, NV, USA, 2016.

[17] G. Huang, Z. Liu, L. V. D. Maaten, and K. Q. Weinberger,
“Densely connected convolutional networks,” in IEEE/CVF
Conference on Computer Vision and Pattern Recognition
(CVPR), pp. 2261–2269, Honolulu, HI, USA, 2017.

10 Wireless Communications and Mobile Computing

https://www.ialaaism.org/wiki/dictionary/index.php/Aid_to_Navigation
https://www.ialaaism.org/wiki/dictionary/index.php/Aid_to_Navigation


[18] X. Yao, X. Wang, S. Wang, and Y. Zhang, “A comprehensive
survey on convolutional neural network in medical image
analysis,” Multimedia Tools and Applications, 2020.

[19] M. Wang and W. Deng, “Deep face recognition: a survey,” in
IEEE/CVF Conference on Computer Vision and Pattern Recog-
nition (CVPR), pp. 471–478, Parana, Brazil, 2018.

[20] Q. Shi, W. Li, F. Zhang, W. Hu, X. Sun, and L. Gao, “Deep
CNN with multi-scale rotation invariance features for ship
classification,” IEEE Access, vol. 6, pp. 38656–38668, 2018.

[21] Q. Oliveau and H. Sahbi, “From transductive to inductive
semi-supervised attributes for ship category recognition,” in
IGARSS 2018 - 2018 IEEE International Geoscience and
Remote Sensing Symposium, pp. 4827–4830, Valencia, 2018.

[22] H. C. Shin and K.-I. Lee, “Classification maritime vessel image
utilizing a region of interest extracted and convolution neural
network,” Journal of Korean Institute of Intelligent Systems,
vol. 29, no. 4, pp. 321–326, 2019.

[23] B. Solmaz, E. Gundogdu, V. Yucesoy, A. Koç, and A. A. Alatan,
“Fine-grained recognition of maritime vessels and land vehi-
cles by deep feature embedding,” IET Computer Vision,
vol. 12, no. 8, pp. 1121–1132, 2018.

[24] J. Donahue, L. A. Hendricks, M. Rohrbach, S. Venugopalan,
K. Saenko, and T. Darrell, “Long-term recurrent convolutional
networks for visual recognition and description,” in Proceed-
ings of the IEEE Conference on Computer Vision and Pattern
Recognition (CVPR), pp. 2204–2212, 2017.

[25] J. Ba, V. Mnih, and K. Kavukcuoglu, “Multiple object recogni-
tion with visual attention,” in International Conference on
Learning Representations, pp. 1–10, San Diego, CA, USA,
2015.

[26] J. M. Haut, M. E. Paoletti, J. Plaza, A. Plaza, and J. Li, “Visual
attention-driven hyperspectral image classification,” IEEE
Transactions on Geoscience and Remote Sensing, vol. 57,
no. 10, pp. 8065–8080, 2019.

[27] T. Yang, Z. Chen, Y. Lv, Y. Wu, and B. Hua, “Multi-resolution
ocean target detection method based on deep learning,” Elec-
tronics Optics & Control, pp. 1–7, 2020, http://kns.cnki.net/
kcms/detail/41.1227.TN.20200817.1258.020.html.

[28] J. Victorino and F. Gómez, “Contour analysis for interpretable
leaf shape category discovery,” Plant Methods, vol. 15, no. 1,
2019.

[29] J. Shotton, A. Blake, and R. Cipolla, “Multiscale categorical
object recognition using contour fragments,” IEEE Transac-
tions on Pattern Analysis and Machine Intelligence, vol. 30,
no. 7, pp. 1270–1281, 2008.

[30] G. Lin, Y. Tang, X. Zou, J. Cheng, and J. Xiong, “Fruit detection
in natural environment using partial shape matching and
probabilistic Hough transform,” Precision Agriculture,
vol. 21, no. 1, pp. 160–177, 2020.

[31] C. Chen, Y. Zhang, W. Guo, M. Pan, L. Lyu, and C. Lin, “Con-
tour accentuation for transfer learning-based ship recognition
method,” in Proceedings of the Web Conference 2020
(WWW’20), New York, NY, USA, 2020.

[32] S. Beatriz, C. Nicoleta, and F. Francisco, “Artifical intelligence
to determine if liquified natural gas in short sea shipping is a
social bet,” Ingeniería y Desarrollo, vol. 36, pp. 418–436, 2018.

[33] D. S. Cristea, L. M. Moga, M. Neculita, O. Prentkovskis, K. M.
D. Nor, and A. Mardani, “Operational shipping intelligence
through distributed cloud computing,” Journal of Business
Economics and Management, vol. 18, no. 4, pp. 695–725, 2017.

[34] M. Sun, “Research on management informationization of
inland waterway,” People’s Transportation, vol. 5, p. 76, 2019.

[35] S. Qi, H. Zhang, and J. Tian, “Research on wireless location
method of short baseline marine beacons based on phase mea-
surement,” in 2018 2nd IEEE Advanced Information Manage-
ment,Communicates,Electronic and Automation Control
Conference (IMCEC), pp. 1123–1129, Xi’an, 2018.

[36] J. Zhang, “Research of application of communication technol-
ogy of WLAN based on ship,” in 2011 2nd International Con-
ference on Artificial Intelligence, Management Science and
Electronic Commerce (AIMSEC), Deng Feng, China, 2011.

11Wireless Communications and Mobile Computing

http://kns.cnki.net/kcms/detail/41.1227.TN.20200817.1258.020.html
http://kns.cnki.net/kcms/detail/41.1227.TN.20200817.1258.020.html


Research Article
An Improved Unsupervised Single-Channel Speech Separation
Algorithm for Processing Speech Sensor Signals

Dazhi Jiang ,1 Zhihui He,1 Yingqing Lin,1 Yifei Chen,1 and Linyan Xu2

1Department of Computer Science, Shantou University, China 515063
2Department of Management, Economics and Industrial Engineering, Politecnico di Milano, Italy 20156

Correspondence should be addressed to Dazhi Jiang; dzjiang@stu.edu.cn

Received 29 December 2020; Revised 24 January 2021; Accepted 1 February 2021; Published 27 February 2021

Academic Editor: Xingsi Xue

Copyright © 2021 Dazhi Jiang et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

As network supporting devices and sensors in the Internet of Things are leaping forward, countless real-world data will be
generated for human intelligent applications. Speech sensor networks, an important part of the Internet of Things, have
numerous application needs. Indeed, the sensor data can further help intelligent applications to provide higher quality services,
whereas this data may involve considerable noise data. Accordingly, speech signal processing method should be urgently
implemented to acquire low-noise and effective speech data. Blind source separation and enhancement technique refer to one of
the representative methods. However, in the unsupervised complex environment, in the only presence of a single-channel signal,
many technical challenges are imposed on achieving single-channel and multiperson mixed speech separation. For this reason,
this study develops an unsupervised speech separation method CNMF+JADE, i.e., a hybrid method combined with
Convolutional Non-Negative Matrix Factorization and Joint Approximative Diagonalization of Eigenmatrix. Moreover, an
adaptive wavelet transform-based speech enhancement technique is proposed, capable of adaptively and effectively enhancing
the separated speech signal. The proposed method is aimed at yielding a general and efficient speech processing algorithm for
the data acquired by speech sensors. As revealed from the experimental results, in the TIMIT speech sources, the proposed
method can effectively extract the target speaker from the mixed speech with a tiny training sample. The algorithm is highly
general and robust, capable of technically supporting the processing of speech signal acquired by most speech sensors.

1. Introduction

As information technology is advancing and 5G technology
is being popularized, Internet of Things (IoT) devices and
sensors will be increasingly created, which will undoubtedly
change the way human beings live. Moreover, sensor
networks are being progressively studied [1–3]. It is pre-
dicted that in the next decade, billions of IoT and sensor
devices will generate massive data for applications in smart
grid, smart home, electronic health, industry 4.0, etc. It is
foreseeable that intelligent speech systems will be critical
to the mentioned areas. With the rapid growth of data
volume, large-scale problems should be urgently solved
effectively [4, 5], while more opportunities are brought.
Speech sensor networks, an important part of IoT, will have
many application needs. However, in real-world scenarios,
the data acquired by speech sensors are often disturbed by

noise. Thus, low-noise and effective speech data should be
urgently obtained.

With the increasing number of speech sensors, reliable
speech separation technology is required [6–8]. High reliable
speech separation technology is capable of achieving effective
speech recognition, so the needs of human hearing can be
satisfied. Speech separation originates from blind source
separation (BSS) [9]. The core goal of this technology is to
separate the source signal from the measured mixed signal.
In the blind source analysis task, the target speech should
be separated from the mixed speech in a single channel,
which is very difficult to achieve. Single-channel speech sep-
aration is a hotspot in the current research. Many algorithms
are proposed for single-channel speech separation, but from
the current research results, this problem is far from being
well solved. We believe that the current challenges are mainly
manifested as the following aspects.
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(1) Strong noise and unknown number of sources still
significantly enhance the performance of BBS.
Indeed, most of the existing blind source separation
algorithms have achieved ideal performance in high
SNR (Signal-to-Noise Ratio) environment. In practi-
cal applications, the signal we collected may have
been polluted by strong noise. Because of this, many
reported algorithms in blind source separation are
very likely to obtain poor separation performance
and even cannot correctly deal with the severely
distorted signal in extreme cases. For the mentioned
reason, to obtain robust blind source separation
algorithm, a more effective method is required to
suppress the impact of noise. In addition, a more
difficult problem is that the number of sources is
unknown. On the whole, the number of sources
should be assumed, whereas in practical applications,
information on the number of sources is not avail-
able, which cannot be ignored [10]. Accordingly,
blind estimation of the number of sources from the
received mixed signal cannot effectively obtain the
ideal BSS performance

(2) The processing complexity of single-channel speech
separation is higher than that of multi-input speech
separation. In numerous practical applications, the
challenge of blind source separation is that only one
sensor is available, namely, SCBSS (single-channel
and blind source separation) [11–13]. It uses only a
single receiver sensor to receive the observed signal
and then uses the signal to recover each source signal.
Generative adversarial network (GAN) is an excellent
representative of deep learning algorithms and is also
used in SCBSS due to its advantages in fitting data dis-
tribution (e.g., 1D speech signal separation [14–16]).
However, the performance of GAN is limited by the
unknown number of source signals, complex forms
of dialogue, serious noise pollution, and difficulty in
obtaining prior information in advance. Such a type
of SCBSS is characterized by unknown number of
source signals, complex dialogue form, serious noise
pollution, and difficulty in acquiring prior informa-
tion in advance. To solve this type of problem,
unsupervised learning method should be developed,
whereas automatic analysis should be extremely diffi-
cult to realize based on unsupervised learning method
(overall, single-channel speech only requires a single
signal source, which is easier to achieve andmore real-
istic than multichannel speech)

(3) The solution to solve BBS problem refers to employing
supervised learningmechanism. Themore representa-
tive is the deep learning method. It has been recently
found that deep learning [17, 18] has achieved
remarkable success in many speech processing fields
with its excellent learning performance. The represen-
tative technology is DNN-HMM hybrid structure [19,
20], replacing the conventional acoustic modeling
based on GMM and HMM. In single-channel speech
separation, a method based on DNNs [21, 22] has

been proposed to separate the target speaker from
the mixed speech. However, all deep learning
algorithms use joint a decoding framework, which
requires additional computational complexity. More-
over, deep learning algorithm needs considerable
training data, which is difficult to extend to small data
sets and unsupervised speech separation scenarios

To reduce the above challenges, an unsupervised speech
separation method CNMF+JADE is proposed in this study,
i.e., a hybrid method combined with Convolutional Non-
Negative Matrix Factorization [23, 24] and Joint Approxima-
tive Diagonalization of Eigenmatrix [25]. This study is aimed
at performing efficient processing for the highly noisy signal
data acquired by the speech sensor to achieve better separa-
tion performance. CNMF refers to a nonnegative matrix
decomposition method proposed for speech signal process-
ing. The method adopts a 2D time-frequency basis instead
of the 1D basis vector in the original nonnegative matrix
decomposition, while it ensures the decomposition result to
be nonnegative matrix decomposition. Thus, it effectively
carries the correlation between local frames of speech signals
[26]. JADE is recognized as an adaptive batch independent
component optimization algorithm based on multivariate
fourth-order cumulative matrix, and it is an effective method
for blind source separation. It exploits the feature that mutual
accumulation is always zero when signals are independent
and builds multiple fourth-order accumulation matrices for
multivariate data. Lastly, the mentioned cumulant matrices
are jointly diagonalized to solve for the final separated signals
[27, 28]. For single-channel signal, CNMF+JADE can effec-
tively separate the overlapped speech including the target
speaker. Subsequently, CNMF+JADE with adaptive speech
enhancement technology is adopted to further improve the
speech quality of the target speaker. To solve the problem
of SCBSS, the main innovations can be summarized below.

(1) In this study, CNMF and JADE are combined to solve
the problem of single-channel speech separation. The
algorithm is appropriate in extracting signals of inter-
est from mixed signals. Specific to SNR (Signal-Noise
Ratio), STOI (Short-Time Objective Intelligibility),
and PESQ (Perceptual Evaluation of Speech Quality),
the proposed CNMF+JADE, as compared with
several speech separation methods (CNMF, CNMF
+ICA), achieves satisfactory results, especially for
single-channel mixed speech

(2) Given the scenario that the speech signal will get
worse when the speech signal is enhanced after
speech separation, an adaptive method is presented
here based on wavelet transform to analyze the
speech signal after CNMF+JADE separation, as an
attempt to realize selective speech enhancement and
increase the efficiency of speech enhancement

The rest of the study is organized as follows. In Section 2,
some related studies on the study of single-channel speech
separation are presented. In Section 3, the proposed
algorithm is elucidated. In Section 4, a specific experimental
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verification of the performance of the proposed algorithm is
presented. Lastly, in Section 5, the conclusion and promising
future research directions are drawn.

2. Related Work

As IoT technology is developing, intelligent voice system will
have increasingly broad application prospects. In addition,
single-channel blind speech separation (SCBSS) technology
will arouse wide attention. At present, there are three main
directions for SCBSS research:

(1) Subspace Decomposition-Based Approach [29].
Methods based on subspace decomposition primarily
are aimed at identifying new descriptions. The men-
tioned new descriptions can often effectively extract
perceptive meaningful component sources from
complex mixtures [30]. Moreover, new descriptions
can eliminate intrusions and reduce signal dimen-
sionality, so redundant components can be avoided.
The methods based on subspace decomposition are
primarily well established in statistical and trans-
formed data. For instance, in the literature [31], the
effectiveness of Principal Component Analysis
(PCA) and Independent Component Analysis (ICA)
methods in solving subspace decomposition prob-
lems has been verified. In fact, methods based on
algebraic properties are more often used in dealing
with subspace decomposition problems, including
Non-negative Matrix Factorization (NMF) [32].
NMF is a classical time-frequency distributionmethod
and is often used for single-channel speech separation
[33–37]. Ref [38, 39] highlighted NMF as an unsuper-
vised dictionary-based learning method that effec-
tively helps solve various types of signal separation

(2) Model-Based Approach. In the first step of the model-
based approach, each speaker in the model scene
should be identified, and the gain in the blended
frames should be determined. In fact, speaker recog-
nition algorithms have been studied by many authors
(e.g., Iroquois [40], Closed loop [41], and Adaptive
Speaker Identification (SID) [42]). The next step is
to choose an appropriate speech representation. The
final step comprises the reconstruction of the speech
signal frames, in which separated speech is produced.
Overall, the reconstruction usually requires the con-
struction of a hybrid estimator module that enables
it to find a sufficient number of representative speech
frames from the speaker model to rebuild a meaning-
ful speech signal. However, mixture estimators are
capable of significantly complicating the algorithm,
so it is difficult to apply in real-time systems

(3) Computational Auditory Scene Analysis- (CASA-)
Based Approach. CASA runs in two main stages, i.e.,
segmentation and grouping. The former comprises
feature extraction, time-frequency analysis, and
multitone tracking, while the latter includes the
resynthesis of speech signals. To be specific, pitch

tracking is an important technique when CASA is
being used for SCBSS problem processing. Jin [43]
and Tolonen [44] provided several pitch tracking
methods that are used extensively. However, as
impacted by the periodic nature of the grouping
phase, it can only be limited to voiced speech
segments. Moreover, the performance achieved by
CASA-based methods tends to be affected by multi-
pitch estimation for its dependence on pitch

Over the past few years, with the development of deep
learning, researchers have suggested that the nonlinear
processing and feature learning capabilities of deep models
exhibit significant advantages in solving speech separation
problems. For this reason, many models using deep learn-
ing for speech separation have been proposed (e.g., Deep
Neural Network (DNN), deep stacking, Deep Stack Neural
Network (DSN) [45], and other efficient deep learning
models [46–50]). In addition, numerous deep learning
algorithms have been proposed for single-channel speech
separation [51–54]. The reason why deep learning is so
effective in addressing with speech separation problems is
that the speech separation problem is described as a super-
vised problem in the deep learning model. Thus, deep
learning models can train and learn features from speech
signals to effectively separate speech signals.

3. Methodology

In the present section, the methods we use for processing
speech data are described, and a new algorithm with high
generality and robustness is proposed, aiming to provide a
general and efficient speech processing algorithm for the data
acquired by speech sensors.

3.1. Speech Separation

(1) CNMF. Speech signals exhibit local interframe corre-
lation and global interframe correlation. The conver-
sion of local interframe correlation should consider
two aspects, i.e., to ensure the continuity between
frames of the converted voice channel spectrum, as
well as to remove the source speaker features from
the local interframe correlation and make it have the
target speaker features. However, the conventional
nonnegative matrix factorization does not consider
the conversion of local frames. CNMF refers to a pro-
posed nonnegative matrix decomposition method for
speech signal processing. The method employs a 2D
time-frequency basis instead of the 1D basis vector
in the original nonnegative matrix decomposition
while ensuring the nonnegativity of the decomposi-
tion result. Thus, the correlation between the local
frames of the speech signal is carried effectively

The CNMF is expressed as follows:

Y ≈ 〠
T−1

t=0
A tð Þ ⋅ X

t→
, ð1Þ
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where Y∈M ×N and X∈r ×N represent the time-frequency
atoms and the corresponding time-varying gain coefficients,
respectively. ð⋅Þi→ denotes shifting the encoding matrix X
by i units to the right in the form of column vectors and set
the leftmost i column to 0.

In other words, the decomposition matrix Y is obtained
by convolving a series of nonnegative fundamental matrices
A and coefficient matrices X. The functions of CNMF are
to find a series of fundamental matrices AðtÞ and coefficient
matrices X and then make the convolution result as close as
possible to the target matrix Y .

In addition, the divergence K − L acts as the cost function
in CNMF:

D Y jŶ� �
=〠

i,j
Yij log

Yij

Ŷ ij

 !
− Yij + Ŷ ij

 !
, ð2Þ

where Ŷ denotes the estimation of Ŷ , and

Ŷ ij = 〠
T−1

t=0
A tð Þ ⋅ X

t→
 !

ij

: ð3Þ

K − L makes the maximum log-likelihood solution of
solving the nonnegative matrices AðtÞ and X under the
Poisson noise assumption to describe the degree of approxi-
mation of Ŷ with respect to Y . The iterative function can be
defined as follows.

X = X ⊗
A tð ÞT ⋅ Y

←t
/Ŷ

� �
A tð ÞT ⋅ E

, ð4Þ

A tð Þ = A tð Þ ⊗ Y/Ŷ
� �

⋅ XT
t→

E ⋅ XT
t→ , ð5Þ

where E indicating the matrix with all elements of 1 and ⊗
is the matrix element multiplication operator. When T = 1,
i.e., t = T − 1 is 0, it will degenerate into the basic NMF
decomposition. For each t, there is a basic matrix AðtÞ
corresponding to it.

3.1.1. JADE. The Joint Approximate Diagonalization of
Eigenmatrices (JADE) algorithm is an adaptive batch inde-
pendent component optimization algorithm based on multi-
variate fourth-order cumulative matrices and an effective
method for blind source separation. JADE mainly uses the
diagonalization of Jacobi matrix to find the independent
components, as an attempt to achieve the identification and
separation of signals. Based on the characteristics of JADE
mentioned above, JADE is introduced to effectively separate
the acquired speech signals.

JADE algorithm first spheres the observed signal using
an n ×m spherization matrix to obtain the observation
vector u = ½u1, u2,⋯, uN �T for N channels. Then, let M be
any N ×N matrix, then the definition of the four-
dimensional cumulant matrix QuðMÞ of u is:

Qu Mð Þ½ �ij = 〠
N

k=1
〠
N

l=1
Kijkl uð Þmkl , i, j = 1, 2,⋯,N , ð6Þ

where KijklðuÞ denotes the fourth-order cumulant of the i, j,
k, and l components in the vector.

3.1.2. CNMF+JADE. However, in the same channel spectral
matrix Y , the final AðtÞ and X obtained by CNMF analysis
are not the same when the initial values of AðtÞ and X are
different, i.e., the same time-frequency spectral matrix Y
has multiple combinations of time-frequency bases and
coding matrices. For the mentioned reason, if the parallel
channel spectral matrices of the source and target speakers
are analyzed independently by convolutional nonnegative
matrix decomposition, the same encoding matrix that
characterizes the content information is not ensured to be
obtained. From the analysis described in Section 3.1.1,
JADE is known as an adaptive batch independent compo-
nent optimization algorithm based on multivariate fourth-
order cumulative matrices and an effective method for
blind source separation, capable of effectively identifying
and separating signal, which achieves the obtained signals
as identical as possible.

Accordingly, to efficiently process the speech signals
collected by the speech sensors, a single-channel speech sep-
aration algorithm combining CNMF and JADE is proposed.
The secondary separation process is performed on the speech
signal separated by CNMF based on JADE. The role of
CNMF+JADE algorithm is to separate the single-channel
mixed speech and lastly acquire the separated speech signal
of all speakers in the mixed speech. The algorithm exhibits
strong generality and robustness, capable of technically
supporting the processing of speech signals collected by most
speech sensors. For instance, in the literature [55], several
applications (e.g., beamforming, automatic camera steering,
robotics, and surveillance) are processed with the speech
separation method. In [56], a speech signal separation
method is adopted for speech separation of noisy robust
speech translation for general-purpose smart devices. It is
foreseen that speech separation techniques are also critical
to future applications of IoT technologies (e.g., driverless,
smart home, and other applications involving sound conduc-
tion functions). For this reason, it is of great value and signif-
icance to proposemore efficient speech separation algorithms
(e.g., CNMF+JADE) as proposed in this study.

Lastly, the CNMF+JADE algorithm is described as
follows.

The proposed algorithm is written in Algorithm 1, where
t1, t2,⋯, tN represent the set of all the pure speech signal data
of the speaker waiting to be separated, o1, o2,⋯oN−1 denote
the set of all the mixed speech employed as the training set,
O is a mixed speech waiting to be separated, Ri is a random
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matrix, and N represents the number of speech signals, i.e.,
the number of speakers. oi denotes the corresponding
speaker, as expressed in the dataset O.

oi =O − 〠
i

k=1
tk, i = 1, 2,⋯,N − 1: ð7Þ

In fact, o1, o2,⋯oN−1 are very costly and difficult to
obtain. Thus, in experiments, a speech signal different from
the current target speaker is generally selected randomly
from the dataset O to train CNMF. Although the results
obtained by this approach are slightly degraded, the proposed
algorithm can be applied to more general range.

In addition, Ri, mentioned in Table 1, is a 2 × 2 matrix,
which is represented as follows:

Si = Ri ∗ ŝi ; Ôi

� �
, i = 1, 2,⋯,N , ð8Þ

where ŝiÔi denotes the speech signal of the target speaker and
Ôi denotes the set of speech signals obtained after the separa-
tion of all speakers.

According to the defects of some existing single-channel
speech separation methods, a new algorithm combining
CNMF and JADE is proposed in this study. The CNMF is
first trained using the training speech signal, and the trained
CNMF is used to separate the mixed speech. Next, the
separated speech signals are mixed, and the secondary
separation is conducted by using JADE. In the next section,
simulation experiments are performed to verify the perfor-
mance of the proposed algorithm and compare it with
several other algorithms.

3.2. Speech Enhancement. Some noise usually remains in the
target speaker’s speech after speech separation, and the inter-
ference of noise will inevitably reduce the quality and intelli-
gibility of speech. For the mentioned reason, suppressing the
background noise and extracting the pure speech becomes an
important part of the speech processing process. Speech

enhancement techniques should be used to enhance the
target signal after speech signal separation. The conventional
single-channel speech enhancement techniques comprise
checkpoints [57], Wiener filtering [58], Kalman filtering
[59], wavelet transform [60], and so on.

However, as reported by some existing studies, wavelet
transform has more significant advantages in single-
channel speech signal enhancement. Moreover, the experi-
ments in this study prove this point. Wavelet transform is
another landmark technique after Fourier transform. Wave-
let transform inherits the advantages of Fourier transform
while overcoming its defects. It is an ideal tool for signal
time-frequency analysis and processing. One of the features
of the wavelet transform in signal processing is that the trans-
form can make certain aspects of the signal more prominent,
so it is enabled to highlight signal details when processing the
signal and thus extract the effective signal.

Accordingly, based on the above motivation, we will use
wavelet transform as the speech signal enhancement tech-
nique in this study and propose a more effective adaptive
wavelet transform to enhance the extracted signal.

In the following, the wavelet transform and the adap-
tive wavelet transform technique proposed in this study
are introduced.

3.2.1. Speech Enhancement Based on Wavelet Transform. In
the present section, we introduce the wavelet transform to
enhance the sensor speech signal. The principle of wavelet
transform is described below.

Set L2ðRÞ as a square integrable space, and ϕðtÞ ∈ L2ðtÞ, if
its Fourier transform satisfies Eq. (9) as follows:

Cϕ =
ð
R

ϕ ωð Þj j2
ωj j dω <∞: ð9Þ

ϕðωÞ denotes a basic wavelet or a mother wavelet.

Input: Speech signal dataset, t1, t2,⋯, tN , o1, o2,⋯oN−1 and O.
1: Initialize each parameter and variable:

T=t1, t2,⋯, tN , expresses the set of all the pure speech signal data of the speaker waiting to be separated,
H=o1, o2,⋯oN−1, expresses the set of all the mixed speech that is used as the training set,
O denotes a mixed speech waiting to be separated,
Ri is a random matrix.

2: while i < N do
3: The speech data with the identical subscript tiandoioi from the datasets T and H are selected to train CNMF.
4: The trained CNMF is employed to separate the mixed speech dataset O to determine ŝi and Ôi.
5: The two speech signals acquired from 4 are mixed to obtain a two-channel speech signal and stored in Ri.
6: A secondary separation is conducted by adopting JADE to obtain ŝi and Ôi from Ri.
7: Ôi is used as the speech signal to be separated in the next round, and ti and oi are removed from the data sets T and H.
8: Obtain the final separated speech signal.
9: i = i +1.
10: end while.
Output: All of speaker’s speech signals s1, s2,⋯, sN .

Algorithm 1: CNMF+JADE description.
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After the mother wavelet ϕðtÞ is scaled and translated by
a real pair ða, bÞ, where a, b ∈ R, a ≠ 0, a cluster function can
be yielded:

ϕa,b tð Þ = 1ffiffiffiffiffi
aj jp ϕ

t − b
a

	 

, a, b ∈ R ; a ≠ 0: ð10Þ

This cluster function denotes a wavelet basis function,
where a represents the scaling factor and b denotes the trans-
lation factor. ϕððt − bÞ/aÞ represents a window function
whose window size is fixed but its shape can be changed.
According to this characteristic, the wavelet transform is
characterized by multiresolution analysis. 1/

ffiffiffiffiffijajp
is a nor-

malization factor, so the wavelets are enabled to have the
same energy at different scales.

Signal processing based on wavelet domain is one of the
main methods of speech signal processing. Wavelet trans-
form has the characteristics of multiresolution, low entropy,
and decorrelation, enabling the wavelet transform to show
significant advantages in speech signals processing. More-
over, considerable wavelet bases can theoretically handle
different scenarios, so the wavelet transform is significantly
useful for speech signal processing.

The main process of wavelet transform denoising is
shown in Figure 1, which well demonstrates the process.

3.2.2. Speech Enhancement Based on Adaptive Wavelet
Transform. As suggested from the results of the experiments
of this study, the quality of the enhanced speech signal may
be reduced when the speech signal is enhanced after speech
separation. This result proves that the speech enhancement
algorithm cannot denoise properly on all noisy speech. In
the present section, this study presents an adaptive method
based on wavelet transform to analyze the CNMF+JADE
separated speech signals and try to achieve selective speech
enhancement, that is, before speech enhancement, automatic
filtering those speech segments may cause quality degrada-
tion. As indicated from the analysis of the speech signal after
separation and the speech after wavelet transform, under the
significant difference between the separated speeches, the
quality will reduce while increase with the wavelet
transform. Based on the mentioned findings, the following

method is developed to process adaptive judgment before
speech enhancement.

is enhance =
1,
0,

(
disp ŝi, Ôi

� �
≤ p ∗ disp ŝi, Ôi−1

� �
+ disp Ôi, Ôi−1

� �� �
/2

otherwise,
i = 1, 2,⋯,N ,

Oi−1 =Oi + si + l,
O0 =O,
ON = sN ,

ð11Þ

where si denotes the ith target speaker speech signal after
CNMF+JADE separation. Oi is the mixed speech signal after
the CNMF+JADE separation on the mixed speech Oi−1. ŝi
and Ôi, respectively, express the Gaussian Mixture Model
(GMM) [61, 62] of si and Oi. l indicates the loss during the
separation process. N represents the number of speakers
included in the mixed signal. p is the scaling factor, and
the value is [1, 1.2].

dispð⋅Þ represents the GMM distance calculation
formula, as defined below:

disp A, Bð Þ = 〠
M

i=1
WAi 〠

M

j=1
WBjdAB i, jð Þ

 !
: ð12Þ

The function of dispð⋅Þ is to measure the dispersion
between A and B, i.e., the coupling degree, and W is
the weight.

Equation (11) can be explained as under the low coupling
between and obtained by CNMF+JADE separation, no fur-
ther speech enhancement is performed. In other words, under
the 0 value obtained from Eq. (11), it is considered that the
better the separation effect of the CNMF+JADE algorithm,
the less noise the separated speech will contain, and then,
further speech enhancement may be counterproductive. Fur-
thermore, under the value of 1, the experimental wavelet
transform is considered to be required for separation again.

Equation (11) adaptively determines which separated
signals should be enhanced again and which ones do not,
so the separated speech signals can be effectively optimized.

Finally, Figure 2 illustrates the flow of the whole algorithm.

4. Experiment Verification

As impacted by the limitations of the experimental condi-
tions, in the present section, a sensor will be simulated to
acquire speech data in a speech scene. The basic data used
in the experiments originate from an acoustic-phonetic
continuous speech corpus constructed in collaboration with
Texas Instruments, MIT, and SRI International, i.e., the
TIMIT dataset. The TIMIT dataset exhibits a speech
sampling frequency of 16 kHz and comprises a total of 6300
sentences spoken by 630 individuals from eight major dialect
regions in the United States. All sentences were manually
segmented at the phoneme level (phone level) and then
labeled. 70% of the speakers were male, and the speakers were

Table 1: Simulate the voice signal data acquired in different
scenarios.

Scene Number Speaker Target

2 speakers

a 1 female +1 female

b 1 female +1 male

c 1 male +1 male

3 sparkers

d 1 female +2 males 1 female

e 3 females 1 female

f 2 females + male 1 female

g 3 males 1 male
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primarily white adults. Next, multiple scenarios are simu-
lated, and the speech signals are mixed according to the
different scenarios.

For experimental design, in the first part of the experi-
ment, different algorithms are used to separate the speech
signals, and then, the signals are analyzed and compared with
the algorithm proposed in this study to show that the CNMF
+JADE algorithm proposed here can apply to the analysis
and processing of the signal data collected by speech sensors.
Subsequently, in the second part of the experiments, the per-
formance of several single-channel speech enhancement
techniques is verified, and the ability of the adaptive wavelet
transform technique proposed in this study to effectively
enhance the separated speech signals is experimentally
verified, proving the effectiveness of the proposed method.
In the following, the experiments are elucidated.

According to Table 1, the case of a speech was simulated,
and two scenarios were set up. Scenario I contains two
speakers and sets three specific scenarios. Scenario II
contains three speakers, one of whom is the target speaker,
and sets four specific scenarios. All the scenarios are set up
with numbers a-g.

In addition, three scientific evaluation metrics are
adopted to scientifically evaluate the quality of the separated
speech signal. The three evaluation metrics introduced and
their descriptions are elucidated below:

(1) Signal-Noise Ratio (SNR) [63] is the ratio between
the valid signal and the invalid signal (noise signal).
The larger the ratio, the greater the proportion of
valid signals will be, and the purer the signal will be

(2) Perceptual Evaluation of Speech Quality (PESQ) [64]
is an objective, full-reference speech quality assess-
ment method that considers the subjective percep-
tion of human speech signals and can provide a
subjective predictive value for objective speech qual-
ity assessment, which is recognized as an objective
reflection of subjective evaluation. The PESQ score
ranges between [-0.5,4.5], and a higher score indi-
cates better speech quality after separation

(3) Short-Time Objective Intelligibility (STOI) [65], like
PESQ, refers to a common objective evaluation
method that conforms to the human auditory system
for speech quality evaluation. It represents the actual
intelligibility of speech, with the value ranging
between [0,1]. If the value is closer to 1, the more
easily the separated speech will be understood, and
the higher the intelligibility will be

4.1. Speaker Separation. In the present section, simulation
experiments are performed to verify the effectiveness of the
proposed algorithm. According to the way of sound mixing,
the speech signal separation falls to mono and multichannel
speech separation. Since multichannel speech signals involve
more available knowledge than monophonic speech signals,
multichannel speech signals are simpler to process. The com-
mon multichannel speech separation algorithms are mainly
based on Independent Components Analysis (ICA) and have
shown better performance. For this reason, in the present
section of experiments, we selected ICA as the comparison
algorithm for speech separation. However, it should be noted
that our simulation experiments are based on single-sensor
hybrid speech separation, which does not satisfy the applica-
tion of the ICA algorithm. Thus, in this part of the experi-
ments, we extend the ICA algorithm by combining ICA
with CNMF so that it can be applied to but-channel speech
separation and compare it with the algorithm proposed in
this study. Lastly, the specific methods used in this study
are CNMF, CNMF+ICA, and CNMF+JADE.

Table 2 shows the results of the experiments by employ-
ing different separation methods, a-g corresponding to
several dialogue scenarios simulated above in turn. The
values in the table represent the evaluated results of the target
speaker’s speech and the original pure speech with the corre-
sponding methods, in which the data corresponding to the
MIX method refer to the data of the three metrics corre-
sponding to the original mixed pure speech, and the later
data are the results achieved with the three methods CNMF,
CNMF+ICA, and CNMF+JADE, respectively. The best
experimental results in each scenario are marked in italics.

Pretreatment

Noising
signal Wavelet transform
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Denoising of wavelet
coefficients
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Wavelet inversion
reconstructs the
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Signal after
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Figure 1: Wavelet denoising process diagram.
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Figure 2: Flow chart of CNMF+JADE+wavelet transform.
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From the experimental results in the table, we can find
that the speech signals processed by all methods are signifi-
cantly improved compared to the original mixed speech
MIX. In addition, the CNMF+JADE algorithm proposed in
this study achieves the best experimental results in almost
all scenarios; among the 7 scenarios and 21 metrics, only 4
metrics are worse than the experimental results of other
methods (CNMF+ICA), which are the SNR and STOI results
of scenario b and STOI results of scenario d. Moreover, it can
be seen that the experimental results evaluated using PESQ
are all better than those calculated by several other algo-
rithms, which fully demonstrates the effectiveness of the
proposed algorithm.

First, the proposed CNMF+JADE algorithm is compared
with the CNMF algorithm, and all experimental results are
found to outperform those of CNMF, which demonstrates
that combining JADE with CNMF is effective. Subsequently,
as revealed from the comparison with the CNMF+ICA algo-
rithm, almost all the results are better than those achieved by
CNMF+ICA, indicating that combining JADE with CNMF is
a purposeful combination and more promising. The com-
bined experimental results fully illustrate the effectiveness
of the proposed algorithm.

4.2. The First Experiment Verification for Enhancement. In
this part of the experiments, the performance of several
conventional single-channel speech signal enhancement
techniques is compared. The separated signal complies with
the signal of the target speaker obtained from the CNMF
+JADE method in Section 4.1. Moreover, the CNMF+JADE
method is the method proposed in this study. Subsequently,
the target speech signal is enhanced with the four speech
enhancement methods separately, and lastly, the enhanced
speech signal is evaluated with SNR, PRSQ, and STOI. The
experimentally achieved results are listed in Table 3, where
the experimental results of the CNMF+JADE method repre-
sent the experimental results to be compared. Likewise, a-g
columns correspond to the various scenarios in Table 1, in
which eachmethod is evaluated with three evaluationmetrics.

First, comparing the four conventional single-channel
speech enhancement methods, it can be found that the algo-
rithm using wavelet transform as the speech enhancement
method exhibits the optimal performance among the four
conventional speech enhancement methods. As suggested
by the experimental results achieved with SNR as the evalu-
ation index, the wavelet transform achieves the optimal
results in all seven scenarios. For the experimental results
achieved with STOI as the evaluation index, six scenes also
achieve the optimal results, and only the experimental
results of scenario a are slightly lower than those of the wie-
ner filtering method, and the differences are slight, 0.82 and
0.83, respectively. Specific to the experimental results
achieved with PESQ as the evaluation index, four of the
seven scenes achieve the optimal results. As indicated from
the comprehensive experimental results, the enhancement
of the speech signal obtained by separating CNMF+JADE
algorithm using wavelet transform is very effective. For the
mentioned reason, this is one of the motivations for choos-
ing wavelet transform as the speech enhancement method
in this study.

In addition, the results of the experiments in which the
wavelet transform method is used are compared with the
results of the experiments in which the speech enhance-
ment method is not used. It can be found that not all the
speech quality is enhanced after speech enhancement. For
instance, specific to scenario a, the speech quality obtained
after using the wavelet transform method decreases in all
cases. For the experimental results achieved by using wave-
let transform as the speech enhancement method, a total of
11 results out of 7 scenes and 21 results are better than the
experimentally achieved results without the speech enhance-
ment method.

For this reason, it can be concluded that the purpose of
speech enhancement is to remove the noise in the speech
segment and thus improve the quality of speech. However,
during speech enhancement, the speech signal is corrupted
to a certain extent, so the speech quality turns out to be not
necessarily better after speech enhancement.

Table 2: The results of different speech separation methods (SNR, PESQ, STOI).

Voice
Method Index a b c d e f g

MIX

SNR 1.64 5.45 -0.77 1.83 -0.61 0.08 -2.07

PESQ 2.27 2.05 2.43 1.58 1.84 1.75 1.73

STOI 0.87 0.87 0.74 0.76 0.75 0.78 0.60

CNMF

SNR 9.31 7.93 8.46 8.52 5.94 6.38 4.89

PESQ 2.85 2.21 2.49 1.85 1.99 1.97 2.08

STOI 0.85 0.85 0.77 0.80 0.78 0.78 0.73

CNMF+ ICA

SNR 9.28 10.62 5.42 6.88 7.19 5.71 2.63

PESQ 2.10 1.84 1.80 1.78 1.80 1.66 1.78

STOI 0.94 0.93 0.89 0.89 0.85 0.88 0.62

CNMF+ JADE

SNR 13.10 9.20 11.19 8.44 7.03 8.32 5.68

PESQ 3.02 2.40 2.69 2.05 2.20 2.26 2.35

STOI 0.95 0.90 0.92 0.88 0.85 0.89 0.74
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Thus, it is very important and necessary to adaptively
select the speech signals that should be enhanced, instead of
blindly enhancing all signals. For this reason, this study pro-
poses an adaptive wavelet transform method that adaptively
selects the enhanced speech signals and filters out the speech
signals that are not required to be enhanced. The specific
experimental validation is presented in the next section.

4.3. The Second Experiment Verification for Enhancement. In
this part of the experiments, the adaptive wavelet transform
enhancement method proposed in this study is validated.
Again, the enhanced speech signal is acquired from the
speech signal obtained after separation using the CNMF
+JADE method. Moreover, the experimental results of the
three metrics are verified separately. The achieved experi-
mental results are listed in Tables 4–6, which fall to three
parts, i.e., CNMF+JADE for the experimental results without
enhancement and CNMF+JADE+wavelet transform for the
experimental results with wavelet transform. Lastly, the
adaptive wavelet transform method proposed here is adopted
to evaluate whether the speech signal should be enhanced in
each scene. From the experimental results in Tables 4–6, we
can see that 0 is the experimental result without enhance-
ment, and the corresponding experimental results with
wavelet transform enhancement have decreased. 1 is the
experimental result with enhancement, and the correspond-
ing experimental results with wavelet transform enhance-
ment have improved.

It is demonstrated through experiments that our adaptive
judgment method can filter out the speech segments whose
quality will be degraded after wavelet transform. As revealed
from the results, the adaptive wavelet transform speech
enhancement method proposed in this study can automati-
cally filter the speech segments that are not suitable for

speech enhancement, thus effectively improving the quality
of the final speech signal.

4.4. Compared with the Deep Learning. In recent years, with
the development of deep learning, researchers have noticed
that the nonlinear processing and feature learning capabili-
ties of deep models have significant advantages in addressing
speech separation problems. Thus, in this part of the experi-
ments, we implemented a cyclic stacking neural network (Ref
[66]) to perform separation processing of the acquired
speech signals. In Ref, the speech separation results of various
deep neural networks are compared, which are close to the
work in this study. We use two metrics, PESQ and STOI, to
evaluate the quality of the separated speech signal to compare
the performance of the proposed algorithm with deep learn-
ing algorithms. Comparing the results of the proposed
speech separation methods, we can dig out the advantages
and disadvantages of the shallow and deep models.

The experimental results of the proposed algorithm and
the deep learning algorithm are shown in Table 7. From the
experimental results, we can see that there is still a gap
between the method proposed in this study and the deep
learning method. In terms of PESQ index, the improvement
of RDSN is obviously better than the method in this study.
As indicated from the experimental results achieved with
STOI as the evaluation index, the optimal value of the pro-
posed method in this study is 0.106, which is the same as
the experimental result of DDN, and the difference with the
experimental result of RDSN is not much, only 0.006.

As indicated from a comprehensive analysis of the exper-
imental results, the deep model outperforms the shallow
model in the supervised case. However, the deep model
requires considerable training data, and a large amount of
speech data are very difficult to obtain. In addition, the deep
model is more expensive to train, and it is difficult to achieve

Table 3: The results of the enhancement methods (SNR, PRSQ, STOI).

Scene
Method Index a b c d e f g

CNMF+ JADE

SNR 13.10 9.20 11.19 8.44 7.03 8.32 5.68

PESQ 3.02 2.40 2.69 2.05 2.20 2.26 2.35

STOI 0.95 0.90 0.92 0.88 0.85 0.89 0.74

CNMF+ JADE+ spectral subtraction

SNR 5.22 5.36 6.16 4.76 4.07 4.76 3.55

PESQ 1.97 1.95 1.70 1.89 1.88 1.89 1.27

STOI 0.79 0.82 0.70 0.79 0.72 0.80 0.75

CNMF+ JADE+ Wiener filtering

SNR -2.24 -2.04 -1.02 -1.96 -2.13 -1.96 -1.62

PESQ 2.36 2.33 2.96 2.13 2.19 2.13 2.49

STOI 0.73 0.77 0.72 0.72 0.69 0.72 0.72

CNMF+ JADE+ Kalman filtering

SNR 3.27 3.42 3.19 3.05 2.84 4.0 2.05

PESQ 2.03 2.25 2.05 2.00 1.97 2.00 2.04

STOI 0.83 0.88 0.69 0.82 0.78 0.83 0.57

CNMF+ JADE+ wavelet transform

SNR 12.02 11.10 15.9 8.35 7.23 8.37 7.40

PESQ 2.49 2.46 1.96 1.70 2.25 2.15 1.90

STOI 0.82 0.92 0.81 0.84 0.88 0.91 0.76
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small-sample, unsupervised speech separation in complex
scenarios. The speech separation algorithm proposed in this
study can satisfy the needs of small sample and unsupervised
speech separation. In addition, the total computational over-
head of the shallow model is smaller than that of the deep
model. As opposed to the deep model, the shallow model is
more suitable for application scenarios with high real-time
requirements. Given the comparison of the two models syn-
thetically, the algorithm proposed in this study is considered
to be more suitable for target speaker speech extraction in the
complex multispeaker scenario.

5. Conclusion

The development of IoT technology promotes the rapid
development of intelligent voice systems, and the efficient
processing of signal data acquired by speech sensors becomes
imminent. Thus, an unsupervised speech separation algo-
rithm based on the combination of CNMF and JADE is
proposed in this study. Through simulation experiments, it
is well demonstrated that the proposed algorithm can effectively

separate the target speech signals contained in themixed speech
signals. In addition, for the separated speech signal is weak and
out of frame, this study also proposes an adaptive wavelet trans-
form method to enhance the separated speech signal. As
revealed from the results, the proposed algorithm in this study
can enhance the separated speech signals. The comprehensive
experimental results can prove that the proposed algorithm is
very competitive in the processing of single-channel mixed
speech separation problem. The algorithm is highly versatile
and robust, capable of technically supporting other researchers
in processing highly noisy signal data collected by sensors.

Speech separation, especially single-channel speech sepa-
ration, has been a hotspot and difficult research area. In addi-
tion, as IoT technology is being developed and applied,
separating high-quality speech signals has become an urgent
task. Speech signals exhibit obvious spatio-temporal struc-
tures and nonlinear relationships, and most of the conven-
tional speech classification methods are shallow structures,
and the mentioned results are more limited in their ability
to tap into the mentioned nonlinear structural information.
In recent years, as deep learning is advancing, it has been sug-
gested that the nonlinear processing and feature learning
capabilities of deep models exhibit obvious advantages in
addressing speech separation problems. Moreover, some
results of processing speech signals with deep learning have
been published. As deep learning computing is leaping
forward, deep models (e.g., DNN, DSN, CNN, RNN, Deep
NMF, and LSTM) will definitely be more competitive in
speech separation problems. In the future, the use of deep
learning techniques in speech separation will definitely
become a research hotspot.

Table 4: The experiment of adaptive judgment speech enhancement (SNR).

Scene
Method a b c d e f g

CNMF+ JADE 13.10 9.20 11.19 8.44 7.03 8.32 5.68

CNMF+ JADE+ wavelet transform 12.02 11.10 15.9 8.35 7.23 8.37 7.4

Adaptive speech enhancement judgment 0 1 1 0 1 1 1

Table 5: The experiment of adaptive judgment speech enhancement (PESQ).

Scene
Method a b c d e f g

CNMF+ JADE 3.02 2.40 2.69 2.05 2.20 2.26 2.35

CNMF+ JADE+ wavelet transform 2.49 2.46 1.96 1.70 2.25 2.15 1.90

Adaptive speech enhancement judgment 0 1 1 0 1 1 1

Table 6: The experiment of adaptive judgment speech enhancement (STOI).

Scene
Method a b c d e f g

CNMF+ JADE 0.95 0.90 0.92 0.88 0.85 0.89 0.74

CNMF+ JADE+ wavelet transform 0.82 0.92 0.81 0.84 0.88 0.91 0.76

Adaptive speech enhancement judgment 0 1 1 0 1 1 1

Table 7: Efficiency comparison of speech separation effect.

Index
Method PESQ STOI

Deep neural networks (DNN) [55] 0.694 0.106

Recurrent deep stacking networks (RDSN) [55] 0.823 0.112

CNMF+ JADE+ adaptive wavelet transform 0.305 0.106
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Network Function Virtualization (NFV) can provide the resource according to the request and can improve the flexibility of the
network. It has become the key technology of the Internet of Things (IoT). Resource scheduling for the virtual network function
service chain (VNF-SC) is the key issue of the NFV. Energy consumption is an important indicator for the IoT; we take the
energy consumption into the objective and define a novel objective to satisfying different objectives of the decision-maker. Due
to the complexity of VNF-SC deployment problem, through taking into consideration of the heterogeneity of nodes (each node
only can provide some specific VNFs), and the limitation of resources in each node, a novel optimal model is constructed to
define the problem of VNF-SC deployment problem. To solve the optimization model effectively, a weighted center opposition-
based learning is introduced to brainstorm optimization to find the optimal solution (OBLBSO). To show the efficiency of the
proposed algorithm, numerous of simulation experiments have been conducted. Experimental results indicate that OBLBSO can
improve the accuracy of the solution than compared algorithm.

1. Introduction

Internet of Things (IoT) is turning into the future generation
of wireless network communication technology and sensor
networks. IoT devices are cost-effective, so distributed expen-
sive devoted spectrum to the IoT would be inefficient. There-
fore, the problem of resource allocation that satisfies the
constraints of network operation is particularly important.
The IoT can work as an additional layer on the basic network
of any communication technology [1, 2]. The spectrum
access problem solution for the IoT network is a combination
of low-cost networks that can be combined. The use of a
variety of network technologies is to serve the traffic of the
IoT [3]. Eternal virtualization has many advantages, which
can improve VONs with different widely used topologies.
In addition, it can enable VONs to share physical network
explorer between different users and applications, reduce
physical resource management, and provide simple spectrum
allocation [4–7]. However, how tomap a large number of von
of different topologies to the physical network while achiev-

ing certain goals, such as energy consumption, blocking rate,
and network performance, is a challenge [8, 9]. In recent
years, there has been a lot of research focused on the VONs
mapping problem and related issues [10]. Virtualization
(NFV) with Network Function Virtualization makes it possi-
ble to manage mobility within the infrastructure such as the
Service Function Chaining (SFC). With the change of Net-
work load and node and link state in the infrastructure, the
migration of Virtual Network Function (VNF) in SFC can
improve the utilization rate of underlying resources and meet
the requirements of different slices for delay. In addition, the
flexible arrangement of VNF also provides a favorable
condition for saving system energy consumption. Under
the mechanism of VNF sharing, VNF migrates servers with
low resource utilization, and shutdown of the corresponding
server can achieve the purpose of reducing energy con-
sumption [11, 12].

In this work, we studied the spectrum allocation of VON
mapping service chain (VNF-SC) in the IoT. Different from
the previous work, we have studied the IoT, that is, each node
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can only provide some specific VNFs, and the system
resources of all nodes are limited. The major contributions
of this study are summarized as follows:

(i) Energy consumption is an important indicator for
the IoT; we take the energy consumption into the
objective and define a novel objective to satisfying
different objectives of the decision-maker

(ii) Due to the complexity of VNF-SC deployment
problem, through taking into consideration of
the heterogeneity of nodes (each node only can
provide some specific VNFs), and the limitation
of resources in each node, a novel optimal model
is constructed to define the problem of VNF-SC
deployment problem

(iii) Since a large number of variables are in the optimal
model, it has numerous local optimal solutions. For
the sake of jumping out the local optimal, a weighted
center opposition learning strategy is proposed.
Based on this, an improved brain storm optimiza-
tion algorithm, which can improve the accuracy of
the solution, is proposed. Experimental results dem-
onstrate that the proposed algorithm can obtain a
better solution than the compared algorithm

2. Related Work

Last few years, some studies have been conducted on network
scheduling issues using VNF-scs, mainly focusing on service
link routing and VNF deployment issues (e.g., [13–15]). Lit-
erature [16] minimizes the sum of the three costs of cloud
resource cost, bandwidth cost, and reconstruction cost. The
characteristic of reconstruction cost is the loss of revenue
generated by network operators due to bit loss. Considering
the constraints of flexible optical network and DC capacity,
an effective algorithm based on noncooperative mixed strat-
egy game is proposed [17]. In order to solve the relatively
long setup delay and complicated network control problems,
we designed a configuration framework with resource prede-
ployment to solve the above problems [18]. The proposed
game model enables tenants to compete for VNF-SC supply
services based on the incentives of income and service qual-
ity, so it can encourage tenants to choose more reasonable
supply solutions. In order to meet the needs of users and
maximize the benefits of suppliers, a VNF deployment algo-
rithm based on eigenvalue decomposition is proposed [19].
So far, most of the literatures, such as literature [20], have
studied the issues related to the migration of virtual machines
under a certain migration trigger time, but such a migration
strategy does not consider multiple SFC business scenarios
at the same time. Literature [21] studies the VNF migra-
tion problem under the one-to-one mapping relationship
between service functional chain VNF and node VNF
instances. In the shared state of VNF instances, if the perfor-
mance of a slice fails to meet user requirements, the current
research cannot formulate an effective strategy to achieve
VNF migration. Literature [22] proposed a VNF migration
algorithm based on MDP theory to deal with the constantly

changing workload, and its migration strategy was aimed at
minimizing energy consumption and reconfiguration cost
caused by VNF migration. Literature [23] established a cost
model and proposed a greedy algorithm to optimize the
migration of VNF, but this scheme can only solve the prob-
lem of resource allocation in a single scheduling cycle. Liter-
ature [24] makes backup for the whole SFC, which increases
the resource overhead. In literature [25], a reliability percep-
tion method combining VNF deployment and routing
optimization is proposed, which adopts a backup sharing
method to reduce resource consumption. While using the
backup mechanism to improve reliability, the link length of
SFC is increased, and the end-to-end delay of SFC is
increased to a certain extent. In literature [26], no backup
mechanism was adopted. PageRank thought was adopted
when deploying VNF, and reliability and delay were consid-
ered at the same time. However, when deploying VNF, the
source node and destination node were not considered, so
the delay was increased. Literature [27] did not adopt the
backup mechanism and proposed the SFC mapping algo-
rithm based on queue awareness to improve the stability
and reliability of the network, which took into account the
source nodes and destination nodes. Literature [27] does
not constrain VNF types but assumes that each physical node
can carry any type of VNF. Literature [27] pointed out that
adjacent VNF in the same SFC can be aggregated, that is,
deployed on the same physical node, but it did not provide
a specific polymerization method.

3. Problem Description and Modeling

3.1. Network and VNF-SC Description. GðV , EÞ is an
undirected graph, and we use it to denote an IoT, where
V = fv1, v2,⋯,vNV

g is nodes set in the network. NV

denotes the number of nodes, vi is the ith optical node.
E = flij ∣ vi, vj ∈ Vg denotes the set of links. lij represents
the link between vi and vj. NE represents the number of
links. Each link has NF frequency slots (FSs), and the
indexes of FSs on each link are 1, 2,⋯,NF .

Each VNF-SC is a task. Now, we have a set of VNF-SCs,
denoted by T = fT1, T2,⋯,TNT

g, where NT represents the
tasks (VNF-SCs) number, and Tk is the kth VNF-SC. Tk

can be described as Tk = ðsk, dk, VNFT
k , bkÞ, where sk and dk

represent source node and destination node, and VNFT
k =

fVNFk1
, VNFk2

,⋯,VNFkMk
g is the of virtual network func-

tions to be realized in Tk, andMk denotes the number of vir-
tual network functions in VNFT

k , i.e., some nodes should be
chosen in the selected path to realize these virtual network
functions. bk = ðb0k, b1k,⋯,bMk

k Þ represents the frequency slots
numbers of Tk required, where b

0
k is the original number of

frequency slots occupied by Tk. What is more, ∀VNFT
k ⊆

VNFð1 ≤ k ≤NTÞ.

4. Energy Model

The total energy consumption of telecommunications net-
works supporting virtual network functions consists of two
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parts. Let Nv
f denotes the number of virtual network func-

tions deployed on node v:

Nv
f =

∑r∈Rz
v
r,f · br

ct f

& ’
: ð1Þ

Since server energy consumption is positively correlated
with CPU utilization, the total energy consumption of VNF
f deployed on node v can be derived as

pvf =
psh − psb
Cv

· crf ·
∑r∈Rz

v
r,f · br

ct f
,∀v ∈ V , f ∈ F: ð2Þ

Among them, psb represents the startup energy consump-
tion of the node s, and psh represents the peak load energy
consumption of the node. Let pv denote the energy consump-
tion of node s:

pv = psb · min 1, 〠
f ∈F

〠
r∈R

zvr,f

( )
+ 〠

f ∈F
pvf , ð3Þ

where min f1,∑f ∈F∑r∈Rz
v
r,f g ∈ f0, 1g means some VNF

instance is deployed on the node v. When it is equal to 1,
the node v must be opened to carry the VNF instance.
Represents the link bandwidth utilization, let Ul denote
the bandwidth utilization of link l:

Ul =
∑r∈Rw

uf vg
r · yuvlr · br
Cl

,∀l ∈ L, f ∈ F: ð4Þ

The energy consumption of the link can be calculated
as follows:

pl = plb · min 1, 〠
f ∈F

〠
r∈R

wuf vg
r · yuvlr

( )
+ plh − plb
� �

·Ul: ð5Þ

Among them, plb is the start-up energy consumption of
the link l, and plb is the peak load energy consumption of

the link. min f1,∑f ∈F∑r∈Rw
uf vg
r · yuvlr g ∈ f0, 1g represents

the on/off status of the dollar link l; when it is equal to
1, the link l must be powered on to the VNF-SC. There-
fore, the total energy consumption of NFV-SC can be
calculated as

ptotal = 〠
v∈V

pv +〠
l∈L

pl: ð6Þ

The other two objectives are given in the [28]. The
objective function is expressed by

min H =min α1ptotal + α2 f2 + α3 f3f g, ð7Þ

where f1 and f2 denotes the maximum index of used fre-
quency slots and ratio of resource used. Some constraint
conditions should be satisfied. These constraint conditions

are given in our previous paper [29]. To solve the optimi-
zation model, we propose an improved brain storm opti-
mization algorithm, and the algorithm will be described
in the following sections.

5. Proposed Algorithm

5.1. Bounding-Box Determines the Search Area. The basic
idea of the Bounding box algorithm is to determine the pos-
sible Bounding rectangular regions of unknown nodes by
measuring their distance from unknown nodes and using
their distance. Finally, the center of masses of all Bounding
regions is taken as the estimated position of unknown nodes.
Although the algorithm is simple and easy to implement, its
positioning accuracy is relatively low. References [30] put
forward individual Bounding box initiative-inspired optimi-
zation algorithm to improve convergence speed and avoid
overturning ambiguity in the positioning process. However,
due to the impact of ranging errors, the real position of
unknown nodes may fall outside the Bounding box region,
reducing convergence speed and solving accuracy. To avoid
this phenomenon, this paper improves the Bounding box
method and determines the search area through multiple sig-
nal measurements and compensated measurement distances.
The individual heuristic algorithm is initialized in the search
area to improve convergence speed and solution accuracy.
Assuming that there are m anchor nodes in the communica-
tion range of the unknown node, the coordinates of the
unknown node ðxi, yiÞ satisfy equation (8):

xi ∈ xj − dij, xj + dij
� �

yi ∈ yj − dij, yj + dij
h i

8<
: : ð8Þ

5.2. Weighted Center Opposition Learning Strategy. The
Opposition based Learning (OBL) strategy was proposed by
Tizhoosh in 2005 [31]. It has been widely used in various
algorithms, effectively improving the efficiency of solving
the global optimum. The basic idea of the reverse learning
strategy is as follows: in the search process, the initial position
and its reverse position relative to the center are considered
simultaneously, so as to enhance the diversity of individual
groups and improve the global search capability of the algo-
rithm. Let point P = ðp1, p2,⋯,pi,⋯,pdÞ is a point inD dimen-
sional space, and pimin ≤ pi ≤ pimaxði = 1, 2,⋯,dÞ. pimin and p

i
max

are the minimum and maximum value of point pi in dimen-
sion D, respectively. Then, the opposite point of point pi is

bpi = pimax + pimin − pi: ð9Þ

Literature [32] proposed that the search population takes
the mean mixing center as the symmetric center of reverse
learning to guide the population evolution. Among them,
the mean blending center is determined by the fitness value
of the mean value of all individuals and the mean value of
some better individuals. As the center of the mixed mean is
located in the center of the group, individual positions can
be integrated in the search process, which will promote the
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group to draw closer to the center in the early stage and accel-
erate the convergence speed. After convergence, individuals
can jump out of the optimal group and, thus, have a higher
probability to search for the global optimal solution. Inspired
by his ideas, we propose a weighted center reverse learning
strategy. The basic idea is that the weight of all individuals
in the population is given according to their fitness value,
the weighted center of the population is calculated according
to the weight and individual position, and the weighted cen-
ter is taken as the symmetric center of reverse learning. Since
fitness values of all individuals are taken into account, the
weighted center can better reflect the central trend of the
population in the current environment. Therefore, this paper
uses the weighted center as the symmetric center of reverse
learning to guide population evolution.

The fitness value JðSPiÞ of an individual is the value of
the objective function. When solving the weight center, the
individual weight is calculated as follows:

Wi =
1/J SPið Þ

∑m
j=1 1/J SPj

� �� � : ð10Þ

SPd
i and �Cd , respectively, represent the values of individ-

ual I and the weighted center on dimension D. �Cd can be
calculated by

�Cd = 〠
m

i=1
Wi · SPd

i

� �
: ð11Þ

Opposition point position of point p on dimension D
with the weighted center as the symmetric point can be calcu-
lated by

�pd = k �Cd − pd
� �

+ �Cd , ð12Þ

where pd is the value of point p on dimension d, �pd is the
value of point p on dimension D after opposite learning by
weighted center, and k ∈ ½0, 1� is the dynamic learning factor.

6. Brain Storm Optimization

Swarm intelligence optimization algorithm is an optimiza-
tion algorithm inspired by the biological behavior of nature.
It is considered as a young and promising swarm intelligence

optimization algorithm, which simulates the brainstorm
process of human beings in solving problems.

6.1. Brainstorming Process. When we come across a difficult
problem that cannot be solved by one person alone, we will
gather people with different knowledge backgrounds to
brainstorm, and usually, the problem will be solved with a
high probability. The specific steps of the brainstorming pro-
cess are as follows:

In this paper, a weighted center opposition based learn-
ing is introduced to brainstorm optimization to find the
optimal solution (OBLBSO), the improved Brain Storm
Optimization is shown in Algorithm 2.

The brain storm optimization algorithm is a new one
which simulates the brain storm conference process design.
When solving the static single objective optimization prob-
lem, the detailed steps of the algorithm are shown in
Algorithm 1. Static single objective brainstorm optimization
algorithm mainly consists of three parts: individual cluster-
ing in decision space, generating new individuals, and select-
ing better individuals.

7. Experiments and Analysis

In order to verify the effectiveness and effectiveness of the
algorithm, experiments are carried out on the NSFNET
topology.

7.1. Parameters Setting

7.1.1. Network Parameters. There areNvnf = 5 kinds of VNFs,
and each data center can provide 2-5 types of VNFs. Each
VNF-sc requires at least one VNF, and the required fre-
quency slots meet uniform distribution [5, 10]. In addition,
in [0.5, 1.5], the required frequency-to-slot ratio satisfies a
uniform distribution after implementing the corresponding
VNFs. Each fiber can accommodate 1000 frequency slots,
that is, NF = 1000. In the proposed improved brain storm
optimization algorithm, the following parameters are chosen:
population size Ps = 100, maximum iterations Gmax = 30,000,
τ1 = τ2 = τ3 = 2.

7.2. Experimental Results. And compared with several other
algorithms, the algorithm proposed in the literature [33]
(LBA for short) is used for improvement. The second is the
LF-LBA algorithm, including minimum priority strategy
and LBA algorithm. In addition, we also compared OBLBSO

1 Propose problems that need to be solved and gather people with different knowledge backgrounds;
2 These people come up with many solutions based on this problem and following the four principles;
3 Find several parties as owners of the problem and choose from each of these ideas the best solution they think will solve the problem;
4 Select some solutions to come up with more solutions, and the better solution in Step 3 has a greater probability of being selected;
5 Similar to step 3, the problem owner selects several better solutions;
6 Randomly select a solution and use its functions and characteristics as clues to generate more solutions;
7 Let the owner of the problem choose a few better solutions from all the solutions;
8 End up with a solution that’s good enough;

Algorithm 1: Brainstorming Process.
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with the ARA (artificial raindrop algorithm, ARA) proposed
in the literature [34].

For the sake of verifying the performance of the model
and algorithm, two experimental scenarios were carried out.
In the first scenario, we fixed the number of target nodes as
ND =NV /3 and ND = 2NV /3, i.e., Nd =ND/NV = 1/3 and
Nd =ND/NV = 2/3. The number of destination nodes gener-
ated in ½NV /6,NV /3� and ½NV /3, 2NV /3� randomly. Figure 1
shows the experimental results when α = 1. Experimental
results when β = 1 is shown in Figure 2. Figure 3 shows the
experimental results when γ = 1. Experimental results when
α = β = γ = 1/3 is shown in Figure 4. Number of connection
requests are set as NR = ρNVðNV − 1Þ, and ρ =0.25, 0.5, 1,
2, and 4, respectively.

In the second scene, we fixed α1, α2 and α3 to α1 = α2 =
α3 = 1/3. Figure 5, respectively, shows ρ = 0:25s, ρ = 0:5, ρ =

1, ρ = 2, ρ = 4, and ρ = 8. The result obtained in the NSFNST
topology at the time. In each experiment, set the number of
connection requests to ND = θNV and select θ = to be 0.2,
0.4, 0.6, 0.8, and 1, respectively.

7.3. Experimental Analysis. The experimental results obtained
under NSFNET topology are shown in the figure. When
α1, α2, and α3 are selected as 1, 0, 0 1, therefore, the objec-
tive function is to minimize the maximum use frequency
slot index (MIUFS). It can be seen from the experimental
that the OBLBSO achieves better results than the other
algorithm. Generally speaking, the minimum priority strat-
egy can reduce the maximum index of the frequency slot
used. However, VNF dependencies can disable it. There-
fore, in some cases, LBA can achieve a better solution than
LF-LBA, and in other cases, LF-LBA is a better solution
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Figure 1: Experimental results when α1 = 1.

1 N individuals are randomly generated;
2 The individuals were clustered in the decision space and divided into G clusters;
3 Evaluate individual fitness value;
4 The individuals in each cluster were sorted and the best individuals in each cluster were recorded as the center of the cluster;
5 A random number between 0 and 1 is generated randomly. If the random number is less than the preset probability of p1, an
individual will be generated randomly to replace a cluster center;

6 Randomly generate a number p3 between 0 and 1;
7 if p3 is less than the default probability of p2 then
8 Random into a random number between 0 and 1, and randomly choose a cluster;
9 If the random number is less than p4, the center of the cluster is selected and a new individual is generated through Gaussian

variation;
10 Otherwise, other individuals in the cluster are selected and new individuals are generated by Gaussian variation;
11 else
12 Randomly generate a number between 0 and 1;
13 If the random number is less than p5, then a new individual is generated based on the center of the two clusters through Gaussian

variation. Otherwise, two individuals selected at random based on two clusters will be generated by Gaussian variation;
14 end
15 The newly generated individuals were compared with the existing ones, and the well-preserved individuals were taken as the next

generation of new individuals;
16 If a preset maximum number of iterations is reached, stop, or skip to Step 2.

Algorithm 2: VNF-SC mapping algorithm-based OBLBSO.
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Figure 4: Experimental results when α1 = α2 = α3 = 1/3.
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Figure 3: Experimental results when α3 = 1.
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Figure 2: Experimental results when α2 = 1.
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than LBA. OBLBSO can find the optimal routing and VNFs
deployment plan for all VNF-SCs. Therefore, in the three
algorithms, OBLBSO can get the optimal solution. When
the number of connection requests is 0:25NVðNV − 1Þ, the
MIUFS obtained by OBLBSO is 3.7%-4.5% less than the
MIUFS obtained by the other algorithms. When the num-
ber of connection requests is 2NVðNV − 1Þ, the MIUFS
obtained by OBLBSO is 7.9%-9.0% less than the MIUFS

obtained by the other algorithms, respectively. In other
words, as the number of connection requests increases,
OBLBSO can obtain a smaller total power consumption
and save more power than other algorithms.

When α, β, and γ are selected as 0,1,0, the experimental
results are shown in Figure 2. Similar to the experimental
results in Figure 1, we can also see that the OBLBSO achieves
better results than the other algorithms. In addition, based on
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Figure 5: Experimental results obtained when ρ = 0:25,0:5,1, 2, 4, 8.
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the experimental results, we cannot distinguish between LBA
and LF-LBA.

Figure 3 shows the experimental results when α1, α2, and
α3 are selected as 1, 0, and 0. Figure 4 shows the experimental
results at α1 = α2 = α3 = 1/3. It can be seen from the experi-
mental results that the OBLBSO can obtain a better solution
than the two other algorithms.

It can be seen from the experimental results that using
OBLBSO can get better results than ARA. On this basis, the
individual location update strategy has been improved. This
algorithm, like the particle swarm algorithm and the DE
algorithm, uses the location of other individuals and their
past location information, thereby enhancing the search
capability and improving the convergence speed.

8. Conclusion

The deployment of VNFs of VNF-SC in flexible optical
networks between data centers is studied. In an elastic optical
network between data centers, each data center can only
provide specific VNFs, and system resources are limited. A
mixed integer linear programming model is established,
and an improved brainstorming optimization algorithm
(OBLBSO) is proposed to solve the model. A simulation
experiment was carried out on a widely used network
topology.
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In recent years, there has been keen interest in the area of Internet of Things connected underground, and with this is the need to
fully understand and characterize their operating environment. In this paper, a model, based on the Peplinski principle, for the
propagation of waves in soils that takes into account losses attributable to the presence of local inhomogeneity is proposed. In
the work, it is assumed that the inhomogeneities are obstacles such as stones or pebbles, of moderate size, all identical and
randomly distributed in space. A new wave number is obtained through a combination of the multiple scattering theory and the
Peplinski principle. Since the latter principle considers the propagation in a homogeneous medium (without obstacles), the wave
number it provides is inserted into the one resulting from the former, the multiple scattering theory. The effective wave number
thus obtained is compared numerically with that of Peplinski alone on the one hand and with that of multiple scattering alone
on the other hand. The phase velocity and the loss tangent are analyzed against the particle concentration at the low-frequency
Rayleigh limit condition (ka ≲ 0:1) and against the frequency at two particle concentrations (c = 0:2 and c = 0:4), two particle
radii (a = 0:55 cm and a = 1:10 cm), and 5% and 50% volumetric water content of the soil. Path losses are also compared to each
other to examine the effects on transmission of soil containing obstacles. The results obtained suggest that the proposed model
has better accuracy in estimating the wave number than previously used schemes.

1. Introduction

Wireless underground sensor networks (WUSNs) are an
emerging area that has gained the attention of many
researchers. This is because WUSNs open up new possibili-
ties for underground monitoring and communication; also,
they will find application in agriculture, which is key to the
developmental agenda of many emerging nations. For
instance, a WUSN path loss model based on an accurate pre-
diction of the complex dielectric constant (CDC) for preci-
sion agriculture is proposed and called WUSN-PLM [1].
These WUSNs are now being interconnected to form the
“Internet of Underground Things (IoUT)” to depict the
internet of devices connected underground. IoUT encom-
passes devices buried in soil or placed in open bounded
spaces and are interconnected to facilitate sending of infor-

mation out of agricultural fields and other underground envi-
ronments to decision-making and control centres. In the
same context, an analytical survey was performed on the cur-
rent and potential application of the Internet of Things in
arable farming, state-of-the-art technologies deployed, chal-
lenges of mobile devices in spatial data collection, highly
varying environments, and task diversity, compared to other
agricultural systems [2, 3].

The physical phenomenon underpinning the operation
of IoUT is the propagation of electromagnetic waves in a soil
medium. The characteristics of the operating environment
will have a great impact on the performance of the network.
Obstacles such as stones cause waves to be refracted or scat-
tered in an underground environment. In addition, an
increase in communication range and volumetric water con-
tent of soil due to irrigation or rain will lead to high signal
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path loss. Additionally, signal propagation characteristics in
soil are dependent on the soil type and properties. Typically,
a two-stage model is proposed based on the field characteris-
tics of the antenna and considers four sources of path loss.
The two-stage model has a different coefficient, which
depends on the soil types in the near-field and far-field
regions [4, 5].

To effectively characterize the propagation environment,
accurate and robust models are required. Different models
have been proposed in the literature for the study of electro-
magnetic wave propagation in various environments [6–14].
In particular, for the characterization of electromagnetic
wave (EM) propagation in soil, a number of different models
have been proposed in the literature [6, 11, 12, 14]; however,
models that take into consideration factors such as multipath
propagation, volumetric water content of soil, and burial
depth are dominant [6, 11]. Furthermore, some of these
models analyze the bit error rate for communication perfor-
mance based on some modulation schemes and soil
properties.

As an alternative to EM wave propagation in soil, Sun
and Akyildiz [11] have proposed the magnetic induction
technique. The magnetic induction technique is a promising
communication technique for analyzing propagation in soil
[10, 11]. EM waves and the Friis equations [12] were used
to analyze the channel model taking into consideration the
direct, reflected, and lateral waves, multipath, soil composi-
tion, and water content. It was shown that the direct,
reflected, and lateral waves are major contributors to signal
attenuation in the soil environment [11]. In [14], a segmenta-
tion approach is used to sense soil moisture where the radio
field is used as a sensor. Based on the Peplinski principle
[15], the path loss for different volumetric water content
levels at three different frequencies was calculated. In com-
parison with some related research proposed recently as
shown in Table 1, this work seeks to analyze the transmission
of electromagnetic waves in a soil medium taking into
account the presence of obstacles that cause multiple scatter-
ing. A new wave number model is proposed with the combi-
nation of the Peplinski principle and multiple scattering in
the soil medium. The new wave number is used in the com-
putation of the path loss.

To the best of our knowledge, path loss expressions that
consider explicitly scattering and in particular multiple scat-
tering are yet to be reported. In this paper, based on the
results presented in [9, 14] where a relation for the path loss
is derived, we consider the problem of EM wave propagation
[16–18] in a dense medium with scattering properties. In the
present work, a model of the effective wave number is pre-
sented that accounts for absorption due to permittivity and
multiple scattering occurring in soil because of the presence
of buried obstacles such as stones, rocks, or pebbles. To
achieve this, it is assumed that the medium which typically
is polydispersed contains identical objects of similar size.
This assumption allows the change in path loss to be readily
estimated. The propagation constants derived from the effec-
tive wave number obtained are used for the calculation of the
path loss. The results are compared with those previously
reported in the literature.

In addition, a parametric study is also performed that
shows the effects of the concentration of obstacles or the vol-
umetric water content on signal attenuation. The phase
velocity and the loss tangent are analyzed against the particle
concentration at the low-frequency Rayleigh limit condition
and against the frequency at two particle concentrations:
0.2 and 0.4, two particle radii: 0.55 cm and 1.10 cm, and 5%
and 50% volumetric water content of the soil. The analysis
is performed considering only the Peplinski principle on
the one hand and the Peplinski principle with multiple scat-
tering on the other. Results obtained indicate that the
approach proposed in this study could provide significantly
better results than previously obtained and lead to a better
characterization of WUSN.

2. Comparison with Some Related Research
Proposed Recently

In [14], Liedmann et al. presented the path loss of an average
topsoil for different distances and typical IoT frequencies at
two different VWCs, 5% and 50%, respectively. The higher
the operating frequency, the higher the influence of rising
VWC. Meanwhile, in this work, path loss is modeled based
on absorption due to permittivity and multiple scattering
from obstacles in soil. It is then analyzed against distance at
the same frequencies of 433MHz and 868MHz and at the
same VWC proportions. Path loss analysis in both works
shows almost the same trends.

In [1], four sources of path losses are analyzed based on a
proposed two-stage model with field characteristics of the
antenna. The two-stage model has a different coefficient,
which depends on the soil types in the near-field and far-
field regions. Path losses against transmission distance are
compared on dry soil for sandy clay#1 and for sandy clay#2.
Path losses against sensor burial depth for underground-to-
above the ground and above the ground-to-underground
channel models are also compared for 5m, 10m, 15m, and
20m transmission ranges. Results in this work show the same
trend of path loss.

At the same operating frequency of 433MHz in [4], the
comparison is made between the measured path loss and that
of Friis, Fresnel, and the proposed propagation models tested
within clayey silt, dry sand, and wet sand media. The results
showed the same trend of increasing growth of path loss as
the transmission distance increases to 0.5m, 1m, and
beyond. Meanwhile, in this work, a comparison has been
established for a revised path loss based on only the Peplinski
principle and on Peplinski combined with multiple scattering
for two operating frequencies 868MHz and 433MHz. The
transmission distance considered in our study is up to 5m.

3. System Architecture and IoUT
Application in Agriculture

In agriculture, IoUT is envisaged to provide total field auton-
omy and enable more efficient food production solutions
through not only in situ monitoring and self-reporting capa-
bilities (soil moisture, salinity, temperature, etc.) but also the
interconnection of existing field machinery like irrigation
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systems, harvesters, and seeders [19] as shown in Figure 1.
Real-time decision-making takes place in IoUT at a monitor-
ing centre in the cloud, which receives information required
from sensors, underground, and other field devices. It is
worth noting that in this architecture communication may
take place through the soil medium between the under-
ground devices or may take place through air and plant
foliage devices attached to the plant body. IoUT applications
have challenging requirements that include impairments
attributable to wireless communication through soil [20–
23] and machinery operating in remote crop fields and expo-
sure to the elements. Progress in IoUT research will signifi-
cantly impact and benefit many application areas such as
plant monitoring and control, border patrol, underground
mines and tunnels, and pipeline assessment [6, 20, 22]. A
model of IoUT architecture is illustrated in Figure 1. Based
on the required functionalities, the architecture may include
components such as underground objects, base stations,
mobile sinks, and cloud services. Below, we explain the prop-
erties or characteristics of the various components.

Underground objects (UOs) are made up of objects
which are wholly or partially embedded within the subterra-
nean environment and are equipped with wireless communi-
cation and sensing modules. They are constructed to be
rugged enough to protect them against farming equipment,
wild rodents, and extreme weather conditions. Their
onboard sensors usually include a wide range of soil-related
or weather-related sensing devices that can monitor phe-
nomena such as soil temperature, chemical properties, and
moisture. The communication schemes employed include
Bluetooth, ZigBee, NFC, Wi-Fi, Sigfox, LoRa, LoRaWAN,
Satellite, and cellular [24].

Base stations (BSs) have high processing power and com-
munication facilities installed in permanent structures like
weather stations or buildings and are used as gateways to
transfer the data collected from wireless nodes to the cloud
(the monitoring centre). While it is not essential to have a
base station in a wireless communications framework, they

can be key to the operation of a wireless network and in
extending its communication range.

In wireless sensor network applications, data transfer can
account for up to 70% of the energy cost. This has led to the
use of mobile sinks for data collection. Mobile sinks are vehi-
cles (tractors, irrigation systems, harvesters, seeders, and
unmanned aerial vehicle drones) that move periodically or
as required, around the defined fields where the sensors are
deployed to collect data from the sensor nodes.

Cloud services are used for real-time processing of the
field data as well as permanent storage of the collected data.
The cloud service, as the decision-making centre of the sys-
tem, helps in integrating collected data with existing data-
bases. This also serves as the platform through which
services and information are made available to users and
stakeholders.

Within the IoUT architecture, a number of different
communication links may be identified. This includes (a)
underground-to-underground link in which the entire com-
munication is confined underground, such a scheme might
be used when the sensors need to exchange information or
when a sensor needs to route data through a neighbouring
sensor; (b) underground to above ground: this part of the
communication is underground and the other part is above
ground with the transmitter being buried underground and
the receiver is above. This scheme is mainly used to send data
collected by the sensors to control centres; (c) above ground
to underground: here, the transmitter is above ground, and
the receiver may be the sensor device underground. The
scheme is mainly used for sending control signals; (d)
above-ground surface communication. In this deployment,
the sensors (transmitter and receiver) are partially buried in
the ground as such the communication link is above ground
but within the immediate vicinity of the soil, the wave will
therefore propagate just above the surface of the ground.
Arguably, existing over-the-air (OTA) wireless communica-
tion protocols face significant challenges in underground
environments because they were originally not designed for

Table 1: Comparison of some related research proposed recently with our work.

Reference Related research proposed recently Our work

[1]
A WUSN path loss model for precision agriculture called

WUSN-PLM is proposed. The proposed model is based on an
accurate prediction of the complex dielectric constant (CDC).

A new wave number model is proposed using the combination
of the Peplinski principle and multiple scattering in a soil

medium. The new wave number is used in the computation of
the path loss.

[2]
Underground environment-aware MIMO is developed using

transmit and receive beamforming.
Signal transmission with single input single output (SISO)

between a transmitter and a receiver.

[3]

Analytical survey of the current and potential application of the
Internet of Things in arable farming, state-of-the-art

technologies deployed, challenges of mobile devices in spatial
data collection, highly varying environments, and task
diversity, compared to other agricultural systems.

Internet of Underground Things (IoUT) application in
precision agriculture, envisaged to provide total field autonomy
and enable more efficient food production solutions through
not only in situ monitoring and self-reporting capabilities but

also the interconnection of existing field machinery like
irrigation systems, harvesters, and seeders.

[4]

A two-stage model is proposed based on the field characteristics
of an antenna and considers four sources of path loss. The two-
stage model has a different coefficient, which depends on the

soil types in the near-field and far-field regions.

Path loss is modeled based on absorption and multiple
scattering from obstacles in soil. The path loss is then analyzed
against distance at two typical IoT frequencies of 433MHz and
868MHz. We also showed the effect of VWC on the path loss

for two proportions, 5% and 50%.
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these conditions. The electromagnetic wave attenuation in
soil is much higher than that in air. This has a limiting effect
on link quality. In above-ground-to-underground communi-
cation, it is critical to give due consideration to the important
effects of reflection and refraction due to the ground surface.

4. Absorption due to Permittivity

In the following, a uniform random distribution of dielectric
spheres with radii a (also referred to as particles) of relative
permittivity εp embedded in a background medium (soil) of
permittivity ε is considered. Let no be the number of spheres
per unit volume and α the polarizability of each sphere. The
polarization P (dipole moment per unit volume) is given by

P = noα
1 − noα/3ε

E, ð1Þ

where E is the electric field inside the medium. Substituting
(1) into the electric flux density D = εE + P yields D = εeffE,
where

εef f = ε
1 + 2noα/3ε
1 − noα/3ε

� �
ð2Þ

are Clausius-Mossotti’s formula of the effective permittivity.
The formula for the polarizability is [3]

α = 3εvo
εp − 1
εp + 2 , ð3Þ

where v0 = 4πa3/3 is the volume of the sphere. Substituting α
from (3), the relation for the effective permittivity yields
Maxwell-Garnett’s mixing formula:

εef f = ε
1 + 2cy
1 − cy

� �
, ð4Þ

where c = novo is the fractional volume occupied by the par-
ticles and y is given by

y =
εp − 1
εp + 2 : ð5Þ

The effective wave number K of the composite medium is
given by K = ω

ffiffiffiffiffiffiffiffiffiffi
μεef f

p
or

K2 = k2
1 + 2cy
1 − cy

= k2 1 + 3cy
1 − cy

� �
, ð6Þ

where k = ω
ffiffiffiffiffi
με

p
is the wave number for the background

medium free of spheres and having a permittivity. The exis-
tence of an imaginary part for K reflects the presence of the
absorption phenomenon in the medium during the propaga-
tion. In (6), the permittivity can be derived from the
Peplinski principle which is discussed later.

5. Wave Attenuation due to Multiple
Scattering in Soil: Quasicrystalline
Approximation (QCA) in Dense Media

Multiple scattering phenomena occur in soil in the presence
of inhomogeneity or spheres which are randomly (or not)
distributed. The presence of such inhomogeneities can have
a significant effect on the propagation of the electromagnetic
wave within the soil medium. It can be observed that (6) does
not take into consideration the multiple scattering of the
waves by the spheres. It seems appropriate to add a term tak-
ing into account this multiple scattering.

To address the difficult problem of wave propagation in
soils and in particular the problem of multiple scattering, it
is helpful to simplify the problem in the first instance. To
do this, the scattering simulations can be performed on a test
volume containing a large number of spheres but forming at
the same time a small part (the representative elementary

Communication links

Cloud
(monitoring center)

Base station

Base
station Mobile

sinks

Mobile sinks

Underground sensors

Underground communication

Wired communication
Over‑the‑air (OTA) communication

Figure 1: Architecture of IoUT.
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volume) of the whole system. The soils are normally polydis-
perse media since they contain scatterers of various shapes,
sizes, and materials. In this work, for simplicity, it is assumed
that all the scatterers are identical (monodispersity), the rea-
son being that, by using the simplest equations of multiple
scattering, we would be able to estimate the change in path
loss. Figure 2 shows a plane electromagnetic wave incident
onto a half-space of identical dielectric spheres. Such an inci-
dent wave will be subject to multiple scattering in the soil
medium. To solve this problem of multiple scattering, the
quasicrystalline approximation (QCA) and the T-matrix for-
malism were used by Tsang et al. [17].

In QCA, statistical configurational averaging using con-
ditional averaging on positions is performed. The details of
the calculation techniques leading to the formula of the effec-
tive wave number are out of scope for this study. Rather, our
interest is on the formulas of the wave number that accounts
for attenuation due to scattering.

Let Tn denote the scattering coefficient for a sphere in
mode n. Then, at the low-frequency Rayleigh limit (ka ≲ 0:1
), most of the contribution is attributable to T1ðkaÞ (the
mode n = 1 corresponds to the electric dipole). In the context
of the QCA, it follows that the effective wave number [16] is
given by

K2 = k2 1 + 3cy
1 − cy

1 + i2ck3a3 y
1 − cy

1 + 4πn0 Jð Þ
� �� �

, ð7Þ

where

J =
ð∞
0
r2 g rð Þ − 1½ �dr: ð8Þ

In (8), g is the pair distribution function of one sphere
position given the position of the other. This function can
assume different functional forms, one of the most useful
being the Percus-Yevick pair distribution function for hard
spheres [19]. The pair distribution function depends on the
scatterer size a and the fractional volume c of scatterers
within the volume. Different forms of the Percus-Yevick pair
distribution function have been discussed in [25] for various
values of the fractional volume. In this study, the case of c
= 0:2 and c = 0:4 is considered. The Percus-Yevick function
oscillates in the range of r/2a with the degree of oscillation
ranging from 1 to 3, depending on the value of c, the frac-
tional volume. The Percus-Yevick approximation for short-
ranged hard-sphere pair distribution function is considered
[17]:

n0

ð∞
0
r2 g rð Þ − 1½ �dr = 1 − cð Þ4

1 + 2cð Þ2 − 1: ð9Þ

A simplified formula of the effective wave number may be
obtained as follows [18]:

K2 = k2 1 + 3cy
1 − cy

1 + i
2k3a3
3

1 − cð Þ4
1 + 2cð Þ2

y
1 − cy

" #( )
ð10Þ

(for values of c ranging from 0:2to0:4). For ka ≲ 0:1 and
at the operating frequency of 433MHz (which is within the
0.3-1.3GHz range of validity of Peplinski’s dielectric mixing
formula [(13)]), (10) is valid for soils with a random distribu-
tion of spheres having a radius not exceeding 1:1 cm as
shown in Table 2. If the frequency is higher, a smaller radius
is needed to satisfy the limiting condition ka ≲ 0:1, which in
essence, is an approximate condition [26].

Note that lower frequencies are required for adequate
communication in the soil medium. However, reducing the
operating frequency below 300MHz will increase the
antenna size, which introduces practical challenges during
WUSN implementation. Most wireless underground sensor
boards such as MICA2 are designed to operate within 300
to 400MHz range. Ideally, operating frequencies of 300 and
900MHz are appropriate for preserving small antenna sizes
[6]. This ensures that the sensors remain discrete, a property
which is particularly useful for security applications. For a
sparse medium (very small volume fraction), the Percus-
Yevick function tends to the Hole-Correction formula [27],
and the QCA in (10) is reduced to the EFA (Effective Field
Approximation) represented by the simpler but less accurate
formula:

K2 = k2 1 + 3cy 1 + 2
3 ik

3a3y
� �� �

: ð11Þ

Figure 3 shows the normalized phase velocity Re ðk/KÞ
and the loss tangent 2 Im K/Re K versus the concentration
obtained from (10) for three values of ka. The permittivity
of the background medium isε = 8:854 × 10‐12ðFm−1Þ, and
the relative permittivity of the spheres is εp = 3:2. When the
concentration increases, the phase velocity decreases mono-
tonically while the loss tangent increases initially until a max-
imum value is attained when it begins to decrease.

In Figure 4, the permittivity of the backgroundmedium is
assumed to be ε = 8:854 × 10‐12ðFm−1Þ, for spheres of radius
a ≈ 0:55 cm and fractional volume concentrations of c = 0:2
and c = 0:4. The figure shows the normalized phase velocity
Re ðk/KÞ and the loss tangent 2 Im K/Re K given by (10) ver-
sus the frequency. From Figure 4, it appears that regardless of
the fractional volume concentration, c = 0:2 or c = 0:4, the
normalized phase velocities remain constant. The waves
propagate faster in the medium with the lowest

Incident plane
wave

Einc

x

Figure 2: Plane electromagnetic wave normally incident on a half-
space of spherical dielectric scatterers of radius a.
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concentration of spheres (radius a ≈ 0:55 cm) but have the
highest loss tangent.

Figure 5 depicts a plot of the normalized phase velocity
and loss tangent against frequency. The permittivity of the
background medium remains the same in Figure 4. The
radius considered for the spheres is a ≈ 1:10 cm at concentra-
tions c = 0:2 and c = 0:4. We can observe that the normalized
velocities are practically identical and therefore do not
depend on the radius. Secondly, the loss tangents take greater
values in the reduced range of 300MHz-500MHz. Table 3
provides a summary of the values used in the calculation of
the wave number by QCA.

Peplinski et al. [15] reported the development of a semi-
empirical dielectric model for soils, covering the 0.3-1.3GHz
range. The model provides expressions for the real and imag-
inary parts of the relative dielectric constant of a soil medium
in terms of the soil’s textural composition (sand, silt, and clay
fractions), the bulk density and volumetric moisture content
of the soil, and the dielectric constant of water, the specified
microwave frequency, and physical temperature. A compari-
son of experimental results measured in this study with pre-
dictions based on the semiempirical model shows that the
model developed underestimates the real part of the dielec-
tric constant for cases where the moisture content of the soil
is high.

Assuming a complex-valued permittivity ε = ε′ − iε″, the
propagation constants (the attenuation constant ς and the
phase shift constant ϖ) are given by [2, 22]

γ = ς + iϖ, ð12Þ

where

ς = Re γð Þ = ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
με′
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + ε″

ε′

 !2
vuut − 1

2
4

3
5

vuuut , ð13Þ

ϖ = Im γð Þ = ω

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
με′
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 + ε″

ε′

 !2
vuut + 1

2
4

3
5

vuuut : ð14Þ

According to the Peplinski principle, the relative dielec-
tric properties of soil in the 0.3 to 1.3GHz band can be esti-
mated as follows:

ε∗ = ε′ − iε″, ð15Þ

where

ε′ = 1:15 1 + ρb
ρs

εα′s − 1
	 


+mβ′
v ε′

α′
f w
−mv

� �1/α′
− 0:68, ð16Þ

ε} = mβ}

v ε}
α′
f w

� �1/α′
: ð17Þ

In the above,

εf w′ = εw∞ + εw0 − εw∞
1 + 2πf τwð Þ2 , ð18Þ

εf w″ = 2πf τw εw0 − εw∞ð Þ
1 + 2πf τwð Þ2

+ σeff
2πε0 f

ρs − ρbð Þ
ρsmv

ð19Þ

represent the real and imaginary parts of the relative dielec-
tric constant of water, with εw∞ the high-frequency limit of
εf w′ , εw0 the static dielectric constant, and f ðHzÞ the operating
frequency [12]. The other quantities appearing in (16)–(19)
are given in Table 4.

In Figures 6 and 7, the red curves show results using
Peplinski’s principle. Blue curves show the results when both
Peplinski (background medium) and multiple scattering are
considered. The radius considered for the spheres is a ≈
1:10 cm, c = 0:2 and c = 0:4. Figure 6 shows the graphs of
the phase velocity and the loss tangent versus the frequency
when the permittivity of the background medium is given
by (15) with 5% VWC. This background is introduced in
(10) to yield the wave number that combines both Peplinski
absorption (Maxwell-Garnett) and the multiple scattering.
For a fixed frequency, it can be seen that the velocity
decreases as the concentration increases and is much smaller
than that in Figure 4. For the loss tangent, the blue and red
curves decrease and show the same trend. Figure 7 shows a
plot of the normalized phase velocity and loss tangent versus
frequency with the volumetric water content (VWC) equal to
50%. For the loss tangent, blue and red curves, although
showing the same trend, dissociate as the frequency
increases. The radius considered for the spheres is the same
as that in Figure 6: a ≈ 1:10 cm, c = 0:2 and c = 0:4. The com-
parisons of Figures 6 and 7 show that increasing the VWC
lowers the phase velocity and the loss tangent, and this has
a great influence on the wave propagation.

6. Path Loss versus Distance

Using the propagation constant in (12) derived from Peplins-
ki’s principle, the path loss LPep of an electromagnetic wave
propagating in soil can be expressed as follows [28]:

LPep = 6:4 + 20 log dð Þ + 20 log ϖð Þ + 8:69ςd, ð20Þ

where d is the distance between sender and receiver and
8:69ςd is the additional attenuation caused by transmission.
Our mixing of Peplinski’s principle (12) with the multiple
scattering theory given by (10) consists in replacing the

Table 2: Evaluation of the maximum radius for the validity of (19).

Frequency
Condition ka

≲ 0:1
Number of spheres per unit volume

n0 = c/v0
433MHz a ≲ 1:1 cm ≈35, 873 (if c = 0:2)
868MHz a ≲ 0:55 cm ≈286, 860 (if c = 0:2)
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background wave number k = ω
ffiffiffiffiffi
με

p
in which ε is the permit-

tivity in free space by k = ω
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μðε′‐iε″Þ

q
, where ε′ and ε″ are

given by (16) and (17). The resulting wave number is denoted
by KPe+m:s: = kr + iki (m.s. is used for multiple scattering). By
making the correspondences ϖ→ kr and ς→ −ki, the expres-
sion of the path loss in (20), which now includes multiple
scattering, becomes

LPe+m:s:
p = 6:4 + 20 log dð Þ + 20 log krð Þ‐8:69kid: ð21Þ

The minus sign in (21) accounts for the fact that when

propagating in the direction of increasing x, we have eiϖxeςx

e−iωt using (12) and eikrxe−kixe−iωt using the wave number
from our mixing formula.

In Figure 8, the red curves are obtained from Peplinski’s
principle and the blue curves from the combination of
Peplinski and multiple scattering. The VWC in Figure 8(a)
is 5%, and in Figure 8(b), it is 50%. The radius considered
for the spheres is once again a ≈ 1:10 cm, c = 0:2. The figure
shows the path losses LPep and LPe+m:s:

p (in dB) versus the dis-
tance d between sender and receiver, at two typical IoT fre-
quencies of 433MHz and 868MHz. The data for the
considered average soil types are as described in Table 4. As
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expected, we observe that the path losses increase with
increasing distance d. Furthermore, the increase in operating
frequency f leads to the increase in path loss. This analysis

motivates the need to operate at the lowest possible frequen-
cies in the soil medium in all cases, whether with the
Peplinski principle or with the combination of Peplinski
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Table 3: The physical parameters used for computing the wave number obtained by QCA.

Symbol Quantity Value and units

c Volume fraction 0:2 or 0:4
εp Relative permittivity in spheres 3:2 + i0 (Fm-1)

ε Background permittivity 8:854 × 10‐12 (Fm-1)

a Radius of spheres
0:011 (m) (frequency up to 500MHz)
0:055 (m) (frequency up to 900MHz)

Table 4: The physical parameters used for computing propagation constants from Peplinski’s principle.

Symbol Quantity Value and units

ρb Bulk density of the soil 1:5(g/cm3)

ρs Bulk density of the solid soil particles 2:66 (g/cm3)

mv Volumetric water content (VWC) or moisture 5% or 50%
α′ Soil-type empirically determined constant 0:65
β′ Soil-type empirically determined constant with C clay fraction and S sand fraction 1:2748 − 0:519S − 0:152C
β″ Soil-type empirically determined constant 1:3379 − 0:603S − 0:166C
εs Relative complex dielectric constant of the mixture of soil and water 1:01 + 0:44ρsð Þ2 − 0:062
τw Relaxation time of water 8 × 10−12

εw0 Static dielectric constant of water 80:4 (Fm-1)

εw∞ High-frequency limit of εf w′ 5:0 (Fm-1)

σeff Effective conductivity depending on soil texture 0:046 + 0:220ρb − 0:411S + 0:661C
ε0 Permittivity constant of free space 8:854 × 10−12 (Fm-1)

μ Magnetic permeability 4π × 10−7 (Hm-1)
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and multiple scattering. Given the above results, a trade-off is
required between operating at higher frequencies with a
small antenna size but greater path loss and operating at a
lower frequency using a bigger antenna but less path loss.
An appropriate frequency range between 300 and 900MHz
will be suitable for maintaining small antenna sizes [9]. This
will ensure that the sensors remain concealed, a property
which is distinctively useful for security applications.

We show the effect of VWC on the path loss for two
values, 5% and 50%. The path loss increases with higher pro-

portions of VWC. This effect is particularly important since
water content not only depends on the location of the net-
work but also varies during different seasons and should
therefore be considered in the design of WUSNs. The com-
parison between Figures 8(a) and 8(b) leads to the conclusion
that it is not necessarily multiple scattering that provokes the
high path loss values of LPe+m:s:

p as shown in Figure 8(a). For
example, in Figure 8(b), at the operating frequency of
868MHz, LPe+m:s:

p < LPep . This shows that signal transmission
is severely affected in soil containing not only random
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distribution of spheres (stones) but also another important
parameter which is water. We chose a relative permittivity
εp = 3:2 for the spheres. It must be noted that changing this
value modifies the results discussed above. In particular, if
εp = 1, for example, LPep and LPe+m:s:

p become identical as
expected.

7. Discussion

In this paper, a new model of the effective wave number that
accounts for absorption due to permittivity and multiple
scattering occurring in soil because of the presence of buried
obstacles such as stones, rocks, or pebbles has been proposed.
From the analysis of normalized phase velocity and the loss
tangent of wave propagation in soil as shown in Figures 4
and 5, it can be concluded that the wave velocity is less
dependent on the concentration and the size of particles in
soil. Furthermore, waves propagate faster in the soil medium
with the lowest concentration of particles but with a higher
loss tangent.

The graphs in Figures 6 and 7 indicate that a rise in the
soil moisture causes a decrease of the phase velocity and the
decay of the loss tangent, which diverge slightly as the fre-
quency increases. In a nutshell, higher volumetric water con-
tent in soil reduces wave velocity leading to very slow wave
propagation in soil.

Multiple scattering effects combined with Peplinski’s
principle enabled us to derive a mixed model of the effective
wave number in soil, which accounts for both moisture and
particle with a spherical shape. The numerical results show
how the integration of the multiple scattering in the analysis
modifies the path loss, which is a very important perfor-
mance indicator for underground communication and ade-
quate for the implementation of wireless underground
sensor networks (WUSN).

8. Conclusion

In this paper, we have compared the wave number based
upon a multiple scattering model in a dense medium soil
with predictions based on the semiempirical model of
Peplinski. The soil is assumed to contain a random distribu-
tion of scatterers or particles, which makes the estimation of
the signal propagation in that medium quite challenging. By
combining multiple scattering effect and Peplinski’s princi-
ple, we derive a mixed model of the effective wave number
in soil which accounts for both moisture and stones (of
spherical shape). The numerical results show how the inte-
gration of the multiple scattering in the analysis modifies
the path loss which is an important parameter for any wire-
less communication system and in the design and conceptu-
alization of wireless underground sensor networks
(WUSNs).
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The energy efficiency for data collection is one of the most important research topics in wireless sensor networks (WSNs). As a
popular data collection scheme, the compressive sensing- (CS-) based data collection schemes own many advantages from the
perspectives of energy efficiency and load balance. Compared to the dense sensing matrices, applications of the sparse random
matrices are able to further improve the performance of CS-based data collection schemes. In this paper, we proposed a
compressive data collection scheme based on random walks, which exploits the compressibility of data vectors in the network.
Each measurement was collected along a random walk that is modeled as a Markov chain. The Minimum Expected Cost Data
Collection (MECDC) scheme was proposed to iteratively find the optimal transition probability of the Markov chain such that
the expected cost of a random walk could be minimized. In the MECDC scheme, a nonuniform sparse random matrix, which is
equivalent to the optimal transition probability matrix, was adopted to accurately recover the original data vector by using the
nonuniform sparse random projection (NSRP) estimator. Simulation results showed that the proposed scheme was able to
reduce the energy consumption and balance the network load.

1. Introduction

This paper considers the energy efficiency issue of compres-
sive data collection in wireless sensor networks (WSNs). A
WSN is consisted of low-cost, low-power, and energy-
constrained sensors which acquires and transmits informa-
tion to the sink through wireless links [1–5]. In the area of
Internet of Things (IoT), a WSN is regarded as a key technol-
ogy for the data sensing and collection [6, 7]. One of the most
important factors that affects the performance ofWSNs is the
energy limitation of sensors [8, 9]. A sensor will cease to
operate if it depletes its battery energy. We intend to design
an energy-efficient data collection scheme by applying the
compressive sensing (CS) technology and random walks.

A popular approach to the data collection problem is the
application of the CS technology [10, 11]. In the CS technol-
ogy, data are assumed to be sparse or sparse under some
basis, which is very appropriate for data in WSNs [12, 13].
The key idea behind CS is that, by exploiting the sparsity of
the original data vector, a high dimensional data vector can

be reliably recovered from a significantly lower number of
measurements. Early works mainly focus on applying the
CS technology with a dense sensing matrix [14–16]. Luo
et al. [14] proposed the Compressive Data Gathering
(CDG) scheme in which the sink collects linear combinations
of the original data vector instead of the individual data
sample. The sink is able to recover the original data vector
through solving an ℓ1-based convex optimization as long as
a sufficient number of linear combinations are collected.
Compared with traditional schemes, the CDG scheme not
only reduces the energy consumption but also evenly distrib-
utes loads across the network. The reference [15] improved
the CDG scheme and proposed a hybrid-CS scheme in which
data are only encoded at overloaded nodes. This significantly
reduces the load of nodes which are far away from the sink.
The authors showed that, compared with the CDG scheme,
the hybrid-CS scheme can further improve the throughput
of networks. Adopting the idea of the CDG scheme, the
reference [16] considered not only the energy efficiency but
also the delay of data collection. The authors proposed a joint
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optimization problem which aims to minimize the delay of
data collection with bounded transmissions. The NP-
hardness of the joint optimization problem was proved.
Thus, the authors proposed an approximation solution
which decomposes the joint optimization problem into a for-
warding tree construction subproblem and a link-scheduling
subproblem.

Without the sacrifice of recovery fidelity, sparse random
matrices have been proven to give better energy efficiency
than the dense random matrices [17, 18]. Under the CDG
framework of WSNs, the sparse random matrix can be either
uniform [17–20] or nonuniform [21–24]. In the uniform
sparse random matrix, each entry is equal to zero with an
identical probability. However, in the nonuniform sparse
random matrix, entries in different columns are equal to zero
with variational probabilities. Wang et al. [17] proposed a
class of uniform sparse randommatrices that do not compro-
mise the recovery performance when compared to a Gauss-
ian sensing matrix. In their scheme, each node aggregates
one measurement as a linear combination of the original data
vector. The sink collects measurements from nodes through
different shortest paths. Zheng et al. [18] proposed a random
walk-based data collection scheme and provided mathemati-
cal foundations from the perspectives of the CS and graph
theory. They showed that uniform sparse random matrices
which are constructed from the proposed random walk
scheme satisfy the expansion property of expander graphs.
Singh et al. [19] proposed an On-Demand Explosion-Based
Compressive Sensing (ODECS) technology to reduce the
required number of measurements for the recovery of data
vector by exploiting the rate of change of the data vector.
The ODECS technology is able to adapt itself to the occur-
rence of events. It has very low communication rate when
events are absent. Considering problems in existing schemes,
such as the semidynamic routing, the nonuniform sampling,
and the dependence on global coordinate information,
Zhang et al. [20] proposed a dual random walk-based com-
pressive data collection scheme. In the proposed scheme, a
dual random walk, which does not rely on coordinate infor-
mation, was first designed to achieve a uniform sampling.
Then, depending on the dual random walk, a dynamic and
distributed CDG-based scheme was proposed to enhance
the network dynamic adaptability.

Recently, nonuniform sparse random matrices were
proved to give similar performance as the uniform sparse
random matrices [21–24]. Liu et al. [21] proposed a novel
compressive data collection scheme which compresses data
under an opportunistic routing. The proposed scheme
requires fewer compressed measurements and allows a sim-
pler routing strategy without excessive computation and
overheads. Moreover, the authors proposed the nonuniform
sparse random projection (NSRP) algorithm to recover the
original data vector. They proved that the NSRP-based esti-
mator can achieve the optimal estimation error bound. Con-
sidering the large transmission energy consumption and low
recovery accuracy problem in traditional schemes, Zhang
et al. [22] proposed a ring topology-based compressive sens-
ing data collection scheme. In the proposed scheme, the total
number of hops is reduced by a ring topology-based random

walk, and the recovery accuracy is improved by the dual
compensation-based compressive sensing measurements.
Huang and Soong [23] proposed a cost-aware stochastic
compressive data collection scheme, where the cost diversity
and the stochastic data collection process are considered by
using the Markov chain model. The proposed scheme is
aimed at minimizing the expected cost of a randomwalk sub-
jected to constraints on the global degree of randomness and
recovery error. Without loss of the recovery accuracy, the
proposed scheme not only reduces the expected cost but also
prolongs the network lifetime due to the load balance feature.
The reference [24] proposed a mobile CDG scheme includ-
ing a random walk-based algorithm and a kernel-based
method for sparsifying sensory data from an irregular
deployment. The sensing matrix, which is constructed from
the proposed random walk algorithm combined with a
kernel-based sparsity basis, was proved to satisfy the
restricted isometry property. Moreover, the authors proved
that Oðk log ðn/kÞÞ measurements, which can be collected
within Oðk log ðn/kÞÞ steps, were sufficient for the accurate
recovery of k-sparse signals in a network with n nodes.

In this paper, we propose a data collection scheme for
WSNs by integrating the compressive sensing technology
and random walks. The total amount of energy consumption
is reduced by exploiting the compressibility of the original
data vector. Measurements are collected along random walks
so that the local energy consumption is balanced. Specifically,
each measurement is a linear combination of the original
data in nodes which occur in a random walk. Each random
walk is formulated as follows. Initially, a node except for
the sink is selected as the starting node with a probability that
is determined by the residual energy of every node in the net-
work. Then, data are forwarded to the sink in a multihop
manner. During the transmission process, each node selects
the next hop node from its candidate nodes according to a
probability distribution that is determined by the residual
energy of its candidate nodes. We can model this stochastic
process as an absorbing Markov chain. The key problem is
that how to determine the transition probabilities of nodes
in every random walk. We formulate this problem as an opti-
mization problem which aims to find the optimal transition
probability matrix such that the expected cost of a random
walk is minimized. The Minimum Expected Cost Data Col-
lection (MECDC) scheme is proposed to iteratively find the
optimal transition probability matrix. After obtaining the
optimal transition probability matrix, the sink is able to con-
struct an equivalent sensing matrix based on the optimal
transition probability matrix. Eventually, by using the
NSRP-based estimator [21], the original data vector can be
accurately recovered. For the compressive data collection
problem, the reference [23] adopted a similar idea as this
paper. However, in their scheme, each random walk starts
at a fixed node, which results in the rapid energy expenditure
of the fixed node. This paper extends the reference [23]
mainly in five aspects: (1) the starting node of random walks
is variational; (2) nodes’ residual energy is considered for the
balance of network load; (3) the MECDC scheme along with
its distributed realization is proposed; (4) the process of
collecting measurements is accelerated by partitioning the
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network into layers; (5) computation of optimal transition
probability matrix is simplified.

The main contributions of this paper are summarized as
follows:

(i) We propose a random walk-based compressive data
collection scheme which exploits the compressibility
of the original data vector. Random walks are
responsible for the collection of measurements. In
order to reduce the energy consumption and balance
the network load, the residual energy of nodes is
considered in the process of data collections

(ii) The absorbing Markov chain model is adopted to
characterize the stochastic of a random walk. We
formulate an optimization problem to minimize
the expected cost of a random walk and propose
the MECDC scheme to find the optimal transition
probability matrix

(iii) A distributed realization of the MECDC scheme is
proposed, where the update of transition probabili-
ties for each node can be obtained only based on
the information of its neighbors

(iv) Simulation results are provided to demonstrate that
the proposed scheme can both reduce the energy
consumption and balance the network load

The remainder of this paper is organized as follows. In
Section 2, we present preliminaries of this paper. Next, we
introduce the systemmodel and problem formulation in Sec-
tion 3. The MECDC scheme is proposed in Section 4. In Sec-
tion 5, we present simulation results. Finally, Section 6
concludes the paper.

2. Preliminaries

We will use boldface letters to denote vectors and matrices.
The ith entry of vector x is denoted by xi. The entry in the i
th row and jth column of matrix A is denoted by aij. Denote
½n�≔ f1, 2,⋯,ng. A vector x is said to be k-sparse if the num-
ber of nonzero entries does not exceed k. Consider the fol-
lowing linear model:

y =Ax, ð1Þ

where A ∈ℝm×n (m≪ n) is referred as the sensing matrix,
each entry yi in vector y is referred as a measurement, and
x ∈ℝn is the data vector to be recovered. It is well known that
the Gaussian random matrix can be used as the sensing
matrix. When m ≥Oðk log nÞ, a k-sparse data vector can be
recovered with high probability via linear programming
[25, 26].

It has been shown that sparse random matrices provide
similar recovery performance as the Gaussian randommatrix
[17, 27]. A sparse random matrix is a matrix whose entries
are zero with some probability. Importantly, if aij = 0, we will
not need the data xj when collecting yi, because yi is a linear
combination of entries in x. By exploiting the sparsity of the

sensing matrix, potential improvement including the
reduced energy and data collection delay can be obtained
[8, 9]. In this paper, we consider the problem of recovering
a compressible data vector by using a nonuniform sparse ran-
dom matrix. Compressible data vectors can be seen as a sub-
set of sparse data vectors. Specifically, a compressible data
vector x can be represented as x =Ψθ, where Ψ is an n × n
orthonormal basis and θ is a coefficient vector that decays
according to the power law [28]. If we rearrange entries of
θ according to the magnitude, then the ith largest entry θðiÞ
satisfies

∣θ ið Þ∣ ≤ ci−1/z , i ∈ n½ �, ð2Þ

where c is a constant and z controls the rate of decaying.
Throughout this paper, we assume that the data vector x is
compressible in some basis. The best k-term approximation
of x is to keep the largest k coefficients and set the others to

zero. Let bθk be the coefficient vector of the best k-term
approximation of x. Then, we have that [28].

∥x − x̂k∥2 = ∥θ − bθk∥2 ≤ ζrck
−1/r+1/2, ð3Þ

where x̂k =Ψbθk and ζr are constant that only depends on r.
For a compressible data vector x, the reference [21] proposed
a nonuniform sparse random projection-based estimator
which gives comparable recovery performance as the best k
-term approximation provided that m =Oðk2 log nÞ and
entries in A ∈ℝm×n are drawn i.i.d. from the following distri-
bution [17, 21, 23].

aij =

+1, with probability
πj

2 ,

−1, with probability
πj

2 ,

0, with probability 1 − πj,

8>>>>><>>>>>:
ð4Þ

where 0 ≤ πj ≤ 1 is a probability. Unlike the uniform sparse
random matrices, the probability of being zero for entries
in different columns of the nonuniform sparse random
matrix varies.

3. System Model and Problem Formulation

3.1. Network Model. In this paper, we consider a multihop
wireless sensor network consisting of n nodes with node n
being the sink. Sensors are randomly deployed in a sensing
field to sense the surrounding environment and then period-
ically report readings to the sink through multihop transmis-
sions. Define xti as the reading of sensor i at time instant t.
The sink aims to collect data xt = ½xt1, xt2,⋯,xtn−1� for different
time instants. Previous works [17, 28] have shown that most
natural classes of signals, such as smooth signals with
bounded derivatives and bounded variation signals, are
compressible in some transform domain. As stated in the
previous section, we assume that the data xt is compressible.
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Without loss of generality, we assume that sensors are
randomly deployed in a unit square, and each sensor is
equipped with an identical battery with the initial power E0.
Any two nodes are able to communicate with each other if
the Euclidean distance between these two nodes is no more
than the communication range R. The WSN is modeled as
a connected graph G = ðV , EÞ with V = ½n� the set of nodes
including the root/sink n and E the set of edges/wireless links.
Each edge is associated with a weight which is related to
the residual energy of nodes. Specifically, we define wij,

the ijth entry of the weight matrix W ∈ℝðn−1Þ×ðn−1Þ, as
the weight of edge ði, jÞ representing the cost of transmit-
ting data from node i to node j. Note that we omit edges
related to the sink. Suppose each node knows information
of its neighbors. Expect for the sink, we partition nodes
into layers Lk, k = 1,⋯, T , where Lk is consisted of the
nodes at distance k from the sink. For any node i ∈ Lk,
its neighbors are divided into two disjoint sets: the succes-
sors set Si ≔ fj ∣ ði, jÞ ∈ E, j ∈ Lk−1g and the predecessors set
Di ≔ fj ∣ ði, jÞ ∈ E, j ∈ Lk+1g. Let ErðiÞ be the residual energy
of node i. At the beginning of data collection, each node
contains an identical initial energy E0.

3.2. Opportunistic Routing. In this subsection, we describe
howmeasurements are collected by the sink through random
walks. The process of collecting measurements can be mod-
eled as a discrete absorbing Markov chain [29] with the state
set fs1, s2,⋯,sng and the transition probability matrix P. Each
node in the network corresponds to a state in the discrete
absorbing Markov chain. Specifically, we assume that node
i ∈ ½n� corresponds to the state si, and sn is the absorbing state.
The ijth entry in P, i.e., the state transition probability pij,
corresponds to the probability that the data is transmitted
from node i to node j.

Our goal is to collect m measurements through m ran-
dom walks. Each measurement corresponds to a random
walk that starts from a randomly selected node and ends at
the sink. Figure 1 shows the process of collecting a measure-
ment, say the jth measurement yj, which corresponds to the
jth random walk. Initially, node 1 in layer Lk is chosen as the
starting node. Then, it transmits data +x1 or −x1 to the ran-
domly selected node 2 ∈ S1. Note that S1 ⊆ Lk−1. Subse-
quently, node 2 adds or subtracts the received value to its
own data and transmits the result, i.e., ±x1 ± x2, to a randomly
selected node, say node 3 ∈ S2. The above process is repeated
until the sink receives the measurement yj =∑k

i=1 ± xi. We
can observe that the length of jth random walk is exactly the
layer index of the starting node.

In general, the process of collecting each measurement
starts at a randomly chosen node. In this paper, a node
iði ≠ nÞ is selected as the starting node with probability pi.
Then, node i randomly selects a successor according to a cer-
tain probability distribution and subsequently transmits its
compressed data to the selected successor. After receiving
data, the selected successor adds or subtracts its own data
to the received data and transmits the result towards the sink.
The process is repeated until the sink collects every measure-
ment. Figure 2 shows the process of collecting seven mea-
surements. In this figure, nodes are partitioned into layers
based on its length to the sink, and there are five layers in
Figure 2.

3.3. The Transition Probability Matrix and the Sensing
Matrix. The long-term behavior of random walks is closely
related to the sensing matrix under the CS framework. In
order to see this, let us write the transition probability matrix
in the canonical form [29].

P =
Q ∗

0 1

 !
, ð5Þ

L
k–1 L

k–2 L1L
k

1 2 3 k s
± x1 ± x1 ± x2 ∑ ± x

i
± x1 ± x2 ± x3

Figure 1: The example of collecting a measurement through a random walk. The random walk starts at node 1 ∈ Lk and ends at the sink.
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Figure 2: The process of collecting seven measurements.
Measurements are collected through random walks. Each random
walk starts from a randomly selected node.
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where Q ∈ℝðn−1Þ×ðn−1Þ is the transition probability matrix of
transient states and 0 is a row vector with zero entries. It is
well known that the fundamental matrix, i.e., F= ðI −QÞ−1,
represents the long-term behavior of the discrete absorbing
Markov chain. Specifically, the ijth entry of F, f ij, gives the
expected number of times that the chain is in the transient
state sj, if it is started in the transient state si. In other words,
f ij is the expected number of occurrence of node j if the ran-
dom walk starts at node i. In our formulations, every node
occurs at most once in a random walk. Therefore, f ij repre-
sents the probability of a random walk that passes the node
j if it is started at the node i. Furthermore, excepting for the
sink n, node i is selected as the starting node with probability
pi. Then, we have that

πj = 〠
n−1

i=1
pi f ij, ð6Þ

where πj, the probability of node j in a random walk, is
referred as the compression probability. As stated in the
references [21, 23], πj is exactly the nonzero probability of
entries in the jth column of the sensing matrix A.

3.4. Problem Formulation. The energy efficiency is the key
issue in this paper. We intend to decrease the energy con-
sumption of data collection and meanwhile balance the load
of sensors. Since the opportunistic routing is a stochastic
method, a natural idea to minimize the expected cost of a
random walk. Specifically, we define ci, the ith entry in the
vector c ∈ℝn−1, as the expected cost of a random walk if node
i is selected as the starting node. The goal is to minimize the
expected cost of a random walk which is given by

〠
n−1

i=1
pici: ð7Þ

Furthermore, for any ci, we have that

ci =〠
j∈Si

qij wij + cj
� �

: ð8Þ

An immediate observation is that ci > cj if i ∈ Lk, j ∈ Lr
with k > r. In other words, the expected cost of a random
walk with the starting point in a high layer is more than that
in a low layer.

Similar to the reference [23], we introduce the concept of
randomness for data collection in order to avoid the vulner-
ability to attack and load unbalance. Specifically, by using the
Shannon entropy [30], the local randomness of node i is
denoted by

hi = −〠
j∈Si

qij log qij: ð9Þ

Obviously, the uniform distribution achieves the maxi-
mum local randomness for each node. Let us consider a

random walk with starting node k. The randomness of such
a random walk is defined as the sum of weighted local
randomness of nodes in the random walk:

Hk = 〠
n−1

i=1
f kihi = −〠

n−1

i=1
f ki〠

j∈Si

qij log qij: ð10Þ

Eventually, the expected randomness of a random walk is
given by

H = 〠
n−1

k=1
pkHk = −〠

n−1

k=1
pk 〠

n−1

i=1
f ki〠

j∈Si

qij log qij: ð11Þ

The expected randomness of a random walk measures
the uncertainty of the measurement that is collected through
this random walk.

Recall that the goal is to estimate the transition probabil-
ity matrix Q such that the expected cost of a random walk is
minimized. Specifically, given the expected randomness of
any random walk H and the probabilities of each node being
the starting node p = ½p1, p2,⋯,pn−1�T , the problem can be
formulated as follows.

min
Q

〠
n−1

i=1
pici, ð12Þ

s:t:〠
j∈Si

qij wij + cj
� �

= ci, i ∈ n − 1½ �, ð13Þ

−〠
n−1

k=1
pk 〠

n−1

i=1
f ki〠

j∈Si

qij log qij =H, ð14Þ

0 ≤ qij ≤ 1, ð15Þ

〠
j∈Si

qij = 1, i ∈ n − 1½ �, ð16Þ

where constraint (13) shows how to compute the cost of a
random walk with a given starting node, constraint (14)
guarantees the uncertainty of the collected measurements,
and constraint (16) states that the sum of the probabilities
of selecting successors must be one.

In order to save the energy consumption and balance net-
work loads, we relate the energy efficiency issue to the weight
of edges and pi’s. The idea is to assign smaller edge weight
and larger starting probability to nodes that contain more
residual energy. Specifically, let wij and pi be functions of ri
where ri ≔ ErðiÞ/E0 is defined as the proportion of the resid-
ual energy of node i normalized by the initial energy E0. Sup-
pose the starting probability of node i in a random walk is
proportional to ri, i.e., pi = αri, where α is a constant. In order
to calculate the constant α, let us recall that the sink needs to
collect m measurements so that the data vector can be pre-
cisely recovered. This means that m random walks are
required for the data recovery. Since pi is also the expected
number of random walks that starts at node i, we have that
∑n−1

i=1 pi =m. Therefore, the constant α is given by
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α = 1
m

〠
n−1

i=1
ri: ð17Þ

The similar idea is also applied to the computation of
edge weights. For a node i, we assign larger weight to the edge
which is connected to the successor with smaller proportion
of the residual energy. The weight of transmitting data from
node i to node j is defined as

wij =
1
r j
〠
j∈Si

r j, j ∈ Si: ð18Þ

4. Minimum Expected Cost Data Collection

In this section, we propose a network layer-based Minimum
Expected Cost Data Collection (MECDC) scheme by using
the absorbing Markov chain model. The MECDC scheme is
consisted of two phases. In the Phase I, the transition proba-
bility matrixQ is calculated, and the sensing matrix A is con-
structed based on Q. In the Phase II, measurements are
collected by applying random walks with the transition prob-
ability matrixQ. After receiving enough number of measure-
ments, the sink is able to recover the original data vector by
using the NSRP decoder with the sensing matrix A [21, 23].

4.1. Solution of the Optimization Problem. Let us first discuss
how to derive the transition probability matrixQ. By leverag-
ing the idea in the reference [23], we apply the Lagrange mul-
tiplier method to iteratively update transition probabilities.
The Lagrange for the optimization problem is given by

L = 〠
n−1

i=1
pici + 〠

n−1

i=1
λi ci − 〠

j∈Si

qij wij + cj
� �" #

+ 〠
n−1

i=1
μi 〠

j∈Si

qij − 1
 !

+ η 〠
n−1

k=1
pk 〠

n−1

i=1
f ki〠

j∈Si

qij log qij +H

" #
,

ð19Þ

where λi, μi, and η are the Lagrangian multipliers.
By setting ∂L/∂qkl = 0, we have that

−λk wkl + clð Þ + η log qkl + 1ð Þ〠
n−1

i=1
pi f ik + μk + η〠

n−1

i=1
pi 〠

n−1

j=1

∂f ij
∂qkl

hj = 0,

ð20Þ

where hj = −∑k∈Sjqjk log qjk. After some simple manipula-

tions, we obtain that

qkl = exp λk wkl + clð Þ
ηβk

−
ξkl
βk

−
μk
ηβk

− 1
� �

, ð21Þ

where βk =∑n−1
i=1 pi f ik and

ξkl = 〠
n−1

i=1
pi 〠

n−1

j=1

∂f ij
∂qkl

hj: ð22Þ

Applying equation (21) for l ∈ Sk to the fact that
∑l∈Skqkl = 1, we have that

exp −
μk
ηβk

− 1
� �

= 〠
l∈Sk

exp λk wkl + clð Þ
ηβk

−
ξkl
βk

� � !−1

:

ð23Þ

Substituting equation (23) into equation (21), we
obtain that

qkl =
exp λk wkl + clð Þ/ηβkð Þ − ξkl/βkf g

∑l∈Sk exp λk wkl + clð Þ/ηβkð Þ − ξkl/βkf g : ð24Þ

In order to update qkl for a given Q, we need to com-
pute parameters λk and ξkl . Setting ∂L/∂ck = 0, we have
that

λk =
−pk, if k ∈ Lt ,

−pk − 〠
r∈Dk

λrqrk, otherwise:

8><>: ð25Þ

Thus, the Lagrange multiplier λk can be computed
layers by layers.

Next, we compute ξkl =∑n−1
i=1 pi∑

n−1
j=1 ð∂f ij/∂qklÞhj. Denote

LðiÞ the layer of node i. For different nodes i, j, and k, three
cases may occur: (1) LðkÞ > LðiÞ > LðjÞ; (2) LðiÞ > LðjÞ >
LðkÞ; (3) LðiÞ > LðkÞ > LðjÞ. Note that f ij = 0 if LðiÞ ≤ LðjÞ.
We observe that ∂f ij/∂qkl = 0 if cases (1) and (2) occur.
Under the case (3), we have that

∂f ij
∂qkl

= f ik f l j: ð26Þ

By substituting equation (26) into equation (22), we
obtain that

ξkl = 〠
n−1

i=1
pi f ik 〠

n−1

j=1
f l jhj: ð27Þ

Given a guess of Q, transition probabilities can be
updated based on equation (24). Note that it is impossible
to obtain an analytical expression of the Lagrange multiplier
η [23]. It controls the degree of randomness of a random
walk. Larger value of η implies larger degree of randomness.
Algorithm 1 shows how to compute the transition probabil-
ity matrix Q iteratively. In line 5 of the Algorithm 1, ε repre-
sents the threshold of the stopping criterion.

The sensing matrix A can be constructed based on Q.
Given Q, the fundamental matrix is given by F= ðI −QÞ−1.
Then, each entry in A is identically and independently drawn
from the following distribution
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aij =

+1, with probability
πj

2 ,

−1, with probability
πj

2 ,

0, with probability 1 − πj,

8>>>>><>>>>>:
ð28Þ

where πj =∑n−1
i=1 pi f ij.

After obtaining the transition probability matrix Q,
Phase II collects measurements through random walks.
Except for the sink, any node i starts a random walk with
probability pi. Then, packets are transmitted towards the sink
in a layer-by-layer manner as stated in Section 3.2. Given A,
m =Oðk2 log nÞ measurements are sufficient for the sink to
recover the original data vector by using the NSRP-based
estimator [21, 23] .

4.2. Distributed Realization of MECDC. In this subsection, we
show that the update of transition probabilities can be real-
ized locally and distributively. In other words, qkl can be
computed only using information of neighbors. In order to
see this, let us consider the node k. Suppose each node knows
the probability of being the starting node. Then, all of the
parameters which are required to update qkl can be computed
based on the neighboring nodes as follows.

(i) λk. From the equation (25), λk can be calculated by
using the information of predecessors. Specifically,
λk = −pk for any k ∈ LT . Then, λk for any k ∈ Li can
be computed based on nodes in Dk ⊆ Li+1. In such a
manner, the values of λk can be computed layers by
layers

(ii) βk. Similar to λk, the value of βk can be computed
based on predecessors of node k. Recall that βk =
∑n−1

i=1 pi f ik, which can be rewritten as

βk =
0, if k ∈ LT ,
pk + 〠

i∈Dk

βiqik, otherwise:

8<: ð29Þ

Therefore, starting from the layer LT , the values of βk can
be obtained layers by layers.

(i) hk. Recall that hk = −∑l∈Skqkl log qkl , which can be
computed based on successors of node k

(ii) ξkl . Denote gl =∑n−1
j=1 f l jhj. In order to obtain ξkl , we

first compute gl for each l ∈ ½n − 1�. Based on the
information of successors, we obtain that gl =∑ j∈Sl
qljgj. Thus, starting from the layer L1, the parameter
gl can be computed layers by layers as follows:

gl =

0, if l ∈ L1,
hl, if l ∈ L2,
〠
j∈Sl

qljgj, otherwise:

8>>><>>>: ð30Þ

Based on the values of gl and the equation (27), we have
that ξkl = βkgl.

In summary, the computation of transition probabilities
can be realized distributively by saving the information of
parameters λk, βk, hk, and gk in every node.

5. Simulation Results

In this section, we numerically evaluate the performance of
the proposed scheme with the baseline scheme. Suppose n
nodes are uniformly and randomly deployed in a unit square
area. The sink is located at the top right corner. There exists

1 Input the graph G = ðV , EÞ, the weight matrixW, the starting probabilities of nodes p1, p2,⋯, pn−1 and the randomness of random
walks η.
2. Compute layers L1, L2,⋯, LT , the successors set Si and the predecessors set Di for every node i ∈ ½n − 1�.
3. Output an estimator of Q.
4. Initialize the step index t = 0 and Q =Q0 such that.

q0ij = fð1/∣Si ∣ Þ, if i ∉ L1, j ∈ Si, 0, otherwise,
where q0ij is the ij-th entry of Q0:

5. while max
q,l

jqtkl − qt−1kl /qt−1kl j ≥ ε do

6. Compute F= ðI −QÞ−1.
7. Compute ci =∑j∈Si qijðwij + cjÞ for any i ∈ ½n − 1�.
8. Compute λk based on equation (25) in a layer-by-layer manner.
9. Compute βj =∑n−1

i=1 pi f ij for any j ∈ ½n − 1�.
10. Compute hj = −∑k∈Sj qjk log qjk for any j ∉ L1.
11. Compute ξkl based on equation (27) for any k ∈ ½n − 1�, l ∈ Sk.
12. Update qtkl based on equation (24) for any k ∈ ½n − 1�, l ∈ Sk.
13. Update the step index t = t + 1.
14. end while

Algorithm 1: Iteratively solve for transition probabilities.
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an edge between two nodes if the distance between these two
nodes is not greater than the communication range 0:2. We
assume that m = k2 log n measurements are required to
recover the data vector. The sparsity of the data vector is set
to k = 5. Initially, each node is equipped with an identical bat-
tery that contains 100 joules of the energy. For simplicity, we
assume that a packet transmission consumes 0.1 joules of the
energy. In the baseline scheme, except for the sink, each node
is selected as the starting node of a random walk with prob-
ability p =m/ðn − 1Þ. In a random walk, each node transmits
data to its successors with an identical probability, i.e., qij =
1/∣Si ∣ for any j ∈ Si. In the proposed scheme, we first compute
the starting probability of every node and the transition

probability matrix Q at the beginning of collecting every
sample. Then, measurements are collected through random
walks with the obtained parameters.

Let us first look at the convergence speed of Algorithm 1.
Figure 3 shows the number of iterations until the proposed
algorithm converges when the network size increases. In
Figure 3, we set the threshold of the stopping criterion ε =
0:1. We observe that Algorithm 1 converges very fast when
the network size is not large. The convergence rate increases
as the network size increases. One possible reason is that the
candidate edge ðk, lÞ with jðqtkl − qt−1kl Þ/qt−1kl j achieving the
maximum value increase as the network size increases. Fur-
thermore, we observe that the slope of the convergence rate

100 150 200 250 300 350 400 450 500
Number of nodes

10

15

20

25

30

35

40

N
um

be
r o

f s
te

ps
 u

nt
il 

co
nv

er
ge

nc
e

Figure 3: Number of iterations until the Algorithm 1 converges versus the number of nodes in the network. The threshold of the stopping
criterion is set to ε = 0:1.
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curve decreases as the network size increases. This implies
that there may exist an upper bound for the convergence rate
of Algorithm 1.

Next, we compare the energy efficiency between the pro-
posed scheme and the baseline scheme. Figure 4 shows the
distributions of the normalized residual energy of nodes in
the network. In Figure 4, we set the network size to n = 500,
and the residual energy is obtained after 50 samples are col-
lected. Note that the residual energy is normalized based on
the initial energy. We observe that the residual energy of
nodes in both of the two schemes mainly concentrates on
the interval 90%-100%. This is because CDG-based schemes
can balance network loads. However, the number of nodes
with large residual energy in the proposed scheme is more
than that in the baseline scheme. This demonstrates that

the proposed scheme is able to further reduce the energy con-
sumption and balance the network loads.

Figure 5 compares the normalized expectation of the total
energy consumption between the proposed scheme and the
baseline scheme. In Figure 5, the residual energy is computed
after 50 samples are collected. The expectation of the total
energy consumption is normalized based on the initial total
energy of nodes in the whole network. We first observe that,
for a fixed number of nodes, the normalized expected total
energy consumption in the proposed scheme is smaller than
that in the baseline scheme. This demonstrates that the pro-
posed scheme is able to reduce the total energy consumption
by considering the residual energy of nodes and optimizing
the transition probability matrix. Another observation is
that, as the number of nodes increases, the normalized
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Figure 5: Comparison of the expected total energy consumption between the proposed scheme and the baseline scheme.
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Figure 6: Comparison of the minimum residual energy among nodes when the number of nodes increases.
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expected total energy consumption decreases in both of the
two schemes. This implies that collecting a fixed number of
samples consumes less normalized total energy for large-
scale networks. In other words, the proposed scheme is more
suitable for large-scale networks. Finally, we observe that the
gap of the normalized expected total energy consumption
between the proposed scheme and the baseline scheme
increases as the number of nodes increases. This also implies
that the proposed scheme performs better in large-scale
networks.

Next, let us consider the minimum residual energy of
nodes in the network. Large minimum residual energy
implies balanced load of the network. Figure 6 compares
the minimum residual energy of nodes between the proposed
scheme and the baseline scheme. The residual energy is com-
puted after 50 samples are collected. Similar to Figure 5, the
residual energy is normalized based on the initial energy. A
direct observation is that the minimum residual energy in
the proposed scheme is larger than that in the baseline
scheme. This demonstrates that the proposed scheme is able
to balance the network load. Another observation is that the
gap between the proposed scheme and the baseline scheme
increases as the number of nodes increases, which suggests
that the proposed scheme is more suitable for large-scale
networks.

Figure 7 compares the minimum residual energy of nodes
when the number of collected samples increases. In Figure 7,
we set the number of nodes n = 500. In order to collect a sam-
ple/data vector, the sink needs to collect m measurements so
that the data vector can be precisely recovered. The residual
energy is normalized based on the initial energy. We observe
that, for a fixed number of samples, the minimum residual
energy of the proposed scheme is larger than that of the base-
line scheme. This is because the proposed scheme is able to
balance loads of the network. Furthermore, the gap of the
minimum residual energy between the proposed scheme
and the baseline scheme increases as the number of collected

samples increases. This demonstrates that the proposed
scheme is more suitable for long-running networks.

6. Conclusions

In this paper, we studied the data collection problem in
WSNs. Random walks and the compressive sensing technol-
ogy with nonuniform sparse random matrices are adopted
to collect measurements. Each measurement is collected
through a random walk which is modeled as an absorbing
Markov chain. By exploiting the residual energy of nodes,
we formulate the process of collecting measurements as an
optimization problem, which seeks to find optimal transition
probabilities of nodes so that the expected cost is minimized.
An iterative method, which is referred as the Minimum
Expected Cost Data Collection (MECDC) scheme, is pro-
posed to solve this optimization problem and collect mea-
surements. A distributed realization of MECDC, where
only local information is needed in the collection of mea-
surements, is proposed. Simulation results show that the
proposed scheme not only reduces the energy consumption
but also balances the network loads.

Abbreviations

WSNs: Wireless sensor networks
CS: Compressive sensing
MECDC: Minimum Expected Cost Data Collection
IoT: Internet of Things
CDG: Compressive data gathering
NSRP: Nonuniform sparse random projection
ODECS: On-Demand Explosion-Based Compressive

Sensing.
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The global environment has become more polluted due to the rapid development of industrial technology. However, the existing
machine learning prediction methods of air quality fail to analyze the reasons for the change of air pollution concentration because
most of the prediction methods take more focus on the model selection. Since the framework of recent deep learning is very flexible,
the model may be deep and complex in order to fit the dataset. Therefore, overfitting problems may exist in a single deep neural
network model when the number of weights in the deep neural network model is large. Besides, the learning rate of stochastic
gradient descent (SGD) treats all parameters equally, resulting in local optimal solution. In this paper, the Pearson correlation
coefficient is used to analyze the inherent correlation of PM2.5 and other auxiliary data such as meteorological data, season data,
and time stamp data which are applied to cluster for enhancing the performance. Extracted features are helpful to build a deep
ensemble network (EN) model which combines the recurrent neural network (RNN), long short-term memory (LSTM)
network, and gated recurrent unit (GRU) network to predict the PM2.5 concentration of the next hour. The weights of the
submodel change with the accuracy of them in the validation set, so the ensemble has generalization ability. The adaptive
moment estimation (Adam) an algorithm for stochastic optimization is used to optimize the weights instead of SGD. In order to
compare the overall performance of different algorithms, the mean absolute error (MAE) and mean absolute percentage error
(MAPE) are used as accuracy metrics in the experiments of this study. The experiment results show that the proposed method
achieves an accuracy rate (i.e., MAE = 6:19 and MAPE = 16:20%) and outperforms the comparative models.

1. Introduction

In recent years, the rapid development of the industry is
accompanied by air pollution which causes the death of 7
million people every year and attracts great attention world-
wide [1, 2]. Among these air pollutants, PM2.5 can traverse
the nasal passages during inhalation and reach the throat
and even the lungs [3] and brings about a great threat to
the human body. In 2018, Heft-Neal et al. [4] suggested that
PM2.5 concentration above minimum exposure levels was
responsible for 22% of infant deaths in the 30 studied coun-
tries and led to 449,000 additional deaths of infants in 2015,
an estimate that is more than three times higher than existing
estimates that attribute the death of infants to poor air quality
for these countries. Therefore, air control and prevention of
air pollution have become significant issues. In order to

achieve this goal, obtaining real-time air pollution concentra-
tion is necessary [5]. Moreover, sensors have been used in a
wide range of applications [6, 7], which collect extensive air
quality data. For the increased attention of air pollution,
many researchers take a significant focus on air pollution
and there are many relevant research studies about air pollu-
tion. The main machine learning methods applied to air pol-
lution are as follows: artificial neural network (ANN),
ensemble learning, support vector machine (SVM), and
other hybrid models [8]. However, these existing prediction
machine learning methods of air quality lack analyzing the
reasons for the change of air pollution concentration because
most of the prediction methods take more focus on the
model selection and ignore the reasons for changing. Fur-
thermore, since the framework of recent deep learning is very
flexible, the model may be deep and complex in order to fit
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the dataset. Therefore, overfitting problems may exist in a
single deep neural network model when the number of
weights in the deep neural network model is large. This paper
analyzes the inherent relation of PM2.5 with other meteoro-
logical data (i.e., dew point, humidity, atmospheric pressure,
temperature, wind direction, accumulated wind speed, pre-
cipitation, and accumulated precipitation), season data, and
time stamp data. By analyzing the correlation between
PM2.5 and other auxiliary data (an hour before), extracted
air pollution characteristics are used to cluster the dataset
and build a deep ensemble network (EN) model to predict
PM2.5 concentration. The input of the model is the PM2.5
concentration and auxiliary data of the previous eight hours
while the output is the PM2.5 concentration of the next hour.
The adaptive moment estimation (Adam) algorithm is used
to replace stochastic gradient descent (SGD) to update
weights to get higher accuracy. For the validation of the pro-
posed method, hourly PM2.5 concentration and meteorolog-
ical data at 3 stations in Shanghai from 01 January 2010 to 31
December 2015 are collected. The mean absolute error
(MAE) andmean absolute percentage error (MAPE) are used
as accuracy metrics to compare the overall performance of
each algorithm.

The contributions of this study are summarized as
follows:

(i) This study proposes an ensemble model based on
RNN, LSTM, and GRU to predict the PM2.5 con-
centration of the next hour

(ii) This study proposes a cluster method based on wind
direction to improve prediction performance

(iii) Wind direction has been proved to be related to
PM2.5 concentration because the wind can carry or
take away PM2.5

The remainder of this paper is organized as follows. The
literature reviews on air quality prediction in Section 2. Sec-
tion 3 analyzes the inherent correlation between PM2.5 con-
centration and other auxiliary data and shows the data
preprocess. Section 4 introduces the process of the Adam
algorithm and the proposed EN. The experimental results
are shown in Section 5. Section 6 is the conclusion including
contributions and future work.

2. Literature Reviews

In this section, the disadvantages and advantages of existing
machine learning for air quality prediction models are
discussed.

2.1. Traditional Machine Learning Methods and Neural
Networks with Simple Structure. Traditional machine learn-
ing methods and neural networks with simple structure were
applied in PM2.5 prediction. In 2015, Lary et al. [9] proposed
a model based on machine learning to estimate PM2.5 con-
centration. They collected the hourly PM2.5 data from 55
countries to verify the performance of the proposed model.
Though the method got certain results, it could not predict

future PM2.5 concentration. Hooyberghs et al. [10] proposed
a method that combines ANN and big data to predict air
quality. For the validation of the proposed model, the pollut-
ant data, traffic data, and weather data were selected by
smartphone sensors. The results showed that the ANN
model is skilled in air pollution prediction. Moreover, some
variations of ANN were proposed to predict air quality con-
centration. For example, the recurrent neural network
(RNN) was used by Prakash et al. in 2011. This model was
used to forecast 1 h ahead concentration and daily mean
and daily maximum concentration of various pollutants,
and the experimental results demonstrate the practicability
of the method [11]. Besides, a hybrid model is also one of
the variations of ANN. In 2011, Feng et al. [12] proposed a
hybrid model that combines SVM with a back-propagation
neural network (BPNN) to forecast ozone concentration.
SVM was used to classify the data into its corresponding cat-
egories, and a genetic algorithm- (GA-) optimized BPNN
was employed to build the prediction model. They collected
the data including temperature, humidity, wind speed, and
ultraviolet radiation fromMarch 2009 to July 2009 to validate
the accuracy of the proposed method, and the results showed
that the model had a great prediction capability which could
be used to predict the ozone concentration of Beijing. Con-
sidering the long-term dependencies and spatial correlations
of air pollution, Li et al. [13] proposed an extended model of
the long short-term memory (LSTM) network to extract the
inherent features of air pollution and predict air quality.
For the validation of the method, some models including
the spatiotemporal deep learning (STDL) model, the time
delay neural network (TDNN) model, the autoregressive
moving average (ARMA) model, the support vector regres-
sion (SVR) model, and the traditional LSTM network [14]
were used as the comparison algorithm and the results dem-
onstrated the superiority of the proposed method.

2.2. Complex Deep Neural Networks. In recent years, deep
learning has promoted the development of PM2.5 prediction.
More and more complex deep networks are applied in this
field to obtain better fitting results. In 2018, Huang and
Kuo [15] analyzed the source pie of PM2.5 and proposed a
deep neural network model that combines the convolution
neural network (CNN) and LSTM network in 2018. CNN is
a weight sharing network, which is good at capturing local
features [16, 17]. This innovation of this method was intro-
ducing the convolution layer to extract spatial dependencies
of PM2.5 and long short-term memory to extract temporal
dependencies. The experimental results were compared with
SVM, random forest (RD), decision tree (DT), NN, and
LSTM algorithms and showed that PM2.5 concentration pre-
diction models based on deep neural networks (e.g., NN,
RNN, CNN, and LSTM) are better than the models based
on traditional machine learning methods (e.g., SVM, RD,
and DT). Considering the spatiotemporal dependence of
PM2.5, Xie et al. [18] proposed a CGRU model based on
CNN and gated recurrent unit (GRU) to predict PM2.5 con-
centration in the next six hours in 2019. CNN is used to
extract spatial correlation features, and GRU further extracts
long-term correlation features. Experimental results showed
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that the proposed model was better than the traditional time
series models (including LSTM, GRU, and ARIMA). GRU is
a variant of LSTM, and the network structure is simpler than
LSTM [19, 20]. In 2019, Tao et al. [21] proposed the CBGRU
model based on 1D convnets and bidirectional GRU. On the
basis of the bidirectional gated recurrent unit (BGRU), this
method added the convolution layer and pool layer which
can extract the PM2.5 features more easily. In 2020, Xaya-
souk et al. [22] developed two models including the LSTM
model and the deep autoencoder (DAE) model to predict
the particle concentration in the next hour. The experimental
results showed that LSTM was better than DAE in predicting
the particle concentration. In 2020, Kaya and Oguducu [23]
proposed a new air quality prediction model based on deep
learning, namely, deep flexible sequence. They used hourly
data from Istanbul, Turkey, from 2014 to 2018 to predict
air pollution before 4, 12, and 24 hours. This model is a
hybrid and flexible deep model, which includes long short-
term memory and convolutional neural network (CLSTM).
On this basis, Li et al. [24] developed a deep CNN-LSTM
method based on attention (ACLSTM), which includes the
one-dimensional CNN, LSTM network, and attention net-
work for urban PM2.5 concentration prediction. However,
the attention layer is applied between the hidden layer and
the output layer, which cannot explain the correlation
between predictors and pollutants. Considering there are rare
monitoring stations in a vast area, Ma et al. [25] proposed a
deep spatiotemporal prediction method based on bidirec-
tional LSTM and inverse distance weighting which can pre-
dict the PM2.5 concentration in the area without
monitoring stations. Qi et al. [26] proposed a deep air learn-
ing method which provided novel ideas of interpolation, pre-
diction, and feature analysis.

2.3. Ensemble Neural Networks. However, complex and deep
network structure causes the decline of generalization ability,
which leads to bad performance in other datasets. Hornik
et al. [27] had proved that a single-layer ANN could
approach the function with any complexity. However, how
to make an appropriate network configuration was an NP-
hard problem which influenced the generalization ability of
the network. For solving the problem, Hansen and Salamon
[28] proposed an ensemble neural network to provide a sim-
ple and feasible method. By this method, each of NN in the
system was trained separately and the predictions of NN
were synthesized as the final results.

3. Data Analysis

This paper collected hourly PM2.5 concentration and meteo-
rological data at 3 stations in Shanghai from 01 January 2010
and 31 December 2015 from the UCI database [29]. The
Pearson correlation coefficient is used to analyze the inherent
correlation between PM2.5 and other auxiliary data of an
hour before. The extracted features are used to choose the
appropriate activation functions and train the EN which
combined the RNN, LSTM, and GRU network to predict
PM2.5 concentration. Before training the models, data pre-
processing is necessary. This section analyzes the inherent

correlation of PM2.5 and other auxiliary data in Section 3.1,
and the data preprocessing is illustrated in Section 3.2.

3.1. Analyzing the Inherent Correlation of PM2.5 and Other
Auxiliary Data. First of all, this study analyzes the spatial-
temporal characteristics of three monitoring stations in
Shanghai. They are located in Jingan, American consulate,
and Xuhui separately as is shown in Figure 1. The autocorre-
lation function which is shown as Equation (1) is applied to
measure the temporal correlation of each station, and more
details are given in Reference [30]. In Table 1, the correlation
values of three stations between PM2.5 concentration of an
hour before and PM2.5 concentration of an hour later are
above 0.95, which demonstrates that PM2.5 has a strong cor-
relation in time.

R τð Þ = E Xt − μð Þ Xt+τ − μð Þ½ �
σ2 , ð1Þ

where Xt denotes the PM2.5 concentration of each hour, μ is
the expectation of Xt , τ is the time delay, σ is the standard
deviation, and E is the expectation function. Existing studies
have proved that meteorological factors play a significant
role in air pollutant concentration [31, 32]. Therefore, it
is necessary to find out the relationship between meteoro-
logical factors and PM2.5 concentration. The Pearson cor-
relation coefficients of PM2.5 and other auxiliary data are
shown in Table 1. The PM2.5 concentration data is the
next hour data, and the auxiliary data is the before hour
data. DEWP stands for dew point, HUMI stands for
humidity, PRES stands for atmospheric pressure, TEMP
stands for temperature, CV stands for no wind, NE stands
for northeast wind, SE stands for southeast wind, SW
stands for southwest wind, NW stands for northwest wind,
lws stands for accumulated wind speed, and Iprec stands
for accumulated precipitation. As is shown in Table 1,
except for HUMI, precipitation, Iprec, and spring, whose
values are below 0.10, other auxiliary data values are above
0.10. In the respect of season, summer and autumn show a
negative correlation with PM2.5 data concentration while
winter has a positive correlation with PM2.5 data concen-
tration. In the respect of wind direction, there is a negative
correlation between PM2.5 data concentration and east
wind while west wind has a positive correlation with
PM2.5 data concentration. The Pearson correlation coeffi-
cient functions are shown as Equation (2), and more
details are given in Reference [30].

R X, Yð Þ = E X − μXð Þ Y − μYð Þ½ �
σXσY

, ð2Þ

where σX is the standard deviation of X and σY is the
standard deviation of Y . μX is the expectation of X, and
μY is the expectation of Y .

For intuitively observing the correlation between PM2.5
concentration and meteorological data, the violin plots are
shown in Figure 2. The abscissa is the interval of meteorolog-
ical data, and the ordinate stands for the PM2.5 concentra-
tion in the interval (e.g., the temperature value ranges from
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-3 to 41, which is divided into 5 intervals as abscissa). The
wider the image is, the more the number of data is. The divi-
sion of interval varies with meteorological data. For the space
limitation, this part only lists the violin plots of Jingan. Based
on the correlation coefficient between wind directions and
PM2.5 concentration, the dataset is divided into two parts:
(1) west wind and no wind and (2) east wind. Two datasets
are used to train and test the NN model. Six groups of con-
trolled experiments are set to demonstrate the performance
of the proposed method. Each group generates two models:
(1) the NN model with the full dataset and (2) the NN model
with the cluster method. In these groups, the number of
dense layers of NN is 2 and the number of neurons is set from
a candidate set of {5, 10, 15, 20, 25, 30}. Table 2 shows the
experimental results for each test running. NN+CLU denotes
NN based on the cluster method. In all groups, NN+CLU has
the best performance (i.e., NN+CLU: 6.56 of MAE and
17.77% of MAPE in Group 1; NN+CLU: 6.87 of MAE and
19.65% of MAPE in Group 2; NN+CLU: 7.12 of MAE and
19.78% of MAPE in Group 3; NN+CLU: 6.92 of MAE and
19.11% of MAPE in Group 4; NN+CLU: 6.83 of MAE and
19.00% of MAPE in Group 5; and NN+CLU: 7.15 of MAE
and 20.14% ofMAPE in Group 6) which shows that the accu-
racy can be improved by the cluster method based on wind
directions. When it is west direction, the PM2.5 concentra-
tion is higher, for Shanghai is located in the eastern coastal
area of China, whose west is the inland. The west wind carries
inland pollution, and no wind is not conducive to air circula-
tion. On the contrary, the PM2.5 concentration is smaller, for
the east wind carries the air from the ocean. The results illus-
trate that the cluster method based on wind directions can
extract the data features effectively and get better predicted
results.

3.2. Data Preprocessing.Hourly PM2.5 concentration, season
data, and meteorological data at 3 stations in Shanghai from
01 January 2010 to 31 December 2015 are collected to test the
performance of the proposed hourly PM2.5 concentration
and meteorological data at 3 stations in Shanghai from 01
January 2010 to 31 December 2015 which are collected to test
the performance of the proposed method. In the data prepro-
cessing stage, the records with abnormal values or missing
values are deleted firstly. Secondly, the wind direction data
are changed into binary codes to enhance the prediction per-
formance. Wind direction index data have 5 unique categor-
ical values, and each wind direction index is transferred to a
5-dimensional vector (e.g., northwest is assigned as [0, 0, 0,
0, 1]). Similarly, season index data have 4 unique categorical
values, and each season index is transferred to a 4-
dimensional vector (e.g., spring is assigned as [1, 0, 0, 0]).
Thirdly, data is processed by the min-max normalization
method and compressed from 0 to 1 for a better training
effect. The formula is shown as Equation (3), and more
details are given in Reference [33].

zi =
xi − min

1≤n≤N
xnð Þ

max
1≤n≤N

xnð Þ − min
1≤n≤N

xnð Þ , ð3Þ

where n denotes n-th records andN is the number of records.
z is the normalized data ranging from 0 to 1.

4. The Proposed Ensemble Network Model for
Prediction with Adam

The proposed EN model can be divided into three submo-
dels: RNN, LSTM, and GRU. Three network models are used

Figure 1: Distribution of PM2.5 monitoring stations in Shanghai (Jingan is located at 31°13′N, 121°26′E. Xuhui and US_Post are located at
31°10′N, 121°25′E).
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to predict PM2.5 concentration, respectively, and the results
of them are combined by the weighted average method.
The weights of EN are optimized by the Adam algorithm.
Section 4.1 illustrates the EN, and Section 4.2 introduces
the algorithm process of Adam.

4.1. Ensemble Network. As shown in Figure 3, the proposed
EN model consisting of the RNN model, LSTM model, and
GRU model can be applied to predict PM2.5 concentration.
The establishment of the proposed model can be divided into
two sections: training independent network model and com-
bining the results of every network model. This section intro-

duces the training stage of the NN, RNN, LSTM, and GRU
models in Sections 4.1.1 and 4.1.2. The combining stage is
illustrated in Section 4.1.3.

4.1.1. Neural Network. In this stage, historical and auxiliary
data are used to train each network model in the EN model
separately. The NNmodel is employed to analyze the interac-
tion effects of input parameters and get the prediction. It is
divided into three layers: input layer, hidden layer, and out-
put layer. Besides, the rectified linear unit (RELU) function
is applied as an activation function which is added behind
the output layer to produce a nonlinear prediction. The
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Figure 2: The violin plots between PM2.5 and meteorological data.
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Adam an algorithm for stochastic optimization is used to
optimize the weights instead of SGD.

For the training of NNs, the PM2.5 concentration data
and auxiliary data of the previous hour in three stations are
used as the inputs of NNs while the PM2.5 concentration
data of the next hour in three stations are used as the outputs
of NNs. The full connected layers are used as the hidden layer
to analyze the inherent correlation of parameters. The histor-
ical data are applied to train the models, and the weights of
models are optimized by the Adam algorithm.

4.1.2. Recurrent Neural Network. Besides NN models, other
deep learning methods are applied to prediction problems
(e.g., RNN models, LSTM models). The inputs of the RNN,
LSTM, and GRU models are different from NN models for
each neuron of the NN’s input layers is a single sequence ele-
ment while each neuron of the input layer in RNN, LSTM,
and GRU is a vector which is encoded by the past sequence
elements. As has been said before, PM2.5 concentration data
have a strong correlation in time. RNN, LSTM, and GRU are
applied to predict PM2.5 concentration for they are experts
in dealing with time series problems compared with NN
models. LSTM an extended model of RNN differs from
RNN in learning long-time dependence for there is a phe-
nomenon of gradient disappearance in RNN. GRU an
extended model of LSTM differs from LSTM in internal
structure for LSTM has three gates and GRU has only two.
In the training stage of the RNN, LSTM, and GRU models,
eight hours of PM2.5 concentration data along with meteoro-
logical data is regarded as input which is different from the
NN model.

4.1.3. Combining State of the Ensemble Network. In Figure 3,
each submodel in EN can predict the PM2.5 concentration

independently and all the results will be integrated to pro-
duce the final prediction results. In this research, the number
of hidden layer neurons ranged from 5 to 30 increasing by 5
at a time. The weighted average method is applied to inte-
grate all the prediction results of submodels. In order to
obtain the weight of each submodel, 10% of the dataset is
selected as the validation set. The accuracy of each submodel
is applied in Softmax to get weight. The Softmax formula is
shown in Equation (4), and more details are given in [34].

wi =
ezi

∑n
i e

zi
, ð4Þ

where z1, z2,⋯, zi denote the accuracy of submodels on the
validation set, n is the number of submodels, and w1,w2,⋯
,wi are the weight of submodels. e denotes the natural expo-
nential. The final result of the proposed model can be com-
puted as

accuracy = 〠
n

i

wi ⋅ zi: ð5Þ

This section sets six groups of controlled experiments.
Each group generates seven models consisting of NN, RNN,
LSTM, EN, EN1, EN2, EN3, EN4, and EN5, where EN
denotes a combination of RNN, LSTM, and GRU; EN1
denotes a combination of NN and RNN; EN2 denotes a com-
bination of NN and LSTM; EN3 denotes a combination of
RNN and LSTM; EN4 denotes a combination of NN, RNN,
and LSTM; EN5 denotes a combination of NN, RNN, LSTM,
and GRU. In these groups, the number of dense layers of NN,
RNN, LSTM, and GRU is 1 and the number of neurons is
generated from a candidate set of {5, 10, 15, 20, 25, 30}. For
the comparisons of the overall performance of different opti-
mized algorithms, MAE and MAPE are used as accuracy
metrics for the experiments.

Table 3 shows the experimental results for each test run-
ning. In all groups, EN (including EN, EN1, EN2, EN3, EN4,
and EN5) has the best performance (i.e., EN1: 6.51 of MAE
and 19.35% of MAPE in Group 1; EN: 6.35 of MAE and
17.36% of MAPE in Group 2; EN: 6.19 of MAE and 16.20%
of MAPE in Group 3; EN: 6.20 of MAE and 16.28% of MAPE
in Group 4; EN2: 6.71 of MAE and 19.56% of MAPE in
Group 5; and EN3: 6.47 of MAE and 17.80% of MAPE in
Group 6). The results illustrate that the combination of dif-
ferent models is effective to predict PM2.5 concentration
and decreases the error of overfitting.

4.2. Adam Optimization. This paper adopted Adam [35] an
optimization algorithm to replace the traditional SGD. It
can update the weights of the neural network iteratively
based on the dataset. The Adam optimization algorithm is
an extension of the SGD algorithm, which is widely used in
deep learning applications recently. The Adam algorithm is
different from traditional SGD for the latter keeps a single
learning rate to update all weights and the learning rate does
not change in the training process while the former designs

Table 2: The accuracy comparisons between NN and NN+CLU.

Model
The number of neurons of

dense layers
MAE MAPE

Group
1

NN
5

6.99 19.59%

NN
+CLU

6.56 17.77%

Group
2

NN
10

6.89 19.67%

NN
+CLU

6.87 19.65%

Group
3

NN
15

7.13 19.89%

NN
+CLU

7.12 19.78%

Group
4

NN
20

6.95 19.19%

NN
+CLU

6.92 19.11%

Group
5

NN
25

7.00 19.96%

NN
+CLU

6.83 19.00%

Group
6

NN
30

7.21 20.29%

NN
+CLU

7.15 20.14%
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an independent adaptive learning rate for different parame-
ters. The Adam algorithm will be introduced in detail next.

Assume that f is the objective function and θ are the
parameters which require to be optimized. gt stands for the
gradient which can be expressed as Equation (6), and more
details of formulas of this section are given in [35].

gt = ∇θ f t θt−1ð Þ, ð6Þ

where the f1ðθÞ, f2ðθÞ,⋯, f tðθÞ stand for the function values
of time step 1 to t.mt and vt stand for the exponential moving
averages of the gradient (i.e., biased first moment estimate)

and the squared gradient (i.e., biased second raw moment
estimate) which are employed to update weights separately
and their formulas are shown as

mt = β1 ⋅mt−1 + 1 − β1ð Þ ⋅ gt , ð7Þ

vt = β2 ⋅ vt−1 + 1 − β2ð Þ ⋅ gt2, ð8Þ
where β1 and β2 ranging from 0 to 1 control the exponential
decay rates for the moment estimates.

In the beginning,mt and vt are near 0, for they are set as 0
and the decay rate is close to 1. For the sake of counteracting
the bias at the beginning, bias-corrected estimates mt and vt

Input layer

Input layer

LSTM FCs Output
layer

LSTM FCs Output
layer

Weight
layer

LSTM FCs Output
layer

S1 S2 S3

S1 S2 S3
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historical

meteorological
data

Normalizaton
historical PM2.5

concentration data

Normalizaton
historical

meteorological
data

Normalizaton
historical PM2.5

concentration data

Normalizaton
historical

meteorological
data

t-3

t-2

t-1

Figure 3: Structure of the EN model for PM2.5 forecasting.
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Table 3: The accuracy comparisons between NN, RNN, LSTM, and EN with different numbers of neurons.

Model The number of neurons of dense layers MAE MAPE

Group 1

NN 5 6.99 19.59%

RNN 5 7.23 20.17%

LSTM 5 6.63 20.01%

GRU 5 6.73 20.23%

EN1 (NN+RNN) {5, 5} 7.19 20.31%

EN2 (NN+LSTM) {5, 5} 6.62 19.65%

EN3 (RNN+LSTM) {5, 5} 6.59 19.35%

EN4 (NN+RNN+LSTM) {5, 5, 5} 6.73 19.61%

EN5 (NN+RNN+LSTM+GRU) {5, 5, 5, 5} 6.72 19.60%

EN (RNN+LSTM+GRU) {5, 5, 5} 6.60 19.99%

Group 2

NN 10 6.89 19.17%

RNN 10 6.57 18.70%

LSTM 10 8.27 25.43%

GRU 10 7.23 19.88%

EN1 (NN+RNN) {10, 10} 6.54 18.30%

EN2 (NN+LSTM) {10, 10} 7.02 20.76%

EN3 (RNN+LSTM) {10, 10} 6.84 20.68%

EN4 (NN+RNN+LSTM) {10, 10, 10} 6.65 19.49%

EN5 (NN+RNN+LSTM+GRU) {10, 10, 10, 10} 6.67 19.23%

EN (RNN+LSTM+GRU) {10, 10, 10} 6.35 17.36%

Group 3

NN 15 7.11 19.89%

RNN 15 6.57 16.77%

LSTM 15 6.45 17.34%

GRU 15 6.56 19.84%

EN1 (NN+RNN) {15, 15} 6.42 17.68%

EN2 (NN+LSTM) {15, 15} 6.49 17.06%

EN3 (RNN+LSTM) {15, 15} 6.22 16.25%

EN4 (NN+RNN+LSTM) {15, 15, 15} 6.26 16.64%

EN5 (NN+RNN+LSTM+GRU) {15, 15, 15, 15} 6.25 16.56%

EN (RNN+LSTM+GRU) {15, 15, 15} 6.19 16.20%

Group 4

NN 20 6.95 19.19%

RNN 20 7.23 18.49%

LSTM 20 6.48 16.79%

GRU 20 6.60 17.25%

EN1 (NN+RNN) {20, 20} 6.57 17.39%

EN2 (NN+LSTM) {20, 20} 6.20 16.42%

EN3 (RNN+LSTM) {20, 20} 6.46 16.57%

EN4 (NN+RNN+LSTM) {20, 20, 20} 6.24 16.28%

EN5 (NN+RNN+LSTM+GRU) {20, 20, 20, 20} 6.20 16.56%

EN (RNN+LSTM+GRU) {20, 20, 20} 6.28 16.46%

Group 5

NN 25 7.00 19.96%

RNN 25 7.79 23.55%

LSTM 25 7.14 21.04%

GRU 25 7.08 19.39%

EN1 (NN+RNN) {25, 25} 7.10 20.87%

EN2 (NN+LSTM) {25, 25} 6.71 19.56%

EN3 (RNN+LSTM) {25, 25} 7.13 21.57%

EN4 (NN+RNN+LSTM) {25, 25, 25} 6.86 20.37%
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are introduced. The calculation formulas are shown as

mt =
mt

1 − β1
t , ð9Þ

vt =
vt

1 − β2
t : ð10Þ

The final updated formula of parameters is shown as

θt = θt−1 − α ⋅
mt
ffiffiffiffi

vt
p +∈ ; ; ð11Þ

where α denotes the stepsize (i.e., learning rate) and is initial-
ized to 0.001 (i.e., default value).

This section sets four groups of controlled experiments,
and NN, RNN, LSTM, and GRU are applied to predict the
PM2.5 concentration by using SGD, Adam, and Nadam sep-
arately. All the number of neurons of dense layers in these
models is set to 15, and the performance of each algorithm
in different networks is shown in Table 4. Compared with
Adam and Nadam, SGD has the worst performance because
it has a fixed learning rate leading to find global optimum dif-
ficultly. Except for the MAE of NN, Adam has better perfor-
mance than Nadam [36] which proves that the Adam
algorithm is effective in optimizing the PM2.5 predicting
model.

In order to determine the values of β1 and β2, this section
sets three groups of controlled experiments and EN (RNN,
LSTM, and GRU) is employed to predict PM2.5 concentra-
tion with different β1 and β2. All the number of neurons of
dense layers in these models is set to 15; the performance of
different values of β1 and β2 is shown in Table 5. The default
values of β1 and β2 (i.e., β1 = 0:9 and β2 = 0:999) get the best
performance comparing with other values (i.e., β1 = 0:8, β2
= 0:888 and β1 = 0:7, β2 = 0:777).

5. Experimental Results and Analysis

This section uses hourly PM2.5 concentration and meteoro-
logical data at 3 stations in Shanghai from 01 January 2010 to

31 December 2015 to evaluate the proposed model. All the
models including NN, RNN, LSTM, GRU, BGRU, CGRU,
CBGRU, CLSTM, ACLSTM, and EN are trained on the Keras
framework with TensorFlow backend. The learning rate is set
to 0.001, and the epochs are set to 200. RELU is applied as an
activation function for each layer of the network, and Adam
is used as the optimized algorithm to optimize the weights.
For the validation of the proposed method, MAE and MAPE
are used as accuracy metrics to compare the overall perfor-
mance of each model. MAE is an absolute value, and MAPE
is a percentage, smaller values of which indicate better per-
formance. Two metrics are given in Equations (12) and
(13), respectively, and more details are given in Reference
[30].

MAE = 1
N
〠
N

n=1
on − pnj j, ð12Þ

MAPE = 1
N
〠
N

n=1

on − pnj j
on

, ð13Þ

where on is the value of the n-th observed data and pn denotes
the predicted value of the n-th predicted data. The values of
two metrics (MAE, MAPE) are calculated for proposed EN
as well as for NN, RNN, LSTM, GRU, BGRU, CGRU,
CBGRU, CLSTM, and ACLSTM. Table 6 illustrates the
detailed MAE and MAPE values of each algorithm. In the
ranking of MAE from high to low, we have CBGRU (8.58),
CGRU (8.56), RNN (7.23), BGRU (7.22), NN (6.95), CLSTM
(6.90), ACLSTM (6.86), GRU (6.56), LSTM (6.48), and EN
(6.19). In the ranking of MAPE from high to low, we have
CBGRU (24.73%), CGRU (20.50%), GRU (19.84%), NN
(19.19%), BGRU (18.88%), RNN (18.49%), CLSTM
(17.41%), LSTM (16.79%), ACLSTM (16.60%), and EN
(16.20%). No matter MAE or MAPE, EN has the minimum
values which confirms the advantages of EN. Compared with
the traditional NN and RNN, LSTM and GRU have better
performance in predicting PM2.5 which indicates that the
PM2.5 concentration has a long-term dependence. As sub-
models of the ensemble model, NN, RNN, LSTM, and GRU

Table 3: Continued.

Model The number of neurons of dense layers MAE MAPE

EN5 (NN+RNN+LSTM+GRU) {25, 25, 25, 25} 6.88 20.22%

EN (RNN+LSTM+GRU) {25, 25, 25} 6.80 19.78%

Group 6

NN 30 7.21 20.29%

RNN 30 7.02 19.74%

LSTM 30 6.91 18.65%

GRU 30 7.02 19.56%

EN1 (NN+RNN) {30, 30} 6.90 19.41%

EN2 (NN+LSTM) {30, 30} 6.66 18.51%

EN3 (RNN+LSTM) {30, 30} 6.57 18.34%

EN4 (NN+RNN+LSTM) {30, 30, 30} 6.60 18.48%

EN5 (NN+RNN+LSTM+GRU) {30, 30, 30, 30} 6.56 18.23%

EN (RNN+LSTM+GRU) {30, 30, 30} 6.47 17.80%
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with fewer layers have achieved considerable results in pre-
dicting PM2.5 concentration. However, when the models
become more complex and deeper, the prediction perfor-
mance of the models does not necessarily develop in the
direction of optimization. Although they can show the best
performance in their respective datasets with deep and com-
plex structures, they may lead to overfitting in other datasets,
which decreases the generalization ability of the models. The
ensemble network is a model that can adapt to different data-

sets for the ensemble model consists of three submodels and
the weight of each model depends on the prediction accuracy
of the model in the dataset employed, which ensures the sta-
bility of the model in different datasets. Figure 4 shows the
comparison between observed values and predicted values
of the EN model. From the overall trend, the prediction data
can better fit the observation data. This also proves that the
proposed model can effectively predict the PM2.5 concentra-
tion in the next hour.

6. Conclusions and Future Work

Because of the flexibility of the network framework, many
complex deep learning networks have been developed for
air quality prediction. As far as we know, there is no uniform
dataset in current air quality prediction research. Researchers
collected datasets from different regions to train the network.
Although these complex deep networks can well fit the data
they use, they lack generalization ability. Therefore, this
paper proposes an EN model to predict air pollution concen-
tration by historical PM2.5 concentration, meteorological,
and time stamp data. Considering that the submodel includ-
ing RNN, LSTM, and GRU has quite good performance, each
submodel of the EN model is trained, respectively, to get the
accuracy and obtain the final model by a weighted average
method. The weights of submodels are flexible because they
are obtained by the accuracy of the validation set so that they
can perform stably in different datasets. In addition, the
ensemble of different networks is less involved in this field
As far as we know, Adam is adopted to optimize weights
instead of SGD for it can adjust the learning rate adaptively
to get an efficient training effect. A case study of the predic-
tion of PM2.5 concentration in Shanghai of the People’s
Republic of China is given in this research, and the dataset
is divided into three parts: training data, validation data,
and testing data. Training data are used to train the submo-
dels of EN separately, validation data are applied to obtain
the weight of each submodel, and testing data are adopted
to compute MAE and MAPE for performance evaluation.
The experimental evaluation is performed for EN, as well as
other algorithms including NN, RNN, LSTM, GRU, BGRU,
CGRU, CBGRU, CLSTM, and ACLSTM. The experimental
results demonstrate that the proposed method has the best
performance which outperforms other algorithms. Several
findings of this paper are as follows:

(i) Compared with the single model, the EN model has
better generalization ability and predictive ability as
validated by MAE and MAPE

(ii) Wind direction has a significant impact on PM2.5
concentration for wind can carry or take away
PM2.5

(iii) Compared with SGD, the Adam algorithm avoid the
local optimum effectively

For the extension of this study, the prediction perfor-
mance can be enhanced by adding human activities because
it is one of the main reasons for environmental deterioration

Table 4: The accuracy comparisons of different models with
different optimized algorithms.

Model
The number of neurons of

dense layers
Algorithm MAE MAPE

NN

15 SGD 7.13 22.38%

15 Adam 7.11 19.89%

15 Nadam 6.75 20.11%

RNN

15 SGD 12.33 32.45%

15 Adam 6.57 16.77%

15 Nadam 6.58 17.29%

LSTM

15 SGD 11.18 30.38%

15 Adam 6.45 17.34%

15 Nadam 6.67 17.47%

GRU

15 SGD 9.19 25.00%

15 Adam 6.56 19.84%

15 Nadam 6.70 19.98%

Table 5: The accuracy comparisons of different values of β1 and β1
in the EN model.

Values of β1
and β1

The number of neurons of dense
layers

MAE MAPE

β1 = 0:9
15 6.19 16.20%

β2 = 0:999
β1 = 0:8

15 6.26 16.44%
β2 = 0:888
β1 = 0:7

15 6.20 16.35%
β2 = 0:777

Table 6: The accuracy comparisons of different algorithms.

Model MAE MAPE

NN 6.95 19.19%

RNN 7.23 18.49%

LSTM 6.48 16.79%

GRU 6.56 19.84%

BGRU 7.22 18.88%

CGRU 8.56 20.50%

CBGRU 8.58 24.73%

CLSTM 6.90 17.41%

ACLSTM 6.86 16.60%

EN (RNN+LSTM+GRU) 6.19 16.20%
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especially in holidays. Furthermore, this paper found that
wind direction has a significant influence on PM2.5 concen-
tration because the wind will bring or take away PM2.5.
However, it is uncertain that it can do in the areas with high
mountains. Therefore, embedding the influence of topo-
graphical factors can become a research direction in the
future. However, limited by lacking human activity and topo-
graphical data, this paper only analyzes the impact of meteo-
rological data on PM2.5.
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