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Scanning transmission electron microscopy (STEM) developed into a very important characterization tool for atomic analysis of
crystalline specimens. High-angle annular dark field (HAADF) scanning transmission electron microscopy (STEM) has become
one of the most powerful tools to visualize material structures at atomic resolution. However, the parameter of electron
microscope and sample thickness is the important influence factors on HAADF-STEM imaging. The effect of convergence
angle, spherical aberration, and defocus to HAADF imaging process has been analyzed through simulation. The applicability of
two HAADF simulation software has been compared, and suggestions for their usage have been given.

1. Introduction

In recent years, dynamical diffraction is the major limitation
to structure determination by electron methods, scanning
transmission electron microscopy (STEM) which can effec-
tively overcome this limitation by providing an incoherent
image with electrons [1]. It has become a very popular and
widespread technique and has been developed with different
imaging modes (i.e., bright field (BF), annular bright field
(ABF), and annular dark field (ADF)). High-resolution
STEM using higher-angle scattered electrons (high-angle
annular dark field, HAADF-STEM), where scattered elec-
trons at higher angles are collected by an annular detector
for STEM imaging, now attracts material scientists and
semiconductor researchers [2] and becomes a powerful tool
in characterizing nanoparticles [3, 4]), lithium ion batteries
[5], quasicrystal [6–8], and alloy [9, 10]. HAADF has high
resolution up to 40.5 pm [11, 12], image intuitive with the
sensitive to chemical composition [13], and less damage to
the sample, etc. It has become an important approach of
material analysis at the atomic level due to the fact that its
contrast depends highly on atomic number Z in a form of
Zn ðn = 1:6 – 1:9Þ [14, 15].

There are two steps in STEM imaging: first, the parallel
electron wave is emitted by the electron gun and converged

by the lens to form the convergent electron wave; second, the
convergent electron wave scans the surface of sample point
by point, and each sample point will get an exit wave. The
effect of imaging process in these steps should be considered:
the influence of lens on image including the convergence
angle [16], spherical aberration and defocus [17], and detec-
tor angle [18] and the influence of sample including the
sample thickness and the atomic number [15, 19]. In STEM
imaging mode, there are two theories that have been pro-
posed to reveal the image formation process, such as multi-
slice method [20, 21] and Bloch wave method [1, 22]. The
Bloch wave method has the advantage of high calculation
accuracy, but it can only suit for perfect crystal [23] and
has a long calculation time [24, 25]. Compared to the Bloch
wave method, the multislice method has the advantages of
fast calculation speed and wide applicability [26]. However,
the images calculated by the multislice method are greatly
influenced by the thickness of slice [27]. Thus, it is impor-
tant to choose an appropriate theory according to the
requirement. In recent years, there are several approxima-
tion theories applied in simulated calculation for speeding
up the STEM imaging, such as the frozen phonon model
[28] and the absorptive potential approximation [29]. The
frozen phonon model divides the wave function into an
average and a fluctuating part, which is suitable for carrying
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out the incoherent averages [28]. And the absorptive poten-
tial approximation was proposed based on the fast Fourier
transform (FFT) multislice approach [29].

In general, HAADF provides incoherent images without
any phase problem and can be directly inverted to object
without additional image simulations [30, 31]. However, in
a series of HAADF investigations [31–34] under STEM
imaging condition, crystal tilt, probe convergence angle
unavoidable factor (e.g., specimen thickness [35, 36], and
collection angles of the detector [36], etc.) will impact on
the quality of high resolution images. For example, sample
bending and deviating slightly from the zone axis will result
in remarkable contrast reduction and could cause atoms to
be considerably displaced in HAADF image. Intensities of
atomic-resolution HAADF images of zone-axis-oriented
specimens change with defocus at rates that depend on lat-
tice spacing, thickness, and strain which also effect on the
intensities [27].

In this paper, the effect of electron microscope parame-
ters and sample thickness on high angle annular dark field
imaging was discussed in detail by simulation. In addition,
simulation software QSTEM and Dr. Probe have been cho-
sen for comparing their convenience in different simulation
conditions.

2. The Frozen Phonon Model

In HAADF-STEM imaging, most of the signals received by
annular detector come from phonon scattering [18].While
frozen phonon model provides a simple method that the
crystal potential is time-dependent under the assumption
of independent atomic motion, under this assumption, the
intensity of image ID ðZÞ can be described as [37]

ID zð Þ =
ðz
0
W2 z′, t
� �D E

ψ z′
� �D E��� ���2dz′: ð1Þ

The hW2ðz′, tÞi is related to the scattering factors, and

the jhψðz′Þij2 is the elastic intensity. The image intensity is
essentially obtained from the signal received by the detector.
Under the screening of big angle annular detector in
HAADF-STEM imaging mode, the final signal gðxpÞ from
the probe position xp should be

g xp
� �

=
ð

ψt k, xp
� ��� ��2D kð Þd2k, ð2Þ

where the ψtðk, xpÞ is the wave function diffracted onto the
detector plane, and DðkÞ is the detector function [38].

D kð Þ =
1 for kDmin

≤ k ≤ kDmax

0 otherwise
: ð3Þ

The inner and outer angles of detector are the product of
wavelength λ and the maximum and the minimum of the
wave vector k. Therefore, kDmax

and kDmin
are determined by

the angle of detector. Thus, the key to analyze the intensity

of HAADF image at the same detector angle is the exit wave
function. While the exit wave function is the product of the
incident wave function and sample transfer function which
are determined by electron microscope and sample parame-
ters, therefore, in the subsequent sections, we will analyze
the effect of these parameters on HAADF image.

3. Exit Wave

When the parameters of the incident electron beam and
the sample are known, the equation of the exit wave can
be obtained.

It started from the stationary Schrödinger equation:

−
ℏ2

2μ∇
2ψ +Uψ = Eψ, ð4Þ

where the ψ is the wave function, which presents the elec-
tron trajectory, ћ is the reduced Planck constant, U is the
potential field function, E is the energy of the electron, and
μ is the electron mass under relativistic correction. Due to
the equation of wave-particle duality, λ = h/p, we know that
K2 = 2meE/h2. Therefore, the Schrödinger equation can be
written as

∇2ψ rð Þ + 4π2K2ψ rð Þ + 4π2U rð Þψ rð Þ = 0: ð5Þ

While under the condition of high energy approximate,
the electron wave function can be written as the form of
modulation wave:

ψ rð Þ = ϕ rð Þ exp 2πik ⋅ rð Þ: ð6Þ

Substituting it into the Schrödinger equation, then

Δxyϕ rð Þ + ∂2

∂z2
ϕ rð Þ + 4πikxy∇xyϕ rð Þ + 4πikz

dϕ rð Þ
dz

+ 4π2U rð Þϕ rð Þ = 0:
ð7Þ

Under the condition of high energy approximate,
ð∂2/∂z2ÞφðrÞ can be ignored, and we can obtain

ϕ r, zð Þ = exp iz
4πkz

Δxy + 4πikxy∇xy + 4π2U
� �	 


ϕ r, 0ð Þ:

ð8Þ

Equation (8) shows that the relationship of the incident
wave and the exit wave is determined by following factors:
z is the sample thickness, kz is the reciprocal of wavelength
λ, Δxy is the direction of the scattering, and U is the crystal
potential. These factors, effect on imaging process, will be
analyzed in subsequent sections.
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4. The Effect of Electron Microscope
Parameters on HAADF

In STEM imaging mode, the parallel electron waves from the
electron gun pass through electron microscope before they
are incident to the sample and become convergent electron
waves. The incident waves will be affected by convergence
angle, spherical aberration, and defocus. In order to illustrate
the effects, BaTiO3 was taken as an example for simulation,
and its structure model is shown in Figure 1. The simulation
parameters are as follows: accelerating voltage is 300 kV
(wavelength is 1.97 pm); the sample thickness is 82.7Å, the
tilt angle is 0, the convergence angle is 25mrad, the spherical
aberration and defocus are 0, and the detector angle is
50-250mrad. The simulation software is QSTEM [39]
which uses the frozen phonon model based on the mul-
tislice method [40].

4.1. Convergence Angle.When convergent electron waves are
incident on the position xp of the sample surface, the
equation of incident wave function [38] is

ψp x, xp
� �

= Ap

ðkmax

0
exp −iχ kð Þ − 2πik ⋅ x − xp

� �� �
d2k: ð9Þ

The χðkÞ is the aberration function, Ap is the factor which

comments
Ð jψpðx, xpÞj2d2x = 1, the influence of convergence

angle on the incident wave function is the upper limit of
integral kmax = α/λ, and α is the convergence semiangle.

As shown in Figure 2(a), when the convergence angle
increases, the contrast of center atom Ti will decrease. It is
more obviously in thick sample (i.e., Figure 2(b)). Besides,
the spots of Ba atom are larger at small convergence angle,
but smaller at large convergence angle. The same situations
are obtained in reference [34] which analyzed the intensity
profiles of 195 nm Si0.8Ge0.2 in different convergence angles.
In the HAADF-STEM model, the electron probe with small
convergence angle is more sensitive to crystal potential, the
atomic brightness is larger, and the spot of atom is larger
in small convergence angle.

4.2. Spherical Aberration and Defocus. In fact, the spherical
aberration of a real STEM is not 0. The convergence angle,
spherical aberration, and defocus should be consider to
choose the best condition for imaging [41, 42]. In Equation
(9), χðkÞ = πλk2ð0:5Csλ

2k2 − Δf Þ, it can be found that
spherical aberration has a great influence on the incident
convergent electron wave. In order to correct the influence
of spherical aberration on the imaging process, the Scherzer
focus condition [43] had been proposed. When the conver-
gence angle is 10mrad and spherical aberration is less than
0.1mm, Figure 3(a) with the Scherzer focus condition has
little changes as the spherical aberration increases. As shown
in Figure 3(b), when defocus is 0, the simulated HAADF
image becomes more and more anamorphose as the spheri-
cal aberration increases. When the convergence angle is
25mrad, as shown in Figure 4, the anamorphose of the
simulated HAADF images becomes worse as the spherical
aberration is larger than 0.1mm. It can be concluded that
small convergence angle has good HAADF image at small
spherical aberration conditions.

In HAADF-STEM mode, the Scherzer focus condition
(Δf = −1:15ðCsλÞ0:5) makes the transfer function have a
wide flat area which leads to simulation images that have less
abnormal structure information [17]. Therefore, it is obvious
that the anamorphose deformation of the simulated HAADF
images with the Scherzer condition is less than those who do
not satisfy with it. And when the Scherzer focus condition is
satisfied, the best convergence semiangle is

α0 = 1:41 λ

Cs

� �0:25
: ð10Þ

Combined with the limit point resolution in STEM
mode, d0 = 0:61λ/α0, it can be concluded that

d0 = 0:43Cs
0:25λ0:75: ð11Þ

So, appropriate defocus and convergence angle should be
chosen according to its spherical aberration. At present, the
resolution of STEM image with spherical aberration correc-
tion has reached 40.5 pm [11]. Therefore, for an electron

(a) (b)

Ba
O
Ti

x
y

z

x
y

z

Figure 1: Projection structure model of BaTiO3: (a) at [001] direction and (b) at [011] direction.
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microscope with a certain spherical aberration, the key to
high-quality STEM image is the appropriate defocus and
convergence angle.

4.3. Detector Angle. In HAADF-STEM mode, the annular
detector mainly receives high angle scattered electrons. Its
scattering intensity can be expressed as the internal of inner
angle θ1 to outer angle θ2 [18]:

σθ1,θ2 =
m
m0

� �
Z2λ4

4π3a02
1

θ1
2 + θ0

2 −
1

θ2
2 + θ0

2

� �
: ð12Þ

In equation (12), m is the mass of high-velocity
electrons, m0 is the static mass of electron, Z is the atomic
number, λ is the wavelength, α0 is the Bohr radius, and θ0
is the Born characteristic scattering angle.

10

2Å

(a)

(b)

Convergence
angle:

Convergence
angle:

20 22 24 26

20 22 24 26

12 14 16 18

10 12 14 16 18

Figure 2: Simulated HAADF image (the source size = 0:8Å, detector angle = 50mrad ~ 250mrad, defocus = 0, spherical aberration = 0) and
its intensity profile along the diagonal as the arrow shown of BaTiO3 at [001] axis zones with different convergence angles: (a) 42.3 Å
thickness and (b) 82.7 Å thickness.
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When the thickness of a sample is t, the intensity of
exit electron wave is I, the number of atoms per unit
volume is N , and the scattering intensity can be expressed
as equation (13):

Is = σθ1,θ2 ⋅NtI: ð13Þ

Equation (12) can be transformed into equation (14):

σθ1,θ2 =
m
m0

� �
Z2λ4

4π3a02
θ2

2 − θ1
2

θ1
2 + θ0

2� �
θ2

2 + θ0
2� �

 !
: ð14Þ

It obvious in Equation (14) that the larger inner angle

θ1, the weaker the image intensity. The partial derivative
of outer angle θ2 can be obtained:

∂σθ1,θ2
∂θ2

= m
m0

� �
Z2λ4

4π3a02
2θ2

θ2
2 + θ0

2� �2
 !

: ð15Þ

Spherical
aberration:

(a)

(b)

0 0.02 0.04 0.06 0.08 0.1 0.2 0.4 0.5 0.8 1 (mm)

2Å

Figure 3: Simulated HAADF images (sample thickness = 82:7Å, source size = 0:8Å, detector angle = 50mrad ~ 250mrad, convergence
angle = 10mrad) with different spherical aberrations and defocus: (a) Scherzer focus condition and (b) defocus is 0.

Spherical
aberration:

2Å

(a)

(b)

0 0.02 0.04 0.06 0.08 0.1 0.2 0.4 0.6 0.8 1 (mm)

Figure 4: Simulated HAADF images (sample thickness = 82:7Å, source size = 0:8Å, detector angle = 50mrad ~ 250mrad, convergence
angle = 25mrad) with different spherical aberrations and defocus: (a) Scherzer focus condition and (b) defocus is 0.

Thickness: 42.3 82.7 123.0 163.3 203.6 (Å)
1Å

Figure 5: Simulated HAADF-STEM image (source size = 0:8Å, detector angle = 50mrad ~ 250mrad, convergence angle = 25mrad,
defocus = 0, spherical aberration = 0) of BaTiO3 sample at different thicknesses and its intensity profile along the diagonal as the arrow
shown.

Table 1: The simulation parameters of QSTEM and Dr. Probe.

Parameters QSTEM and Dr. Probe

Accelerating voltage 300 kV

Sources size 0.8 Å

Convergence angle 25 mrad

Cc 1mm

Cs 0mm

HADDF detector angle 50-250mrad

5Scanning



The overall intensity of the image will be stronger with
the increase of the outer angle. This also reflects that a
larger detector angle range can obtain a stronger intensity
image. However, the small inner angle may cause other
signals to be detected (e.g., the diffraction contrast caused
by Bragg reflection). Larger inner angle will also affect the
relationship between the contrast of the atomic column
and the atomic number Z in the final image which will
be analyzed in the following sections. The intensity of
the image atomic column is not simply linear with the
sample thickness and the range of the detector angle [1].
Therefore, it is necessary to consider both the detector
angle and image interpretation.

4.4. The Effect of Sample Thickness on HAADF. In imaging
process, the incident wave is converged by the electron
microscope and the surface of the sample is scanned point
by point. There is no doubt that, sample parameters are also
important influence on HAADF image. This section will
discuss the influence of sample thickness on imaging
process which is based on the simulation calculation of
the multislice method.

It can be found in Figure 5 that the contrast of center
atoms (Ti) is stronger in thick sample. This phenomenon
has been explained in [15]. Equation (12) shows that the
intensity of atomic column is proportional to the square of
the atomic number Z, while it should not consider the scat-
tering intensity of one atomic array only in HAADF-STEM.
For thin sample, if convergence semiangle α0 and the inner
angle θ1 of the detector have the relationship:

θ1 ≥ 3α0, ð16Þ

then the coherent effect between different atomic arrays of
thin samples can be ignored. The approximation of the
image intensity to the n-th power of the atomic number Z
is very accurate. The range of n is 1.6-1.9 which is related
to the inner and outer angle of detector.

5. Comparison HAADF Simulation Software

There is several software for HAADF simulation, and Dr.
Probe and QSTEM are two free software which has wide
used for researchers. In Dr. Probe software, the frozen-
lattice approach [44] was used to simulate thermal-diffuse

(a) (b) (c)

O
Pb
Ti

Figure 6: Simulated HAADF-STEM images (sample thickness = 83:0Å, source size = 0:8Å, detector angle = 50mrad ~ 250mrad,
convergence angle = 25mrad, defocus = 0, spherical aberration = 0) along PbTiO3 [001]: (a) QSTEM, (b) Dr. Probe, and (c) structure
model projection of PbTiO3 at the [001] zone axis.

(a) (b)

Figure 7: Simulated HAADF-STEM images (sample thickness = 166:0Å, source size = 0:8Å, detector angle = 50mrad ~ 250mrad,
convergence angle = 25mrad, defocus = 0, spherical aberration = 0) along PbTiO3 [001]: (a) QSTEM and (b) Dr. Probe.
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scattering (TDS). In this section, a horizontal comparison
has been made between the two software to provide some
reference for researchers. The simulation parameters of the
two software are shown in Table 1.

5.1. Unit Cell with Small Size. PbTiO3 was chosen as the sim-
ulated material whose lattice constants are a = 3:90Å, b =
3:90Å, and C = 4:15Å. As shown in Figure 6, the white
highlights are Pb (Z = 82) atoms, and the gray and white
ones are Ti atoms. The atomic number of O is too small
which does not show in the image. Figure 6(c) is the struc-
ture projection of PbTiO3 at the [001] zone axis. The simu-
lation results of the two software for small crystal cell have
good quality, and both correctly reflect the crystal structure
and atomic phase arrangement, while the contrast of
Figure 6(b) is better. The contrast of Ti atoms in QSTEM
is very fuzzy and difficult to distinguish. Moreover, the dif-
ference of the contrast and image point size of Pb atoms
and Ti atoms in Figure 6(a) are too large. The image quality

of Figure 6(a) is unnatural and unreal compared with
Figure 6(b).

Figure 7 shows the simulated HAADF image of PbTiO3
along [001] at thicknesses with 40 unit cells. As shown in
Figure 7(a), there are black dots in the center of the white
bright spots representing Pb, but the contrast of Ti atom is
improved obviously as compared with Figure 6(a). However,
Figure 7(b) has problems in showing the contrast of Ti atoms,
and it was difficult to observe the distribution of Ti atoms.

5.2. Unit Cells with Moderate Size. MgAlO4

(a = b = c = 8:0858Å) was chosen as the simulated material
with moderate unit cell size whose lattice parameters are
between PbTiO3 and Mg44Rh7. The thickness is 10 unit cells.
The simulation results are shown in Figure 8. Compared
with Figure 8(c), the white spots in Figure 8(a) and 8(b) rep-
resent Mg (Z = 12) atom. In Figure 8(a), the brightest atom
is Mg atom, and the surrounding gray atom is Al atom.
Due to the Mg atoms which are too close to the Al atoms
in the projection of [001], the simulated image cannot

(a) (b) (c)

Mg
Rh

Figure 9: Simulated HAADF-STEM images (sample thickness = 201:5Å, s, detector angle = 50mrad ~ 250mrad, convergence angle = 25
mrad, defocus = 0, spherical aberration = 0) along Mg44Rh7 [001]: (a) QSTEM, (b) Dr. Probe, and (c) structure model projection of
Mg44Rh7 at the [001] zone axis.

(a) (b) (c)

AI
Mg
O

Figure 8: Simulated HAADF-STEM images (sample thickness = 80:9Å, source size = 0:8Å, detector angle = 50mrad ~ 250mrad,
convergence angle = 25mrad, defocus = 0, spherical aberration = 0) along MgAlO4 [001]: (a) QSTEM, (b) Dr. Probe, and (c) structure
model projection of MgAlO4 at the [001] zone axis.
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distinguish them. Obviously, when unit cell has moderate
size, QSTEM does better.

5.3. Unit Cell with Big Size. Mg44Rh7 (a = b = c = 20:148Å)
was chosen as the simulated material. The simulation results
are shown in Figure 9. As shown in Figures 9(a) and 9(b),
the white bright spots represent Rh (Z = 45) atoms, and
the gray bright spots around the white bright spots represent
Mg (Z = 12) atoms. Figure 9(c) is the projection structure
model of Mg44Rh7 at the [001] zone axis. By comparing
Figure 9(c), the simulated results of the two software are
consistent with the projection crystal structure. However,
there are differences in Mg atoms. Figure 9(b) can well dis-
play the contrast of Mg atoms, but Figure 8(a) is not obvious
in showing the contrast of Mg atoms, and the contrast of Mg
atoms among the four Rh atoms is insufficient.

5.4. Calculate Speed. In order to control variables, Dr. Probe
and QSTEM were kept consistent during calculation, and
single-core calculation was performed. QSTEM and Dr.
Probe are used on the same PC. According to the simulation
time records, the calculate time of the two software is shown
in Table 2. QSTEM generally takes much longer time than
Dr. Probe. In the simulation of small cell PbTiO3, the time
of QSTEM was about 397% longer than that of Dr. Probe;
in the simulation of medium cell MgAlO4, the time of
QSTEM was about 164% longer than that of Dr. Probe; in
the simulation of large cell Mg44Rh7, the time of QSTEM
was about 440% longer than that of Dr. Probe. Therefore,
Dr. Probe has higher computational efficiency than that
of QSTEM.

6. Conclusion

With the development of scanning transmission electron
microscopy, image interpretation in HAADF-STEM mode
has become particularly important. In the imaging process,
the influence of the electron microscope parameters and
sample parameters must be considered. In this paper, the
effect of electron microscope parameters and sample thick-
ness on high angle annular dark field imaging were discussed
in detail by simulation and experiment. In addition, simula-
tion software QSTEM and Dr. Probe have been chosen for
comparing their convenience in different simulation condi-
tions. The conclusion is as follows:

(1) Appropriate convergence angle is one of the key
parameters for getting a good HAADF image. Small
convergence angle has better image quality

(2) Appropriate defocus and convergence angle should
be chosen according to its spherical aberration

(3) Under the condition of thin sample, sample thick-
ness has little effect on HAADF image

(4) QSTEM and Dr. Probe both are excellent like simu-
lation software. Dr. Probe has higher computational
efficiency than that of QSTEM
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A new type of square concrete-filled steel tubular (SCFST) column is proposed, which is characterized by transverse stiffened bars
inside the steel tube to improve the effective constraint performance of the concrete core. The experiment of this kind of
composite material under axial compression was carried out. The results showed that the bearing capacity of the SCFST
column reinforced by internal transverse stiffened bars increased by 4.5%-15% than that of the ordinary SCFST column. The
transverse strain is smaller than the SCFST column. As the diameter of the reinforcement increases and decreases the spacing
of bars, the axial load bearing capacity increased. The transverse strain of the member decreased obviously. It is noted that the
confinement performance of the concrete core of this type was improved to some extent. At the same time, based on the
unified theory, the simplified calculation formula of axial compression bearing capacity is derived.

1. Introduction

The outer steel tube of the concrete-filled steel tube structure
can effectively improve the restraint internal concrete, and
the concrete under the transverse restraint of the steel tube
is better in the three-dimensional compression state, so that
the concrete can better exert its compressive performance
[1–5]. As a kind of steel-concrete composite system, the
SCFST column has been widely used in the structure because
of its convenient connection, high flexural bearing capacity,
and beautiful appearance. Based on the above characteristics,
square steel tube concrete in civil engineering theoretical
research and engineering applications has become more
widespread in recent years [6–12]. Kong and Moon [13]
studied the carrying capacity and energy dissipation of
SCFST columns under long-term axial load. Uy [14] studied
the mechanical properties of the short columns under the
combined action of axial compression and bending moment.
Susantha et al. [15] proposed an approximate formula for
the axial compression-strain of confined concrete in
concrete-filled steel tubular columns with different cross-
sections. Liu et al. [16] studied axial compression bearing

capacity of rectangular steel tube high-strength concrete
short column. The load capacity obtained by the experiment
was compared with the calculated values of EC4, AISC, and
ACI. Liang et al. [17] proposed a method of nonlinear anal-
ysis of fibrous elements to predict the ultimate strength and
ductility of thin-walled steel columns made of concrete sub-
ject to local buckling. Normal stress redistribution in the
steel sheet appears after the local buckling. It is also pro-
posed that the ductility and section performance of rein-
forced concrete square columns can also be described by
two performance indexes. Dundu [18] carried out axial com-
pression tests on 29 square concrete-filled steel tubes,
obtained the axial compressive strength, and proposed a
two-stage equation to simulate the calculation formula of
short columns and medium to slender columns. Dai and
Lam [19] studied the structural fire behavior of a series of
concrete-filled steel tubular (CFST) short columns with four
typical column cross-sections under standard fire condi-
tions. The experimental results show that the circular section
of CFST columns has the best structural fire behavior. Based
on this, the design simplified formula of the concrete col-
umn under high temperature is put forward. Evirgen et al.
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[20] conducted axial compression tests on 48 concrete-filled
steel tubular columns with different variables and studied
and analyzed the influences of width-thickness ratio, com-
pressive strength of concrete, and column geometric param-
eters on axial bearing capacity, ductility, and buckling
performance of concrete columns. Ellobody and Young
[21] proposed a way for calculating the bearing capacity of
square stainless steel reinforced concrete tubular columns.
Raed et al. [22] proposed a method for calculating the axial
load capacity of concrete-filled steel tubes through the exper-
imental results of the axial compression performance of
square stainless steel pipes. Many experts and scholars have
put forward various measures and structures to enhance the
restraint effect of square steel tubes on core concrete in the
SCFST structure. Alfarabi et al. [23] studied the axial carry-
ing capacity of the stainless steel short column without or
filled with concrete. It is improved by welding carbon steel
reinforcement on the inner surface of the circular hollow
stainless steel pipe and the stainless steel pipe concrete short
column. The change of adding stiffeners in square section
concrete-filled steel tubular members is studied by Fang [24],
and the eccentric compression test of members is carried
out. It is found that the stability and ultimate strength of col-
umns are improved. The reinforced concrete column with
external restraint reinforcement ring and internal reinforce-
ment is studied by Alrebeh [25]. The experiment shows that
compared with the member with external reinforcement ring
or internal reinforcement, the combined use is more effective
to improve the structural performance of short column mem-
bers. To further improve the performance, the spacing of
internal reinforcement can be reduced and the number of
internal reinforcement can be increased. Li et al. [26] proposed
a new composite member with I-shaped carbon fiber rein-
forced polymer wrapped inside to strengthen square steel tube
short columns and carried out a bidirectional bending test on
it. The results show that the new short column has good bear-
ing capacity and ductility in the biaxial bending test. Alatshan
et al. [27] reviewed the existing literature on stiffened
concrete-filled steel tubular and proposed a method to syste-
matically review the relevant knowledge of stiffened
concrete-filled steel tubular in the existing literature. Zhu
et al. [28] proposed the connection method of the outer dia-
phragm using perfobond ribs (PBL) to strengthen concrete-
filled square steel tubes (CFSST). The test shows that this
innovative connection method improves the load transfer
and deformation of the joint.

From the above studies, it is not difficult to find that the
outer steel tube is less constrained to the internal concrete
core of the SCFST column. Therefore, in order to better pro-
mote restraint of foreign steel tubes to concrete, more effec-
tive restraint measures should be developed and researched.

In this paper, a new type of SCFST column is presented.
The main structural feature of the column is that some
transverse reinforcing bars are welded on the inner wall of
the square steel tube to strengthen the restraint of the core
concrete of the square steel tube; at the same time, the local
stability of square steel tube walls is strengthened, and the
ultimate bearing capacity and deformation capacity of the
SCFST column under axial pressure are effectively enhanced.

Axial load capacity and ductility are analyzed; from the per-
spective of unified theory, a formula for a theoretical evalu-
ation of load bearing capacity of SCFST with internal
transverse stiffened bars is proposed.

2. Experimental Programme

2.1. Specimen Fabrication. A total of 10 specimens were
tested under compression, including one square concrete
steel tubular stub column and nine SCFST with internal
transverse stiffened bars. Before the experiment, in order to
facilitate the observation of the deformation of the specimen,
a square was drawn with chalk on the test block in advance.
All specimens were made of 6mm thick steel plates with a
height of 600mm and a side length of 200mm. The stiffener
diameters are 4mm, 6mm, and 8mm, respectively, and the
stiffener length is 180mm. Internal transverse reinforcement
spacing is 50mm, 75mm, and 100mm, respectively. The
steel plate material is Q235B, and the transverse bar is
HPB335. The typical section is shown in Figure 1, and all
specimens are given in Table 1.

2.2. Material Properties. All the samples were made of a 6mm
thick steel plate. A part of steel was cut directly from the steel
plate of the square steel pipe, and the standard tensile test strip
of steel was made for the material property test. Tables 2 and 3
describe the mechanical properties of steel and reinforcement,
respectively. Meanwhile, concrete-filled square steel tube spec-
imens were poured; 3 pieces of concrete cube specimens with
side length of 150mm were made for the material perfor-
mance test. The average compressive strength of concrete cube
specimens with curing age of 28 days is 31.6MPa.

2.3. Experiment Setup. This test uses the YAW-3000A elec-
trohydraulic Servo pressure testing machine as shown in
the figure. The load is carried out by the way of hierarchical
axial loading [29]. Place the sample in the center of the tes-
ter. A steel block is fixed at the upper and lower ends of the
specimen to prevent local failure near the load surface. At
the same time, ensure that the centroids of the base, sample,
and steel block are on the same vertical line. The experimen-
tal loading equipment used in the study is shown in Figure 2.

The main measurement content includes the longitudi-
nal and transverse strain of the specimen, the axial pressure
of the specimen, and the value of axial compression defor-
mation. The longitudinal strain of the column is attached
to the 4 outer surfaces of the steel pipe column, 3 on each
surface, and the positions are located at 1/4, 1/2, and 3/4 of
the height of the specimen. The transverse strain is mea-
sured by the horizontally attached strain gauges. Paste 3 on
the 4 outer surfaces of the steel pipe column. The positions
are located at the middle height of the test piece and distrib-
uted at 1/4, 1/2, and 3/4 of the cross-sectional width. The
outer surface of the test piece is longitudinal and transverse.
The position of the strain gauge is shown in Figure 3.

In the elastic phase, the value of the control load at each
step is about 10% of the value of the limit load. Each loading
step takes 3-5 minutes. When the value of the load increases
to 85% of the calculated limit load, the loading speed is
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reduced until failure. The test loading time for each speci-
men is about 2 hours.

3. Experimental Results

3.1. Failure Mode. The failure mode of specimens is shown in
Figure 4. Both samples showed local buckling of the steel pipe.

For the specimens of B0, local buckling of steel pipes is in the
height direction, but for specimens of B1-B9, the local buck-
ling is a little or not obvious. The failure mode of SCFST spec-
imens is mainly the outward bulging and buckling of steel
tubes at the top and middle, and the outer bulging area and
size are large. The failure of SCFST with internal transverse
stiffened bars columns mainly occurs at the top. At the same
time, there is a slight bulging and buckling at the middle and
upper parts of SCFST, but it is not particularly obvious. The
size is 5~10mm. In the same group of specimens, with the
decrease of the spacing of transverse stiffeners, the degree of
external bulging tends to decrease, indicating that the increase
of transverse reinforcement on the pipe wall can effectively
delay the buckling of the steel plate.

3.2. Comparison of Load Bearing Capacity. According to the
experimental observation and the load-displacement curves
of specimens, as shown in Figure 5, these compression spec-
imens usually have three stages from the beginning of load-
ing to the failure of the specimen.

In the first stage, at the beginning of loading, the speci-
mens are in an elastic phase as seen from the load-strain
curves. There are no obvious changes in the steel tube.

Transverse 
stiffened bar

Inner wall of 
steel tube

200

50
60

0

180

(a) Configuration of steel tube (b) Square steel tubes

Figure 1: The specimen.

Table 1: The dimension of specimens.

Specimen Width (mm) Height (mm) t (mm) Diameter (mm) Length (mm) Spacing (mm)

B0 200 ∗ 200 600 6 None None None

B1 200 ∗ 200 600 6 4 180 100

B2 200 ∗ 200 600 6 4 180 75

B3 200 ∗ 200 600 6 4 180 50

B4 200 ∗ 200 600 6 6 180 100

B5 200 ∗ 200 600 6 6 180 75

B6 200 ∗ 200 600 6 6 180 50

B7 200 ∗ 200 600 6 8 180 100

B8 200 ∗ 200 600 6 8 180 75

B9 200 ∗ 200 600 6 8 180 50

Table 2: Mechanical properties of steel.

Plate thickness
(mm)

Yield strength
(MPa)

Tensile strength
(MPa)

6 228 310

Table 3: Mechanical properties of steel bar.

Diameter of steel bar
(mm)

Yield strength
(MPa)

Tensile strength
(MPa)

4 353 460

6 345 430

8 332 420
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In the second stage, when the load is up to 85% of the
ultimate capacity, the surface deformation of the square steel
tube appears in some parts and the specimens show elastic-
plastic behavior. At this stage, the local buckling of the steel
tube appears at first near the upper end of the specimen,
then develops to the middle of the specimen, and the phe-
nomenon of local buckling is gradually obvious. When the
load reaches the limit load, the local buckling deformation
of the steel pipe wall is obvious.

At the last stage, when the load reaches the ultimate load,
the internal concrete is destroyed, the load-carrying capacity
of the specimen decreases rapidly, and the displacement
increases continuously.

As seen from Figure 5, the load summit of the ordinary
SCFST column specimen (B0) is much smaller than that of
the other 9 specimens (SCFST with internal transverse stiff-
ened bars column). It is indicated that the transverse stiff-
ened bars can play an active role in SCFST. With the
different configurations of transverse stiffened bars, the
increase in the axial load bearing capacity is different.

From Figures 5(a)–5(c), it can be seen that when the
diameter of the transverse steel bars is constant, reducing

the spacing of the transverse steel bars will increase the axial
load bearing capacity, but the magnitude of the increase var-
ies. Traditional SCFST specimens have a small peak point
displacement; SCFST with internal transverse stiffened bars
column has better ductility due to the stiffened steel bars.
The peak point displacement is large, and the final displace-
ment can reach 10-15mm. When the spacing of the trans-
verse stiffening ribs remains unchanged at S = 100mm and
the diameter changes, the bearing capacity only increases
by 0.8% to 1.8%; when the spacing of transverse stiffeners
is S = 75mm, the ultimate bearing capacity is only increased
by 1.6%~3.3%; when the spacing of transverse stiffeners is
S = 50mm, the change of diameter increases the bearing
capacity by 1.7%~4.9%.

According to the above analysis, for the SCFST with
internal transverse stiffened bars column, the effect of
improving the bearing capacity of SCFST with internal
transverse stiffened bars column through the change of rein-
forcement diameter is not obvious; the change of the spacing
of transverse stiffeners is conducive to improve the bearing
capacity of SCFST with internal transverse stiffened bars col-
umn. Decreasing the spacing of transverse stiffeners is more

Top plate

Bottom pate

Sample

(a) Schematic diagram (b) Loading equipment

Figure 2: Test device.
15

0
15

0
15

0
15

0

100 100

(a) Placement of strain gauge

50
200

50
20

0

(b) Cross-section

Figure 3: Layout of measuring points.
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effective than increasing the diameter of stiffeners. With the
larger diameter of bars and the smaller spacing of transverse
bars, the increase of axial supporting capacity is more obvi-
ous. The axial supporting capacity of all specimens is shown
in Table 4.

As seen from Table 4, the load bearing capacity of the
SCFST column with transverse stiffened bars is better than
that of SCFST columns. In all specimens, the maximum
increase amplitude is 15%; the smallest increase reached
4.5%; this is mainly due to the weak confinement of the
square steel tube on the core concrete. When transverse stiff-
ened bars are welded on the inside steel tube, it can
strengthen the restraint effect of the square steel tube on
concrete, make the concrete in the core area get better com-
pression from three directions, and improve the bearing
capacity of concrete. It is noted that the transverse stiffened
bars inside the steel tube can play an important role in pro-
moting the load bearing capacity of SCFST columns.

3.3. The Amount of Steel in Concrete-Filled Steel Tube. The
amount of steel of specimens is shown in Table 5.

3.3.1. The Effect of the Variation on the Bar Diameter.
According to the data in Table 5, we can know that the steel
consumption of the square steel reinforced concrete column
is 2.3%, 3%, 4%, 5.1%, 6.6%, 9.5%, 9.1%, 11.7%, and 16.8%,
respectively. And the corresponding increase in bearing capac-
ity is 3%, 5%, 7%, 4%, 9%, 12%, 6%, 12%, and 15%, respec-

tively. Remaining the spacing of 100mm unchanged, when
the diameter of the transverse stiffened bars changed from
4mm, 6mm, and 8mm, the corresponding increase in the
amount of steel was from 2.3%, 5.1%, and 9.1%, while the cor-
responding increase in the bearing capacity changed from
4.5%, 5.3%, and 7.1%; remaining the spacing of 75mm
unchanged, when the diameter of the transverse stiffened bars
changed from 4mm, 6mm, and 8mm, the corresponding
increase in the amount of steel was from 3%, 6.6%, and
11.7%, while the corresponding increase in the bearing capac-
ity changed from 6.7%, 9.9%, and 11.5%; remaining the spac-
ing of 50mm unchanged, when the diameter of the transverse
stiffened bars changed from 4mm, 6mm, and 8mm, the cor-
responding increase in the amount of steel was from 4%, 9.5%,
and 16.8%, while the corresponding increase in the bearing
capacity changed from 8.4%, 13.3%, and 15%.

3.3.2. The Effect of the Variation on the Bar Spacing. Remain-
ing 4mm of the diameter of bars unchanged, when the cross
bar spacing is reduced from 100mm to 75mm and from
75mm to 50mm, the corresponding increase in the amount
of steel is 2.3% and 4%, respectively. The increase of the
bearing capacity is 4.5% and 8.4%, respectively. Remaining
6mm of the diameter of bars unchanged, when the cross
bar spacing is reduced from 100mm to 75mm and from
75mm to 50mm, the corresponding increase in the amount
of steel is 5.1% and 9.5%, respectively. The increase of the
bearing capacity is 5.3% and 13.3%, respectively. Remaining

(a) Comparison of B0, B1, B2, and B3 (b) Comparison of B4, B5, and B6

(c) Comparison of B7, B8, and B9

Figure 4: Failure mode of specimens.
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8mm of the diameter of bars is unchanged, when the cross
bar spacing is reduced from 100mm to 75mm and from
75mm to 50mm, the corresponding increase in the amount
of steel is 9.1% and 16.8%, respectively. The increase of the
bearing capacity is 7.1% and 15%, respectively. Under the

condition of constant reinforcement diameter, when the
transverse reinforcement spacing is reduced from 100mm
to 50mm, the bearing capacity of the transverse reinforced
concrete column is about 4% higher than that of the
concrete-filled steel tubular column.
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Figure 5: Comparison of load-displacement curve.

Table 4: Bearing capacity of specimens.

Specimens Bearing capacity (kN) Increasing amplitude (%)

B0 2112 —

B1 2177 4.5

B2 2230 6.7

B3 2270 8.4

B4 2197 5.3

B5 2310 9.9

B6 2400 13.3

B7 2240 7.1

B8 2350 11.5

B9 2440 15

Table 5: Comparison of steel consumption.

Specimen
number

Weight of
steel tube (kg)

Weight of
steel bars (kg)

Total amount
of steel (kg)

Steel
ratio

B0 21.9 0 21.9 1

B1 21.9 0.50 22.4 1.023

B2 21.9 0.64 22.54 1.033

B3 21.9 0.92 22.82 1.043

B4 21.9 1.12 23.02 1.051

B5 21.9 1.44 23.98 1.066

B6 21.9 2.08 23.89 1.081

B7 21.9 1.99 23.89 1.095

B8 21.9 2.56 24.46 1.117

B9 21.9 3.69 25.59 1.168
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It can be seen from Figure 6 that the influence of the
increase of bearing capacity by the decrease in the bar spacing
is more obvious than the increase of the bar diameter in the
SCFST with the internal transverse stiffened bars column. In
Figure 5(b), the changes of load capacity are more obvious
when spacing from 75 to 50mm. Therefore, in the practical
application, the ultimate bearing capacity of SCFST columns
can be improved by reducing the internal transverse bar spac-
ing firstly when the same amount of steel is used.

3.4. Comparative Analysis of Transverse Strain. The trans-
verse strain of three sections on all specimens is shown in
Figure 7.

As seen from Figure 7, due to the confinement effect of
transverse stiffened bars, transverse strain is smaller than
that of the SCFST column; meanwhile, with the decrease of
spacing of stiffened bars, transverse strain becomes smaller.
The change of transverse strain affected by the diameter of
the stiffened bar is not obvious, stiffened bars are confined
to the core concrete in the steel tube, and the confinement
effect of SCFST with internal transverse stiffened bars col-
umn is strengthened. The change trend of transverse strain
on each section of the column is basically the same.

3.5. Comparison of Concrete Failure Forms inside the Square
Steel Tube. In order to observe the failure of the steel pipe
wall and the concrete, the outer steel plate was cut off after
the test. It was found that the main form of failure of the
concrete near the square steel pipe wall in the specimen
was crushing (Figure 8). For the specimens without trans-
verse stiffeners, the concrete collapse is serious. The concrete
is crushed obviously at the outer drum of the outer steel
plate; the cracks have extended to the inside of the core con-
crete, indicating that the specimens are damaged. But the
concrete collapse in the square steel tube with transverse
stiffeners is not obvious. Only a small number of concrete
fragments are found falling off at the location of the trans-
verse reinforcement. After removing the concrete on the
outer surface, the size of the cracked area became smaller,
indicating that the steel pipe and the concrete are reliably

combined through the transverse steel bars. The restraining
effect is obvious, and its bearing capacity has a certain degree
of improvement.

4. Simplified Calculation Method

In order to facilitate the calculation and be easy to apply in
practical engineering, the form of the formula should be
simplified as far as possible. In the simplified formula pro-
posed in this paper, the bearing capacity of concrete under
the restraint of internal transverse reinforcing steel bar and
square steel tube is taken as the basic calculation part, and
the confinement factor of the transverse reinforcing steel
bar and SCFST has been considered. A large number of
studies show that the restraint effect of SCFST on the core
area is an important factor to improve the bearing capacity
of SCFST, so the confinement effect coefficient ξ is intro-
duced. This coefficient is related to the strength of steel,
the cross-sectional area of the steel tube, the strength of con-
crete, the cross-sectional area of core concrete, and so on.
The calculation formula of ξ is shown in (4). With the uni-
fied theory based on the concrete-filled steel tube, Zhong
[8] put forward a composite compressive strength design
formula:

N0 = 1:212 + Bξ + Cξ2
� �

f ckAsc, ð1Þ

where

B = 0:1759
f yk
235 + 0:974, ð2Þ

C = −0:1038
f yk
20 + 0:0309, ð3Þ

ξ = AS/AC

f y/f c
, ð4Þ

ASC = AS + AC: ð5Þ
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Figure 6: The influence between the change of steel and load bearing capacity.
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In this paper, according to the calculation model of the
above formula, the axial bearing capacity of the SCFST col-
umn with internal transverse stiffened steel bars is calculated
as follows:

N0 = A1 + B1ξ + C1ξ
2

� �
f cAsc: ð6Þ

Based on (6), the bearing capacity of the SCFST column
with internal transverse stiffened steel bars can be calculated,

as shown in Table 6, and the value of the test results and the
test values of the bearing capacity of the test are calculated
by the method of the two regressions:

N0
f cASC

= A1 + B1ξ + C1ξ
2: ð7Þ

The regression coefficient, A1 = 0:25, B1 = 2:185, C1 = −
0:1987, R2 = 0:96.
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Figure 7: Comparison of transverse strain of columns.
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Substituting Formula (7),

N0 = 0:25 + 2:185ξ − 0:1987ξ2
� �

f cAsc: ð8Þ

It should be noted that this paper analyzed the parame-
ters of the range as follows.

Width thickness ratio B/t = 33:3‐50, yield strength of
steel f y = 235MPa, and compressive strength of concrete f c
= 14:3MPa (concrete strength grade C30).
Byξ = Asf y/ðAcf cÞ ≈ 4t ′ f y/ðbf cÞ, the coefficient range is
approximate to ξ = 1:3 − 2:3.

The bearing capacity of the specimens calculated by For-
mula (8) and the test piece pressure bearing capacity
obtained from the experiment are recorded in Table 6.

From Table 6, the average value of N0/N1 is 1.0, the stan-
dard deviation of N0/N1 is 0.015, and the coefficient of var-
iation of N0/N1 is 0.015. The test results are basically
consistent with the calculation results, which can be used
in engineering practice.

5. Conclusion

In this paper, the variation law of axial compression capacity
of the SCFST column with internal transverse stiffened steel

bars is studied. Through the comparison of test results, the
correlation between column bearing capacity and steel quan-
tity is analyzed, and the following conclusions are drawn:

(1) By adding transverse reinforcement, the constraint
effect of steel tube wall on concrete is improved,
and the local buckling of steel tube wall outward is
effectively delayed, and the interaction between steel
tube and core concrete is strengthened

(2) The existence of transverse reinforcement enhances
the hoop sleeve effect and increases the bearing
capacity of the SCFST column with internal trans-
verse stiffened steel bars by 4.5~15%. At the same
time, the strain of each cross-section of the SCFST
column with internal transverse stiffened steel bars
decreases and distributes more evenly along the
height direction

(3) When the amount of steel used is the same, the bear-
ing capacity of the new structure column can be
improved more effectively by decreasing the spacing
of transverse stiffeners than by increasing the diam-
eter of reinforcement

(4) When the diameter of the steel bars is the same, the
bearing capacity of the SCFST column with internal
transverse stiffened steel bars increases significantly
with the decrease of the spacing of the transverse
steel bars; when the spacing of the transverse steel
bars is the same, the bearing capacity of the SCFST
column with internal transverse stiffened steel bars
slightly increases with the increase of the diameter

(5) Based on the unified theory of SCFST, the simplified
formula for calculating the pressure bearing capacity
of the SCFST column with internal transverse stiff-
ened steel bars is proposed

Data Availability

The data supporting the results of this study are available in
the article.

(a) Damage of concrete in B0 (b) Damage of concrete in B4

Figure 8: Damage of concrete in square steel tubes B0 and B4.

Table 6: Comparison of bearing capacity between theory and test.

Specimen ξ
Value of test
N1 (kN)

Value of calculation
N0 (kN)

N0/N1

B1 2.020 2177 2204 1.01

B2 2.040 2230 2220 1.00

B3 2.061 2270 2236 0.99

B4 2.071 2197 2244 1.02

B5 2.127 2310 2287 0.99

B6 2.170 2400 2320 0.97

B7 2.150 2240 2305 1.03

B8 2.245 2350 2376 1.01

B9 2.317 2440 2429 1.00
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Phase equilibria of the Fe-Al-Ni-O system at 750°C were determined by scanning electron microscopy coupled with energy-
dispersive X-ray spectrometer and X-ray power diffraction. 54 alloys were prepared with weighted metal and Ni2O3 powder
and were annealed at 750°C for 45 days. Two four-phase equilibrium regions and three three-phase equilibrium regions were
confirmed, and the boundary between spinel and corundum was obtained. Comparing with the Fe-Al-Ni-O oxidation diagram
at 750°C calculated with FSstel and FToxid databases, the phase boundary of the spinel and corundum oxides from
experiments was inclined to the Ni-Al side. The determined relationship between primary oxides and alloy composition in this
work can be used as a reference for the preparation of the oxide film by selective oxidation.

1. Introduction

Corrosion is one of the major problems hindering the devel-
opment and industrial application of steel. Anticorrosion
surface protective layer has been prepared not only by dip-
ping, infiltrating, or injecting more than one kind of anticor-
rosion element or compound on the surface of metal
material but also by high-temperature preoxidation treat-
ment [1–6]. If enough Cr, Al, Si, and Ti are added into the
alloy, oxide film such as Cr2O3, Al2O3, SiO2, and spinel will
be formed. These oxides have less defects, compactness,
good adhesion, and high temperature stability, which can
effectively prevent corrosion and protect the alloy [1, 4, 5, 7].

Under the condition of high temperature and low oxy-
gen pressure, the main elements (Fe, Ni, and Co) of the alloy
will not be oxidized, but the elements (Cr, Al, Si, and Ti)
with high affinity to oxygen in the alloy are easy to be oxi-
dized according to the Ellingham diagram [8]. Selective oxi-
dation promotes the enrichment of alloy elements to the
surface, and only a small amount of alloy elements can form
a complete and dense oxide film [3–7], so the addition of
alloy elements is greatly reduced, which makes the design
of materials more flexible.

Alloy composition has a great influence on oxidation.
There are many studies on the oxidation and wettability of
Fe-Ni-based alloys and the oxidation behavior of other
alloys in air in the literature [9–11]. However, there are
few systematic studies on the influence of alloy composition
change on the oxidation process at low oxygen pressure
based on the development of anticorrosion oxide film. The
relationship between primary oxide and alloy composition
is called primary oxidation phase diagram, which is an
important basis for understanding the effect of alloy compo-
sition change on oxidation process. Our research group has
carried out some work in this area [12, 13].

Rhamdhani et al. [14] had researched the subsolidus
phase equilibrium of Fe-Al-Ni-O system in air. Raghavan
[15] had also discussed equilibria of oxide phases at high
temperature in the atmosphere. However, there are relatively
few researches on the phase equilibrium of the Fe-Al-Ni-O
system under the circumstance of low oxygen content. In
this paper, the phase relationship of the Fe-Al-Ni-O system
at 750°C was determined by thermodynamic calculation
and experiments, which would be helpful to explain the
selective oxidation of iron-based or nickel-based alloys with
Al addition.
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Table 1: Crystal structure data for the matrix phases and oxides in the Fe-Al-Ni-O system.

Phase Pearson symbol Space group
Lattice parameters (nm)

PDF no.
a b c

α-Fe cI2 Im3m 2.866 2.866 2.866 06-0696

γ-(Fe,Ni) cI2 Im3m 2.868 2.868 2.868 37-0474

γ-(Fe,Ni) cF4 Fm3m 3.598 3.598 3.598 47-1417

β-FeAl cP2 Pm3m 2.881 2.881 2.881 33-0020

β-NiAl cP2 Pm3m 2.910 2.910 2.910 65-5171

β-AlFe0.23Ni0.77 cP2 Pm3m 2.885 2.885 2.885 47-1126

γ ′-Ni3Al cP4 Pm3m 3.572 3.572 3.572 65-6613

NiAl3 oP16 Parma 6.598 7.352 4.802 02-0416

Ni2Al3 hP5 P3m1 4.036 4.036 4.900 65-3454

Fe4Al13 mC102 C2/m 15.492 8.078 12.471 50-0797

Fe2Al5 oC14 Cmcm 7.649 6.413 4.216 47-1435

FeAl2 aP18 P1 4.878 6.461 8.748 33-0019

FeAl9Ni mp22 P21/c 8.598 6.271 6.207 [16]

Fe3Al10Ni hP28 P63/mmc _ _ _ [16]

Al2O3 (corundum structure) hR10 R3C 4.758 4.758 12.991 10-0173

Fe2O3 (corundum structure) hR10 R3C 5.036 5.036 13.749 33-0664

Ni2O3 (corundum structure) hp10 P 4.610 4.610 5.610 14-0481

FeAlO3 (corundum structure) oP40 Pc21n(33) 8.566 9.249 4.989 30-0024

FeAl2O4 (spinel structure) cF56 Fd3m 8.153 8.153 8.153 34-0192

NiAl2O4 (spinel structure) cF56 Fd3m 8.048 8.048 8.048 10-0339

Fe3O4 (spinel structure) cF56 Fd3m 8.090 8.090 8.090 65-3107

NiFe2O4 (spinel structure) cF56 Fd3m 8.337 8.337 8.337 54-0964

FeO (NaCl structure) cF8 Fm3m 4.293 4.293 4.293 46-1312

NiO (NaCl structure) cF8 Fm3m 4.177 4.177 4.177 47-1049
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Figure 1: The calculated 750°C isothermal section of the Fe-Al-Ni ternary system.
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Figure 2: The calculated isothermal section of Fe-Al-Ni-O system at 750°C: (a) Al content ranges from 0 to 8 at.%; (b) Al content ranges
from 0 to 0.1 at.%.
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2. Literature Data

The four constituting ternaries of the Fe-Al-Ni-O quater-
nary are the Fe-Al-Ni, Fe-Al-O, Fe-Ni-O, and Al-Ni-O sys-
tems. Crystal structure data for the matrix phases and
oxides in the Fe-Al-Ni-O system is summarized in Table 1.

2.1. The Fe-Al-Ni Ternary System. The Fe-Al-Ni ternary sys-
tem has been studied experimentally, evaluated thermody-
namically, reviewed, and updated many times. The most
recent review was published by Raghavan [17] in 2010, in
which the work from Zhang and Du [18] was presented.
The isothermal section of the Fe-Al-Ni ternary system at
750°C shown in Figure 1 was redrawn based on thermody-
namic description from Zhang and Du [18]. There are four
solid solution phases (namely, ɑ, β, γ, and γ ′), five binary
intermetallic compounds (FeAl2, Fe2Al5, Fe4Al13, NiAl3,
and Ni2Al3), and two ternary intermetallic compounds (τ1
and τ2) included in this isothermal section.

2.2. The Fe-Al-O System. Raghavan reviewed the Fe-Al-O
system twice. The recent article in 2010 presented the Al-
Fe-O pseudobinary section in air along the Fe2O3-Al2O3 join
[19]. Since then, Lindwall et al. [20] and Shishin et al. [21]
assessed this system thermodynamically in 2015 and 2016,
respectively. The following oxidation phases, corundum
(Al2O3 and Fe2O3), wustite (FeO), magnetite (Fe3O4), and
spinel (FeAl2O4), were included in the Al-Fe-O system.

2.3. The Fe-Ni-O System. Raghavan [22] reviewed the
research results on the Fe-Ni-O system. In addition to the
calculated Fe-Ni-O isothermal section at 1540°C by Luoma
[23], this review had also presented Fe-Ni-O pseudobinary
section along the Fe2O3-NiO join in air and the Fe-Ni-O iso-
thermal phase diagram at low oxygen partial pressure
between 1000°C and 1200°C [24]. NiFe2O4, NiO, FeO,
Fe2O3, and Fe3O4 oxidation phases were evidenced in these
isothermal sections.

2.4. The Al-Ni-O System. As early as 1981, Elrefaie and
Smeltzer [25] determined the equilibrium oxygen pressure
of Ni-NiO-NiAl2O4 and Ni-NiAl2.54O4.81-Al2O3 systems
between 850°C and 1050°C by EMF method; Saltykov et al.
[26] thermodynamically evaluated the Ni-Al-O system.
Al2O3, NiAl2O4, NiO, Ni2O3, and Ni3O4 were stable in the
940°C isothermal section of the Al-Ni-O system. However,
there are few reports on the phase equilibrium of the Ni-
Al-O system since then, probably due to the low oxygen par-
tial pressure.

2.5. The Fe-Al-Ni-O System. Information on the phase equi-
librium of the Fe-Al-Ni-O system is scary, except for the
results reported by Rhamdhani et al. [14] and Kjellqvist
et al. [27]. Three three-phase equilibria of spinel+corun-
dum+hematite, spinel+corundum+Fe2Al2O6, and spinel+-
hematite+Fe2Al2O6 were found in the system between
1200°C and 1400°C.

3. Thermodynamic Calculation

In order to have a preliminary understanding of the Fe-Al-
Ni-O system and provide a basis for the composition design
of the experimental alloys, phase relationship of this system
was calculated by using FactSage thermochemical software
coupled with FSstel and FToxid databases. In the thermo-
chemical calculation, considering that the oxygen partial
pressure of the alloy was extremely low, oxygen content
was set extremely low (0.1 at.%), and then, phase relation-
ships of oxidation phase with Al and Ni content were simu-
lated. The results are shown in Figure 2. The oxide
coexisting with the matrix alloy phases (γ, α+γ, or α) varies
with the Al content. Single oxide, monoxide, spinel, and
corundum, is in equilibrium with the alloy phases when Al
content lies in the ranges of 0~0.01 at.%, 2.2%~2.5 at.%,
and more than 3.3 at.%, respectively. Two oxides, spinel
and corundum, coexist with the alloy phases when the Al
content varies between 2.5 at.% and 3.3 at.%. And monoxide
and spinel are in equilibrium with the alloy phases when the
Al content is between 0.01 and 2.2 at.%.

Table 2: Nominal compositions (at.%) of typical specimens in this
study.

No. Al Fe Ni No. Al Fe Ni

A1 12 86 2 B1 10 88 2

A2 11 84 5 B2 9 86 5

A3 10 75 15 B3 8 77 15

A4 9 66 25 B4 7 68 25

A5 8 57 35 B5 6 59 35

A6 6 49 45 B6 4 51 45

A7 5 35 60 B7 3 37 60

A8 4 16 80 B8 3 17 80

Table 3: Constitution of the corundum and matrix phases
coexisting in the Fe-Al-Ni-O system at 750°C.

No.
Substrate Oxides

Al Fe Ni
Matrix
phases

O Al Fe Ni
Oxide
phases

A1 10.8 86.9 2.3 α 58.4 36.5 1.4 3.7 Corundum

A2
10.7 85.2 4.1 α 59.9 36.2 1.5 2.4 Corundum

37.8 41.0 21.2 β

A3

8.9 85.2 5.9 α 60.6 35.8 1.7 1.9 Corundum

32.3 30.2 37.5 β

8.6 76.1 15.3 γ

A4
31.3 30.8 37.9 β 56.7 36.9 2.3 4.1 Corundum

8.4 66.4 25.2 γ

A5 7.6 54.9 37.5 γ 57.9 36.4 2.2 3.5 Corundum

A6 5.7 49.5 44.8 γ 59.5 37.1 0.3 3.1 Corundum

A7 4.1 35.1 60.8 γ 56.2 37.0 1.4 5.4 Corundum

A8 3.7 17.4 78.9 γ 61.2 35.0 0.3 3.5 Corundum

4 Scanning



4. Experimental Procedure

According to the calculated the Fe-Al-Ni-O phase dia-
gram, a series of alloys with Al content less than 5 at.%
were prepared to study the oxide boundary; some alloys
were added according to the experimental results. 54 Fe-
Al-Ni-O specimens in all with the aggregate of 1 g in each
were prepared from the Fe powders, Al powders, Ni pow-
ders, and Ni2O3 powders (>99.99%, mass fraction). In this
work, the oxygen partial pressure was provided by adding
Ni2O3 (0.02 g) to the sample. Agate mortar was used to
mix and grind raw materials evenly to ensure their direct
contact. Then, the raw materials were pressed into pieces
by a tablet press. After that, the sample was sealed in a
corundum crucible and stored in a silicon tube. Then,
the silica tube was evacuated and flushed with Ar several
times and finally sealed under vacuum. All samples were
annealed at 750°C and kept for 45 days. During the
annealing process, the Ni2O3 powders reacted with metal

powders to reach the equilibrium between alloy and
oxides. In fact, the equilibrium oxygen partial pressure of
each sample was different, and the time required for the
alloy-oxide system to reach equilibrium was determined
by many attempts. It was found that annealing for 45 days
could make the sample reach equilibrium. Finally, the
samples were rapidly quenched into cold water.

A JSM-6510 scanning electron microscope (SEM)
equipped with an Oxford INCA energy-dispersive X-ray
spectroscope (EDS) was used to carry out detailed metallo-
graphic examination and composition analyses of the
unetched samples. The compositions reported here were
the average of at least five measurements. In addition, X-
ray diffraction analysis of some critical alloys was carried
out by using a D/max 2500 PC X-ray diffractometer with
Cu K radiation and a step increase of 0.02° in the 2θ angle.
Si powders were used as external calibrated standard. The
XRD patterns were indexed and calculated by Jade software
package.
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Figure 3: (a) BSE image and (b) XRD pattern of alloy A1 showing the coexistence of the α and corundum phases.
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5. Result and Discussion

After annealing at 750°C for 45 days, all oxides and corre-
sponding matrix alloy phases observed in the specimens
were analyzed. Sixteen key alloys (A1-A8, B1-B8) close to
the boundary of corundum and spinel in the 750°C isother-
mal section of the Fe-Al-Ni-O system were selected. Nomi-
nal compositions of these selected specimens are listed in
Table 2. According to the oxide phases summarized in
Table 1, the corundum oxide phase can be Al2O3, Fe2O3,
and other oxides, and the spinel oxide phase can be Fe3O4,
FeAl2O4, NiAl2O4, and NiFe2O4. Therefore, spinel can be
represented by chemical formula (Fe, Ni) (Al, Fe)2O4.

5.1. Corundum. The corundum and corresponding matrix
phases in alloys A1-A8 identified by a combination of
XRD and SEM-EDS are summarized in Table 3. As shown
in Figure 3(a), the back-scattered electron (BSE) image of
the alloy A1 proved that corundum can be in equilibrium

with α matrix. The solubility of Fe and Ni in corundum
was 1.4 and 3.7 at.%, respectively. The corresponding XRD
patterns of the alloy A1 are shown in Figure 3(b). According
to SEM and EDS analyses, the black areas in Figure 3(a) were
confirmed as holes.

Figure 4(a) shows the BSE image of alloy A2. The light-
grey area represents the α phase, the dark-grey area stands
for the β phase, and the less dense area entrapped round
holes are the corundum phase. The XRD pattern is shown
in Figure 4(b), in which the characteristic peaks of α, β,
and corundum phases are obvious.

Alloy A3 is in the region of four phases, α, β, γ, and
corundum, as shown in Figure 5(a), in which the dark grey
phase containing 32.3 at.% Al, 30.2 at.% Fe, and 37.5 at.%
Ni is the β phase. Although the Al content in the α phase
(8.9 at.% Al, 85.2 at.% Fe, and 5.9 at.% Ni) gets close to that
in the γ phase (8.6 at.% Al, 76.1 at.% Fe, and 15.3 at.% Ni),
the α and γ phases can be distinguished by changing con-
trast and brightness. As shown in Figure 5(b), characteristic
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Figure 4: The α, β, and corundum phases coexisting in alloy A2: (a) BSE image and (b) XRD pattern.
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peaks of both α and γ are evidenced in the XRD patterns of
alloy A3.

As seen from Figure 6(a), three-phase equilibrium
between β, γ, and corundum was found in alloy A4. As the
average atomic weight of the γ phase (Al: 8.4 at.%; Fe:
66.4 at.%; Ni: 25.2 at.%) is more than that of the β phase
(Al: 31.3 at.%; Fe: 30.8 at.%; Ni: 37.9 at.%), the light grey
phase is γ and the dark grey phase is β based on the image
contrast. And the porous corundum phase is situated
around the boundary of holes. Three-phase equilibrium of
the above three phases in alloy A4 was confirmed by XRD
patterns in Figure 6(b). It is worth mentioning that although
the crystal structure types of the β phase in alloys A2, A3,
and A4 are the same, the selected PDFs are different due to
the varied solubility of elements and the change of lattice
constants. The same is true for the γ phase in alloys A3
and A4.

The phase equilibrium between γ and corundum has
been evidenced in alloys A5 to A8. As shown in

Figure 7(a), in which the grey matrix phase is the γ phase,
the dark grey phase located around the boundary of holes
is the corundum phase according to the EDS analysis. The
XRD patterns are shown in Figure 7(b), in which the charac-
teristic peaks of the above two phases are proved. Based on
the analyses of EDS and XRD patterns, corundum is mainly
Al2O3.

In the Fe-Al-Ni system, Al has a stronger affinity for
oxygen than Fe and Ni, and Al2O3 has the largest negative
value for Gibbs free energy of formation than FeO and
FeAl2O4, so Al2O3 is the most stable oxide in the Fe-Al-
Ni-O system at low oxygen pressure. According to selective
oxidation theory of Wagner [28, 29], when the Al concentra-
tion is lower than a critical value for the transformation from
internal oxidation to external oxidation, Al2O3 will be
formed in the subsurface layer of the specimen. Meanwhile,
the Pilling-Bedworth ratio of Al2O3 is 1.29 [30], indicating a
higher volume of the oxide than the volume of the metal, so
there will be large stress produced during oxide’s formation.
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Figure 5: The α, β, γ, and corundum phases coexisting in alloy A3: (a) BSE image and (b) XRD pattern.
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That is account for why the corundum phase always locates
around the boundary of holes.

5.2. Spinel. Table 4 shows the oxide phase spinel and the cor-
responding matrix phases detected in alloys B1-B8.
Figure 8(a) is the BSE micrographs of the alloy B1. The
matrix phase α is the same as above in Figure 3(a), and there
are fine oxide particles around the grain boundary of the α
phase. As the amount of these fine particles is low, it is dif-
ficult to identify them by XRD. However, the EDS pattern
shown in Figure 8(b) suggests that it is the spinel phase.
As being shown in Figure 9(a), the alloy B2 is located in
the region of three phases, α, β, and spinel. BSE image
shown in Figure 9(b) illustrates that the alloy B3 lies in the
four-phase region, α, β, γ, and spinel. As same as that in
the alloy B1, the spinel phase in B2-B3 was also determined
based on EDS patterns. SEM-EDS analysis indicates that the
alloys B4-B8 locate in the same two-phase region: γ and spi-

nel. Typical micrograph of the alloy B6 is shown in
Figure 10(a), and EDS patterns of the spinel phase are shown
in Figure 10(b). By comparing Figure 10(b) with Figure 8(b),
it can be found that the characteristic peaks of Ni in
Figure 10(b) are much more obvious, indicating Ni content
in the spinel phase in the alloy B6 is higher than that in
the alloy B1.

5.3. Discussion. According to the experimental results ana-
lyzed above, the 750°C isothermal section of the Fe-Al-Ni-
O system is constructed in a combination of the calculated
Fe-Al-Ni phase diagram and experimentally detected oxide
boundary between corundum and spinel. This isothermal
section, also named primary oxide phase diagram of the
Fe-Al-Ni-O system at 750°C, is shown in Figure 11. The fol-
lowing 9 regions are confirmed: (1) α+corundum, (2)
α+β+corundum, (3) α+β+γ+corundum, (4) β+γ+corun-
dum, (5) γ+corundum, (6) α+spinel, (7) α+β+spinel, (8)
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Figure 6: (a) BSE image and (b) XRD pattern of alloy A4 revealing that the β, γ, and corundum phases were in equilibrium.
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α+β+γ+spinel, and (9) γ+spinel. The boundary between
corundum and spinel measured by experiment is repre-
sented by a red line, and the calculated boundary is repre-
sented by a purple line. Red-dot lines are tie lines of the
matrix alloy phases coexisting with corundum, and blue-
dot lines are tie lines of the matrix alloy phases coexisting
with spinel. It is worth mentioning that there should be a
region where corundum and spinel coexist with the matrix
alloy phase, for example, γ+corundum+spinel three-phase
region in Figure 2(a). However, because the amount of oxide
is too small to be analyzed by XRD, and the composition
range for this region is limited; only the boundary between
corundum and spinel is indicated in this study. Compared
with the calculated results, the oxide phase boundary
obtained in this experiment obviously moves to the Ni-Al
side. When the Fe content is high, the experimental bound-
ary offsets to the Al side. With the increase of Ni content, the
boundary will gradually approach the calculated boundary
and eventually almost overlap.
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Figure 7: The γ and corundum phases were in equilibrium in alloy A5: (a) BSE image and (b) XRD pattern.

Table 4: Constitution of the spinel and matrix phases coexisting in
the Fe-Al-Ni-O system at 750°C.

No.
Substrate Oxides

Al Fe Ni
Matrix
phases

O Al Fe Ni
Oxide
phases

B1 9.8 88.1 2.1 α 57.3 29.4 12.7 0.6 Spinel

B2
8.8 86.6 4.6 α 58.3 27.8 12.1 1.8 Spinel

36.9 39.8 23.3 β

B3

7.5 86.4 6.1 α 57.0 27.8 11.1 4.1 Spinel

31.2 31.1 37.7 β

8.2 76.1 15.7 γ

B4 6.8 68.6 24.6 γ 56.0 26.9 10.9 6.2 Spinel

B5 5.5 58.9 35.6 γ 56.5 25.6 10.7 7.2 Spinel

B6 3.7 52.1 44.2 γ 54.9 26.1 10.0 9.0 Spinel

B7 2.8 38.3 58.9 γ 54.7 27.1 10.1 8.1 Spinel

B8 2.7 19.5 77.8 γ 56.8 24.9 9.8 8.5 Spinel
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From the experimental phase diagram, the spinel oxide
can be formed only when the composition points of the orig-
inal alloy fall in the region of phase equilibrium between spi-

nel and matrix. Meanwhile, due to the low Gibbs free energy
of alumina and the low equilibrium oxygen pressure
required for the formation of the spinel phase, internal
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Figure 8: (a) BSE image and (b) the EDS patterns of the spinel phase in alloy B1.

Holes

𝛼𝛽

Spinel

20 𝜇m

(a)

𝛼

𝛽

Spinel𝛾

Holes

10 𝜇m

(b)
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Figure 10: (a) BSE image and (b) the EDS patterns of the spinel phase in alloy B6.
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oxidation is easy to occur when the Al content is low.
According to Wagner’s oxidation theory [28], the transition
of spinel phase from internal oxidation to external oxidation
to form a continuous spinel film requires the Al content to
reach a critical value. Therefore, when designing the alloy
composition in aim of forming anticorrosion spinel, both
the phase equilibrium and the critical Al content under dif-
ferent oxygen pressure should be considered.

6. Conclusion

Phase equilibria of the Fe-Al-Ni-O system at 750°C were
determined using the equilibration and quenching tech-
niques, followed by characterization of alloys by means of
SEM-EDS and XRD. Corundum can equilibrate with alloys
close to the Al-rich region. Spinel is in equilibrium with
matrix alloy phases close to the Fe-Ni side. Compared with
the calculated results, the phase boundary of oxides moves
to the Ni-Al side partially. Two four-phase equilibrium
regions, α+β+γ+corundum and α+β+γ+spinel, and three
three-phase equilibrium regions, α+β+corundum, β+γ+cor-
undum, and α+β+spinel, were confirmed. This primary
oxide phase diagram can be used as a guide for the prepara-
tion of the oxide film by selective oxidation.

Data Availability

The authors confirm that the data supporting the findings of
this study are available within the article.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

Financial supports from the National Science Foundation of
China (Grant Nos. 51871030 and 51771035) and a project
funded by the Priority Academic Program Development of
Jiangsu Higher Education Institutions are greatly
acknowledged.

References

[1] N. Israelsson, J. Engkvist, K. Hellstrom, M. Halvarsson, J.-
E. Svensson, and L.-G. Johansson, “KCl-induced corrosion of
a FeCrAl alloy at 600 °C in O2+ H2O environment: the effect
of pre-oxidation,” Oxidation of Metals, vol. 83, no. 1-2,
pp. 29–53, 2015.

[2] X. W. Fang, Y. Wang, Y. Zhang et al., “Improving the corro-
sion resistance of Fe-21Cr-9Mn alloy in liquid zinc by heat
treatment,” Corrosion Science, vol. 111, pp. 362–369, 2016.

[3] B. Gorr, S. Burk, V. B. Trindade, and H.-J. Christ, “The effect of
pre-oxidation treatment on the high temperature oxidation of
Co–Re–Crmodel alloys at laboratory air,”Oxidation of Metals,
vol. 74, pp. 239–253, 2010.

[4] F. J. Abe, H. Kutsumi, H. Haruyama, and H. Okubo,
“Improvement of oxidation resistance of 9 mass% chromium
steel for advanced-ultra supercritical power plant boilers by
pre-oxidation treatment,” Corrosion Science, vol. 114, pp. 1–
9, 2017.

L

Ni2Al3

NiAl3
𝜏1

𝜏2

Fe4Al13

Fe2Al5

FeAl2

0.5
0.6

0.7
0.8

0.9

1.0

Al

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

0

0.1
0.2

0.3

0.4

Fe Ni

A1 A2
A3 A4

A5
A6 A7 A8

B3 B4 B5
B6 B7 B8

×

× × ×

×

×

×

×

× ×

×

B2
B1 ×

Alloy points A1-A8
Alloy points B1-B8

Experimental boundary
Calculated boundary
Experimental alloy points

𝛽

𝛼

𝛾′

𝛾

Figure 11: Phase boundary between corundum and spinel oxides in the 750°C isothermal section of the Fe-Al-Ni-O system.

11Scanning



[5] L. C. Chen, C. Zhang, and Z. G. Yang, “Effect of pre-oxidation
on the hot corrosion of CoNiCrAlYRe alloy,” Corrosion Sci-
ence, vol. 53, no. 1, pp. 374–380, 2011.

[6] E. Airiskallio, E. Nurmi, M. H. Heinonen et al., “High temper-
ature oxidation of Fe-Al and Fe-Cr-Al alloys: the role of Cr as a
chemically active element,” Corrosion Science, vol. 52, no. 10,
pp. 3394–3404, 2010.

[7] J. Shen, S. Liu, X. H. Guo, and Y. Niu, “Simultaneous oxidation
and carburization of a Fe-9Cr alloy under different oxygen
pressures at 800 °C,” Corrosion Science, vol. 129, pp. 1–15,
2017.

[8] M. Hasegawa, “Ellingham Diagram,” Treatise on Process Met-
allurgy, vol. 1, pp. 507–516, 2014.

[9] V. Torabinejad, M. Aliofkhazraei, and S. Assareh, “Electrode-
position of Ni-Fe alloys, composites, and nano coatings-a
review,” Journal of Alloys and Compounds, vol. 691, pp. 841–
859, 2017.

[10] B. Wang, S. Wang, B. Liu, Q. Zhu, and X. Y. Li, “Oxide film
prepared by selective oxidation of stainless steel and anti-
coking behavior during n-hexane thermal cracking,” Surface
and Coating Technology, vol. 378, pp. 49–52, 2019.

[11] J. K. Yu, Q. Y. Li, X. C. Zhao, Q. Qiao, S. Zhai, and J. Zhao,
“Correlation between microstructure and high-temperature
oxidation resistance of jet-electrodeposited Ni-based alloy
coatings,” Journal of Materials Engineering and Performance,
vol. 29, no. 5, pp. 3264–3276, 2020.

[12] X. P. Su, J. Zhou, J. H. Wang et al., “Thermodynamic analysis
and experimental study on the oxidation of the Zn-Al-Mg
coating baths,” Applied Surface Science, vol. 396, pp. 154–
160, 2017.

[13] Y. W. Ding, Y. Liu, Y. T. Yan, and X. P. Su, “Thermodynamic
analysis and experimental study on the phase equilibria in Fe-
Mn-Cr-O system,” Journal of Alloys and Compounds, vol. 741,
pp. 1080–1090, 2018.

[14] M. A. Rhamdhani, T. Hidayat, P. C. Hayes, and E. Jak, “Subso-
lidus phase equilibria of Fe-Ni-X-O (X= Mg, Al) systems in
air,” Metallurgical and Materials Transactions B: Process Met-
allurgy and Materials Processing Science, vol. 40, no. 1, pp. 25–
38, 2009.

[15] V. Raghavan, “Al-Fe-Ni-O (aluminum-iron-nickel-oxygen),”
Journal of Phase Equilibria, vol. 31, pp. 377-378, 2010.

[16] M. Khaidar, C. H. Allibert, and J. Driole, “Phase Eaquilibria of
the Fe-Ni-Al system for Al content above 50 at.% and crystal
structures of some ternary phases,” Zeitschrift fuer MetaIlk-
unde, vol. 73, no. 7, pp. 433–438, 1982.

[17] V. Raghavan, “Al-Fe-Ni (aluminum-iron-nickel),” Journal of
Phase Equilibria, vol. 31, no. 5, pp. 455–458, 2010.

[18] L. J. Zhang and Y. Du, “Thermodynamic description of the Al–
Fe–Ni system over the whole composition and temperature
ranges: modeling coupled with key experiment,” Calphad,
vol. 31, no. 4, pp. 529–540, 2007.

[19] V. Raghavan, “Al-Fe-O (aluminum-iron-oxygen),” Journal of
Phase Equilibria, vol. 31, no. 4, pp. 367–367, 2010.

[20] G. Lindwall, X. L. Liu, A. Ross, and H. Z. Fang, “Thermody-
namic modeling of the aluminum-iron-oxygen system,” Cal-
phad, vol. 51, pp. 178–192, 2015.

[21] D. Shishin, V. Prostakova, E. Jak, and S. A. Decterov, “Critical
assessment and thermodynamic modeling of the Al-Fe-O sys-
tem,” Metallurgical and Materials Transactions B, vol. 47,
no. 1, pp. 397–424, 2016.

[22] V. Raghavan, “Fe-Ni-O (iron-nickel-oxygen),” Journal of
Phase Equilibria, vol. 31, no. 4, pp. 369–371, 2010.

[23] R. Luoma, “A thermodynamic analysis of the system Fe-Ni-
O,” Calphad, vol. 19, no. 3, pp. 279–295, 1995.

[24] M. A. Rhamdhani, P. C. Hayes, and E. Jak, “Subsolidus phase
equilibria of the Fe-Ni-O system,”Metallurgical and Materials
Transactions B: Process Metallurgy and Materials Processing
Science, vol. 39, no. 5, pp. 690–701, 2008.

[25] F. A. Elrefaie and W. W. Smeltzer, “Thermodynamics of
nickel-aluminum-oxygen system between 900 and 1400 K,”
Journal of the Electrochemical Society, vol. 128, no. 10,
pp. 2237–2242, 1981.

[26] P. Saltykov, O. Fabrichnaya, J. Golczewski, and F. Aldinger,
“Thermodynamic modeling of oxidation of Al-Cr-Ni alloys,”
Journal of Alloys and Compounds, vol. 381, pp. 99–113, 2004.

[27] L. Kjellqvist, M. Selleby, and B. Sundman, “Thermodynamic
modelling of the Cr-Fe-Ni-O system,” Calphad, vol. 32,
pp. 577–592, 2008.

[28] C. Wagner, “Theoretical analysis of the diffusion processes
determining the oxidation rate of alloys,” Journal of the Elec-
trochemical Society, vol. 99, no. 10, pp. 369–379, 1952.

[29] G. Wang, B. Gleeson, and D. L. Douglass, “An extension of
Wagner’s analysis of competing scale formation,” Oxidation
of Metals, vol. 35, no. 3-4, pp. 317–332, 1991.

[30] C. H. Xu and W. Gao, “Pilling-Bedworth ratio for oxidation of
alloys,” Materials Research Innovations, vol. 3, no. 4, pp. 231–
235, 2000.

12 Scanning



Research Article
Preparation of TiO2 Nanotube Array on the Pure Titanium
Surface by Anodization Method and Its Hydrophilicity

Jianguo Lin,1 Wenhao Cai ,1 Qing Peng,1 Fanbin Meng,2 and Dechuang Zhang 1

1School of Materials Science and Engineering, Xiangtan University, Xiangtan, 411105 Hunan, China
2Key Laboratory of Advanced Technologies of Materials (Ministry of Education), School of Materials Science and Engineering,
Southwest Jiaotong University, Chengdu 610031, China

Correspondence should be addressed to Dechuang Zhang; dczhang@xtu.edu.cn

Received 14 October 2021; Accepted 18 November 2021; Published 26 December 2021

Academic Editor: Jian Chen

Copyright © 2021 Jianguo Lin et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In this work, a highly ordered TiO2 nanotube array on pure titanium (Ti) was prepared by anodization. The effects of the applied
voltage and anodization time on the microstructure of the TiO2 nanotube arrays were investigated, and their hydrophilicity was
evaluated by the water contact angle measurement. It was found that a highly ordered array of TiO2 nanotubes can be formed on
the surface of pure Ti by anodized under the applied voltage of 20V and the anodization time in the range of 6-12 h, and the
nanotube diameter and length can be regulated by anodization time. The as-prepared TiO2 nanotubes were in an amorphous
structure. After annealing at 550°C for 3 h, the amorphous TiO2 can be transformed to the anatase TiO2 through
crystallization. The anatase TiO2 array exhibited a greatly improved hydrophilicity, depending on the order degree of the array
and the diameter of the nanotubes. The sample anodized at 20V for 12 h and then annealed at 550°C for 3 h exhibited a
superhydrophilicity due to its highly ordered anatase TiO2 nanotube array with a tube diameter of 103.5 nm.

1. Introduction

Titanium (Ti) and its alloys have a broad application pros-
pect as implant materials due to their high specific strength,
low elastic modulus, excellent corrosion behaviour, and bio-
compatibility [1–5]. However, the surface of the Ti alloys
will be coated with a cystic fiber membrane if they are
directly implanted into the human body due to their bioi-
nert, and thus, it is hard for the bioinert alloys to quickly
form firm binding to the surrounding tissue, resulting in
loosening or even shedding of the implants [6–8]. Therefore,
many efforts have been done to devote to the improvement
of bioactivity of Ti alloys through the surface modification
of Ti alloys in the past decades [9]. In 2001, Sulka et al.
[10] first successfully prepared an array of TiO2 nanotubes
on the surface of Ti by anodized oxidation in an electrolyte
containing hydrofluoric acid. The array is highly ordered
with a uniform tube diameter, which can effectively promote
the specific surface area and adsorption capacity of the Ti
alloy. The surface with the special structure has received
great attention, and much work has been done on the impact

of the nanotube TiO2 array on the biocompatibility of Ti
alloys. It has been found that the nanotube TiO2 layer can
enhance the osseointegration through the improvement of
the adhesion of the hydroxyapatite (HAP) coating deposited
onto TiO2 [11]. Oh et al. [12] also indicated that the cell
adhesion could be improved by up to 400% due to the
mechanical interlocking between the HAP coating and the
nanotube TiO2 layer. Moreover, Park et al. [13] reported
that the orderly array of TiO2 nanotubes on a Ti alloy sur-
face could promote its corrosion resistance in simulated
body fluids. So, nanotubes fabricated on implant material
surfaces provide great potential in promoting cell adhesion,
proliferation, and differentiation. Moreover, nanotubes also
offer the possibility of bacterial infection control by loading
the tubes with antibacterial agents [14]. However, to estab-
lish the optimum nanotopography of nanotubes for favor-
able cell response, further studies are needed to find the
optimum length and diameter of nanotubes for recognition
and adherence by the sensing element of a bone cell.

It is well documented that the hydrophily of an implant-
ing material plays an important role in the improvement of
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osseointegration through inducing the enrichment of cal-
cium and phosphorus ions in the body fluid, accelerating
the binding with bone tissue and wound healing [15]. How-
ever, the hydrophilic of the TiO2 nanotube array and its rela-
tionship with the topography of the TiO2 nanotube has not
been reported yet. Therefore, in the present work, highly
ordered TiO2 nanotube arrays were fabricated by electro-
chemically anodized in a mixed solution of glycerol and
NH4F aqueous electrolyte, and the effects of the applied volt-
age and time on the topography of the TiO2 nanotube array
were investigated. Moreover, the hydrophilicity of the TiO2
nanopore array was evaluated.

2. Materials and Methods

2.1. Preparation of TiO2 Nanotube Array. Ti plate (99.9%
pure) with 1.0mm thickness was used as a substrate to grow
oxide nanotube arrays. Prior to the anodization, the surface
was polished using silicon carbide papers (400, 600, 1000,
1500, and 2000 grits). The samples were ultrasonically
cleaned in ethanol and acetone for 20min successively and
then dried in a nitrogen stream. After degreasing, the sam-
ples were eroded in a solution of 25 vol.% HF+25 vol.%
HNO3 for 30 s. Finally, the sample was cleaned in deionized
water and dried in air. The samples were anodized in an
electrolyte of 50 vol.% glycerol solution containing 0.3mol/
L ammonium fluoride (NH4F). The anodization voltages
were selected to be 10V, 15V, and 20V, and the anodization
time was 3 h, 6 h, 12 h, and 18 h, respectively. After anodiz-
ing, the samples were carefully cleaned with the deionized
water and dried in air, and then, the as-prepared samples
were annealed at 450°C, 550°C, and 650°C for 3 h in air with
a heating rate of 10°C·min−1.

2.2. Microstructure and Hydrophilic Property
Characterization. The microstructure of the TiO2 nanotube
array was characterized at 20 kV by an XL30 S-FEG scan-
ning electron microscope (SEM) equipped with energy dis-
persive X-ray analysis (EDS). The phase constitutions of
the nanotubes were identified by using an X-ray diffractom-
eter (Rigaku D/Max-2500VL/PC) employing Cu-Kα radia-
tion (λ = 1:54178 × 10−9 nm). The hydrophilic properties of
the TiO2 nanotube array were evaluated via the measure-
ment of the contact angle of a water droplet on its surface
by a Contact Angle Goniometer (p/n 250-F1, USA).

3. Results

3.1. Microstructure Characterization. Figure 1 shows SEM
topographies of TiO2 nanotube arrays on the Ti sample
anodized under different voltages for 6 h. It is clear that a
lot of grooves appeared on the sample surface without the
formation of nanotubes after anodized at 10V
(Figure 1(a)). As the voltage increased to 15V, the regular
nanotube array can be observed on the sample surface, and
the diameter of the nanotubes was about 40.3 nm
(Figure 1(b)). With the voltage further increasing to 20V,
the nanotube array on the sample surface became more reg-
ular and ordered, and the average nanotube diameter also

was increased to 71.2 nm. However, as the anodization volt-
age was increased to 40V, the nanotubes collapsed due to
the corrosion of the electrolyte, leading to the order break-
down of the nanotube array.

To study the effects of the anodization time on the
microstructure of the nanotube array, the samples were
anodized at 20V for different times (3 h, 6 h, 12 h, and
18 h) under the constant temperature of 30°C. Figure 2 are
the SEM images showing the surface topographies of the
samples after anodized at 20V for different times. It can be
seen that, after being anodized at 20V for 3 h, the nanotube
arrays were formed at some area on the sample surface, but
the entire surface of the sample was not completely covered
by the nanotube arrays. The average nanotube diameter was
about 44.5 nm. With the anodization time extending to 6 h,
the regular and ordered nanotube array was formed on the
entire surface of the sample, and the average diameter of
the nanotubes was increased to about 71.2 nm
(Figure 2(b)). With the anodization time further increasing
to 12h, the highly ordered nanotube array with the average
nanotube diameter of about 103.5 nm was formed on the
entire surface of the sample. However, as the anodization
time extended to 18h, the nanotube in the array began to
collapse due to its increased length, resulting in a decrease
in array order. Therefore, to obtain a highly ordered array
of nanotubes on the surface of pure Ti through anodization
in the electrolyte of the present work, the anodization volt-
age should be selected at 20V with anodization time ranging
from 3h to 12 h, and the nanotube diameter and length can
be regulated in the range of 44.5 nm to 103.5 nm by anodiza-
tion time.

To determine the phase structure of the nanotubes, XRD
diffraction analysis was performed on the nanotubes array
on the surface of the sample anodized at 20V for 12h, and
the result is shown in Figure 3. It can be seen that the as-
prepared nanotubes were in an amorphous structure. To
obtain the crystal nanotubes, the sample was annealed at
450°C, 550°C, and 650°C for 3h, respectively. The XRD pat-
terns of the samples after annealed at different temperatures
were also illustrated in Figure 2. It can be seen that the diffrac-
tion peaks of the anatase TiO2 appeared on the XRD pattern of
the sample after annealing at 450°C for 3h, implying the
occurrence of the crystallization from the amorphous nano-
tubes to the anatase TiO2. With the annealing temperature
increasing to 550°C, the diffraction peaks of the anatase TiO2
became sharper and more intense, indicating that the crystal-
linity of the nanotubes on the surface of the sample was greatly
promoted. As the annealing temperature further increased to
650°C, the diffraction peaks of the rutile TiO2 can be observed
on the XRD pattern, implying that part of the anatase TiO2
transformed into the rutile TiO2 during the annealing treat-
ment at 650°C of the nanotube arrays.

3.2. Hydrophilicity Property. The hydrophilicity of the sur-
face of the anodized samples (anodized at 20V for 12 h)
before and after annealed at different temperatures were
investigated by contact angle measurement. Figure 4 is the
images of a water droplet on the surfaces of the samples
anodized at different conditions, from which the contact
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angles of the water droplet with the sample surface can be
measured, and the results were illustrated in Figure 3(b). It
can be seen that the contact angle of the water droplet with
the amorphous TiO2 nanotube array surface of the sample
anodized at 20V for 12 h is 23.3°. In contrast, the anodized
sample after annealing at 450°C exhibited an improved
hydrophilicity due to the formation of the anatase TiO2 by
partial crystallization of the amorphous nanotubes on its
surface, and the contact angle of the water droplet with its
surface was decreased to 15.1°. With the annealing tempera-
ture increasing to 550°C, the nanotubes were fully crystal-
lized to form the anatase TiO2 nanotube array on the
sample surface, leading to the further enhancement of its
hydrophilicity, and the contact angle of the water droplet
with the surface of the sample annealed at 550°C was about
5.0°. However, with the annealing temperature further
increasing to 650°C, the rutile TiO2 was formed in the nano-
tube array though the transformation of partial anatase TiO2
to rutile TiO2, and the hydrophilicity of the surface of the
sample annealed at 650°C was decreased slightly and the
contact angle of the water droplet with its surface was
increased to 9.8°. As a result, the anatase TiO2 nanotube
array exhibited an excellent hydrophilicity.

Furthermore, the effects of the nanotube diameter on the
hydrophilicity of the anatase TiO2 nanotube array were
investigated in the present work. To obtain the anatase

TiO2 nanotube array with different nanotube diameters,
the pure Ti samples were firstly anodized at 20V for 3 h,
6 h, 12 h, and 18 h and then were annealed at 550°C for 3 h,
and after that, the anatase TiO2 nanotube array with the
diameters of 44.5 nm, 71.2 nm, 103.5 nm, and 136.8 nm were
obtained, respectively. Figure 5 showed the contact angles
with the surface of with different nanotube diameters. It
can be seen that the contact angle on the surface of the ana-
tase TiO2 nanotube array on a nanotube diameter of 44.5 nm
was about 30.1°, implying its low hydrophilicity. With the
increase of the nanotube diameter, the hydrophilicity of
the anatase TiO2 nanotube array surface increased. As the
nanotube diameter increased to 103.5 nm, the anatase TiO2
nanotube array surface exhibited superhydrophilicity, and
the water contact angle with the surface was close to 0°.
However, with the nanotube diameter further increased to
136.8 nm, the hydrophilicity of the TiO2 nanotube array
decreased due to the collapse of the nanotubes.

4. Discussions

It has been documented that the formation of the TiO2
nanotube array by electrochemical anodization is the result
of the combination of the formation and chemical dissolu-
tion of the TiO2 barrier layer on the Ti surface under the
electric field. At the beginning of the anodization process, a
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Figure 1: SEM topographies of the TiO2 nanotube obtained by different applied voltages: (a) 10V, (b) 15V, (c) 20V, and (d) 40V.
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thin TiO2 layer (the barrier layer), is quickly formed on the
surface of the Ti substrate in the electrolyte. Under the
applied electric field, the ions of F- in the electrolyte directly

impact the surface of the Ti substrate anode and react with
Ti, leading to the formation of a lot of small pits on the Ti
surface. In this process, the following reactions are involved
in the barrier layer:

Ti + 2H2O − 4e⟶ TiO2 + 4H+ ð1Þ

Ti4+ + 6F− ⟶ TiF6½ �2− ð2Þ

TiO2 + 6F− + 4H+ ⟶ TiF62− + 2H2O ð3Þ
Under the electric field, the pits formed by the ions’

impact on the Ti substrate surface gradually enlarge and
deepen, and the number of the pits per unit area on the bar-
rier layer surface also gradually increases and evenly cover
over the surface of the barrier layer to form the original
nanopores.

The barrier layer originally formed on the Ti surface is a
thin TiO2 film with a uniform thickness, and it has the same
filed intensity throughout its surface in the applied electric
field. However, as the pits are formed on the surface of the
barrier layer, the electric field intensity at the bottom of the
pit increases, and thus, the Ti-O bond at the pit bottom is
weakened under the polarization of the applied electric field,
leading to the dissolution of TiO2 at this position. In the
meaning time, the ions of O2- in the electrolyte move to
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Figure 3: XRD patterns of the nanotube array obtained by
anodization at 20V for 6 h after with annealed at different
temperatures: (a) as-prepared, (b) 450°C, (c) 550°C, and (d) 650°C.
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Figure 2: SEM images of the nanotube arrays anodized at 20V for different times: (a) 3 h, (b) 6 h, (c) 12 h, and (d) 18 h.
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the Ti substrate/barrier layer interface and react with the Ti
matrix to form a new barrier layer at the pit bottom. As a
result, the pits in the barrier layer are continuously deepened
to form a TiO2 nanotube array on the Ti surface.

Therefore, the applied voltage and anodization time have
an important impact on the size of TiO2 nanotubes and the
order degree of the nanotube array. When the applied volt-
age is too high in the anodization process, a large number
of fluorine ions in the electrolyte can obtain greater impact
kinetic energy, leading to the formation of a large number
of pits with large size high density. These pits overlap each
other so that an ordered nanotube array can not form. On
the other hand, under the appropriate applied voltage, the
anodization time determines the diameter and length of
the nanotubes. With the oxidation time increasing, the

diameter and length of the nanotubes are due to the corro-
sion of the electrolyte, but their tube wall is also thinning.
So, too long anodization time will make the nanotube walls
become too thin, which may cause the nanotubes to collapse.
In the case of the present work, a highly ordered array of
TiO2 nanotubes can be obtained on the Ti surface by the
anodization method under the conditions of the applied
voltage of 20V and the anodization time ranging from 3h
to 12h, and the nanotube diameter can be regulated in the
range of 23.4 nm to 103.5 nm by anodization time.

As regards the hydrophilicity of the TiO2 nanotube
array, it depends on the crystal structure of the TiO2, the
order degree of the nanotube array, and the tube diameter
of the TiO2 nanotubes. It was found that the anatase TiO2
exhibits the best hydrophilicity in comparison with the
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Figure 4: Topographies and contact angles of a water droplet on the surfaces of the TiO2 arrays after annealed at different temperatures: (a)
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amorphous TiO2 and the rutile TiO2. Thus, after annealing
at 550°C for 3 h, the sample with an amorphous TiO2 array
on its surface exhibited an excellent hydrophilicity due to
the transformation of amorphous TiO2 to the anatase TiO2
through the full crystallization. The results in the present
work indicated that the formation of a nanotube array on
the Ti surface could significantly improve its hydrophilicity.
This is because the nanotube array with a large number of
pores can greatly enhance the specific surface area of the
Ti surface, where the water droplet can enter the nanotube
and the gaps between them, facilitating the smooth paving
of the water droplet on the Ti surface.

5. Conclusions

In this paper, a highly ordered TiO2 nanotube array on pure
Ti was prepared by anodization, and their hydrophilicity was
evaluated by contact angle of water droplet measurement.
The main conclusions are as follows:

(1) A highly orderly TiO2 nanotube array was success-
fully prepared on a pure Ti surface by the anodiza-
tion oxidation method. The applied voltage and
anodization time have an important effect on the
microstructure of the nanotube array. Under the
conditions of the applied voltage of 20V and the
anodization time in the range of 3-12 h, a highly
ordered array of TiO2 nanotubes can be obtained
on the surface of pure Ti, and the nanotube diameter
and length can be regulated by anodization time

(2) The TiO2 nanotubes of the array prepared by anod-
ization were an amorphous structure. After anneal-
ing at 550°C for 3 h, the amorphous TiO2 array
completely transformed to the anatase TiO2 array
through crystallization. As the annealing tempera-
ture increased to 650°C, the partial anatase TiO2
nanotubes transformed into rutile TiO2 nanotubes

(3) The formation of the TiO2 nanotubes array on the Ti
surface greatly improved its hydrophilicity, which
depended on the crystal structure, order degree,
and tube diameter of the nanotube array. The sample
anodized at 20V for 12 h and then annealed at 550°C
for 3 h exhibited the superhydrophilicity due to its
highly ordered anatase TiO2 nanotube array with
an appropriate nanotube diameter
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Cavitation affects the performance of water-jet pumps. Cavitation erosion will appear on the surface of the blade under long-
duration cavitation conditions. The cavitation evolution under specific working conditions was simulated and analyzed. The
erosive power method based on the theory of macroscopic cavitation was used to predict cavitation erosion. The result shows
that the head of the water-jet pump calculated using the DCM-SST turbulence model is 12.48m. The simulation error of the
rated head is 3.8%. The cavitation structure of tip leakage vortex was better captured. With the decrease of the net positive
suction head, the position where the severe cavitation appears in the impeller domain gradually moves from the tip to the root.
The erosion region obtained by the cavitation simulation based on the erosive power method is similar to the practical erosion
profile in engineering. As the net positive suction head decreases, the erodible area becomes larger, and the erosion intensity
increases.

1. Introduction

Compared with traditional propellers, water-jet pumps have
the advantages of high propulsion efficiency, good man-
oeuvrability, and low vibration. It is widely used in the pro-
pulsion of high-speed ships. But the performance of the
water-jet pump will be affected by the cavitation problem
[1–5]. The cavitation plays an important role in the design
and operation of hydraulic machinery, and it causes degra-
dation, noise, vibration, and erosion [6, 7]. Cavitation ero-
sion will appear on the surface of the blades when the
pump is operated under cavitation conditions for a long
time. It will not only affect the reliability of the overall sys-
tem but also cause high maintenance costs [8–11].

Many scholars have studied the cavitation structure in
water-jet pumps and try to explain the effect of cavitation
on the performance of water-jet pumps through experiments
and simulations. Park et al. [1] conducted experimental
research based on PIV technology. The results show that
the flow separation phenomenon is easy to occur at the lips

of the flow channel when the inflow velocity decreases. Tan
et al. [12] observed the formation of perpendicular cavita-
tion vortex (PCV) in the impeller of the water-jet pump
by experimental method. The shedding of PCV can cause
the head to drop sharply. Motley et al. [13] used high-
speed photography to observe the evolution of cavitation
on the impeller of a water-jet pump. Cavitation first
appeared in the tip clearance of the impeller. Long et al.
[14, 15] captured the cavitation structure on the impeller
of the water-jet pump at inception cavitation. Wu et al.
[16] used the particle image velocity measurement method
to study the turbulence structure of the tip leakage vortex
of an axial water-jet pump.

Lindau et al. [17] simulated cavitation in the water-jet
pump and found that cavitation would cause a sudden drop
in thrust and torque. Katz’s research shows that the axial
shear vortex structure has an impact on the development
of cavitation in the separation zone [18]. The numerical
result of Guo et al. [19] showed that the pressure pulsation
amplitude of the monitors near the tip increases with the
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extent of cavitation. Huang et al. [20–23] analyzed the cavi-
tation and vortex structures in water-jet pumps. The results
show that the evolution of cavitation has aggravated the gen-
eration of vortex and flow instability in pumps. When cavi-
tation occurs, the vortex expansion and baroclinic torque
appear as violent fluctuation. Xu et al. [24] found that the
viscous dissipation term has a larger magnitude at the tip
clearance of water-jet pumps.

Cavitation erosion is a hot research currently [25]. Tra-
ditionally, cavitation erosion risk is assessed by experimental
methods [26–30]. High-speed videos are used to assess the
visual collapsing cavities. And it is complemented by paint
test or erosive material test. But these methods are expen-
sive. With the development of computational fluid dynamics
(CFD), numerical methods become an attractive alternative.
Ochiai et al. [31] used a Lagrangian method to assess the risk
of cavitation erosion based on acoustic pressure emitted
from bubbles. Peter et al. [32, 33] proposed a new method
considering the microjet mechanism and applied the
method to predict cavitation erosion around a hydrofoil.
Pereira et al. [25, 34–36] used a macroscopic cavitation the-
ory to assess the cavitation erosion risk in experiment and
simulation. Usta et al. [37] compared the applicability of
intensity function method, Gary level method, and erosive
power method and predicted the erosible areas on a ship
propeller.

The cavitation mechanism in the water-jet pumps was
analyzed based on the RANS method and the DCM-SST tur-
bulence model, and the cavitation erosion was predicted
based on the macroscopic cavitation theory in this paper.

2. Experimental Setup

2.1. Pump Parameters. The main parameters of the water-jet
pump are shown in Table 1.

2.2. Experimental Method [38]. The cavitation in the water-
jet propulsion pump will destroy the energy exchange
between the impeller and the liquid, which results in the
decline of the external characteristics. The experiment in this
paper was completed on the closed test bench of the water-
jet pump of the 708th Research Institute of China State Ship-
building Corporation by Long et al. [38]. NPSHa is gradually
reduced until the pump head drops by 3% through reducing
the pressure at the pump’s inlet. High-speed photography
technology was used to observe the cavitation structure dur-
ing cavitation evolution through the plexiglass window in
the impeller shell.

2.3. High-Speed Photography Acquisition System [38]. The
high-speed photography visualization system is shown in
Figure 1. The middle section of the impeller is perpendicular
to the camera’s longitudinal axis. The distance from the
camera lens to the Plexiglas is about 0.5m, and the size of
the shooting area is about 90mm × 180mm. The high-
speed camera PCOS achieves fast frame rates at high photo-
sensitivity and high dynamic range, reaching 4467 fps with a
full resolution of 1008 × 1008 pixels which can guarantee
good image quality.

To capture the cavitation flow of the pump, the shooting
frequency is determined as follows. If the rotating speed of
the pump is n and the impeller is required to acquire an
image once it rotates a certain degree α, the shooting fre-
quency f is

f = n × 360/60
α

, ð1Þ

where n is the impeller rotating speed (r/min) and α is the
impeller rotation angle (°).

In this paper, the camera is set as shooting one image for
each 2° of the impeller rotation.

3. Numerical Simulation Methods

3.1. Continuity Equation and Momentum Equation. In the
simulation, the vapor-liquid two-phase flow is generally
assumed to be homogeneous. The Navier-Stokes equation
based on the Newtonian fluid is used in this simulation
[39, 40]. The equation is formulated in the Cartesian coordi-
nate system as [23]

∂ρm
∂t

+
∂ ρmuj

� �
∂xj

= 0,

∂ ρmuið Þ
∂t

+
∂ ρmuiuj

� �
∂xj

= −
∂p
∂xi

+ ∂
∂xj

×
"
μm + μTð Þ

� ∂ui
∂xj

+
∂uj

∂xi
−
2
3
∂ui
∂xj

δij

 !#
,

∂ρlαl
∂t

+
∂ ρlαluj

� �
∂xj

=m+ +m−,

ρm = ρlαl + ρvαv ,

μm = μlαl + μvαv ,

ð2Þ

where the subscript i, j indicates the coordinate direction, u
indicates the velocity, p indicates the pressure, ρl indicates
the liquid density, ρv indicates the vapor density, αv indi-
cates the vapor volume fraction, αl indicates the liquid

Table 1: Design parameters of the test pump.

Design parameter Design value

Flow rate Q (m3/s) 0.46

Head H (m) 13

Rotating speed n (r/min) 1450

Power N (kW) 70

Specific speed ns 524.3

Impeller inlet diameter Dj (mm) 270
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volume fraction, μl indicates the liquid laminar viscosity, μv
indicates the vapor laminar viscosity, μT indicates the turbu-
lent viscosity, m+ indicates the vapor condensation rate, and
m− indicates the vapor evaporation rate. ρm indicates vapor-
liquid mixed-phase density, and μm indicates vapor-liquid
mixed-phase laminar viscosity.

3.2. Cavitation Model. The ZGB model [41, 42] is a cavita-
tion model based on the mass transport equation, which
describes the cavitation phase change process mainly by
establishing the transport relationship between the vapor
and liquid phases. Its evaporation rate and condensation rate
are defined as follows:

m+ = Cdest
3αnuc 1 − αvð Þρv

RB

2
3
pv − p
ρl

� �1/2
, p < pv,

m− = −Cprod
3αvρv
RB

2
3
p − pv
ρl

� �1/2
, p > pv,

ð3Þ

where RB is the bubble radius, αnuc is the volume fraction
of gas nuclei, pv is the saturated vapor pressure, Cprod is
the rates of steam condensation when the local static pres-
sure is greater than the saturation vapor pressure, and Cdest
is the rate of steam evaporation when the local static pres-
sure is lower than the saturation vapor pressure. The
values of the coefficients in the model are [43] RB = 1 ×
10−6m, Cprod = 0:01, Cdest = 50, and αnuc = 1 × 10−4.

3.3. Turbulence Model. This simulation is based on the SST
k − ωturbulence model [50]. To more accurately simulate
the development of cavitation in the centrifugal pump, the
compressibility of the mixing of the vapor and liquid phases

is considered, and the mixing density is corrected using the
DCM method. Turbulent viscosity is defined as follows:

f DCM = ρv +
ρm − ρv
ρl − ρv

� �N

⋅ ρl − ρvð Þ,

μT‐DCM =
Cμk

2

ε
f DCM,

ð4Þ

where N is taken as 10 according to literature recommenda-
tions [43, 44].

3.4. Boundary Conditions and Grid Setup. The calculation
parameters are shown in Table 2. Figure 2 shows the calcu-
lation domain and boundary conditions. The inlet of the cal-
culation domain was set as the pressure inlet, and the outlet
condition was mass flow rate. The domain of impeller was
rotating with a speed of 1450 rpm, and other domains were
static domains. Inlet and outlet extension pipes were added
to avoid the large difference between experiment and
simulation caused by backflow. The wall condition was set
as nonslip wall. The residual was set to be 1e − 04. Total

Computer

PCOS High-speed
Camera

Visual window

Stroboscope

In
flo

w

0.5 m

Direction of rotation

90 mm

18
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m
m

Size of 

shooting area 

Figure 1: High-speed photography visualization system.

Table 2: Calculation parameters.

Parameter Value

Temperature (°C) 25

Saturated vapor pressure (Pa) 3169.93

Density of water (kg/m3) 997.003

Dynamic viscosity of liquid phase (Pa·s) 8:9e − 04

Density of vapor (kg/m3) 2:3e − 02

Dynamic viscosity of vapor phase (Pa·s) 9:87e − 06
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calculation time was set as 0.12 s, and timestep was set to be
2:73e − 05 s.

After completing the 3D modeling, the inlet pipe and the
outlet pipe were divided into structural grids by software
ICEM. Impeller and diffuser grids were structured using
software TurboGrid. The leading and trailing edges of the
blades are elliptical. The spline curve is used to fit the con-
tour of each layer of the grids. The tip clearance of the grid
was set to 0.3mm. The grid of tip clearance region was
divided into 10 layers to obtain a better flow field. Regarding
the grid-independent inspection, the water-jet propulsion
pump studied in this paper is similar to the calculation
model of Huang et al. [20–23] in terms of geometrical
dimensions and operating conditions. In Huang’s research,
the mesh-independence check was made for the impeller,
and it was pointed out that the mesh of the impeller is larger
than 1.06 million to ensure the calculation accuracy. Consid-
ering the requirements of the turbulence model for the
boundary layer, the y + of near-wall surface shown in
Figure 3 was adjusted below 40. The number of grids used
in this paper is shown in Table 3, and the details of the grids
are shown in Figure 4.

4. Analysis of Results

4.1. Cavitation Performance and Analysis. The net positive
suction head and corresponding head under the design flow
rate are obtained. The cavitation characteristic curve was
obtained by reducing the inlet pressure gradually. The exper-
imental and simulation results are shown in Figure 5. This
water-jet propulsion pump’s rated head is 13m, and the sim-
ulated result is 12.5m. The relative error is 3.8%, and this
error can prove that the simulation is reliable. When the
simulated head drops by 3%, NPSHa is 7.15m, while NPSHa
is 7.58m in the experiment for the same situation. This
difference may be because noncondensable gases, thermody-
namic effects, and other factors were ignored. The existence
of this difference does not affect capturing the flow charac-
teristics in the pump by simulation. The cavitation image
captured in the experiment is shown in Figure 6. Figures 5
and 6 are compared and analyzed. As can be seen in
Figure 6(a), in the initial stage of cavitation, the head of
point A basically does not change. It is generally believed
that there is little cavitation in the blade channel at this oper-
ating condition, but the cavitation in the tip clearance can be
seen from the image. As the inlet pressure decreases, the

head curve begins to change. During the evolution of cavita-
tion, point B on the cavitation performance curve was
selected, as the initial cavitation. As the net positive suction
head decreases, the tip leakage vortex (TLV) area becomes
larger, and at the same time, the cavity grows on the suction
surface, as shown in Figure 6(b). When the head drops by
3%, the point C on the cavitation performance curve is called
the critical cavitation point. a~c on the simulated cavitation
performance curve were selected to mark the cavitation situ-
ations corresponding to A~C on the experimental cavitation
curve. The corresponding NPSHa of point A is 9.90m, point
b is 8.16m, and point c is 7.15m.

Figure 7 shows the cavitation structures under different
net positive suction heads captured by the simulation, which
were represented by gray isosurface with vapor volume frac-
tion of 10%. Observed from the side view, the simulated
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Figure 3: Distribution of Yplus.

Table 3: Mesh number of calculation domain.

Calculation domain Mesh number

Impeller 1729170

Diffuser 1579710

Inlet pipe 626640

Outlet pipe 590236

Total mesh number 4525756

Inlet
(Total pressure)

Inlet pipe
(Stationary domain)

Impeller
(Rotating domain)

Diffuser
(Stationary domain)

Outlet pipe
(Stationary domain)

Outlet
(Mass flow)

X

Y

Z

Figure 2: Calculation domain and boundary conditions.
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cavity structure is basically consistent with the experimental
results. When NPSHa is 9.90m, tiny cavitation appears near
the tip on the suction surface of the blades, as shown in
region 1 of the figure. At the same time, the cavitation in
the tip clearance was also captured, as shown in region 2
of the figure. At this situation, the appearance of cavitation

has no effect on performance. As the net positive suction
head drops to 8.16m, the cavity develops from the tip to
the root of the blades. In the flow direction, it covers most
of the blade surface. It can be observed that there is “gap”
in the cavitation isosurface near the leading edge of blades.
As the net positive suction head continues to drop, it can

14 C B

A
c b a

12

10

8

H
 (m

)

6
7.0 7.5 8.0 8.5 9.0 9.5

NPSHa (m)
10.0 10.5 11.0 11.5 12.0

Experiment
Simulation

Figure 5: Comparison between simulated and experimental cavitation performance curves.

(a) Point A (b) Point B (c) Point C

Figure 6: The cavity flow structures at different cavitation conditions [15].

Inlet pipe Outlet pipeImpeller Diffuser

Tip clearance
 mesh

Figure 4: The detail of grid.
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be observed that the “gap” is more obvious, and the cavita-
tion appears to be stratified. Compared with Figure 6, it
can be considered that this delamination may be caused by
the tip leakage vortex (TLV) (this will be analyzed in
Figures 8–10). The existence of leakage flow causes tip leak-
age vortex cavitation (TLVC). The local pressure near the
blades is lower than the saturated vapor pressure, and cavi-
tation appears on the suction surface. The different cavita-
tion structures gathered together, resulting in a decrease in
pump performance. Figure 11 shows the change of the cav-
itation area at different circumferential positions in the blade
channel under design conditions. It can be seen from the fig-
ure that as r/R increases, the cavitation area first increases
and then decreases. When NPSHa = 9:90m, the maximum
cavitation area of 0.186 cm2 appears at r/R = 0:95; when
NPSHa = 8:16m, the maximum value of 8.20 cm2 appears

at r/R = 0:85; when NPSHa = 7:15m, the maximum cavita-
tion area of 22.8 cm2 appears at r/R = 0:75. This phenome-
non verifies that the cavitation in the water-jet propulsion
pump mainly occurs in the area near the tip of the blades.
The cavitation coverage area expands from the tip to the
root as the net positive suction head drops. The maximum
cavitation area in the impeller domain moves from the tip
to the root of the blades.

The evolution of cavitation is closely related to the flow
field structure. There are many ways to identify the vortex
structure [45]. To better analyze the structure of the flow
field, the Q-criterion is introduced to describe the vortex:

Q =
1
2

Ωk k2 − Sk k2� �
=
1
2

ΩijΩji − SijSji
� �

, ð5Þ

Region1

Region2

Top view

Side view

Top view

Side view

Top view

Side view

(a) NPSH𝛼 = 9.90 m (b) NPSH𝛼 = 8.16 m (c) NPSH𝛼 = 7.15 m

Figure 7: Simulated cavitation structures at different NPSHa.

n = 1450 r/min

LE.

TE.PS
SS

Tip leakage 
vortex cavitation

H2OV volume fraction

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

(a) r/R = 99:5%

n = 1450 r/min

LE.

TE.PS
SS

H2OV volume fraction

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

(b) r/R = 80:0%

Figure 8: Contours of vapor volume fraction at NPSHa = 7:15m.
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where Q represents the second-order invariant of the veloc-
ity gradient tensor under Galileo transformation. Ω repre-
sents the vorticity tensor and S represents the deformation
rate tensor, which are, respectively, defined as

Sij =
1
2

∂ui
∂xj

+
∂uj

∂xi

 !
,

Ωij =
1
2

∂ui
∂xj

−
∂uj

∂xi

 !
,

ð6Þ

where i and j, respectively, represent different directions. It
can be seen from the equation that Q is equal to the value
of vorticity tensor subtracting the deformation rate tensor.
When Q > 0, it means that the tendency of rotation is
greater than the tendency of axial deformation. At this
time, it can be considered that the flow in this area is
dominated by eddy flow.

Figure 8 shows the cavity distribution on different r/R
spanwise sections. When r/R = 99:5%, the cavity in the
impeller is divided into two parts: the attached cavity on
the suction surface of the blades and the elongated vortex
cavitation appearing at the leading edge of blades. When r/
R = 80%, only attached cavity exists on the blades. When r/

R is 80%, the cavity length is greater than that when r/R is
99.5%. Figure 9 shows the distribution of Q in the spanwise
section at different r/R locations. In the far-field region, the
Q values are negative. The results show that the trend of
axial deformation dominates the distribution of the Q value,
due to the rotation of the impeller. Also, it can be seen from
the figure that the method can accurately identify the core of
the tip leakage vortex (TLV) with a higher positive value on
the blades’ suction side (SS). The TLV region gradually
becomes longer with the decreases of NPSHa. The Q value
near the initial position of the TLV is the highest. As the
TLV moves away from the leading edge, the Q value gradu-
ally decreases. But its value is still positive, and the flow is
still dominated by the rotational effect. There is an area with
extremely low value of Q around the TLV structure, which
reflects the restriction of the rotation effect and the deforma-
tion effect. At the position corresponding to the TLV struc-
ture in Figure 8(a), there is a slender cavitation on the SS of
the blades, and the shapes are basically similar. This cavita-
tion is caused by tip leakage. As shown in Figure 10, the
TLV structure seems a “boundary” that defines the cavita-
tion on the leading edge of the blades. The cavitation only
develops in this boundary. This is consistent with the results
observed through experimental results in Figure 6. Three
planes were set to analyze the relationship between tip leak-
age vortex and cavity structure as shown in Figure 12. The
area of tip leakage vortex is small on plane A. The cavitation
structure is located at the vortex core. And the value of Q
beyond the phase boundary is also high. The development
of tip leakage vortex will be affected by the rotation of the
impeller. From plane A to plane C, the TLV region gradu-
ally became bigger and the max value of Q reduced. The
position of the phase boundary moves away from the vor-
tex core area.

4.2. Prediction of Cavitation Erosion. Cavitation will cause
damage to the pump blades, and the erosion profile in
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Figure 9: Distribution of vortex core by Q invariant method (r/R = 99:5%).

Figure 10: Cavitation vortex structure at NPSHa = 7:15m. (The
vortex center region is shown as pink isosurface of Q = 5e + 05 s−2
, and the green areas represent cavitation structures.)
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practical engineering is shown in Figure 13. Cavitation ero-
sion is a microscopic and transient process, but it is also
affected by macroscopic flow conditions. From the energy
point of view, the collapse of the cavitation bubble will pro-
duce a pressure wave. This pressure wave is one of the fac-
tors that cause cavitation damage. Based on the hypothesis

of Pereira et al. [25, 34], the potential energy of the cavity
structure is defined as

Epot = Δp ×Vvap,

Δp = p − psatð Þ:
ð7Þ
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Figure 12: The relationship between cavitation and vortex structure. (The white line represents the boundary of vapor-liquid phase.)
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Figure 13: Distribution of cavitation erosion on pumps.
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The cavitation volume is reduced when cavity collapses,
and the pressure wave is released. The erosive power func-
tion ppot can be defined as [25, 27–30, 33, 35, 36, 40, 46]

ppot =
∂Epot

∂t
= Δp ×

∂Vvap

∂t
+Vvap ×

∂Δp
∂t

= p − psatð Þ × Vcell ×
∂α
∂t

+Vcell × α × ∂p
∂t

, if ppot ≥ ε,

ð8Þ

α =
Vvap

V cell
=

ρ − ρl
ρv − ρl

, ð9Þ

where p is the pressure surrounding the vapor (Pa), psat is
the saturated vapor pressure (Pa), Vvap is the vapor volume
(m3), Vcell is the volume of the grid (m3), α is the vapor
volume fraction, and ε is the threshold.

There are 5 key parameters in equation (8), which are p,
α, ∂p/∂t, and ∂α/∂t. In order to better analyze the distribu-
tion of related parameters and their influence on cavitation
erosion prediction, the distribution information of related
parameters at different spans was extracted and drawn in
Figures 14–16. Figure 14 shows the cavitation volume frac-
tion distribution under rated flow rate. When NPSHa =

9:90m, there is a tiny cavity near the tip at r/R = 80% and
99.5%. At the position of r/R = 80%, the cavity coverage
length is longer than that at r/R = 99:5%. But near the root
at r/R = 20%, 40%, and 60%, no cavity exists. When the net
positive suction head decreases to 8.16m, the cavity volume
at r/R = 80% and 99.5% near the tip increased rapidly. In the
flow direction, the length of the cavity coverage becomes
longer, but the length of the cavity at the position of r/R =
80% is still greater than that at r/R = 99:5%. Cavitation also
exists at r/R = 20%, 40%, and 60%. With a change of r/R
from tip to the root, both the vapor content and the coverage
length decreased. When NPSHa = 7:15m, the coverage
length of cavity at different r/R positions becomes longer.
The position with the longest cavity is at r/R = 60%. The
maximum vapor content at the positions of r/R = 20%,
40%, and 60% all becomes larger. Comparing the vapor vol-
ume fraction distribution under different NPSHa, it can also
be observed that the leading edge of the blade at r/R = 99:5%
has lower vapor content. The cavitation volumes at the lead-
ing edge (LE) of the blade at r/R = 80% position rise rapidly
along the flow direction. The cause of this change may be
due to the existence of the tip leakage vortex.

The pressure distribution on the blade surface will
directly affect the performance of blades [51]. Figure 15
shows the absolute pressure distribution on the suction
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Figure 14: Vapor volume fraction at different spans.
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surface of the blade under rated flow rate. The pressure grad-
ually increases along with the flow direction. The absolute
pressure near the root position when streamwise length
ranges from 0 to 0.5 is greater than that near the tip position.
But when streamwise length ranges from 0.5 to 1.0, the
result is opposite. As the inlet pressure drops, the maximum
pressure value on the blade gradually decreases. Due to the
coverage of the cavity, the area where the absolute pressure
is less than 50 kPa gradually becomes larger.

dp/dt can be used as an indicator for cavitation predic-
tion [47]. Figure 16 shows the distribution of dp/dt under
the rated flow rate. When NPSHa = 9:90m, the variation of
dp/dt mainly appears at the leading edge and trailing edge
of the blades. The maximum value of ∣dp/dt ∣ appearing
on the leading edge is greater than that appearing on the tail-
ing edge. As the net positive suction head decreases to
8.16m, the maximum value of ∣dp/dt ∣ still appears at the
leading edge of the blade. But the fluctuation area of dp/dt
near the trailing edge of the blade begins to become larger.
When NPSHa decreases to 7.15m, the area with large fluctu-
ations of dp/dt on the suction surface of the blade expanded,
and the maximum value of ∣dp/dt ∣ on the blade also
increased from 0:87e + 06 to 1:34e + 06. This phenomenon
shows that as the net positive suction head drops, the pres-
sure fluctuations gradually become larger.

Figure 17 shows the distribution of dα/dt under the rated
flow rate. The distribution of dα/dt is related to the location
of the cavity. When NPSHa = 9:90m, the sudden change of
dα/dt mainly appears on the leading edge of the blade, and
when NPSHa = 8:16m, the sudden change of dα/dt appears
when streamwise length ranges from 0 to 0.7. The sudden
change of dα/dt appears when streamwise length ranges
from 0 to 0.8 if NPSHa is 7.15m. This distribution is consis-
tent with the results in Figure 7. It can also be seen that as
the net positive suction head decreases, the maximum value
of ∣dα/dt ∣ also increases from 11.5 to 29.6. This phenome-
non shows that as the net positive suction head decreases,
the fluctuation of the vapor content gradually increases.

The unsteady simulation captured the transient contours
of vapor volume fraction, dp/dt, dα/dt, and ppot. The erosion
caused by cavitation is the result of a long-duration accumu-
lation. To better predict the erodible region, theMatlab code
was used to process the images into time-averaged results.
For ease of description, the abbreviated form is expressed
as follows: TAV (time-averaged vapor volume fraction),
TAA (time-averaged dα/dt), TAP (time-averaged dp/dt),
and TAPP (time-averaged ppot).

72 snapshots were set during one rotation. The image
processing method refers to the singular value decomposi-
tion (SVD) [48]. An image can be interpreted as a matrix
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by linear transformation, described by eigenvalues and
eigenvectors. If the flow variables Uðt, xÞ (pressure, velocity,
etc.) during a period of time t are known (where x is the
space vector of the flow field), the time information of M
moments is stored in the form of row vectors and the spatial
information of N nodes is stored in the form of column vec-
tors. The matrix can be expressed as

U ti, xj
� �

=

u t1, x1ð Þ u t1, x2ð Þ u t1, x3ð Þ :: u t1, xNð Þ
u t2, x1ð Þ u t2, x2ð Þ u t2, x3ð Þ :: u t2, xNð Þ

: : : : :

: : : : :

u tM , x1ð Þ u tM , x2ð Þ u tM , x3ð Þ :: u tM , xNð Þ

2
666666664

3
777777775
:

ð10Þ

The time average of the transient variables at each node
can be expressed as

�U xJ
� �

=
1
M

〠
M

i=1
U ti, xj
� �

: ð11Þ

Figure 18 shows the TAA distribution after one rotation
at rated flow rate. Based on the hypothesis of macroscopic
cavitation, pressure waves will be generated when the vapor
content decreases. The threshold of the dα/dt parameter was
set to ð−20, 0Þ. When NPSHa is 9.90m, the large value of ∣
TAA ∣ appears near the leading edge of the blade near the
root. Compared with the other two NPSHa, the maximum
value of ∣TAA ∣ is smaller and the distribution area is not
obvious. As the net positive suction head decreases, the
TAA distribution area gradually becomes larger, expanding
from the leading edge to the tailing edge along the flow
direction and from the tip to the root along the span direc-
tion. The maximum value of ∣TAA ∣ on the suction surface
of the blade gradually becomes larger. Compared to
Figure 17, it can be seen that the distribution of TAA
matches with the shape of the cavity coverage line.

A pressure pulse with positive amplitude is an important
indicator of cavitation erosion [47]. The threshold of the d
p/dt parameter was set to ð0, 1:0e + 06Þ. Figure 19 shows
the TAP distribution after one rotation at rated flow rate.
It can be seen from the figure that there is a higher value
on the leading edge of the blade after the time-averaged
treatment. The occurrence of this area is related to the
impact of the incoming flow on the blades. At the rear part
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of the blade, the distribution of TAP is related to the distri-
bution of cavities. The high TAP in the midstream without
cavitation is concentrated and is also close to the root of
the blade, as shown in Figure 19(c). As the net positive suc-
tion head decreases, the maximum value of TAP gradually
increases, and it gradually moves to the trailing edge.

Based on the distribution of TAA and TAP, the time-
averaged distribution of erosion power after one rotation is

obtained based on equation (8), as shown in Figure 20. The
shape of the erosion region in the figure matches with the cav-
itation coverage area in Figure 21. This is consistent with the
conclusions obtained by other scholars [49]. The result of cav-
itation prediction is also consistent with the phenomenon in
Figure 13. The light-colored areas on the blades represent cav-
itation erosion in the figure. Cavitation erosion first appeared
near the tip of the blade and developed to the trailing edge of
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the blade along the flow direction. There is more cavitation
erosion near the tip of the blades. And cavitation erosion basi-
cally does not exist on the blade roots. The simulation results
showed the same trend. When NPSHa is 9.90m, the region
of cavitation erosion appears at the leading edge near the tip
with a near-triangular shape. The erosion area expanded when

NPSHa is 8.16m and mainly distributed near the tip. The high
value distribution of TAPP is basically located near the cavity
closure. As the net positive suction head continues to decrease,
the erosion area expands toward the trailing edge of the blade
along the flow direction and expands toward the root of the
blade along the span direction. It can be observed from
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Figure 20 that as NPSHa decreases, the maximum value of
TAPP gradually increases, and the risk of erosion becomes
more serious.

5. Conclusion

Simulated and experimental methods were used to study the
unsteady flow mechanism and cavitation erosion in a water-
jet pump, and the following conclusions are obtained:

(1) The head of the water-jet pump calculated by using
the DCM-SST turbulence model is 12.48m. The cal-
culation error at the rated head is 3.8%

(2) With the decrease of the net positive suction head,
the position where the severe cavitation appears in
the impeller domain gradually moves from the tip
to the root

(3) The erosion region obtained by the erosion power
method is similar to the cavity profile. As the net
positive suction head decreases, the erodible area
and the erosion intensity become larger
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Cavitation can reduce the efficiency and service life of the centrifugal pumps, and a long-term operation under cavitation
conditions will cause cavitation damage on the surface of material. The external characteristic test of the IS65-50-174 single-
stage centrifugal pump was carried out. Moreover, the cavitation mechanism under specific conditions was analyzed by
numerical simulation. Considering the macroscopic cavitation flow structure in the centrifugal pump, three different cavitation
erosion prediction methods were used to predict the erodible areas. The results show that the calculation results obtained by
the density correction method (DCM) can well match the flow characteristics of the centrifugal pump under the rated
conditions. When the centrifugal pump head drops by 3%, cavitation mainly occurs on the suction surface, and the cavity on
the pressure surface is mainly concentrated near the front cover. The cavitation prediction method based on the time
derivation of pressure change is not suitable for centrifugal pumps, while the prediction result of the erosive power method is
more reasonable than the others. At time 0.493114 s, the maximum erosive power appears on the blade near the volute tongue,
and its value is 1:46e − 04W.

1. Introduction

Cavitation is a common phenomenon in centrifugal pumps.
When the centrifugal pump is running, the liquid pressure
in local areas will be lower than the saturated vapor pressure
at the operation temperature, resulting in cavitation [1]. The
area of blade surface where cavitation occurs will be dam-
aged under the repeated action of impact load, as shown in
Figure 1. At the same time, it will also cause increased noise
and severe vibration of the centrifugal pump [2, 3]. There-
fore, it is of great significance to carry out cavitation erosion
research on centrifugal pumps [4–6].

So far, researchers from various countries have studied
the cavitation erosion by experimental and numerical
methods [7–10]. Dular et al. [11] used PIV and PLIF tech-
nology to measure the internal cavitation flow field of the

centrifugal pump and obtained the transient and time-
averaged velocity field and vapor volume fraction distribu-
tion around the blade. Bilus and Predin [12] studied the
effect of installing a rectifier on the inlet pipe on the cavita-
tion performance of the centrifugal pump through experi-
ments, and the use of the rectifier improved the cavitation
state. Bachert et al. [13] used PIV testing technology com-
bined with high-speed cameras to study cloud-like cavitation
at the volute tongue of centrifugal pumps and explored the
reasons for the deterioration of centrifugal pump perfor-
mance under high flow rate conditions. Wang et al.
[14] studied the cavitation at the inlet of the centrifugal
pump impeller and initially obtained the relationship
between the cavitation distribution in the impeller and
the vibration and noise characteristics of the pump. Fu
et al. [15] used high-speed photography and pressure
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pulsation measurement technology to systematically analyze
the low-frequency cavitation-induced pulsation characteris-
tics of centrifugal pumps under low flow rate conditions.

It is challenging to use experimental methods to study
cavitation and the unsteady evolution of cavitation in com-
plex hydraulic machinery. At the same time, there are also
difficulties in accurately measuring the velocity flow field of
the reentrant flow, and capturing the vortex structure of
the shedding cavity. Compared with the experiment, more
flow field details can be obtained by numerical simulation,
offering a better explaining of the cavitation mechanism.
Based on the three-component continuity equation of liquid
phase, vapor phase, and noncondensable gas, Hong [16]
constructed a nonlinear cavitation model and calculated
the cavitation flow field in the axial flow pump. Caridad
et al. [17] used numerical simulation to study the cavitation
phenomenon of centrifugal pumps under unsteady-state
conditions. The accumulation of cavitation caused blockage
of the flow channel and increased hydraulic loss. Through
numerical simulation, Tan et al. [18] found that under
unsteady conditions, the internal cavitation of the centrifu-
gal pump impeller has less effect on the flow pattern under
bean flow rate than low flow rate influence. Wang et al.
[19] established the RZGB cavitation model considering
the rotation effect, the structural characteristics of large cur-
vature, and the compressibility of the liquid when studying
the cavitation flow field in the centrifugal pump.

Based on the microjet method, Peters et al. [20] made a
prediction of cavitation erosion on a NACA0009 hydrofoil.
Wang [21] proposed a cavitation prediction method based
on Matlab image processing of cavitation clouds in the cen-
trifugal pump. Their results show that the cavitation location
in the centrifugal pump is basically the same as the cavita-
tion erosion area. Li et al. [22] conducted a comparative
analysis of the erodible area on the NACA0015 hydrofoil
based on the first-order deviation of pressure versus time
and proved that this method can better match the erodible
area on the hydrofoil. Through experiments, Qiu et al. [23]
compared the cavitation erosion of NACA0015 hydrofoils
with different leading-edge structures and conducted a
quantitative analysis of the cavitation impact energy. Usta
et al. [24] compared the differences between the Intensity
Function Method, Gray level Method, and Erosive Power

Method. Then, they compared and predicted the erosion
area on a propeller. The results show that the EPM method
has advantages in predicting propeller cavitation erosion.

In this paper, the density-corrected RNG k − ε model
was used for cavitation simulation, and three different cavi-
tation erosion prediction methods were used to predict cav-
itation erosion on the blade surface of the centrifugal pump.

2. Centrifugal Pump Parameters and
Experimental Setup

In this paper, a single-stage centrifugal pump of type IS65-
50-174 was studied. The main parameters of this test pump
are shown in Table 1.

The experiments were finished at the Research Center of
Fluid Machinery Engineering Technology of Jiangsu Univer-
sity, and the system is shown in Figure 2. The system is
mainly composed of two parts: water circulation circuit
and data acquisition system.

3. Numerical Simulation Methods

3.1. Continuity Equation and Momentum Equation. In the
simulation, the vapor-liquid two-phase flow is generally
assumed to be homogeneous. The Navier-Stokes equation
based on the Newtonian fluid was used in this simulation.
The equation is formulated in the Cartesian coordinate
system as

∂ρm
∂t

+
∂ ρmuj

� �
∂xj

= 0,

∂ ρmuið Þ
∂t

+
∂ ρmuiuj

� �
∂xj

= −
∂p
∂xi

+
∂
∂xj

× μm + μTð Þ ∂ui
∂xj

+
∂uj

∂xi
−
2
3
∂ui
∂xj

δij

 !" #
,

∂ρlαl
∂t

+
∂ ρlαluj

� �
∂xj

=m+ +m−,

ρm = ρlαl + ρvαv,

Figure 1: Cavitation erosion in the centrifugal pump.

Table 1: The main parameters of test pump.

Parameter Value

Design flow rate (Qd) 50m3/h

Design head rise (Hd) 34m

Rotational speed (n) 2900 rpm

Number of blades 6

Specific speed 88.6

Outlet width of impeller (d) 12mm

Outlet pipe diameter of pump (Dd) 65mm

Inlet pipe diameter (Ds) 74mm

Impeller diameter (D2) 174mm
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μm = μlαl + μvαv , ð1Þ

where the subscript i, j indicates the coordinate direction,
u indicates the velocity, p indicates the pressure, ρl indi-
cates the liquid density, ρv indicates the vapor density,
αv indicates the vapor volume fraction, αl indicates the liq-
uid volume fraction, μl indicates the liquid laminar viscos-
ity, μv indicates the vapor laminar viscosity, μT indicates
the turbulent viscosity, m+ indicates the vapor condensa-
tion rate, and m− indicates the vapor evaporation rate.
ρm denotes vapor-liquid mixed-phase density, μm denotes
vapor-liquid mixed-phase laminar viscosity, t indicates
the time, xi, xj are the coordinates in the i and j direc-
tions, and δij indicates the shear stress.

3.2. Cavitation Model. The Zwart model [25, 26] is a cavita-
tion model based on the mass transport equation, which
describes the cavitation phase change process mainly by
establishing the transport relationship between the vapor
and liquid phases. Its evaporation rate m+ and condensation
rate m− are defined as follows:

m+ = Cdest
3αnuc 1 − αvð Þρv

RB

2
3
pv − p
ρl

� �1/2
, p < pv,

m− = −Cprod
3αvρv
RB

2
3
p − pv
ρl

� �1/2
, p > pv:

ð2Þ

In the formula, RB is the bubble radius, αnuc is the vol-
ume fraction of gas nuclei, pv is the saturated vapor pressure,
Cprod is the rates of steam condensation when the local static
pressure is greater than the saturation steam pressure, and
Cdest is the rate of steam evaporation when the local static
pressure is lower than the saturated vapor pressure. The

values of the coefficients in the model are [25] RB = 1 ×
10−6m, Cprod = 0:01, Cdest = 50, and αnuc = 1 × 10−4.

3.3. Turbulence Model. This simulation was based on the
RNG k − ε turbulence model. To more accurately simulate
the development of cavitation in the centrifugal pump, the
compressibility of the mixing of the vapor and liquid phases
was considered, and the mixed density was corrected by the
density corrected method (DCM). Turbulent viscosity is
defined as follows:

f DCM = ρv +
ρm − ρv
ρl − ρv

� �N

⋅ ρl − ρvð Þ,

μT‐DCM =
Cμk

2

ε
f DCM,

ð3Þ

where N is taken as 10 according to literature recommenda-
tions [27].

3.4. Numerical Setup and Grid Validation. Water tempera-
ture of experiment and simulation was maintained at about
23.5°C. Figure 3 shows the calculation domain and boundary
conditions. In order to avoid the inlet and outlet reflux of the
calculation domain, an inlet expansion pipe was set before
the impeller calculation domain, and an outlet expansion
pipe was set after the volute calculation domain. The walls
of the extension were all set as nonslip walls. The inlet was
set as a pressure inlet with a value of 1 atm. Moreover, the
outlet was set as a mass flow rate outlet with a value of
50m3/h. The wall surface roughness of the impeller and
volute was set to 0.03mm. Furthermore, the impeller was
set as a rotating domain with a speed of 2900 rpm, and the
other parts were set as the static domains.

The calculation model was divided into hexahedral
structure using ANSYS ICEM software. In order to reduce

Pressure sensor Electromagnetic
flow meter

Water tank

Electrical parameter tester Motor Test pump

Figure 2: Cavitation test rig.
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the interference of the grid quality on the simulated perfor-
mance of the centrifugal pump, the near-wall area of the
blade was meshed densely to better control the grid structure
of the boundary. The grid details are shown in Figure 4.
Considering the influence of the grid on the calculation,
the RNG k − ε turbulence model was used to analyze the grid
independence of the computational domain. Table 2 shows
the grid information of the computational domain. The
change of head is used as the criterion for judging the appli-
cability of the grid.

Head =
Pout − Pin

ρg
: ð4Þ

Figure 5 shows the head changes under different grid
conditions. It can be seen that as the number of grids
increases, the head tends to be stable. Considering the com-
puting duration and resources, final option 4 with a mesh

number of 2538949 was selected for calculation. Under this
scheme, the y+ value of the near-wall surface of the blade
is within 100, which meets the calculation requirements of
the RNG k − ε turbulence model, as shown in Figure 6.

4. Results and Discussion

4.1. Experimental Verification and Steady Analysis. Under
the conditions of rated flow and speed, the simulated head
is 36.39m and the experimental result is 35.71m. The rela-
tive error is 2%, indicating that the simulation has high
reliability.

Figure 7 shows the cavitation performance curve of the
test pump. At the rated flow rate, the inlet pressure of the
centrifugal pump was reduced by adjusting the vacuum tank.
With the pressure gradually reduced, a set of heads and net
positive suction heads were obtained, and the cavitation per-
formance curve can be obtained. The net positive suction
head calculation formula is

NPSHa =
ps
ρg

+
v2s
2g

−
pv
ρg

: ð5Þ

In engineering, it is generally believed that when the
head drops by 3%, the cavitation in the pump is in a critical
state, and the performance of the centrifugal pump drops
sharply at this state. It can be seen from Figure 7 that the

Volute grid Impeller grid

Detail

Figure 4: The detail of grid.

Table 2: The information of mesh.

Grid number

Mesh 1 1429074

Mesh 2 1683736

Mesh 3 2087120

Mesh 4 2538949

Mesh 5 3331173

Mesh 6 4114547
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Figure 5: The head under different mesh number.
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Figure 3: The calculation domain.
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experimental results show that the net positive suction head
is about 3m when the head drops by 3%, and the simulation
result is about 2.12m. The critical NPSHa obtained by sim-
ulation is slightly smaller than the experimental result. The
reason may be that the simulation calculation is in an ideal
working state with less interference. Figures 7(a)–7(d) show
the simulated cavitation distribution under different NPSHa.
In the initial stage, when NPSHa = 9:46m, there is no cavita-
tion in the centrifugal pump. As the inlet pressure decreases,
the NPSHa drops to 6.29m. A slender cavitation zone
attached to the suction surface appears on the inlet side of
the blade. When the pressure is further reduced, the covered
area of the cavity attached to the blade becomes larger,
which affects the stability of the flow in the pump to a cer-
tain extent, resulting in a drop in the head of the centrifugal
pump, as shown in Figure 7(c). At this state, the head is
about 99% of the noncavitation head. During the evolution
of cavitation, the cavity will gradually become larger and
thicker. When NPSHa = 2:125m, the centrifugal pump head
is 3% lower than the noncavitation, as can be seen in
Figure 7(d). At this state, the cavitation area fills the entire
flow channel and the blocking directly leads to a sharp drop
in pump performance.

4.2. Analysis of the Unsteady Cavitation Performance. An
unsteady simulation of the internal flow field when NPSHa
= 2:125m under the rated flow was performed. The total

duration of unsteady calculation was set to 0.4138 s (the time
required for 20 cycles of the impeller rotation), and the time
step was set to 0.00022989 s (the case calculated after each 1/
90 cycle of impeller rotation). One to ten times iteration was
chosen to make the calculation reach the convergence accu-
racy. The convergence accuracy was set to 0.0001 to ensure
the reliability of unsteady calculations. After the impeller
rotated 20°, a result file was saved.

Figure 8 shows the liquid phase streamlines and cavita-
tion volume fraction at span = 0:5 during one cycle of the
impeller rotation. The streamline near the pressure surface
of the blade is neat, but the streamline near the suction sur-
face has some vortexes, as shown in the red dashed area in
the figure. The evolution of the vortexes presents obvious
unsteady characteristics. A large recirculation zone appears
near the exit of the flow channel E. When the time pro-
gresses from 2/6T to 3/6T, the three vortexes in the flow
channel E merge one again and continue to grow over time,
while the center of the vortex moves to the outlet of the flow
channel. The existence of vortexes reflects the instability of
the flow. And the instability of flow is an important reason
that affects the performance of the centrifugal pump, espe-
cially the drop in head and efficiency. It can be seen from
the figure that there is an obvious boundary between the
vortex structure and the cavitation structure, and the vortex
zone appears behind the vapor phase region. Cavitation
occurs on the suction surface of the blade and develops
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Figure 7: Cavitation performance curve. (vapor volume fraction is used for showing the cavitation evolution; isosurface = 0:1)
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backward. It is attached to the blades and gradually becomes
longer and thicker. At the same time, the attached cavity will
roll away from the blade in the closed area of the cavitation
at the tail and begin to block the flow path due to the rota-
tion of the impeller. The existence of cavities changes the
flow filed, and a velocity vortex is formed behind the cavities.

Figure 9 shows the mean value distribution of each
parameter in the impeller shaft surface at a typical time t
= 3/6T. It can be seen from Figures 9(a) and 9(b) that water
enters from the impeller inlet and the pressure is low. With
the rotation of the blades, the pressure in the flow channel
shows an overall upward trend and exceeds 80,000 Pa at
the impeller outlet. The fluid velocity near the hub is rela-
tively low, maintaining between 0 and 7m/s. A certain
degree of backflow exists, resulting in lower pressure in this
area than in other areas of the impeller inlet, as shown in
region 2. There is irregular low-pressure region 1 near the
front cover, and cavitation will mainly occur in this area,
as shown in Figure 9(c). At the same time, it can be seen that
at a position closer to the outlet, a certain range of low-speed
area appears. Some vortexes appear in the middle and down-
stream of the impeller flow channel. Due to the unstable
flow, the average velocity in this area is low. It can be seen
from Figure 9(c) that the cavitation is irregularly distributed
and is basically consistent with the shape of the low-pressure
zone. The most severe area of cavitation is located near the
front cover, and the cavitation volume fraction gradually

decreases from the front cover to the rear cover. There is
only a small amount of cavitation at the root of the blade
near the rear cover.

Figure 9(d) shows the expanded view of the cavitation
volume fraction on the blade at this moment. It can be seen
from the figure that on the cross section of span = 0:2, cavi-
tation is mainly distributed on the suction surface of the
blade, in the form of attached cavitation. On the cross-
section of span=0.5, the attached cavities on the suction sur-
face become longer in the chord length direction of the blade
and shell at the closure of the attached cavities. A small area
of cavitation appears on the pressure side of the blade inlet.
On the cross-section of span = 0:8, the cavitation on the
pressure side of the blade is severe. And then, cavitation on
the pressure side and cavitation on the suction side gather
together, completely blocking the flow channel.

Figure 10 shows the volume fraction distribution of cav-
itation on different spans of a typical blade. Comparing
Figures 10(a) and 10(b), it can be seen that in the same span,
the cavitation coverage length of the suction surface is
greater than that of the pressure surface, indicating that cav-
itation mainly occurs on the suction surface of the blade. It
can be seen from Figure 10(a) that the cavitation volume
fraction on the span = 0:8 is greater than span=0.5 and 0.2
when streamwise length is between 0 and 0.4. The maximum
cavitation volume fraction is 0.94 at span = 0:8, the maxi-
mum cavitation volume fraction is 0.93 at span = 0:5, and
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Figure 8: The streamline of water superficial velocity and the vapor volume fraction on span = 0:5 turbo surface.
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the maximum cavitation volume fraction is 0.89 at span =
0:2. The three maximum values all appear near the inlet edge
of the blade. As the streamline length moves from the inlet
to the outlet, the cavitation volume fraction gradually
decreases and then increases again. The secondary peak of
the cavitation volume fraction at span = 0:8 is 0.81, and the
secondary peak at span = 0:5 is 0.76, and the secondary peak
at span = 0:2 is only 0.26. It can be seen from Figure 10(b)
that the cavitation volume fraction on the pressure surface
span = 0:8 is above zero with a streamwise length between
0 and 0.4, and on the span = 0:5, it is streamwise distributed
between 0 and 0.2; and the streamwise distribution is
between 0 and 0.07 at span = 0:2. These indicate that on
the pressure surface, cavitation is more likely to occur near
the front cover.

4.3. Cavitation Erosion Prediction on Centrifugal Pump
Blades. It is based on the simulation method of VOF
(Figure 11) to predict cavitation erosion. Cavitation erosion
is a microscopic and transient process, but it is also affected
by macroscopic flows. From the energy point of view, the
collapse of the cavitation bubble will produce a pressure
pulse. This pressure wave is one of the factors that cause cav-
itation damage, as shown in Figure 12. Pressure waves can
be generated by the collapse. Based on the hypothesis of
Qiu et al. [23, 28–32], the potential energy of the cavity
structure is defined as

Epot = Δp ×Vvap,

Δp = p − psatð Þ:
ð6Þ
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According to the definition of potential energy, the ero-
sive power function can be constructed. The cavitation vol-
ume is reduced when cavity collapses and the pressure

wave is released. The erosive power function ppot can be
defined as

ppot =
∂Epot

∂t
= Δp ×

∂Vvap

∂t
+Vvap ×

∂Δp
∂t

= p − psatð Þ ×Vcell ×
∂α
∂t

+Vcell × α ×
∂p
∂t

, if Ppot ≥ εpot,

ð7Þ

α =
Vvap

Vcell
=

ρ − ρl
ρv − ρl

: ð8Þ

Li et al. [22] used the method of pressure change rate,
and the cavitation intensity function Ipressure is defined as

Ipressure =
dp
dt

, if Ipressure ≥ εpressure: ð9Þ

Dular et al. [11] proposed a method for predicting cavi-
tation erosion based on the volume of the cavity. The cavita-
tion erosion function Ivapor is defined as

Ivapor =
dVv

dt
p − pvð Þ, if Ivapor ≥ εvapor: ð10Þ

In the formula, p is the pressure surrounding the vapor
(Pa); psat is the saturated steam pressure (Pa); Vvap is the
vapor volume (m3); Vcell is the volume of the grid (m3); α
is vapor volume fraction; and εpressure, εpot, and εvapor are
threshold.

Figure 13 shows the time evolution of erosion parame-
ters on a typical blade. It can be seen from the figure that
the values of surface-averaged dp/dt and surface-averaged d
a/dt present obvious periodic characteristics, and the time
of each cycle is about 0.0207 s, which is consistent with the
time of one revolution of the impeller. This phenomenon

0.0 0.2 0.4 0.6 0.8 1.0
0.0

0.2

0.4

0.6

0.8

1.0

Streamwise length (0-1)

V
ap

ou
r v

ol
um

e f
ra

ct
io

n
(o

n 
su

ct
io

n 
sid

e)

 Span=0.2
 Span=0.5
 Span=0.8

(a) Suction side

0.0

0.2

0.4

0.6

0.8

1.0

0.0 0.2 0.4 0.6 0.8 1.0

Streamwise length (0-1)

 Span = 0.2
 Span = 0.5
 Span = 0.8

V
ap

ou
r v

ol
um

e f
ra

ct
io

n 
(o

n 
pr

es
su

re
 si

de
)

(b) Pressure side

Figure 10: Distribution of cavitation volume fraction on a typical blade (t = 3/6 T).
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reflects the unsteady characteristics of the cavitation in the
pump. With the rotation of the impeller, the cavitation in
the pump changes continuously. Surface-averaged da/dt
fluctuates around f1ðxÞ = 0. When the value is greater than
0, the cavitation coverage area near the blade becomes larger.
Similarly, surface-averaged dp/dt fluctuates around f ðxÞ = 0.
When the value is less than 0, it indicates that at this
moment, the covered cavity has caused the average surface
pressure to decrease. The fluctuation of surface-averaged d
p/dt is small when the value of surface-averaged da/dt is
above 0, as shown in region 1 in the figure. When the sur-
face-averaged da/dt is less than 0, the cavitation coverage
area decreases, and the surface-averaged dp/dt appears max-
imum and minimum values in a single cycle. In order to bet-
ter predict the cavitation erosion situation in the pump, as
shown in Figure 14, two typical moments a = 0:493114 s
and b = 0:495413 s are selected for analysis. The selected typ-
ical blade is located at the H position at time a and h posi-
tion at time b.

Based on the simulation results, three methods are used
to predict the cavitation erosion distribution on a typical
blade, and the thresholds are set to 0. The result is shown
in Figure 15. It can be seen from the figure that the erodible
area predicted by Ipressure is in the middle and downstream of
the blade (shown in region 3 in the figure), and there is no
cavitation coverage in this area. At the same time, there is
a small erodible area at the entrance of the blade (shown
in region 1 in the figure). Compared with Figure 15(1), it

is found that there is also an erodible area near the cavitation
closing line of the pressure surface (shown in region 2 in the
figure). The erosion area predicted by the Ipressure method is
quite different: the erosion area in the centrifugal pump
obtained from the experiment mainly exists in the part cov-
ered by the cavitation. Therefore, this method is not suitable
for predicting the cavitation erosion area in the centrifugal
pump. Figure 15(3) shows the cavitation erosion results
obtained by using the Ivapor prediction method. From the fig-
ure, it can be seen that at time a and time b, the erodible area
predicted by this method is smaller than by the other two
methods. Compared with Figure 15(1), the erosion area is
mainly concentrated near the vapor-liquid boundary line,
which is more obvious near the boundary between the
covers and the blade (region 4 in the figure). There are some
point-like erodible areas near the cavitation closing line (as
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shown in region 5 in the figure). The trend of the erodible
area predicted by this method is basically consistent with
the results obtained by other scholars, but it cannot capture
the erosion in the cavitation coverage area. Figure 15(4)
shows the erosion area predicted by using the erosive power
method. It can be observed from the figure that the erosion
area develops from the blade inlet to the blade outlet, and
the area covered by cavitation shows erosion, which is con-

sistent with the trend of the experimental results of Wang
et al. [19, 21]. Compared with the other two methods, this
method has advantages in predicting the erodible area in
the centrifugal pump. The erosive power method can also
be used to quantitatively analyze the erosive power on differ-
ent blades. Figure 16 shows the statistical results of the max-
imum erosive power on the blade at different positions at
times a and b.
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It can be observed from Figure 16 that, when the blade
rotates from time a to time b, the erosive power of the blades
at positions H, I, and J becomes smaller, while the erosive
power at positions K, L, and M becomes larger. At time a,
the maximum value of erosive power on the blades appears
on the blade at position I, and its value is 1:46e − 04W.
The minimum value appears on the blade at position J,
and its value is 1:10e − 05W. At time b, after the blades have
rotated 40°, the maximum value of the blades appears at
position l, and the minimum value of 4:40e − 06W appears
on the blade at position j. At time b, the blade at position j
rotated by the blade at position J at time a. This shows that,
after being rotated to 40°, the minimum value still appears
on the same blade. Consider the dp/dt term in formula (7):

dp
dt

=
pt − pt−i

i
: ð11Þ

In the formula, i = 0:00022989 s represents the time
interval of one step of simulation calculation.

When the blade passes near the tongue, due to the sud-
den change of the flow channel, the pressure near this posi-
tion has suddenly increased. Therefore, it is predicted that
there is a higher value of erosive power near the position I
at time a. At the next moment, the flow path gradually
becomes larger, and there is no longer a sudden increase in
pressure. Therefore, the predicted erosive power is lower.

5. Conclusion

The unsteady cavitation in the centrifugal pump is studied
and analyzed by the method of combining experiment and
numerical simulation, and the results show that

(1) the calculated results of the DCM method with a
compressibility correction of the turbulence model
match with the experimental results well, especially
under rated conditions

(2) the existence of cavitation in the centrifugal pump
causes the blockage of the flow channel and the gen-
eration of vortexes, which leads to the decline of the
performance of the centrifugal pump

(3) when the head of the centrifugal pump drops by 3%,
cavitation is mainly concentrated on the blades near
the front cover

(4) the pressure derivative and volume fraction deriva-
tive on the typical blade show a periodic change.
The change period is 0.0207 s, which is consistent
with the rotation cycle of the impeller

(5) comparing the three cavitation erosion prediction
methods, it is found that the cavitation erosion pre-
diction method based on the rate of pressure change
is not suitable for centrifugal pumps, and the erosion
area predicted by the erosive power method is more
reasonable. At a = 0:493114 s, the maximum erosive
power appears on the blade near the separating ton-
gue, and its value is 1:46e − 04W

In a future work, it is necessary to set a cavitation erosion
experiment. The simulated and experimental results will be
compared, and the pulse energy by cavitation will be quanti-
fied. These would provide more theoretical support for engi-
neering application.
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The main methods of treating oily sludge at home and abroad and the current research status of oily sludge pyrolysis technology are
briefly described, and four commonly used catalysts are introduced: metals, metal compounds, molecular sieves, metal-supported
molecular sieves, and biomass catalysts for oily sludge. The influence of pyrolysis, the pyrolysis mechanism, and the product
composition of oily sludge with the addition of different catalysts are also discussed. Finally, the development direction of
preparing new catalysts and the mixed use of multiple catalysts is proposed as a theory to provide for the efficient and
reasonable utilization of oily sludge.

1. Introduction

1.1. Source and Ingredients of Oily Sludge. Crude oil is the
blood of industry and an important strategic resource in
the development of the national economy. The oil oily
sludge is inevitably produced during the storage, transporta-
tion, and refining development process of the entire petro-
leum industry. It is characterized by high oil content, fine
particles, high viscosity, and difficulty in dehydration and
transportation. The composition of oily sludge is extremely
complex, containing high concentrations of total petroleum
hydrocarbons, and heavy metals, such as copper, zinc, chro-
mium, mercury, chemical additives, and pathogenic micro-
organisms. According to research, the oil content of oily
sludge is between 10% and 50%, and the water content is
between 40% and 90%, accompanied by a certain amount
of solids.

The output of oily sludge is increasing year by year.
According to statistics, the total amount of oily sludge pro-
duced in the world every year reaches 60 million tons
[1–3], and with the deep development of most oil fields,

the output of oily sludge will continue to increase. According
to the source, oily sludge can be divided into oilfield oily
sludge (OOS), storage and transportation oily sludge
(STOS), refinery oily sludge (ROS), and accidental oily
sludge (AOS). Different oily sludges differ in properties.
Selecting the corresponding oily sludge treatment method
according to its nature is a task that must be completed at
present.

1.2. Treatment Method. At present, domestic and foreign
methods for treating oily sludge include thermochemical
cleaning technology, solvent extraction technology, and bio-
logical treatment technology.

1.2.1. Thermochemical Cleaning. Thermochemical cleaning
technology is a method of adding hot water and chemical
reagents to oily sludge to change the properties of the oil
phase and liquid phase to extract oil. Most of the thermo-
chemical cleaning technology treats oily sludge incom-
pletely, and it is difficult to meet the demand. Therefore,
its method will be combined with biological treatment
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technology, using thermochemical cleaning as pretreatment
to refine crude oil and biological treatment technology to
achieve harmless treatment of its products. Duan et al. [4]
evaluated the cleaning effect by using the interfacial tension
(IFT) method and found that when the mixture ratio of
Na2CO3, AEO-9, and rhamnolipid is 5 : 1 : 0.5, the IFT can
be reduced to 0.064 mN/m as low as possible. When the
concentration of the mixture is 2wt%, the cleaning agent
aqueous solution/oily sludge is 3 : 1, the cleaning time is 40
minutes, the cleaning temperature is 50°C, and the residues
on the cleaned solids are analyzed. The oil is mainly passed
through the layer adsorption, where its adsorbed on the
solid, and the residue is paraffin and polycyclic aromatic
hydrocarbons. Wang et al. [5] achieved the three-phase sep-
aration of oil, mud, and water through precipitation and
swirling and used gel permeation chromatography (GPC)
to characterize the migration of the oil phase. As the clean-
ing solvent/oil ratio increased from 1 : 2 to 5: 1, the molecu-
lar weight of the upper layer is reduced from 1044 to 846,
and the solvent is a necessary condition for separating the
oil phase. Jing et al. [6] used AEO-9, DBS, Na2SiO3-9H2O,
and other surfactant solutions to test the best solution for
washing oily sludge. Because Na2SiO3-9H2O is easy to dis-
perse, the residual oil rate is the lowest, only about 1.6%,
and the washing effect is the best. Compared with other
technologies, chemical cleaning technology has the advan-
tages of simple process, low cost, and high reliability, and
most of the solutions can be recycled, which can avoid sec-
ondary pollution.

1.2.2. Solvent Extraction Technology. The solvent extraction
process is widely used as an operating technology to remove
semivolatile and volatile organic compounds from oily
sludge. The oily sludge is mixed with the solvent in a certain
ratio, and the oil is extracted by the solvent and then recov-
ered by distillation. Commonly used solvents include methyl
ethyl ketone (MEK), reformed oil, liquefied petroleum gas
(LPGC), hexane, xylene, and other organic solvents, which
can be recycled. Due to the large consumption of solvents,
high costs, and possible new environmental pollution, in
recent years, researchers have devoted themselves to the
development of new solvents such as supercritical liquids
to replace traditional organic solvents. The extraction pro-
cess is faster than traditional organic solvents, but when
the processing volume is too large, the efficiency drops [7].
Lam et al. [8] summarized recent solvent extraction experi-
ments and found that solvent extraction has the disadvan-
tage of inconvenient recovery of waste oil.

Khan et al. [9] developed supercritical fluid solvents
instead of traditional chemical solvents. This technology
can remove metal impurities, break emulsions, and complete
petroleum extraction without the use of catalysts and hydro-
gen. The oil recovery rate can reach 78%; though, the quality
content is reduced by 98.5%. The RAG layer conversion of
supercritical fluids has created a new method in the field of
nontraditional crude oil refining. This process is suitable
for oil refineries to efficiently extract oil recovery fluid. Hu
et al. [10] used solvents to extract the petroleum in the oily
sludge and performed thermogravimetric analysis on the

oily sludge, the extracted crude oil, and the residual oily
sludge. The temperature range of the extracted crude oil
was 200-550°C. However, the characteristics of the initial
oily sludge still remain, indicating that the extraction is not
complete, and there is still value for further development.
Compared with other technologies, the solvent extraction
method has a higher oil recovery rate, thorough treatment
of oily sludge, lower extraction temperature, energy saving,
and mild operating conditions, and the extraction agent does
not need to be regenerated. It is a clean, economical, and
effective oily pollution.

In mud treatment technology, the extractant is volatile
and toxic, and the tightness of the equipment is strictly
required during operation, which leads to high processing
costs. At present, the extraction method is considered to be
an efficient method for treating oily sludge. To solve the
shortcomings of the above method, it is necessary to pretreat
the oily sludge and select a suitable extractant as the goal of
indepth requirements shortly.

1.2.3. Biological Treatment Technology. Biological treatment
is a process that uses microorganisms to decompose the
hydrocarbons in the oily sludge into carbon dioxide and
water to achieve harmlessness [11]. Most of the petroleum
products in oil oily sludge can be decomposed by microor-
ganisms, and the decomposition rate is mainly affected by
the composition of hydrocarbons. There are three types of
biological treatment: land cultivation, composting, and bio-
reactor method. Zare et al. [12] concluded that most of the
petroleum substances in the oily sludge can be decomposed
by microorganisms, and the decomposition speed varies
with the types of hydrocarbons. Alkanes are the most easily
decomposable hydrocarbons; in contrast to asphaltenes,
microorganisms can directly decompose without additional
conditions, but the natural decomposition by microorgan-
isms is very slow. Ji et al. [13] optimized the activity and sta-
bility of the formate dehydrogenase gene Cbfdh by using
Box-Behnken, and the Cbfdh activity reached 12.2. Using
Cbfdh to degrade 10% (w/w) oily sludge for 12 hours; the
degradation rate could reach 35.6%. CbFDH makes full use
of lactose in Escherichia coli BL21 to accelerate crude oil
degradation, and its Cbfdh efficiency and cost are better than
current microbial strains. Compared with other methods,
the biological treatment method is not expensive, has low
safety pollution, and has strong transferability.

1.2.4. Heat Treatment Technology. Traditional oily sludge
treatment methods are mainly landfilling, composting, and
incineration. The landfill method is to fill, cover, and com-
pact the oily sludge into a prepared pit, make it undergo bio-
logical, physical, and chemical changes, decompose organic
matter, and achieve the purpose of reduction and harmless-
ness. Landfilling has low cost and easy operation and is
generally regarded as a general solution for oily sludge treat-
ment. Compost can decompose organic materials into
organic fertilizer for agriculture. Hu et al. [14] summarized
the disadvantages of the composting method, which covers
a large area and is easily affected by natural conditions such
as rainfall and temperature. Incineration is considered to be
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the most effective method to reduce the volume of oily
sludge, which can significantly reduce the amount of waste.
Gong et al. [15] burned oily sludge in a tube furnace and
used the software FactSage to calculate the thermodynamic
balance of the process. As the incineration temperature
increased from 800°C to 1000°C, Cr, Pb, Cu, Zn, Ni, etc,
the release rate of heavy metals gradually increased. When
the temperature exceeded 1000°C and the excess air ratio
increased from 1.0 to 1.4, the release rates of Cr, Pb, Cu,
Zn, and Ni decreased first and then stabilized. Guo et al.
[16] found that incineration decomposes the oil and other
organic pollutants in oily sludge into small molecules, such
as H2O and CO2. Zhou [17] concluded through experi-
ments that the incineration temperature should be con-
trolled above 850°C to avoid the production of dioxins.
Although heat treatment has certain advantages, there are
certain problems in terms of oily sludge treatment effect,
cost, applicability, and secondary pollution.

Traditional oily sludge treatment methods include land-
fill, composting, and incineration, which occupy a large area,
are costly, and are likely to cause secondary pollution. Some
emerging treatment methods, such as solvent extraction
technology and biological treatment technology, will not
cause secondary pollution, but there are disadvantages such
as high cost and long cycle. Pyrolysis is therefore gradually
being valued and widely used due to its fast processing, good
effect, and availability of residues.

2. Research Progress of Catalytic Pyrolysis of
Oily Sludge

2.1. Pyrolysis and Catalytic Pyrolysis. Pyrolysis technology
means that the oily sludge is heated to a certain temperature
under anaerobic conditions to separate the hydrocarbons
and recover them through phase separation. The recovered
gas phase is methane, carbon dioxide, etc., the liquid phase
is mainly fuel and water at room temperature, and the solid
phase is inorganic minerals and carbon residue. In this pro-
cess, organic components are transformed into pyrolysis oil,
gas products, and carbonaceous residues. After pyrolysis, the
oily sludge is gradually mineralized, as shown in Figures 1–3
[18]. The thermal conversion process of oily sludge is
divided into two stages: first, the evaporation stage when
the temperature is lower than 350°C, low-boiling light
hydrocarbons volatilize from the oily sludge. The second
stage is the parallel-sequential reaction stage, and when the
temperature exceeds 350°C, heavy oil will start to crack.
Hydrocarbons will generate free radicals due to thermal acti-
vation at around 400°C, and a series of free radical reactions
will occur. On the one hand, it will proceed towards the
cracking of small-molecule hydrocarbons while it proceed
towards the condensation direction of coking and finally
produce oil, water, noncondensable gas, and coke [19]. In
comparison, the pyrolysis method has the advantages of fas-
ter processing speed, more thorough oily sludge treatment,
and recyclable oil and gas and residues. However, it also
has large investments, high energy consumption, high
equipment requirements, and more complicated operations.

Improper disposal is prone to defects such as secondary pol-
lution and potential safety hazards.

In response to the problems of pyrolysis of oily sludge,
researchers have focused on further improving the yield
and quality of pyrolysis products by adjusting the process
conditions of the pyrolysis process. Gong et al. [20] studied
the pyrolysis temperature of oil oily sludge in a tube furnace
and the influence of different atmospheres (N2/CO2) on the
pyrolysis behavior of oily sludge. CO2 can promote the
pyrolysis of OS and reduce the coke yield. As the pyrolysis
temperature increases, the light fraction (gasoline, diesel)
in the oil decreases, the heavy fraction also increases, while
the content of CH4, C2H4, C4-6, and C6+ increases, and the
content of C2H6, C3H8, and C3H6 decreases. Lin et al. [21]
studied the copyrolysis of oily sludge and rice husk at a
weight ratio of 2 : 1, the increase in the content of SARA
(saturates, aromatics, resins, asphaltenes) saturates and aro-
matics, and the reduction of heavy fractions and improve the
quality of oil solution. The concentration of chain hydrocar-
bons increased, and the content of oxygenated compounds
decreased by 46-93%. As the synergistic reaction promotes
the secondary reaction, pyrolysis tends to produce more
H2, CO, and C1-C2 hydrocarbons.

Regarding the adjustment of pyrolysis process condi-
tions to promote pyrolysis of oily sludge, such as catalytic
pyrolysis, it has shown great development potential and
research prospects due to its high treatment efficiency and
low pollution. Adding a catalyst in the pyrolysis process
can have a positive effect on the pyrolysis products of oily
sludge, that is, the oil and gas yields increase, and the oil
quality is improved, while the residue reduces [22, 23]. It
can also change the pyrolysis reaction conditions to make
the time required for pyrolysis shorter, and the temperature
is lowered. For the same oily sludge, different catalysts are
pyrolyzed and catalyzed, and the products after pyrolysis
have different degrees of influence. Therefore, it is very
important to determine the results of the experiment and
choose the appropriate catalyst.

2.2. Research Progress of Catalysts for the Catalytic Pyrolysis
of Oily Sludge. Common catalysts for pyrolysis of oily sludge
include: metals, metal compounds, molecular sieves, and
biomass.

2.2.1. Metal. Metal element catalysts are mainly transitioned
metal elements, including Ni, Fe, Cu, and Al, and are gener-
ally loaded on a carrier to improve the pyrolysis efficiency of
oily sludge [24, 25]. Metal catalysts can increase the genera-
tion of pyrolysis gas [26].

Li et al. [27] mixed oily sludge and steel slag for reaction,
which can recover oil and gas and is accompanied by iron
generation. As the two react together, the steel slag
undergoes a reduction reaction at high temperatures to pro-
duce iron. The reduced iron acts as a catalyst for the pyrol-
ysis of oily sludge. Compared with the pyrolysis of oily
sludge alone, the production of CO2 and H2 is significantly
increased. Lin et al. [28] proposed an innovative method to
prepare Fe-char from oil oily sludge and apply it to the cat-
alytic cracking of heavy oil in oily sludge. The conversion
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efficiency of char900 formed at 900°C is higher than that of
char600 formed at 600°C. By using char900, the H2 and
CO yields are significantly improved. The oil conversion rate
of using char900 at 800°C can reach 95.8%, Fe°. It plays an
important role in promoting hydrocarbon reforming and
water gas shift (WGS) reactions. Song et al. [29] innovated
a method of combining oil oily sludge and steel slag to
improve the quality of the oil. Thermogravimetric analysis
(TG) was used to characterize the characteristics of pyrolysis
oil, and the effect of steel slag on the product H2 during the
pyrolysis of oily sludge was analyzed. The addition of steel
slag increases the weight loss rate of oil sludge and promotes
the production of H2 and CH4. When 15% steel slag is
added, the H2 yield increases from 26.43% to 30.41%, and
the CH4 yield increases from 34.65% to 43.38%. The pyroly-
sis of oily sludge is 3 times. At the same time, it is feasible to
use a magnetic separator to separate steel slag and oily
sludge after the experiment, and this scheme has a certain
potential. Metals play a positive role in the pyrolysis of oily
sludge, but due to high cost, it is therefore necessary to
choose this type of catalyst based on actual conditions.

2.2.2. Metal Compounds. The metal compound is a catalyst
mainly composed of light metals, such as compounds of
Al, Na, Ca, K, etc. Metal oxides have excellent redox charac-
teristics and high catalytic activity [26, 30]. Compared with
ordinary zeolite molecular sieve catalysts, metal oxide cata-
lysts are easy to obtain; so, metal oxide catalysts have a
high-cost performance.

Kwon et al. [22] found that adding CaCO3 to the oily
sludge cannot only increase the CO generation rate but also

reduce the yield of polycyclic aromatic hydrocarbons from
36.6% to 29.6%. The CO2 generated by the heating of
CaCO3 enhances the thermal cracking of volatile organic
carbon during the pyrolysis of OS and provides a source of
C and O, thereby increasing the yield of CO. The addition
of CaCO3 can improve the efficiency of converting solids
into gases, thereby reducing the production of harmful
substances. Lin et al. [31] explored the effect of KOH on
the pyrolysis of different oily sludges and used gel
permeation chromatography (GPC), rheometer, and gas
chromatography-mass spectrometry (GC-MS) to character-
ize pyrolysis oil products. When added, oil yield and oil vis-
cosity are reduced, and gas and solid products and calorific
value are increased. KOH can promote the formation of
compounds in pyrolysis oil and inhibit the formation of
asphalt. KOH promotes the improvement of oil quality with
low molecular weight, low viscosity, and high calorific value.
Huang et al. [32] studied the effect of adding Fe2O3 on the
composition and content of solid-liquid gas produced by
oily sludge pyrolysis. Its Fe2O3 increased the gas produced
from 8.69wt% to 11.62wt%, and the oil increased from
32.54wt% to 38.74wt%. The generated char is reduced from
58.77wt% to 49.64wt%. This catalyst accelerates the forma-
tion of gas, oil, and char, but does not affect the components
in the oil. Sun et al. [33] proposed a pyrolysis scheme of fully
mixed biomass-coated alumina and pyrolyzed oily sludge
and studied the effect of temperature and alumina on pyrol-
ysis. The yield and component distribution of noncondens-
able gas products are more significantly affected by
temperature. When the mass ratio of alumina to oily sludge
at 500°C is 1 : 35, the maximum liquid production is

Figure 1: Changes in the apparent morphology of raw oily sludge and oily sludge after pyrolysis at 450°C, 750°C, and 950°C for 0 weeks [18].

Figure 2: Changes in the apparent morphology of the original oily sludge and oily sludge after pyrolysis at 450, 750, and 950°C for 2
weeks [18].

Figure 3: Changes in the apparent morphology of raw oily sludge and oily sludge after pyrolysis at 450°C, 750°C, and 950°C for 4 weeks [18].
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48.44wt.%. As the temperature increases, the liquid product
undergoes secondary cracking, and CO2 and H2 increase. In
summary, compared with metal catalysts, metal compound
catalysts cannot only increase the yield of pyrolysis gas but
also increase the yield of hydrocarbons and their pyrolysis
oil compounds. Such catalysts are easy to obtain, and differ-
ent metal compounds have different effects on the pyrolysis
of oily sludge, which need to be selected according to specific
needs.

2.2.3. Molecular Sieves and Metal-Supported Molecular Sieve
Catalysts. Molecular sieves are a kind of aluminosilicate
crystals with regular microporous structure [34], and they
are widely used in X type, Y type, ZSM-5 type, MCM-41
type, and so on [26, 35].

Molecular sieves are widely used in heterogeneous catal-
ysis and as catalyst carriers due to their advantages in pores
and large specific surface area. However, many molecular
sieves are relatively weak in acidity with low surface density,
resulting in low catalytic activity. Therefore, the application
of mesoporous molecular sieves to catalytic reactions is not
ideal. To improve its acidity and catalytic performance,
domestic and foreign researchers have used metals or metals.
Oxides and other compounds with catalytic effects are intro-
duced into the molecular sieve, which not only takes advan-
tage of the pore advantage of the molecular sieve but also
takes advantage of the special properties such as the high
activity of the oxide. Jia et al. [36] prepared Fe/Al pillared
bentonites with different Fe/Al mass ratios as oily sludge
pyrolysis catalysts and used X-ray diffraction (XRD), N2
adsorption, and NH3-TPD to characterize their pyrolysis
products. As the ratio of Fe/Al increases, the oil yield first
increases and then decreases. When Fe/Al is 2.0wt%, the
oil yield reaches the maximum with a value of 52.46%. This
catalyst can not only increase the oil yield but also increase
the formation of CH4. Yu et al. [37] used the impregnation
method to synthesize molecular sieve Al-MCM-41 and stud-
ied the influence of the catalyst concentration on the pyrol-
ysis of oil oily sludge. As the catalyst concentration increases
from 0.5% to 1%, the pyrolysis oil recovery rate increases

significantly, reaching the maximum value of 83.48%. After
that, the recovered oil did not change much with the
increase in catalyst concentration. Lin et al. [38] used
HZSM-5 and Zn/HZSM-5 to catalytically pyrolyze oily
sludge in a two-stage tubular fixed-bed reactor to recover
aromatic hydrocarbons. Through XRD, Fourier transform
infrared (FTIR), N2 adsorption, and NH3-TPD characterize
the physical and chemical properties of HZSM-5 zeolite
before and after Zn loading. Gas chromatography-mass
spectrometry was used to analyze the effects of different
residence times and modified HZSM-5 on pyrolysis prod-
ucts. As the residence time increased from 1 second to
7.6 seconds, the total aromatics yield also increased from
48.7% to 92.2%. When the residence time is 1.9 seconds,
the catalytic effect of Zn/HZSM-5 on the pyrolysis of oily
sludge was studied. The incorporation of 3% Zn increased
the total aromatic products from 58.7% to 81.0%, and the
H2 and CO2 yields were significantly improved. In sum-
mary, compared to other catalysts, the catalytic effect of
supported catalysts is more significant. Compared with
ordinary molecular sieves, the catalytic effect of molecular
sieves loaded with other catalysts is doubled, and the addi-
tion of metals or metal oxides further enhances the cata-
lytic effect of molecular sieves. However, the disadvantage
is that the price is high, there is a problem of coking dur-
ing the reaction, and the temperature of the catalytic pyrol-
ysis reaction is lowered but still above 400°C. How to
further improve the low-temperature catalytic efficiency of
molecular sieve catalysts can be regarded as the next
research goal, and appropriate reaction processes should
be selected to prolong the service life of the catalyst, or
regeneration treatment should be carried out to improve
its use efficiency.

2.2.4. Biomass. The essence of copyrolysis of oily sludge and
biomass is to catalyze and strengthen the pyrolysis of oily
sludge, enhance the rate of oil and gas recovery, and
improve the oil and gas quality. Common biomass catalysts
include rice husks, walnut husks, wood chips, and apricot
husks [39].

Table 1: The advantages and disadvantages of different types of catalysts and suggestions [26].

Catalyst type Advantage Shortcoming Suggest

Metal Good effect Expensive, causing secondary pollution
Use according to actual

conditions, and use metal waste
when appropriate

Metal compound Variety and easy access
Different metal oxides have different

effects on the pyrolysis of oily sludge; so, it
is necessary to find a suitable metal oxide

Exploring the metal
compounds required by the
corresponding oily sludge

Molecular sieve

Not only can be used as a catalyst, but
also other catalysts can be supported,
so that the catalytic effect is better, and
the reaction system is not required.

High price, prone to coking, high
pyrolysis temperature

Explore suitable process
conditions and carry out

catalyst regeneration treatment
to extend catalyst life

Biomass

It is not easy to cause secondary
pollution, the price is cheap, and the two
sides have a coordinated reaction, which

promotes a more comprehensive
pyrolysis

It is necessary to find suitable biomass for
synergistic reaction. Some biomass not
only does not promote the reaction but

also inhibits the reaction from proceeding.

Explore the biomass that is
conducive to the pyrolysis of

different oily sludges
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Zhao et al. [40] studied the effects of rice husks, walnut
husks, wood chips, and apricot husks on the pyrolysis of oily
sludge. As the biomass increases, its dehydration efficiency
increases, and the oil recovery rate also increases. The main
reason is that biomass can eliminate uneven heat transfer
and provide the heat required for pyrolysis. After comparing
the pyrolysis products, it is found that the oil recovery rate is
sawdust>rice husk>apricot husk>walnut husk. Lin et al. [21]
studied the copyrolysis of oily sludge and rice husk and per-
formed SARA and gas chromatography/mass spectrometry
tests on the results. SARA concluded that the interaction
between the two increases the content of saturated hydrocar-
bons and aromatics, resulting in a reduction in heavy
fractions and an increase in oil quality. Through the gas
chromatography/mass spectrometry analysis of the experi-
ment, it is found that the interaction increases the
concentration of chain hydrocarbons, CO and C1-C2 hydro-
carbons, and H2 (from 22.2% to 55.6%), but reduces H2S. It
is mainly attributed to the ash content of biomass and the
catalysis of alkali metals. Jin et al. [41, 42] mixed pyrolysis
of bamboo sawdust and oily sludge at 400-600°C. Copyroly-
sis reduced carbon production. In addition, the two copyro-
lysis promoted the conversion of toxic metals into a more
stable state at 600°C. After copyrolysis, Cu and Zn in the sta-
ble state of the residue are 3.2 times the pyrolysis of the oily
sludge alone. Compared with other catalysts, this catalyst is
mostly domestic wastes; so, it is cheap, and conducive for
the formation of pyrolysis gas, and can transform potentially
toxic metals into a more stable state. Therefore, it is suitable
for treating metal-polluted oilfields: a safe and feasible way.

3. Comparison of Different Types of Catalysts

The advantages and disadvantages of different types of cata-
lysts and suggestions are shown in Table 1. The adaptability,
advantages, and disadvantages of different types of catalysts
are different, and suitable catalysts should be selected
according to the treatment object, target product, and cost
requirements.

4. Prospects for Catalytic Pyrolysis
Technology of Oily Sludge

The composition of oily sludge is very complex. If it is not
treated in time, it will not only cause different levels of envi-
ronmental pollution but also bring huge economic losses.
Therefore, it is urgent to find a harmless treatment method
for oily sludge. Suggestions are given below:

(1) The main catalysts for oily sludge pyrolysis include
metals and their compounds, molecular sieves, and
biomass. Various catalysts have different effects due
to their different objectives. For the selection of cat-
alysts for experiments, suitable catalysts should be
selected according to experimental requirements,
results, and process conditions

(2) Focus on studying the mechanism of catalysts,
develop environmentally friendly and efficient cata-

lysts, and use lower cost and energy consumption
to obtain higher quality target products

(3) Indepth study of waste recovery and utilization to
prepare catalysts to realize energy recycling. Carry
out research on the copyrolysis of oily sludge with
other biomass and waste, and the two sides have a
synergistic effect to promote the reaction and
increase the target yield

(4) According to the nature of oily sludge emission stan-
dards and the comprehensive requirements of envi-
ronmental protection and economy, there is a need
to explore the combined use of multiple catalysts to
achieve good catalytic effects

Data Availability

The authors confirm that the data supporting the findings of
this study are available within the article.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Authors’ Contributions

Xiaojing Di contributed to the experiment, methodology,
and writing-original draft preparation. Haodan Pan contrib-
uted to the writing-reviewing, investigation, and data
curation. Donghao Li contributed to the experiment and
methodology. Hongxiang Hu contributed to the supervision
and validation. Zhiyong Hu contributed to the reviewing,
validation, and suggestion. Yulin Yan contributed to the
methodology, reviewing, and suggestion.

References

[1] S. Cheng, Y. Wang, N. Gao, F. Takahashi, A. Li, and
K. Yoshikawa, “Pyrolysis of oil sludge with oil sludge ash addi-
tive employing a stirred tank reactor,” Journal of Analytical
and Applied Pyrolysis, vol. 120, pp. 511–520, 2016.

[2] M. Hassanzadeh, L. Tayebi, and H. Dezfouli, “Investigation of
factors affecting on viscosity reduction of sludge from Iranian
crude oil storage tanks,” Petroleum Science, vol. 15, no. 3,
pp. 634–643, 2018.

[3] M. Lashkarbolooki and S. Ayatollahi, “Effects of asphaltene,
resin and crude oil type on the interfacial tension of crude
oil/brine solution,” Fuel, vol. 223, pp. 261–267, 2018.

[4] M. Duan, X. Wang, S. Fang, B. Zhao, C. Li, and Y. Xiong,
“Treatment of Daqing oily sludge by thermochemical cleaning
method,” Colloids and Surfaces A-Physicochemical and Engi-
neering Aspects, vol. 554, pp. 272–278, 2018.

[5] J. Wang, X. Han, Q. Huang, Z. Ma, Y. Chi, and J. Yan, “Char-
acterization and migration of oil and solids in oily sludge dur-
ing centrifugation,” Environmental Technology, vol. 39, no. 10,
pp. 1350–1358, 2018.

[6] G. Jing, T. Chen, andM. Luan, “Studying oily sludge treatment
by thermo chemistry,” Arabian Journal of Chemistry, vol. 9,
pp. S457–S460, 2016.

6 Scanning



[7] M. M. I. Al-Doury, “Treatment of oily sludge using solvent
extraction,” Petroleum Science and Technology, vol. 37, no. 2,
pp. 190–196, 2019.

[8] S. S. Lam, R. K. Liew, A. Jusoh, C. T. Chong, F. N. Ani, and
H. A. Chase, “Progress in waste oil to sustainable energy, with
emphasis on pyrolysis techniques,” Renewable & Sustainable
Energy Reviews, vol. 53, pp. 741–753, 2016.

[9] M. K. Khan, B. Sarkar, H. Zeb, M. Yi, and J. Kim, “Simulta-
neous breaking and conversion of petroleum emulsions into
synthetic crude oil with low impurities,” Fuel, vol. 199,
pp. 135–144, 2017.

[10] J. Hu, J. Gan, J. Li et al., “Extraction of crude oil from petro-
chemical sludge: characterization of products using thermo-
gravimetric analysis,” Fuel, vol. 188, pp. 166–172, 2017.

[11] Z. Wang, Z. Zhao, Z. Wang, X. Li, and Z. Chu, “Application
and development of pyrolysis technology in petroleum oily
sludge treatment,” Environmental Engineering Research,
vol. 26, no. 1, pp. 82–90, 2021.

[12] N. Zare, B. Bonakdarpour, M. A. Amoozegar et al., “Using
enriched water and soil-based indigenous halophilic consortia
of an oilfield for the biological removal of organic pollutants in
hypersaline produced water generated in the same oilfield,”
Process Safety and Environmental Protection, vol. 127, no. B,
pp. 151–161, 2019.

[13] L. Ji, X. Fu, M. Wang et al., “Enzyme cocktail containing
NADH regeneration system for efficient bioremediation of
oil sludge contamination,” Chemosphere, vol. 233, pp. 132–
139, 2019.

[14] G. Hu, J. Li, and G. Zeng, “Recent development in the treat-
ment of oily sludge from petroleum industry: a review,” Jour-
nal of Hazardous Materials, vol. 261, pp. 470–490, 2013.

[15] Z. Gong, Z. Wang, and Z. Wang, “Study on migration charac-
teristics of heavy metals during oil sludge incineration,” Petro-
leum Science and Technology, vol. 36, no. 6, pp. 469–474,
2018.

[16] P. Guo, Z. Liu, Y. Li, J. Wu, and C. Hu, “Analysis on oily sludge
treatment technology,” DONGFANG ELECTRIC, vol. 33,
no. 131, pp. 6–9, 2019.

[17] F. Zhou, “Research and practice of dioxin control in domestic
waste incineration power plant,” Environmental Sanitation
Engineering, vol. 27, no. 6, pp. 93–96, 2019.

[18] H. Peng, Y. Wu, T. Guan et al., “Sludge aging stabilizes heavy
metals subjected to pyrolysis,” Ecotoxicology and Environmen-
tal Safety, vol. 189, pp. 109984–109989, 2020.

[19] W. Song, J. E. Vidonish, R. Kamath et al., “Pilot-scale pyrolytic
remediation of crude-oil-contaminated soil in a continuously-
fed reactor: treatment intensity trade-offs,” Environmental Sci-
ence & Technology, vol. 53, no. 4, pp. 2045–2053, 2019.

[20] Z. Gong, A. Du, Z. Wang, P. Fang, and X. Li, “Experimental
study on pyrolysis characteristics of oil sludge with a tube fur-
nace reactor,” Energy & Fuels, vol. 31, no. 8, pp. 8102–8108,
2017.

[21] B. Lin, Q. Huang, and Y. Chi, “Co-pyrolysis of oily sludge and
rice husk for improving pyrolysis oil quality,” Fuel Processing
Technology, vol. 177, pp. 275–282, 2018.

[22] E. E. Kwon, T. Lee, Y. S. Ok, D. C. W. Tsang, C. Park, and
J. Lee, “Effects of calcium carbonate on pyrolysis of sewage
sludge,” Energy, vol. 153, pp. 726–731, 2018.

[23] X. Liu, H. Pan, C. Guo, X. di, and H. Hu, “Effect of double tran-
sition metal salt catalyst on Fushun oil shale pyrolysis,” Scan-
ning, vol. 2020, 14 pages, 2020.

[24] K. Zheng, H. Hu, F. Chen, and Y. Zheng, “Failure analysis of
the blackwater regulating valve in the coal chemical industry,”
Engineering Failure Analysis, vol. 125, p. 105442, 2021.

[25] L. Pang, Z. B. Wang, M. H. Lu, Y. Lu, X. Liu, and Y. G. Zheng,
“Inhibition performance of benzimidazole derivatives with dif-
ferent heteroatoms on the under-deposit corrosion of carbon
steel in CO2-saturated solution,” Corrosion Science, vol. 192,
pp. 109841–109863, 2021.

[26] Y. Yang, C. Xu, K. Tong, D. Ma, X. Zhao, and Y. Xu, “Research
progress of sludge pyrolysis catalyst,” Chemical Environmental
Protection, vol. 40, no. 6, pp. 580–585, 2020.

[27] P. Li, X. Zhang, J. Wang et al., “Process characteristics of cata-
lytic thermochemical conversion of oily sludge with addition
of steel slag towards energy and iron recovery,” Journal of
Environmental Chemical Engineering, vol. 8, no. 4,
pp. 103911–103911, 2020.

[28] B. Lin, Q. Huang, Y. Yang, and Y. Chi, “Preparation of Fe-char
catalyst from tank cleaning oily sludge for the catalytic crack-
ing of oily sludge,” Journal of Analytical and Applied Pyrolysis,
vol. 139, pp. 308–318, 2019.

[29] Q. Song, H. Zhao, J. Jia et al., “Characterization of the products
obtained by pyrolysis of oil sludge with steel slag in a continu-
ous pyrolysis-magnetic separation reactor,” Fuel, vol. 255,
pp. 1–12, 2019.

[30] Y. Qiao, S. Sheng, L. Zhang et al., “Friction and wear behaviors
of a high nitrogen austenitic stainless steel Fe-19Cr-15Mn-
0.66N,” Journal of Mining and Metallurgy Section B-Metal-
lurgy, vol. 57, no. 2, pp. 285–293, 2021.

[31] B. Lin, J. Wang, Q. Huang, and Y. Chi, “Effects of potassium
hydroxide on the catalytic pyrolysis of oily sludge for high-
quality oil product,” Fuel, vol. 200, pp. 124–133, 2017.

[32] Z. Huang, L. Qin, Z. Xu, W. Chen, F. Xing, and J. Han, “The
effects of Fe2O3 catalyst on the conversion of organic matter
and bio-fuel production during pyrolysis of sewage sludge,”
Journal of the Energy Institute, vol. 92, no. 4, pp. 835–842,
2019.

[33] Y. Sun, B. Jin, W. Wu et al., “Effects of temperature and com-
posite alumina on pyrolysis of sewage sludge,” Journal of Envi-
ronmental Sciences, vol. 30, pp. 1–8, 2015.

[34] H. Wang, H. Jia, L. Wang, and H. Chen, “The catalytic effect of
modified bentonite on the pyrolysis of oily sludge,” Petroleum
Science and Technology, vol. 33, no. 13-14, pp. 1388–1394,
2015.

[35] Z. X. Chen, H. X. Hu, Y. G. Zheng, and X. M. Guo, “Effect of
groove microstructure on slurry erosion in the liquid-solid
two- phase flow,” Wear, vol. 466-467, p. 203561, 2021.

[36] H. Jia, S. Zhao, X. Zhou, C. Qu, D. Fan, and C. Wang, “Low-
temperature pyrolysis of oily sludge: roles of Fe/Al-pillared
bentonites,” Archives of Environmental Protection, vol. 43,
no. 3, pp. 82–90, 2017.

[37] T. Yu, H. Hu, F. Wang, C. QU, J. LI, and B. YANG, “Effects of
molecular sieves on the catalytic pyrolysis of oily sludge,” Uni-
versity Politehnica of Bucharest Scientific Bulletin Series B-
Chemistry and Materials Science, vol. 82, no. 4, pp. 133–146,
2020.

[38] B. Lin, J. Wang, Q. Huang, M. Ali, and Y. Chi, “Aromatic
recovery from distillate oil of oily sludge through catalytic
pyrolysis over Zn modified HZSM-5 zeolites,” Journal of Ana-
lytical and Applied Pyrolysis, vol. 128, pp. 291–303, 2017.

[39] L. M. Zhang, Z. X. Li, J. X. Hu et al., “Understanding the roles
of deformation-induced martensite of 304 stainless steel in

7Scanning



different stages of cavitation erosion,” Tribology International,
vol. 155, p. 106752, 2021.

[40] S. Zhao, X. Zhou, C. Wang, and H. Jia, “Dewatering and low-
temperature pyrolysis of oily sludge in the presence of various
agricultural biomasses,” Environmental Technology, vol. 39,
no. 21, pp. 2715–2723, 2018.

[41] J. Jin, M. Wang, Y. Cao et al., “Cumulative effects of bamboo
sawdust addition on pyrolysis of sewage sludge: biochar prop-
erties and environmental risk from metals,” Bioresource Tech-
nology, vol. 228, pp. 218–226, 2017.

[42] Y. Qiao, X. Wang, L. Yang et al., “Effect of aging treatment on
microstructure and corrosion behavior of a Fe-18Cr-15Mn-
0.66N stainless steel,” Journal of Materials Science & Technol-
ogy, vol. 107, pp. 197–206, 2022.

8 Scanning



Review Article
Progress in Catalytic Pyrolysis of Oil Shale

Donghao Li ,1 Haodan Pan ,1 Xiaojing Di ,1 Xiaoyang Liu ,2 and Hongxiang Hu 3

1College of Petroleum Engineering, Liaoning Petrochemical University, Fushun 113301, China
2Thermal Power Plant of PetroChina Fushun Petrochemical Company, Funshun 113301, China
3CAS Key Laboratory of Nuclear Materials and Safety Assessment, Institute of Metal Research, Chinese Academy of Sciences,
Shenyang 110016, China

Correspondence should be addressed to Haodan Pan; panhaodan@126.com and Hongxiang Hu; hxhu@imr.ac.cn

Received 30 August 2021; Accepted 21 September 2021; Published 7 October 2021

Academic Editor: Jian Chen

Copyright © 2021 Donghao Li et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

This paper briefly describes the research status of oil shale pyrolysis technology and the main factors affecting oil shale pyrolysis,
with emphasis on four kinds of commonly used catalysts: The effects of natural minerals, metal compounds, molecular sixes,
and supported catalysts on the pyrolysis of oil shale were discussed. The changes of the pyrolysis mechanism and product
composition of oil shale with the addition of different catalysts were discussed. Finally, the development direction of preparation
of new catalysts was discussed, in order to provide a prospect for the development and utilization of unconventional and
strategic alternative energy resources around the world.

1. Introduction

With the continuous decline of petroleum supply and the
increase of petroleum product cost, how to solve the
energy problem has become a big problem of urgency.
Shale oil, the pyrolysis product of oil shale, is considered
as a substitute for crude oil, and the utilization of this
resource can alleviate the shortage of crude oil supply.
Oil shale is an unconventional oil and gas resource, which
is a nonrenewable energy source like oil, natural gas, and
coal. It is rich in reserves and has great potential for
industrial application [1]. The world is rich in oil shale
reserves, up to 689 billion tons of shale oil. The United
States has the largest oil shale reserves at 530.5 billion
tons. China’s reserves are 47.6 billion tons [2].

Because kerogen in oil shale is completely solid in its
natural state, it cannot be directly mined. Kerogen in oil
shale can be converted into liquid shale oil only by pyrolysis
[2]. However, kerogen in oil shale conversion efficiency is
low and affects the quality of shale oil, resulting in oil insta-
bility and high viscosity. Therefore, in order to promote the
conversion of kerogen macromolecules, researchers used dif-
ferent types of catalysts to carry out catalytic pyrolysis, so as
to improve the conversion efficiency of kerogen.

2. Research Status of Oil Shale
Pyrolysis Technology

2.1. Application of Oil Shale Pyrolysis Technology. Oil shale
pyrolysis technology mainly includes ectopic and in situ
methods. Ectopic methods include oil shale extraction,
grinding, screening, and pyrolysis. The in situ method
involves heating and then pyrolyzing oil shale in geological
formations [1, 2]. Therefore, many types of distiller have
been derived in industry. Fushun distiller in China, Kiviter
distiller in Estonia, and Petrosix distiller in Brazil have been
successfully implemented and widely used [3].

Taking Fushun-type retorting technology as an example,
the oil shale retorting process (OSR-GHC) with gas heat car-
rier has some disadvantages, such as low oil yield and low
energy efficiency, which lead to low economic benefit [4].
Therefore, more and more attentions were paid to this tech-
nology of solid heat carrier retorting.

Different from the oil shale retorting process, the oil
shale retorting process using solid heat carrier technology
(OSR-SHC) uses a thermal cycle to provide heat for the oil
shale retorting reaction. Compared with gas heat carrier
retorting technology, the OSR-SHC process has many
advantages: it can make the retorting air distribution
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uniform and reduce the flow resistance. Increase shale oil
yield to 90%. Increase resource utilization rate, good econ-
omy, and reduce environmental pollution [5].

2.2. Factors Affecting Oil Shale Pyrolysis. The pyrolysis of oil
shale is affected by many factors, among which the techno-
logical conditions (including pyrolysis temperature, resi-
dence time, heating rate, and pressure) have the most
significant influence on its pyrolysis [6].

2.2.1. Influence of Pyrolysis Temperature. The final pyrolysis
temperature of oil shale has a complex influence on the
pyrolysis process. The yield of shale oil, the composition of
shale oil, the composition of pyrolytic semicoke, and second-
ary cracking of pyrolysis products are all related to the final
pyrolysis temperature.

Wang et al. [7] studied the effect of water vapor on the
temperature in pyrolysis of oil shale as a heat-carrying fluid
and found that between 382°C and 555°C, the permeability
increased significantly with the increase of temperature,
which was conducive to pyrolysis. Geng et al. [8] have stud-
ied the evolution of pore fractures using X-ray computed
tomography (Figures 1–4). The results show that the poros-
ity increases, and the degree of pyrolysis intensifies with the
increase of temperature. From 300°C to 500°C, the most sig-
nificant increases.

2.2.2. Influence of Heating Time. Hydrothermal pretreat-
ment affects the yield of oil shale pyrolysis products. The
semicoke yield of oil shale increases, and the gas and water
yield decreases. The shale oil yield can reach the maximum
after 2 h hydrothermal pretreatment, and the oil produced
from oil shale pyrolysis has higher energy [9]. Yang et al.
[10] studied the influence of heat injection time on the qual-
ity of oil and gas products. When the injection temperature
is controlled at 555°C, the quality of shale oil formed by oil
shale cracking reaches the highest at 3 h of injection.

2.2.3. Influence of Heating Rate. The effect of heating rate on
shale oil production is small, corresponding to oil produc-
tion in the range of 10.4-11%. With the acceleration of the
heating rate, oil production increases while gas production
decreases slightly [11]. Lu et al. [12] and Bai et al. [13] stud-
ied the pyrolysis process of oil shale. The influence of heat-
ing rate (5°C/min, 10°C/min, 20°C/min, and 50°C/min) was
considered. The increase of heating rate can transfer the
characteristic parameters of oil shale pyrolysis to the high
temperature but has no effect on the total mass loss.

2.2.4. Influence of Pressure. The influence of increasing pres-
sure on the pyrolysis of organic matter depends on the
amount of increasing pressure. Different increasing pressure
values will have different effects and even block phenomena.
The high-pressure thermogravimetric analysis of oil shale
pyrolysis shows that the volatilization temperature of hydro-
carbon increases with the increase of pyrolysis pressure.
With the increase of pyrolysis pressure, oil production rate
decreases, and gas production rate increases [14, 15].

3. Research Progress on Catalytic Pyrolysis of
Oil Shale

Different parameters and conditions of catalytic pyrolysis of
oil shale have been studied by using different catalysts. At
present, the catalysts used in the catalytic pyrolysis of oil
shale mainly include the following four types: natural min-
erals, metal compounds, molecular sieves, and supported
catalysts.

3.1. Natural Minerals. As a kind of inorganic and organic
sedimentary rock, the oil shale itself contains a variety of
natural mineral components. Natural minerals such as
quartz, clay minerals, feldspar, and pyrite are closely com-
bined with organic matter in oil shale, which has a great
influence on the pyrolysis process.

Oil shale is composed of organic and inorganic minerals.
Inorganic minerals usually account for 50-85wt% of oil
shale, mainly including silicates, carbonates, quartz, and
pyrite. Inorganic minerals have a certain influence on the
pyrolysis of oil shale [16]. Zhao et al. [16] and Chang et al.
[17] used acid to treat oil shale in batches in order to better
understand the interaction between organic matter and inor-
ganic minerals during oil shale pyrolysis. Hydrochloric acid
effectively eliminates carbonate minerals, hydrofluoric acid
effectively dissolves silicate minerals, and nitric acid removes
pyrite. It was found that the shale oil production rates of
original, carbonate-free, and carbonate-silicate oil shale sam-
ples were 50.4wt.%, 44.3wt.%, and 50.3wt.%, respectively,
indicating that carbonates promoted shale oil production
and acted as catalysts in kerogen pyrolysis because their
elimination from oil shale reduced hydrocarbon production
[18]. The rate of shale oil production is reduced by silicates.
This suggests that carbonates catalyze, sulfates catalyze, and
the decomposition of kerogen also decreases with the
increase of silicate. In addition, H2SO4 treatment can reduce
the initial temperature and improve the pyrolysis efficiency
of oil shale, which is economical [19].

Figure 1: Pore size at 300°C.
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Lu et al. [20] used HCL-HF to treat Huadian oil shale to
better understand the interaction between organic matter
and minerals in the pyrolysis process of oil shale. Mineral
compounds have little effect on the decomposition of
organic matter but have an effect on volatile matter reac-
tions. It was found that CaCO3, kaolinite, and TiO2 had little
effect on the volatiles reaction, while K2CO3, Na2CO3, and
MnCO3 promoted the volatiles reaction. In the process of
catalytic pyrolysis of oil shale, the alkyl side chains of car-
bonate are disconnected, more hydrocarbons and toluene
are generated, and benzene and H2 are generated by dehy-
drogenation of long-chain aliphatic hydrocarbons. The
action sequence of carbonate is K2CO3 > Na2CO3 >Mn2C
O3.

The copyrolysis behavior of kerogen and montmorillon-
ite showed that montmorillonite significantly improved the
pyrolysis characteristics of kerogen. Therefore, montmoril-
lonite can be considered as a potential natural catalyst [21].
Jiang et al. [22] studied the catalytic pyrolysis characteristics
of oil shale mixed with montmorillonite and CoCl2·6H2O. It
was found that montmorillonite and cobalt chloride pro-
moted decarboxylation reaction, and free radical reaction
decreased acid yield and increased aliphatic hydrocarbon
yield. The relative content of aliphatic hydrocarbons
increased from 41.55% to 51.27%. This indicates that the
combined use of montmorillonite and cobalt chloride is ben-
eficial to the improvement of pyrolysis characteristics of oil
shale and the formation of low molecular weight hydrocar-
bon fuels. Moreover, with the increase of montmorillonite
ratio, shale oil yield increases, and the presence of cobalt
chloride further promotes the deep pyrolysis of oil shale.
When the cobalt chloride/montmorillonite mass ratio was
1 ∶ 5, the maximum yield of liquid fuel increased by about
3.5wt%.

Shi et al. [23] studied the influence of shale ash on the oil
shale pyrolysis process. It is found that shale ash has little
effect on product yield, but a great effect on gas and oil com-
position. Under the action of shale ash, the production of H2
and CH4 increased, but CO2 decreased significantly. It
reduces the aliphatic content in shale oil, shortens the chain
length of the aliphatic group, but promotes the formation of
aromatic hydrocarbon. This effect increases with the
increase of shale ash content. Shale oil production is rising.

3.2. Metal Compounds. Metal compounds including metal
oxides, metal sulfides, and metal salts have the advantages
of simple preparation and high activity. Therefore, the effect
of metal compounds on the yield and quality of liquid prod-
ucts has been studied extensively. Studies have found that Fe,
Ca, Zn, Ni, and other metal oxides and chloride can acceler-
ate the pyrolysis of oil shale and promote the generation of
hydrogen-free radicals and the lightening of shale oil [24].

After the Fe2O3 catalyst was added and the CaCO3 cata-
lyst was added, the shale oil yield also increased in the pyrol-
ysis process, but the shale oil yield was 1.02 times and 1.01
times, respectively. Therefore, Fe2O3 has a stronger catalytic
effect on oil shale pyrolysis [24]. Lu et al. [12] selected
CH3COONa, (CH3COO)2Ca, and MgO as oil shale catalysts
to study their pyrolysis behavior and characteristics of

Figure 2: Pore size at 400°C.

Figure 3: Pore size at 450°C.

Figure 4: Pore size at 500°C.
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pyrolysis products. The results show that the three catalysts
can improve the shale oil and gas production rate. These cat-
alysts redirect the pyrolysis process and improve the yield of
shale oil and pyrolysis gas. CH3COONa and MgO make the
precipitation temperature of oil shale lower than that of the
original sample, thus, reducing the activation energy of oil
shale pyrolysis. Kang et al. [25] and Kang et al. [26] extracted
Huadian oil shale and added different Fe compounds. After
adding FeCl3, the yield of shale oil from oil shale pyrolysis
within 20 hours increased by 58.5%, and the time required
for shale oil to produce the maximum oil decreased by
43%. This suggests that FeCl3 accelerates the decomposition
of asphaltenes in residual bitumen by promoting the cleav-
age of heterotopic bonds and triggering the pyrolysis reac-
tion of kerogen. The presence of FeCl3 inhibited the
condensation polymerization of kerogen and promoted the
ring-opening reaction of the aromatic structure. At 350°C,
within 20 hours after FeCl2 was added, the concentration
of asphalt obtained was 0.08mol/L, 50.5% higher than that
of pure water. The addition of FeCl2 reduced the time
required to reach the maximum yield of bitumen by 43%.
The results show that FeCl2 solution extraction is an efficient
method for in situ extraction of oil shale.

Jiang et al. [27] and Chang et al. [28] studied the effects
of several transition metal salts such as FeCl2·4H2O,
CoCl2·6H2O, NiCl2·6H2O, MnSO4·H2O, and ZnCl2 on oil
shale pyrolysis based on thermal decomposition characteris-
tics, product yield, and composition of oil shale. It is con-
cluded that these metal salts can promote the secondary
cracking of shale oil, reduce oil production, and increase
the production of pyrolysis gas. Metal salts can also catalyze
the aromatization of aliphatic hydrocarbons to produce aro-
matic hydrocarbons. When MnSO4·H2O and CoCl2·6H2O
are loaded with 0.1%MnSO4·H2O and CoCl2·6H2O, the ini-
tial precipitation temperature of oil shale is lower than that
of the original sample. In the second stage of pyrolysis
(430~520°C), the activation energy decreases by
3.621 kJ/mol and 5.964 kJ/mol, respectively, and the oil yield
increases by 0.44% and 0.53%, respectively, at 520°C. Mean-
while, NiCl2·6H2O can also promote oil shale pyrolysis.
FeCl2·4H2O and ZnCl2 have little effect on the decomposi-
tion behavior of oil shale. Metal salts can also catalyze the
aromatization of aliphatic hydrocarbons to produce aro-
matic hydrocarbons.

3.3. Molecular Sieve.Molecular sieve has a special pore struc-
ture and is widely used in the chemical process industry as a
new catalyst. The commonly used molecular sieves are
mainly SAPO-11 molecular sieve, aluminum phosphate
molecular sieve, ZSM-5 molecular sieve, TS molecular sieve,
MCM molecular sieve, SBA molecular sieve, etc.

In addition, the molecular sieve can be entered according
to the size of the order, but also has the advantages of uni-
form aperture structure, large specific surface area, high sur-
face polarity, and stable structure. If the metal ions are
doped in the molecular sieve, the acidity and REDOX char-
acteristics will be affected. MCM-41 has a catalytic effect on
the pyrolysis of oil shale and is widely used in hydrocarbon
conversion processes, including aromatics dealkylation,

cracking, and hydrocracking. MCM-41 has a unique crack-
ing selectivity that can increase shale oil production [29].

ZSM-5 zeolite catalyst was added into the reactor to pro-
cess the steam generated from the pyrolysis of oil shale. The
effects of zeolite catalysts on the yield and composition of
derived oil and gas were studied. The main gases produced
by the pyrolysis of oil shale are carbon dioxide, carbon mon-
oxide, hydrogen, methane, C2H4, C2H6, C3H6, and a small
number of other hydrocarbon gases. After catalysis, the con-
centration of all hydrocarbon gases increased. But the oil
yield is reduced, which leads to higher gas yield and coke
formation on the catalyst. The total nitrogen and sulfur con-
tents in oil were significantly reduced by 67% for nitrogen
and 56% for sulfur [30]. Chang et al. [31] conducted catalytic
pyrolysis of Huadian oil shale using ZSM-5 (SAR = 25, 38,
50) as a catalyst. Pyrolysis experiments were carried out in
ZSM-5 (10wt%) oil shale. The results showed that the
ZSM-5 catalyst reduced the shale oil yield from 9.33wt%
to 6wt%. The content of aromatic hydrocarbons in shale
oil increased from 2.88% to more than 20%. The contents
of aromatic hydrocarbons of ZSM-5-25 and ZSM-5-38 are
59.39% and 56.46%, respectively, which are suitable catalysts
for catalytic pyrolysis. Compared with ZSM-5-38, ZSM-5-25
catalyzed less monocyclic aromatic hydrocarbons and more
polycyclic aromatic hydrocarbons.

Park [32] studied the pyrolysis and catalytic pyrolysis of
black pine (BPW) and cook oil shale (KOS) on acidic zeolite
by gas chromatography-mass spectrometry. The results of
gas chromatography-mass spectrometry (GC-MS) showed
that oxygen-containing compounds and light hydrocarbons
were generated from black pine and cook oil shale during
noncatalytic pyrolysis. These oxygen-containing compounds
and light hydrocarbons are converted to aromatic hydrocar-
bons over acidic zeolite by catalytic pyrolysis. The catalytic
pyrolysis efficiency of BPW and KOS on HZSM-5 is up to
56%.

3.4. Supported Catalysts. Load type catalyst consists of active
component and carrier of two parts; the load on the carrier
was promoted after the dispersion of active components
and can reduce the dosage; the carrier who is usually a big
specific surface area and thermal stability of good material,
such as natural ores and molecular sieve; and they can not
only separate as a catalyst but also can be the carrier of cat-
alyst. The active ingredients are mainly composed of one or
several kinds of Fe, Co, Mo, Ni, etc. The supported catalyst
support and active component also show a synergistic effect
in some specific reactions.

Shale ash has a catalytic effect on oil shale pyrolysis and
has a good adsorption capacity. As the grain size of shale ash
decreased from 1.25mm to 0.20mm, the shale coke yield
decreased slightly and the total volatile product yield
increased. The addition of 0.20mm shale ash is the best for
improving shale oil production rate and kerogen conversion
to volatile products [33]. Lu et al. [34] studied the effect of
Fushun oil shale and shale ash loaded with different transi-
tion metal salts (ZnCl2, NiCl2·6H2O, and CuCl2·2H2O) on
pyrolysis. The transition metal salt catalyst supported by
shale ash can reduce the initial pyrolysis temperature of oil
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shale, and the catalytic effect is enhanced with the increase of
transition metal salt loading in the range of 0.1-3.0wt%. Dif-
ferent transition metal salts have different catalytic effects.
CuCl2·2H2O has the most obvious catalytic effect among
the three excessive metal salts. The loading of transition
metal salts on shale ash not only increases the content of
oxygen-containing compounds but also promotes the crack-
ing and aromatization of aliphatic hydrocarbons to form
short-chain aliphatic hydrocarbons and aromatic hydrocar-
bons. The catalytic sequence of transition metal salts is
CuCl2 · 2H2O > NiCl2 · 6H2O > ZnCl2. Liu et al. [35] studied
using shale ash (SA) as support, Cu-Ni transition metal salts
with different ratios of Cu/Ni are 1 : 0, 2 : 1, 1 : 1, and 1 : 2, 0 : 1
to investigate the effects of different ratios of transition metal
salts on the pyrolysis behavior and characteristics of Fushun
oil shale. The results show that the temperature correspond-
ing to the maximum weight loss rate decreases by 12.9°C,
4.0°C, and 3.6°C, respectively, and the apparent activation
energy of pyrolysis decreases by 35.2%, 33.9%, and 29.6%
with the addition of Cu0Ni1/SA catalyst, respectively. The
addition of Cu0Ni1/SA and Cu2Ni1/SA further improved
the shale oil yield by 3.5% and 3.1%, respectively.

After hydrodesulfurization, the calorific value and vis-
cosity of shale oil are improved obviously. Catalysts used
for modification are always inactivated by coke deposition,
but in situ high-temperature treatment in the air effectively
removes the coke from the catalyst surface to make it highly
active after the devulcanization operation. Zhang et al. [36]
and Qiao et al. [37] used Ni-Mo/Al2O3 catalyst to conduct
fixed-bed mild hydrotreating for shale oil. The results show
that under the condition of catalytic hydrodesulfurization,
the sulfur removal rate of shale oil is 84.6%, and the yield
of upgraded high-quality oil is up to 96.2%. After hydrode-
sulfurization, the calorific value and viscosity of shale oil
are improved obviously.

4. Prospect of Catalytic Pyrolysis Technology of
Oil Shale

Researchers have carried out a large number of studies on
various factors affecting oil shale pyrolysis and achieved
fruitful results. The optimum conditions involving pyrolysis
temperature, heating rate, residence time, and pressure have
been determined.

The future research direction of oil shale pyrolysis will
focus on catalysts: (1) further research on alkali metal, alka-
line earth metal, and molecular sieve catalysts; (2) the sup-
ported catalyst was designed with molecular sieve,
montmorillonite, and Al2O3 as the carrier; (3) the corre-
sponding catalysts were designed by deeply understanding
the macroscopic and microscopic structural characteristics
of oil shale in different areas, and the catalytic cracking
mechanism was studied. At present, there have been
researches on binary supported catalysts based on single
active component supported catalysts, but there are still
few types of research in this aspect. In the future, with fur-
ther research, there will be more binary or even multiple
supported catalysts or more complex catalysts to promote
the development and progress of the oil shale industry.
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The corrosion behaviors of A106B carbon steel and 304L stainless steel (SS) in seawater with different Cu2+ concentrations were
studied by the immersion test and the potentiodynamic polarization test. The results showed that with the increasing Cu2+

concentration, the mass lot rates of A106B and 304L SS all increased in the immersion test, and compared with A106B, the
mass lot rates of 304L SS were all smaller. In the potentiodynamic polarization test, following the concentration of Cu2+

increased, the corrosion potential of A106B firstly shifted negatively; then, when Cu2+ increased to 100 ppm, the polarization
curve moved to the upper right direction; namely, both the corrosion potential and corrosion electrical density increased. The
corrosion potential of 304L SS increased with the increasing Cu2+, and the passive region was reduced; the pitting sensitivity
improved.

1. Introduction

The important plant water system (SEC system), i.e., the
safety plant water system, function was to transfer the heat
from the structures, systems, and components related to
safety to the final sink-seawater under normal operation
and accident conditions. The system consisted of SEC
pumps, shellfish traps, various values and pipes, and RRI/-
SEC plate heat exchangers [1].

In the existing nuclear power plants, the SEC pipes were
made of stainless steel [2, 3], carbon steel lined with coating,
rubber, plastic or cement mortar, and resin pipes. During the
service of the SEC pipes, the addition of the cupric fungicide
to prevent microbial corrosion, the corrosion of copper com-
ponents, or other reasons could lead to the local enrichment
of Cu2+ in the SEC system and the precipitation of Cu on
the surface of components; the interaction between Cu2+ and
seawater may accelerate the corrosion of SEC system material,
even leading to the breaking of the components and inducing
the addition of Cu2+ into the secondary circuit system.

Presently, the corrosion of steels in seawater had been
widely investigated all over the world [4–20], and the influ-
ence of Cu2+ on material corrosion is mainly focused on dif-
ferent materials in nonseawater environment, such as steel
[21–30], aluminum alloy [31, 32], 690 alloy [33], and copper
alloy [34]. However, the works focused on the corrosion
behavior of steels in seawater containing Cu2+ and the influ-
ence of the Cu2+ and copper oxides on the corrosion of the
equipment in the secondary circuit system were little
reported [35]. Therefore, the corrosion behaviors of steels
in seawater containing Cu2+ were studied by the immersion
test, potentiodynamic polarization, and SEM observation,
which could provide a certain basis and guidance for the
operation of nuclear power stations.

2. Experimental Detail

The materials used in the present work were A106B carbon
steel and 304L stainless steel (SS). The chemical composi-
tions (wt.%) of A106B and 304L SS are listed in Table 1.
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Table 1: The chemical compositions of A106B and 304L SS (wt.%).

C Si Mn P S Cr Ni Mo Cu Fe

A106B 0.23 0.35 0.62 0.023 0.012 0.21 0.14 0.07 0.18 Bal.

304L SS 0.025 0.27 1.38 0.017 0.002 18.04 8.08 0.05 0.07 Bal.
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Figure 1: OM microstructure of (a) A106B and (b) 304L SS.
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Figure 2: Corrosion morphologies of A106B after the immersion test: (a) 0 ppm, (b) 10 ppm, (c) 50 ppm, (d) 100 ppm, (e) 500 ppm, and (f)
1000 ppm.

2 Scanning



As shown in Figure 1(a), the optical microstructure (OM) of
A106B was ferrite and pearlite biphasic structure, among
which the black lamellar structure was pearlite phase. The
microstructure of 304L SS is listed in Figure 1(b), which
was a typical austenitic structure with twins. A106B was
eroded by 4% nitrate alcohol and ethanol, respectively; then,

they were analyzed by an optical microscope. 304L SS was
electrolytically etched in 10% oxalic acid reagent at 10V
for 60 s for the microstructural observations.

The materials were cut into sheets with a dimension of
20mm × 20mm × 3mm. Prior to the experiment, the sur-
face of the samples was polished to 800# with sandpaper,

200.00 𝜇m

(a)

200.00 𝜇m

(b)
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(c)

200.00 𝜇m

(d)
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200.00 𝜇m
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Figure 3: Morphologies of 304L SS after the immersion test: (a) 0 ppm, (b) 10 ppm, (c) 50 ppm, (d) 100 ppm, (e) 500 ppm, and (f) 1000ppm.
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then cleaned with deionized water, acetone, and anhydrous
ethanol, then air-dried. The quality was weighted and size
measured after the samples. The test solutions were seawater
solutions with different concentrations of Cu2+; the concen-
trations of Cu2+ were 10, 50, 100, 500, and 1000 ppm, respec-
tively; the test period was 168h, and the test temperature
was 50°C. Before and after the immersion tests, the specimen
was weighed using an electronic balance with an accuracy of
0.01mg. The corrosion rate (CR) was calculated based on the
mass loss, Δm, using Equation (1) after a given period [1]:

CR =
Δm1 + Δm2 + Δm3 + Δm4 + Δm5

5 ⋅ S ⋅ t , ð1Þ

where Δm1, Δm2, Δm3, Δm4, andΔm5 represent the mass
loss of the five samples used (mg), S is the surface area of the
sample (10.4 cm2), and t is the total test duration (168 h).

The exposed area of the sample in the test of the poten-
tiodynamic polarization was 1 cm2. Before the experiment,
the surface of the samples was polished down to 800# with
sandpaper and then cleaned using deionized water, acetone,
and anhydrous ethanol. The potentiodynamic polarization
test was carried out using the CS310 electrochemical work-
station; the detailed introduction of the electrochemical
experimental design methods was presented in the literature
[1, 2]. The test solution was consistent with the immersion
test, and the test temperature was 25°C. Before the test, the
working electrode was immersed in the solution for 30min
and then −400mV below the corrosion potential and termi-
nated when the current density of 10mA/cm2 was reached
with a scanning rate of 20mV/min.

3. Results and Discussion

3.1. Corrosion Morphologies of A106B. Figure 2 presents the
corrosion morphologies of A106B after the immersion test
in tested solutions. A106B presented uniform corrosion in
seawater of different concentrations of Cu2+. After the test
in solution without Cu2+, the matrix surface of the sample

was relatively flat; with the addition of Cu2+, small and shal-
low pits appeared, and with the increase of the concentration
of Cu2+, the amount of the pits increased. After the test, a
small number of tan corrosion products adhered to the
matrix surface.

Figures 3 and 4 present the corrosion morphologies of
304L SS after the immersion test. The corrosion pits all
appeared on the matrix surface of the samples; without the
Cu2+, there were only few shallow pits, and the size of the
pits were small, with a few microns; with the increase of
the concentration of Cu2+, the amount and size of the pits
both increased; the maximum depth of the pits in seawater
of 500 ppm and 1000 ppm Cu2+ could be as deep as 1000
and 1500 microns, respectively.

3.2. Corrosion Rate of A106B and 304L SS. Figure 5 presents
the mass loss rate of A106B and 304L SS after the immersion
test. As is seen in Figure 5, the mass loss rate of A106B
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Figure 4: 3D corrosion pit morphologies of 304L SS: (a) 500 ppm and (b) 1000 ppm.
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Figure 6: Morphologies of A106B after the immersion test: (a) 0 ppm, (b) 10 ppm, (c) 50 ppm, (d) 100 ppm, (e) 500 ppm, and (f) 1000 ppm.
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largely increased with the increase of the concentration of
Cu2+. The mass loss rate in seawater without the Cu2+ was
0.163 g·m–2·h–1; the mass loss rate in seawater of 10, 50,
100, 500, and 1000 ppm Cu2+ increased by 0.23, 0.97, 2.14,
4.12, and 8.47 times, respectively. The mass loss rate of
304L SS in seawater without the Cu2+ is about
0.0012 g·m–2·h–1. However, the mass loss rate in seawater
of 10 ppm, 50 ppm, 100 ppm, 500 ppm, and 1000ppm
Cu2+ increased by 6, 67, 139, 404, and 591 times, respec-
tively. The presence of Cu2+ significantly increased the
corrosion rate of 304L SS in seawater.

3.3. Corrosion Morphologies of A106B and 304L SS. Figure 6
presents the SEM surface morphologies of A106B after the
immersion test in seawater solution of different concentra-
tions of Cu2+. The morphologies of different concentrations
of Cu2+ had no significant difference; the matrix was rela-
tively flat with some small particles. The EDS analysis
showed that the matrix surface mainly consisted of Fe and
a small amount of O, the content of Cu was little, which
indicated that the precipitated Cu and other corrosion prod-
ucts were very loose, and there were basically no residual
corrosion products attached on the matrix. Figure 7 presents
the EDS result on the surface of A106B, which indicated that
the surface of A106B was rich in Fe and O elements.

Figure 8 shows the SEM microscopic morphology of
304L stainless steel after the corrosion test in seawater of dif-
ferent concentrations of Cu2+. Without the Cu2+, the pitting
corrosion initiation formed, the concentration of Cu2+

increased to 10 ppm, and a small number of corrosion pits
with a few microns to tens of micron in size appeared; with
the increase of the concentration of Cu2+, the size of the cor-
rosion pits increased; when the concentration of Cu2+

increased to 100 ppm, the size of the corrosion pits had been
more than 100 microns, which indicated the sample suffered
from heavy pitting corrosion.

3.4. Potentiodynamic Polarization. Figure 9 shows the poten-
tiodynamic polarization curves of A106B in tested solutions.
As is seen in Figure 10, the concentration of Cu2+ had a sig-
nificant influence on the corrosion behavior of A106B. With
the increase of the concentration of Cu2+, the corrosion
potential decreased and the corrosion current density
increased firstly; compared with that without Cu2+, Ecorr of
A106B in tested solutions initially shifted to a more negative
potential and then subsequently increased to negative poten-
tial when the concentration of Cu2+ is higher than 100 ppm.
The corrosion potential (Ecorr) for A106B in seawater with-
out Cu2+ is -648mVSCE; when the concentration of Cu2+

increased to 10 ppm, Ecorr decreased by about 10mV; when
increased to 50 ppm, it decreased by 65mVSCE; when
increased more than 100 ppm, the potentiodynamic polari-
zation curves moved significantly up to the right; namely,
both the corrosion potential and the corrosion current den-
sity largely increased. Meanwhile, with the increase of the
concentration of Cu2+, the cathode control became the diffu-
sion control of Cu2+.

The corrosion potential was a mixed potential formed by
the coupling of anodic dissolution reaction and cathode

depolarizer reduction reaction, which was between the
anodic reaction equilibrium potential and cathode reduction
reaction equilibrium potential. In seawater solution without
Cu2+, the cathode reaction was the reduction of O2, as the
equilibrium potential of electrode reaction Cu⇌Cu2+ + 2e−
was higher than that of Fe⇌Fe2+ + 2e−; when the Cu2+ was
added, the cathode reactions on the surface of A106B
included both the reduction reactions of O and Cu2+;
namely, in the seawater containing Cu2+, there were two
depolarizing agents, O2 and Cu2+, which made the A106B
suffer from corrosion.

The equilibrium potential (for standard hydrogen poten-
tial) of electrode reaction Cu⇌Cu2+ + 2e− could be calcu-
lated through the Nernst equation:

Ee Cu/Cu2+ð Þ = Eθ
Cu/Cu2+ð Þ +

RT
2F ln cCu2+ , ð2Þ

where EeðCu/Cu2+Þ is the equilibrium potential of electrode

reaction Cu⇄ Cu2+ + 2e and Eθ
Cu/Cu2+ is the standard

potential of electrode reaction Cu⇄ Cu2+ + 2e, where R is
ideal gas constant, 8.314 J/(K·mol), T is thermodynamic
temperature (K), F is Faraday constant, 96500C, and cCu2+
is the concentration of Cu2+ (mol/cm3).

As known, Eθ
Cu/Cu2+ was known as 0.345V (SHE),

Eθ
OH−/O2

was 0.401V (SHE), so when the concentration of
Cu2+ was low, the cathode reaction was mainly the reduction
of O2; the two intercoupling cathode reactions accelerated
the anodic dissolution reaction rate; meanwhile, a small
amount of Cu was precipitated on the surface of the sample,
which formed the Fe-Cu corrosion galvanic cells and also
accelerated the anodic dissolution reaction. With the
increase of the concentration of Cu2+, EeðCu/Cu2+Þ increased
constantly and finally increased higher than Eθ

OH−/O2
, the

cathode reaction was changed from mainly the reduction
of O2 to mainly the reduction of Cu2+, a large amount of
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Figure 7: EDS on the surface of A106B after the immersion test at
100 ppm Cu solution.
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Cu was precipitated on the surface, and a large number of
Fe-Cu corrosion galvanic cells were formed, which largely
increased the anodic dissolution rate. This was also the
reason why there were many small corrosion pits on the sur-

face, but the macroscopic corrosion morphology was charac-
terized by uniform corrosion.

Figure 10 shows the potentiodynamic polarization
curves of 304L SS in tested solutions. As can be seen, with
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Figure 8: Morphologies of 304L SS after the immersion test: (1) 0 ppm; (2) 10 ppm; (3) 50 ppm; (4) 100 ppm; (5) 500 ppm; (6) 1000 ppm.
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the increase of the concentration of Cu2+, the potentiody-
namic polarization curves moved up to the right; the corro-
sion potential and corrosion current density increased. Due
to the existence of the pass passivation film, the anodic dis-
solution rate was quite low and the anode reaction equilib-
rium potential had no significant change; with the increase
of the concentration of Cu2+, the cathode reaction rate was
accelerated and the cathode reaction equilibrium potential
increased, and an anode reaction and two cathodic reactions
coupled and polarized each other, finally leading to the
increase of the corrosion potential and corrosion current
density. Meanwhile, a small amount of Cu was precipitated
on the surface of the sample, which also formed the Fe-Cu
galvanic cells, making the stability of the passivation film

decreased; the more the number of Fe-Cu galvanic cells
increased, the more obvious the stability of the passivation
film decreased; thus, the passivation zone significantly nar-
rowed, and the pitting corrosion sensitivity e significantly
increased; once the passivation film was broken locally, the
fresh metal substrate was exposed; the corrosion pits formed
and developed under the combined action of Cl- and Cu2+.

4. Conclusion

(1) The results of the immersion test showed that A106B
presented uniform corrosion in seawater of different
concentrations of Cu2+; with the increase of the con-
centration of Cu2+ to 10ppm, 50ppm, 10 0 ppm,
500 ppm, and 1000 ppm, the corrosion weight loss
rate increased by 0.23, 0.97, 2.14, 4.12, and 8.47
times, respectively

(2) 304L SS presented pitting corrosion in seawater of
different concentrations of Cu2+; with the increase
of the concentration of Cu2+ to 10ppm, 50ppm,
100 ppm, 500 ppm, and 1000ppm, the corrosion
weight loss rate increased by 6, 67, 139, 404, and
591 times, respectively; the amount and size of the
corrosion pits both increased. Compared with the
behaviors of A106B in the immersion test, the mass
lot rates of 304L SS were all lower

(3) The results of potentiodynamic polarization curves
of A106B showed that with the increase of the con-
centration of Cu2+, the corrosion potential decreased
firstly; when increased to more than 100 ppm, both
the corrosion potential and the corrosion current
density largely increased. Meanwhile, the cathode
reaction was altered from mainly the reduction of
O2 to mainly the reduction of Cu2+

(4) The results of potentiodynamic polarization curves
of 304L showed that with the increase of the concen-
tration of Cu2+, the corrosion potential and corro-
sion current density increased, the passivation zone
significantly narrowed, and the pitting corrosion
sensitivity significantly increased
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A circulating water pump is a key equipment of cooling systems in nuclear power plants. Several anchor bolts were broken at the
inlet rings of the same type of pumps. The bolts were turned by a special material for seawater corrosion protection. There were
obvious turning tool marks at the root of the thread, which was considered as the source of the crack. The fatigue crack extended
to the depth of the bolt, causing obvious radiation stripes on the fracture surface, which was a typical fatigue fracture. Obvious
overtightening characteristics were found at the head of the broken bolt. Fracture and energy spectrum analysis showed that
the bolt was not corroded. The axial vibration of the pump was measured. The static tensile stress along the bolt axis caused
by the preload, the axial tensile stress caused by the axial vibration, and the torsional stress were calculated, respectively.
According to the fatigue strength theory, the composite safety factor of the bolt fatigue strength was 1.37 when overtightening
at 1.2 times the design torque, which was less than the allowable safety factor of 1.5-1.8, so the bolt was not safe, which further
verified the conclusion of fracture analysis. The reason for the low safety factor was caused by the overtightening force. The
improvement method was to control the bolt preload or increasing the bolt diameter.

1. Introduction

A cooling water pump is a very important equipment in
nuclear power plants. During overhaul, it was found that
the fixing bolts of the embedded parts of four CR1QS1
pumps were broken. The pump is a single-stage, vertical,
bottom-suction concrete volute centrifugal pump. The
pumps were fixed on the concrete embedded parts with 8
M12 × 1:75 hexagon socket bolts through the mouth ring,
as shown in Figure 1. The purpose of the protective cap is
to protect the bolt from erosion. The working medium of
the pump is sea water.

The common failure modes of bolt fracture are fatigue
fracture, stress corrosion cracking, and overload fracture.
Due to the large stress concentration of a bolt thread, it is
easy for a fatigue source to form at the root, and the possibil-
ity of fatigue fracture is high. The bolt fracture studied by
González et al. occurred at the second turn of the screw
thread, which was caused by hydrogen embrittlement [1].
The bolt studied by Shafiei and Kazempour-Liaisi had
M23C6 carbide, which was the source of the fatigue crack.

The crack propagates along the grain boundary, and finally,
fatigue fracture occurs [2]. Li et al. found that surface decar-
burization of the bolts and stress concentration at the bolt
thread neck decreased the fatigue strength [3]. Wu et al.
studied the corrosion fracture mechanism of cable bolts
[4]. The fracture had general fatigue fracture characteristics.
There were corrosion fatigue crack sources and radial fatigue
crack propagation traces. Hydrogen-assisted stress corrosion
cracking was the main fracture mechanism of cable bolts
failure. The fatigue crack source of the bolt-sphere joint
was pitting caused by corrosion [5]. Wen et al. [6] studied
the fracture of a 20MnTiB steel high-strength bolt. Microde-
fects were found near the bottom of the thread. Considerable
stress and corrosion accelerated the crack propagation of the
bolt. The working capacity of a rock bolt decreased by 25-
50% when it worked under the condition of rock and
groundwater corrosion [7].

It is generally believed that the fatigue strength of bolts is
only related to the stress amplitude. The fatigue strength
only studied the stress amplitude of bolt tensile stress
[7–10]. For example, the bolt fatigue strength condition
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was that the allowable stress amplitude was equal to 90MPa
[8], and the fatigue curve studied was the Δσ −N curve [9].
However, in practice, many examples showed that the failure
of bolts was related to the average stress (i.e., bolt preload)
[11, 12]. The reason for a bolt fracture was that the safety
factor is insufficient due to excessive preload [11, 12]. The
safety factor of static strength is obtained by preloading,
the safety factor of variable stress is obtained by strain, and
the safety factor is modified by Goodman’s theory [13].

In this paper, the fracture analysis, mechanical property
analysis, and energy spectrum analysis of the broken bolt
are carried out. At the same time, the fatigue strength of
the bolt is calculated, the failure causes are found out, and
the improvement suggestions are put forward. Finally, the
calculation method of the bolt fatigue strength is proposed.

2. Fracture Analysis of Bolt

2.1. Fracture Analysis. The bolts in service are shown in
Figure 2, in which Nos. 1 and 2 were the unbroken bolts,
Nos. 3-6 were the head of the broken bolts, and Nos. 7-11
were the rest of the broken parts of the broken bolts. Com-
pared with the spares, their surfaces were the same as the
serviced bolts, indicating that there was no corrosion.

The fracture of No. 3 bolt in Figure 2 is representative.
Take it as an example to illustrate the fracture form of bolts.
Figures 3(a) and 3(b) are the overall morphology and local
morphology of the No. 3 bolt, respectively. There are obvi-

ous radial lines on the edge of the thread teeth, which is
the fracture source as the point indicated by the arrow.
The fracture source extends to the core, and then the bolt
breaks when the crackle reaches the middle. This is the
instantaneous fracture zone region, where the section is
rough and uneven. The instantaneous breaking zone
occupies a relatively large area, indicating that there is a large
residual pretightening force when the bolt is broken.

The macromorphology of No. 3 bolt fracture was
observed by stereoscope, as shown in Figure 4(a). The frac-
ture was uneven, with the thread teeth about 28°, which
was about the direction of principal stress. Further zooming
in and observing what is shown by the arrows in Figure 4(b),
the source of the cracks is located at the machining tool
mark at the root of thread, and there are a lot of microcracks
around.

Figure 5(a) is the morphology of the inner hexagon of
the head of No. 3 broken bolt. The top of the bolt head is
damaged when the sample was taken on site, as shown by
the arrow. But the inner hexagon area is damaged during
tightening, as shown in the region. Figure 5(b) shows the
morphology of the unbroken bolt head, with the inner hexa-
gon of the screw head intact. The comparison shows that the
broken bolts have overtightening behavior when they were
installed.

Figure 6(a) is the overall graph taken with a Scanning
Electron Microscope (SEM), which shows the fracture
source by arrow. Figure 6(b) is a micrograph of the expan-
sion zone, which shows typical fatigue fracture characteris-
tics. This shows that the process of fracture propagation
also has the effect of alternating stress.

Figure 7 shows the macroimages of four unbroken
screws through dye penetrant inspection, and no cracks are
found on the surface. The metallographic structures of the
unbroken and broken bolts are, respectively, shown in
Figures 8(a) and 8(b), which show an austenite + ferrite
structure. This conforms to the characteristics of dual phase
steel, without obvious abnormality.

2.2. Research on Bolt Metallurgy. The bolts were made of a
special material for seawater corrosion protection. Due to
the small quantity, they were manufactured by turning.

Pump

Fluid outlet

Fluid injectEmbedded

Enlarge

Impeller

Embedded

Pump mounting ring

Failed bolt 

(b) Enlarged diagram of failed bolt location(a) Overall structure diagram of pump

Figure 1: Structure of embedded parts under circulating water pump.

1# 2# 
3# 4# 5# 6# 7# 8# 9# 10# 11# 

Spare 

Figure 2: Bolts in service and spare parts.
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The chemical composition meets the ASTM s32760 stan-
dard, see Table 1. Using the XHB-3000 Digital Brinell Hard-
ness Tester, the average hardness of bolts is 230-240HBW,
equivalent to grade 8.8 (Chinese national standard
GB3098.1), which also meets the requirements of ASTM
s32760 of less than 310HBW.

Using an ONH836 hydrogen, oxygen, and nitrogen ana-
lyzer, the contents of gas elements N, H, and O were tested
and shown in Table 2. The content of nitrogen meets the
requirements of standard value, and the contents of hydro-
gen and oxygen are also low. In addition, the bolt did not
have intergranular stress corrosion cracking, so the bolt frac-
ture had nothing to do with the influence of gas content.

By the AG100KNG universal testing machine, the tensile
properties of sample bolts were tested, as shown in Table 3.
The results all meet the requirements of standard values, and
the mechanical properties are normal. According to the
empirical formula recommended in the mechanical design
manual, the symmetrical cycle fatigue limit σ−1 and torque
yield limit τs are estimated as follows:

σ−1 ≈ 0:28 σb + σsð Þ = 0:28 × 814 + 569ð Þ = 387MPa, ð1Þ

τs ≈ 0:58σs = 0:58 × 569 = 330MPa:

1000 𝜇m

(a) Overall fracture morphology

1000 𝜇m

(b) Enlarged morphology of crack source

Figure 3: Fracture of No. 3 bolt in Figure 2.

28 degree

1000 𝜇m

(a) Overall fracture morphology

200 𝜇m

(b) Enlarged morphology of crack source

Figure 4: Macroscopic observation of thread profile of No. 3 bolt.

A 

1000 𝜇m

(a) The broken bolt head of No. 3 (b) The unbroken bolt head onsite

Figure 5: Comparative morphology of hexagon socket head.
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2.3. Energy Disperse Spectroscopy Analysis. Table 4 shows the
composition of the fracture surface after cleaning by Energy
Disperse Spectroscopy (EDS). The result is the same as the
previous conclusion in Section 2.1, that is, as can be seen
in Figure 2, the broken bolts were as glossy as the spare
parts, and there was obviously no corrosion.

3. Calculation of Bolt Fatigue Strength

3.1. Bolt Stress Analysis

3.1.1. Pretightening Stress Calculation. The stress of a bolt
includes the preload and the working load. There are two
preloads: one is the axial tensile stress and the other is the
torsional stress around the axis. The working load acts on
the axial direction of the bolt, and the calculation method
is shown in Section 3.1.2. This section mainly calculates
the tensile stress σm and torsional stress τm caused by the
preload.

The bolts should be tightened when they are installed;
that is, they are subject to the preload (tension) and friction
torque. When working, it may be subjected to the variable
stress of axial tension. In this paper, the finite element
method is used to calculate the tensile stress σm and tor-
sional stress τm by ANSYS Workbench 15.0 software.

The pump and the foundation ring are connected by 8
bolts. The finite element model takes 1 bolt and one eighth
of the foundation including the ring and concrete, as shown
in Figure 9. According to the equipment maintenance man-

ual, the installation torque of the bolt is 40.5Nm, the torque
coefficient is 0.258, and the calculated preload is 13081N.

The axial tensile stress and torsional stress of the bolt are
shown in Figures 10 and 11, respectively. The axial tensile
stress σm is 434.05MPa, and the torsional stress τm is
59.29MPa at design torque. If the overtightening torque
reaches 1.2 times the design value, the axial tensile stress
σm is 520.86MPa, and the torsional stress τm is 71.41MPa.
The inner hexagon of the broken bolt head has been seri-
ously damaged, and the actual torque is far greater than
1.2 times the design value.

3.1.2. Calculation of Bolt Working Stress. When the pump
runs, the impeller will have a working load, acting on the
bolt axis direction. The stress is a symmetrical cyclic strain
produced by the axial vibration when the pump is running.
The axial load was obtained by actual measurement. A speed
sensor was installed at the bearing, and the excitation spec-
trum load was the relationship between the speed and the
frequency spectrum, as shown in Figure 12.

The workbench random vibration analysis module was
used to calculate the stress response of vibration fatigue.
The excitation was loaded on the concrete foundation. The
finite element equivalent stress diagram is shown in
Figure 13, in which the maximum equivalent stress σa is
7.3MPa.

3.2. Bolt Strength Calculation. The axial force of the bolt is
similar to that of the shaft, so the formula of the safety factor
of fatigue strength is as follows:

Sσ =
σ−1

kσσa/εσβð Þ + ψσσm
, ð2Þ

where σ−1 is the symmetrical fatigue limit of 387MPa, as cal-
culated by equation (1). σa is the working stress of 7.3MPa,
as calculated in Section 3.1.2. σm is the axial stress caused by
the pretightening force, as calculated by FEM in Section
3.1.1. kσ is the stress concentration factor, and take kσ = 3
from the mechanical design manual because it was manufac-
tured by turning. εσ is the size factor, and take 1 for the M12

1# 2# Spare Spare

Figure 7: Macroimage of dye penetrant inspection for screws.

(a) Overall fracture morphology (b) Enlarged morphology of crack source

Figure 6: SEM photos of No. 3 bolt.
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bolt. β is the enhancement coefficient, and take 1 because of
no enhancement. ψσ is the stress conversion factor, calcu-
lated as follows:

ψσ =
σ−1
σb

= 387
814 = 0:475: ð3Þ

So, the safety factor of normal stress at design torque is
as follows:

Sσ =
σ−1

kσσa/εσβð Þ + ψσσm

= 387
3 × 7:3ð Þ/ 1 × 1ð Þð Þ + 0:475 × 434:05 = 1:7:

ð4Þ

The safety factor of normal stress at 1.2 times the design
torque is as follows:

Sσ =
σ−1

kσσa/εσβð Þ + ψσσm

= 387
3 × 7:3ð Þ/ 1 × 1ð Þð Þ + 0:475 × 520:86 = 1:44:

ð5Þ

The torsional stress produced by friction during preload-
ing is static stress.

So, the safety factor at design torque is as follows:

Sτ =
τs
τ0

= 330
59:29 = 5:57: ð6Þ

The safety factor of normal stress at 1.2 times the design
torque is as follows:

Sτ =
τs
τ0

= 330
71:41 = 4:62: ð7Þ

The composite safety factor at design torque is as fol-
lows:

S = SσSτ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2σ + S2τ

q
= 1:7 × 5:57

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1:72 + 5:572
p = 1:63 ≥ S½ � = 1:5 ~ 1:8: ð8Þ

The safety factor of normal stress at 1.2 times the design
torque is as follows:

S = SσSτ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

S2σ + S2τ

q
= 1:44 × 4:62

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1:442 + 4:622
p = 1:37 ≤ S½ � = 1:5 ~ 1:8:

ð9Þ

According to the mechanical design manual, the allow-
able safety factor is 1.5~1.8. The composite safety factor at
design torque is greater than the lower allowable safety fac-
tor. However, when the overtightening torque reaches 1.2
times the design torque, the safety factor has been less than
the limit, so the bolt is not safe. The reason for the low com-
posite safety factor is that the safety factor of axial tension is
too low, which is 1.44 only. There are two factors affecting
the safety factor of axial tension. The first part is the working

100 𝜇m

(a) Transverse metallographic structure of No. 2 screw

100 𝜇m

(b) Transverse metallographic structure of No. 11 screw

Figure 8: Microstructure of the sample bolts.

Table 1: Chemical composition of bolts (wt%).

C Mn P S Si Cr Ni Mo Cu W

≤0.030 ≤1.00 ≤0.030 ≤0.010 ≤1.00 24.0-26.0 6.0-8.0 3.0-4.0 0.50-1.00 0.50-1.00

Table 2: Gas element test of bolts.

Bolt sample
Gas content (wt%)

N H O

No. 2 0.28 <0.00006 0.022

No. 10 0.28 0.0001 0.022

Standard value 0.20-0.30 — —
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Table 3: Test results of tensile properties of sample bolts at room temperature.

Tensile strength σb (MPa) Yield strength σs (MPa) Elongation (%) Reduction of area (%)

Mechanical property 814 569 38.5 70

ASTM S32760 ≥750 ≥550 ≥25 —

Table 4: Composition of washed fracture surface.

Element Weight (%) Atomic (%) Test position

C K 6.20 20.20

Spectrum 25

70 𝜇m Electron image 1

O K 7.39 18.09

Al K 0.36 0.52

Si K 0.85 1.18

Cr K 22.41 16.88

Mn K 1.18 0.84

Fe K 54.28 38.06

Ni K 4.80 3.20

Mo L 2.53 1.03

Totals 100.00 100.00

Static structural
I: Static structural

Time: 1.s
2019/6/13 14:32

Static structural
I: Static structural

Time: 1.s
2019/5/3 10:22

Force: 13081 N
Components: 0.,13081,0. NA Frictionless support 1

Frictionless support 2
Frictionless support 3
Frictionless support 4
Force: 13081 N

B
C
D

D

A
C B

E

E

Figure 9: Finite element model.

Type: Equivalent (von-Mises)stress (element mean)
Unit: MPa

I: Static structural
Equivalent stress

Time: 1.s
2019/5/30 9:57

434.05 max

372.3

310.54

248.79

187.03

125.28

63.523

1.7684 min

Max

(a) Axial tensile stress of bolt

Type: shear stress (XZ plane)
Unit: MPa
Global coordinate system

I: Static structural
Shear stress

Time: 1.s
2021/8/4 10:54

987.51 max

75.758

53.007

30.255

7.5031

–15.249

–38

–60.752

–83.504

–106.26 min

59.288

(b) Bolt torsion stress

Figure 10: Stress value at design torque.
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load, and the other is the preload. The stress caused by the
working load is 7.3MPa only, which is very small. Even if
multiplied by the stress concentration factor of 3,
21.9MPa, it is still very small and not enough to cause fail-

ure. However, the stress of 520.86MPa caused by the preload
is relatively large. Therefore, the measure to improve the
safety factor is to control the bolt preload or increase the bolt
diameter.

4. Conclusion

Through the above analysis of bolt fracture, metallurgy, and
strength, the following conclusions can be drawn:

(1) There are obvious crack sources at the root of the
thread, and there is an obvious fatigue fracture zone
and an instantaneous fracture zone at the cross sec-
tion. The fatigue fracture zone is typically radial
and has typical fatigue fracture characteristics

(2) The bolt safety factor at 1.2 times the design torque
is 1.37, which has been less than the allowable safety
factor of 1.5-1.8. Therefore, the fatigue strength of
bolts is insufficient, and a bolt fracture is due to
fatigue failure when the bolt is overtightened

(3) The failure of bolts is not caused by seawater corro-
sion. The surface of the broken bolt is bright, and
there is no trace of corrosion

(4) The key cause of a bolt fracture is too much preload.
The measure to improve the safety factor is to con-
trol the bolt preload or increase the diameter of the
bolt

Data Availability
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in this article.
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Type: Equivalent (von-Mises)stress (element mean)
Unit: MPa

I: Static structural
Equivalent stress

Time: 1.s
2021/8/30 12:12

520.86 max

446.61

372.36

298.12

223.87

149.62

75.379

1.1323 min

Max

(a) Axial tensile stress of bolt

Type: shear stress (XZ plane)
Unit: MPa
Global coordinate system

I: Static structural
Shear stress

Time: 1.s
2021/8/4 14:04

118.21 max

91.804

65.395

38.987

12.579

–13.83

–40.238

–66.647

–93.055

–119.46 min

71.406

(b) Bolt torsion stress

Figure 11: Stress value at 1.2 times design torque.
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Figure 12: Vibration excitation load spectrum.

Type: Equivalent stress (element mean)
Scale factor value; 3 sigma

Unit: MPa
Probability: 99.73%

J: Random vibration
Equivalent stress 2

Time: 0s
2019/9/16 15:40

6.3866

5.2795

6.3866

6.4864

7.2971 max

5.6757

4.8649

4.0542

3.2435

2.4328

0.81131

1.622

0.00058684 min

Figure 13: Equivalent stress of bolt.
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We report luminous polylactic acid (PLA) composite prepared via a solvent casting method using different amounts of phosphor
strontium aluminate (SrAl2O4: Eu

2+ and Dy3+) (SAO). The reason for doing this is that the changes of fluorescence and mechanical
properties in the composites with different SAO contents can be directly evaluated. The SAO particles should have a variety of
excellent characteristics in the PLA matrix, among which dispersibility and compatibility are particularly important; so, they can
be modified by 3-aminopropyltriethoxysilane (APS) to achieve the target characteristics. The results showed that the
fluorescence and mechanical properties were affected by SAO addition. The mechanical properties significantly improved with
5wt% SAO; further, addition had no impact. And the emission band of fluorescence and phosphorescence is just at the peak of
524 nm. The composites with 15wt% SAO have the best fluorescence properties. The fluorescence decreased with further
doping. Fluorescence decay curves with various amounts of SAO particles show a similar tendency as pure SAO particles; the
speed of decrease in afterglow intensity was higher for the first 30min. In addition, the detailed morphological scanning and
study by scanning electron microscope (SEM) showed that the particles had good adhesion to the matrix. In conclusion, the
concentration of SAO into the PLA matrix impacts the fluorescence and mechanical properties of a SAO/PLA composite material.

1. Introduction

Long persisting luminescent (LPL) materials have an impor-
tant feature, and they can continue to emit light for a long
time (even hours) after excitation; so, they are often used
as inorganic photoluminescent materials, and they are also
widely used in energy storage materials and because of the
specificity of this characteristic, LPL materials—especially
aluminates like SrAl2O4: Eu

2+ and Dy3+ (SAO) widely used
in luminescent ceramics and coatings, as well as in emer-
gency escape clothing and signs [1]. Because of their high
luminous efficiency, long persistence time, stable chemical
properties, and lack of radiation pollution, SAO phosphors

are widely developed [2]. Biodegradable polymers like poly-
lactic acid (PLA) are frequently used with SAO [3, 4]. This
sustainable and environment-friendly material has a good
prospect in medical materials, home decoration materials,
packaging materials, and other fields [5]. Although PLA
has excellent processability in many equipment and offers
good attachment and strength, however, it is frangible and
brittle, which limits its use. Thus, PLA should be modified
for most practical applications [4, 6].

Luminous PLA composites can be prepared with SAO to
improve their mechanical properties. These composites have
excellent phosphorescence, fluorescence, plasticity, elasticity,
and self-degradation [7]. Over the last few years, this
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material has gained a lot of interest in areas such as radiation
detection [8], industrial applications [9, 10], and in vivo
imaging [11]. This preserves the properties of the aluminates
and improves PLA’s mechanical properties.

Here, SAO particles were added to a PLA composite.
Samples were processed via solvent casting using different
amounts of SAO particles. The effects of SAO content on
the microstructure, thermal, tensile, and afterglow properties
of SAO/PLA composite were investigated in detail. To
enhance the behavior of these composites, SAO particles
were treated with a 3-aminopropyltriethoxysilane (APS) cou-
pling agent [12]. The treated SAO particles were then doped
at 5, 10, 15, and 20wt% in a copolymer solution (polyethyl-
ene glycol was added to increase the compatibilization of
SAO in the PLA matrix). The final product was prepared
via solvent casting with characterization of optical properties,
mechanical properties, and morphological characteristics.

2. Materials and Methods

2.1. Materials. PLA 4032D was purchased from Nature
Works Company. Long-persistent luminescent materials
doped with strontium aluminate (SrAl2O4:Eu

2+ and Dy3+;
SAO) were provided by Zhejiang Minghui Luminescence
Technology Company. Polyethylene glycol 2000/PEG2000
was provided by Shanghai Yuanye Biotechnology Company.
Dichloromethane solution was provided by Shanghai Alad-
din Biotechnology Company. Anhydrous ethylene alcohol
was supplied by China Pharmaceutical Group Chemical
Reagent Company. Silane coupling agent APS (KH550)
was purchased from Linan Karl Biotechnology Company.

2.2. SAO/PLA Composite Material Preparation and Methods

2.2.1. Modification of SAO Particles. The deionized water
(20ml), absolute ethanol (180ml), and KH550 (2wt% of
the total weight) were added to a 400ml beaker and mixed
by a magnetic stirrer at a speed of 500-700 r/min for
60min. The sample was magnetic stirred for 1 hour at a
speed of 500-700 r/min. The above solution added with
SAO was stirred under 60°C at 500-700 r/min. Ethoxy is a
special group that can be hydrolyzed in water or solvent to
form silanol, and it is also a group contained in KH550.
The -OH group of PLA can react with silanol, which in turn
makes a stable covalent bond formed on the surface of the
PLA polymer [13, 14] (Schemes 1 and 2). The treated SAO
was vacuum filtered in a drying box at 80°C for 6 hours.

2.2.2. Preparation of SAO/PLA Composite Materials. The
PLA powder was dried for 24 hours at a temperature of
about 70 degrees Celsius, and then the solution was stirred
adding 0.1 g/mol PLA powder into dichloromethane for 1
hour at 1000-2000 r/min followed by 0.5 g polyethylene
glycol and pretreated SAO powder into the solution. Poly-
ethylene glycol disperses the SAO particles to facilitate
attachment to the PLA surface [15]. Next, copolymer solu-
tions containing 5, 10, 15, and 20wt% SAO particles were
melt spun. These solutions were stirred by ultrasonic stirring
for 30min, and then each group of solution samples was
kept for 12 hours and dried at 60°C for 24 hours.

2.3. Testing and Characterization

2.3.1. XRD Analysis. The XRD patterns of the polymers were
collected on a SHIMADZU XRD-6000 diffractometer with a
scanning speed of 2°/min (2θ from 5° to 60°) using a nickel-
filtered Cu-Κα radiation (λ = 1:54056Å) as the radiation
source (40 kV, 40mA).

2.3.2. FT-IR Analysis. At room temperature, the infrared spec-
trum of each powder sample sandwiched between two KBr
particles was recorded through a Perkin-Elmer 1100 Model
with a wavelength range of 4000cm-1 to 500 cm-1 (the spec-
trum was measured using 32 scans at 4 cm-1 resolution).

2.3.3. DSC Analysis. The Netzsch STA 409PC Maia instru-
ment was used for DSC analysis in a nitrogen atmosphere
(purge flow rate of 50mL/min). In order to obtain the curing
heat flow curves of the powder samples, different heating
rates (such as 5, 10, 15 and 20K/min) were used in the mea-
surement, while dynamic DSC measurements were made in
the thermal sweep range from 40°C to 250°C. Each new sam-
ple is about 5-8mg in an aluminum tray protected by N2 gas.

2.3.4. TGA Analysis. A thermogravimetric analysis was
performed on each sample with an initial weight of approx-
imately 10mg using the STA 409PC by storing the samples
in an open Pt pan with high purity nitrogen as purge gas
and raising the temperature from room temperature to
800°C at a heating rate of about 20°C/min.

2.3.5. Tensile Property Test. An electronic universal testing
machine (with a 2 KN load cell) manufactured by Meister
Industrial Systems Company was used to test the tensile
properties of the sample at a crosshead speed of 2mm/min.
Each sample measured 75mm × 4mm × 1mm. A total of 10
samples were used in the experiment and tested repeatedly.

2.3.6. SEM Analysis. Under the acceleration voltage of
15000V, through Hitachi SU8010 (S-4800-1) field emission
scanning electron microscope and then scanning SEM micro-
graphs imaging of the fracturemorphology of the impact spec-
imens, the gold thickness was 10nm. The fracture surfaces
were coated with a thin evaporated layer of gold.

2.3.7. Fluorescence Spectrum Analysis. The sample was irradi-
ated for 12 hours under ultraviolet light (wavelength range
320-400nm, central wavelength 360nm, power 60 μW/cm2).
A fluorescence spectrophotometer F97PRO (Shanghai Prism
Light Technology Company) was used to measure the fluores-
cence spectra. The peak value is 524nm (λ = 524 nm). The
decay curves were obtained by measuring continuously for 1
hour. The fluorescence emission spectra at room temperature
and phosphorescence spectra at 1min were obtained by
excitation of the sample with a wavelength of 360nm.

3. Results and Discussion

3.1. Crystallization Behavior. Figure 1 shows XRD patterns
of neat PLA, 5wt% SAO/PLA, 10wt% SAO/PLA, 15wt%
SAO/PLA, and 20wt% SAO/PLA composites. The peaks at
2θ = 21:8°, 28.8°, 29.6°, 30.1°, and 34.6° are present in XRD
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patterns of SAO particles indicating that the crystal types of
the SAO/PLA composite changed upon addition of SAO
particles, and its characteristic peak obviously decreased.
Moreover, the characteristic peak of PLA/SAO composite
containing 15wt% SAO almost disappeared, which was
related to the strontium aluminate phosphor particles [16].
This means that the addition of SAO particles enhances
the elongation at break and decreases the melting point,
barrier property, and heat resistance.

3.2. FT-IR Spectra. The FT-IR spectra of pure PLA, 5wt%
SAO/PLA, 10wt% SAO/PLA, 15wt% SAO/PLA, and
20wt% SAO/PLA composites are shown in Figure 2. Two
distinct peaks at 2800 cm-1 and 1221 cm-1 demonstrating
the presence of -OH groups indicating that the addition of
SAO particles enhances crosslinking between SAO and
PLA. The specific FT-IR spectrum diagram is shown in
Figure 2. Peaks at 2342 cm-2 proved that the SAO is properly
copolymerized on PLA. The 1450-1480 cm-1 band is weak-

ening vibration of the -CH3 group, which shows SAO parti-
cles transforming into the luminous SAO/PLA particles. At
1109 cm-1 in the figure, a new peak can be seen, and the
asymmetric stretching vibration of Si-O-Si just corresponds
to this peak. This is obvious versus pure PLA and other
SAO/PLA composites. All these indicate that the SAO parti-
cles have successfully combined with the PLA surface.

3.3. Thermal Properties. Nonisothermal curing behaviors of
SAO/PLA composites with different amounts of SAO parti-
cles were investigated by DSC. DSC traces of SAO/PLA
composites containing different amounts of SAO particles
are shown in Figure 3. A glass transition occurs near 63°C,
and there is a cold crystallization peak near 75°C. The melt-
ing peak occurs near 90°C in all samples [17]. The addition
of SAO content leads to a melting peak that shifts to the
right as a whole, and the melting temperature increased.
The glass transition temperature of those samples shows that
the blends of SAO and PLA are compatible, and the compat-
ibility of 5wt% and 15wt% is better than all other samples.

To investigate the effect of SAO content, we measured
the thermal stability of as-prepared SAO/PLA composites
(Figure 4). Tg first decreases with increasing SAO loadings.
The initial weight loss of neat PLA occurred at around
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350°C; the lowest temperature is about 320°C. The addition
of SAO decreases the thermal stability of PLA, but the rate
of decline is slow. This is because hydrogen bonding
between SAO and PLA promotes thermal movement of
PLA macromolecules by PLA itself. This reduces the energy
required to break the chain among the macromolecules [18].
DTG data are plotted in Figure 5(b). The temperature corre-
sponding to the peak temperature of DTG is the maximum
weightlessness rate Tmax. The Tmax of neat PLA is 423.36°C
. The temperature Tmax of the maximum weight loss rate
of SAO/PLA composite decreases with addition of SAO
because SAO inhibits the crystallization of PLA and
decreases the thermal stability. There is a hydroxyl effect
from the SAO after treatment with the silane coupling agent.

3.4. Mechanical Properties. To investigate the mechanical
properties of the as-prepared SAO/PLA composites, we
measured the tensile strength, fracture elongation, and

modulus of elasticity (Table 1, Figure 6). The tensile strength
of SAO/PLA composites increases with 5wt% SAO particles
and then decreases at higher contents. This suggests that the
tensile strength of the composites is impacted when the
crystallinity of the system decreases [19–21]. The fracture
elongation decreased when more SAO is added to the com-
posite while the elastic modulus decreases. The toughness
and fracture elongation decrease with increasing SAO con-
tent. The best overall performance occurs in the SAO/PLA
composites containing 5wt% SAO: 2.7% increase in tensile
strength, 29.8% increase in fracture elongation, and 6.3%
decrease in fracture elongation. These results indicate that
the final mechanical properties of luminescent composite
are highly influenced by the addition of SAO [22, 23].

3.5. Micromorphology. Tensile fracture SEM images with
different amounts of SAO particles are shown in Figure 5.
The fracture surface of pure PLA is shown in Figure 5(a),
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the fracture is relatively flat, smooth, and arranged regularly,
with only some shapes like the lines of rivers, and it can be
seen from the above situation that it conforms to the charac-
teristics of brittle failure. The SEM image (Figure 5(b))
shows some tiny SAO particles on the surface of pure PLA,
which indicates that SAO particles in the composite agglom-
erate due to its relatively high surface energy. The SEM
images of SAO/PLA (Figures 5(c)–5(e)) show a moderately
fair dispersion and uniform distribution of PLA at the micro
level; some agglomerations on a pure PLA surface can be
observed. However, the filaments may be formed during
the preparation of the composites via hydrogen bonding,
and the orientation of treated SAO particles is obvious under

external force [24]. While SAO particles are uniformly dis-
tributed into the PLA matrix, some agglomerations of SAO
particles are also present, and this may negatively affect the
tensile properties. However, the relatively random distribu-
tion of SAO particles is favorable and helps the luminous
SAO/PLA composite radiate green light after excitation [25].

3.6. Fluorescence Properties. The fluorescence spectra and
phosphorescence spectra of pure SAO are shown in
Figure 7 and include 5wt% SAO/PLA, 10wt% SAO/PLA,
15wt% SAO/PLA, and 20wt% SAO/PLA composites. The
above fully shows that it can be excited by the lowest
320 nm and the highest 400nm broadband, and the highest

PLA

(a)

5wt% SAO/PLA

(b)

10wt% SAO/PLA

(c)

15wt% SAO/PLA

(d)

20wt%SAO/PLA

(e)

Figure 5: SEM images of fractures for (a) pure PLA, (b) 5 wt% SAO/PLA, (c) 10wt% SAO/PLA, (d) 15wt% SAO/PLA, and (e) 20wt%
SAO/PLA.
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excitation intensity is exactly 360nm in this range. By
observing the emission spectra of phosphorescence and fluo-
rescence, it can be found that the SAO particles have a max-
imum continuous broadband band at 524nm on both
spectra, but it is not difficult to find that the amplitude of
fluorescence emission spectrum is significantly higher than
that of phosphorescence emission spectrum (Figures 7(a)
and 7(b)). Figure 7(a) shows that the fluorescence emission

spectra of the composites are similar to those of SAO parti-
cles. This indicates that the composite does not change the
crystal phase of SrAl2O4:Eu

2+ and Dy3+, which belongs to
the energy transition between the 4f65d1 excited state and
the 4f7 ground state of Eu2+ ions [26]. For the same quality
samples, the luminescence intensity increased upon addition
of SAO content, but the 15wt% SAO composites have the
best luminescence intensity. This indicates that increasing

Table 1: Tensile properties of tensile strength, elongation at break, and modulus of elasticity.

SAO (wt%) Tensile strength (MPa) Fracture elongation (%) Modulus of elasticity (MPa)

0 14:94 ± 4:06 491:95 ± 284:06 94:78 ± 6:43
5 15:31 ± 5:32 699:61 ± 416:29 88:83 ± 6:96
10 9:74 ± 1:36 478:93 ± 143:38 77:44 ± 15:86
15 9:07 ± 2:22 408:08 ± 82:63 80:53 ± 17:76
20 9:82 ± 2:13 262:87 ± 45:79 98:04 ± 7:46
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the SAO content does not further increase the luminous inten-
sity. No special emission peak was found for Dy3+, indicating
that Dy3+ is not the luminescent center, but it does prolong
the afterglow time as a trapped energy level [20, 27, 28].

Figure 8 shows the afterglow decay curves of SAO/PLA
composites with different amounts of SAO. All samples have
the same luminescence decay trend (Figure 8). However,
with the gradual increase of the SAO concentration, the
initial afterglow intensity will gradually decrease (except of
15wt%). This is probably because one part of the excitation
energy was absorbed and reflected by the PLA crosslinking
with the rare-earth-doped particles. However, part of the

energy emitted by SrAl2O4:Eu
2+ and Dy3+ phosphors was

also absorbed and reflected by the PLA. Therefore, when
the initial PLA concentration is 15wt %, the cellulose emits
more light energy due to the increase of excitation energy.
The afterglow decay curve can be divided into two parts,
one is fast decay, and the other is slow decay. After the exci-
tation of the low trap energy level ceases, it begins to release
electrons by means of thermal disturbance. The low trap level
had a shallow depth, low energy, and small binding effects on
the electrons [24]. Therefore, it can be known that the reason
for the faster decay of the original brightness is related to the
faster escape of electrons from the low trap energy level.

Figure 9 shows the long afterglow luminescence charac-
teristics of composite materials with different SAO contents
after sunlight exposure for 2 hours. The luminescence inten-
sity of the composite gradually decreases with time, and it
increases with SAO particle content. We concluded that
the solvent casting method does not impact the afterglow
properties of SrAl2O4:Eu

2+ and Dy3+.

4. Conclusions

The luminous SAO/PLA composites were prepared by a
solvent casting method for the first time. The study demon-
strated that SAO/PLA composites have the ability to
successfully develop materials with fluorescent properties
while maintaining good mechanical properties. It only
requires SAO particles as a functional agent and PLA as a
matrix. All these indicate that the compatibility between
SAO and PLA is better improved because of the presence
of silane coupling agent. The tenacity, elongation at break,
and modulus of the SAO/PLA composites decrease by
increasing the SAO content in the composites; 5wt% SAO
composites have the best mechanical properties. The melting
and crystallization behavior of the PLA matrix changed
upon addition of SAO content. The SAO particles show a
moderately fair dispersion and uniform distribution of
PLA at the microlevel. The melting and crystallization
behavior of the PLA matrix changed after the addition of
the SAO particles. Therefore, SAO particles have not been
destroyed in the blend with PLA matrix; they retain their
luminescent properties. Meanwhile, the decay curves of the
composite have a similar behavior to pure particles. By
observing the phosphorescence spectra and photolumines-
cence spectra of the composite SAO particles, we can see that
there is a main emission peak at 524nm of the spectrum,
which is consistent with that of pure SAO particles. It can
also be seen that the attenuation curve reflected by the com-
posite material is highly similar to that of pure particles.
Meanwhile, 5wt% SAO composite has better fluorescence
properties. In conclusion, by controlling the addition of
SAO particles, a SAO/PLA composite can be prepared with
excellent mechanical properties and useful fluorescence per-
formance. This product may have utility in materials appli-
cations. In the future studies, works can be carried out in
the following ways: (1) test more different concentration
ratios of SAO to find the best one. (2) Better applications
should be found for the materials studied in this paper.
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Wear failure of the in-core flux thimble is an important problem in the neutron flux measurement system, which threatens the
safety of the nuclear power plant. To figure out the wear mechanism of the thimble, a wear tester was designed and
manufactured to simulate the wear process of the in-core flux thimble. Outer guide tubes with different R angles were used to
abrade the thimbles. The designed tester can well simulate the wear process in the real power plant. R angle of the outer guide
tube played important role in the wear behavior of the in-core flux thimbles.

1. Introduction

Nowadays safety of the nuclear power plant becomes more
and more important along a big number of nuclear power
plants go into operation. The flow around the thimbles of
the in core instrumentation induces vibration and shocks
against their guides in the vessel, producing wear and even
leakage of the thimbles [1]. Almost all nuclear power plants
in China were concerned by this problem seriously [2–4].

Although this problem has been noticed to be quite
important, no study was focused on it till now. Impact and
abrasion between the thimbles and the guide tubes is a very
unique wear type, which consists of longitudinal shift and
circular movement. No commercial device can be obtained
to complete this kind of wear test. In order to characterize
the phenomenon and find a way to reduce or suppress wear
of the thimbles, a dedicated device have been designed and
developed, which can simulate the relative movement
between the thimbles and guide tubes.

The most serious wear was found to occur at the end of
the outer guide tube with sharp shape. Changing the R
angle of this end may help to control the damage of the
thimble. So, one end of the outer guide tubes was manufac-
tured as different R angles. These guide tubes were used to
contact the thimbles by using the self-made device men-
tioned above.

2. Experimental

2.1. Test Device. As mentioned above, a dedicated device is
needed to simulate the relative movement between the thim-
bles and guide tubes. The diagram of the device is shown in
Figure 1.

The device contains a container for the water which
supplies water for the space between the thimble and the
guide tube by a water pump. A lever supported by a bear-
ing can make the thimble up and down by a cam with
motor I. A funnel is applied for decreasing splash of the
water. A slim stick with motor II is used to drive the thimble
to move circumferentially. Both motors are controlled by fre-
quency converters which can change their rotational speed.

2.2. Experimental Parameters. The frequency of moving up
and down was set as 5Hz and the driving distance of the
level was 5mm. The rotation frequency of the thimble was
set as 10Hz. The circulating water can fill up the guide tube
during the whole test period of 72 hrs. The R angle of the
guide tubes were manufactured as R6.3 and R0, respectively.

The thimbles were made of Z5CND17-12. Its nominal
chemical composition is shown in Table 1. The guide tubes
were made of Z2CN19-10NS, whose nominal chemical com-
position is shown in Table 2.
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2.3. Roughness and Profile Measurement. After the 72-hr
test, profiles of the wear scars were measured by a roughness
tester (Type 2300A-R, Harbin Measuring & Cutting Tool
Group Co. Ltd.) to obtain the roughness and a KEYENCE
VR-3200 3D profile tester to obtain depth of the scars.

2.4. SEM and EDS Analysis. The details of the wear scars
were analyzed by using an FEI Co. XL30 ESEM FEG scan-
ning electron microscope (SEM) with Energy Dispersive
Spectrometer (EDS) to get the morphologies and surface
composition of the scars.

2.5. Micro Hardness Measurement. Micro hardness of the
original surface and the wear scars were measured by using
a HVS-1000M micro hardness tester produced by Shanghai
Microcre Light-Mac. Tech. Co. Ltd. The load was 200 g and
the holding pressure time was 10 s.

3. Results and Discussion

3.1. Macro Morphology of the Wear Scars. Figure 2 shows the
macro morphologies of the wear scars on the thimble after
72 h of test (Figures 2(a), 2(b)), which are similar to the scars
formed in the nuclear power plants (Figures 2(c)). The scars
looked shiny like a ring around the thimble. These results
confirmed the success of the test device which was designed

and manufactured originally. Although the driving distance
is the same as 5mm in the test process, the scar width of
the samples against the R6.3 is bigger than that of the R0.
This means the guide tube with sharp R angle (0) can hold
back the running distance of the sample more than that for
the big R angle (6.3). Due to the inertia of the movement,
the wear scar is wider than 5mm.

3.2. Wear Depth and Wear Roughness. Six points near the
upper end of the scar to measure the maximum depth based
on the profile obtained by using the KEYENCE VR-3200 3D
profile tester for each scar. The typical profile of the wear
scar is shown in Figure 3 with the measurement of the max-
imum depth.

The average maximum depth for the sample against
R0 is about twice of that for the sample against R6.3 as
shown in Figure 4. Enlargement of the R angle for the
guide tube can decrease the wear damage caused by the
contact and abrasion between the thimble and the guide
tube. The sharp angle (R0) of the guide tube can cut the
thimble deeply and form sharp overhang in the horizontal
direction. At the same time the sharp angle scrapes the
thimble in the vertical direction thus remove some of the
overhang easily. While the round angle (R6.3) of the guide
tube cuts the thimble shallower due to its geometrical
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8 9 11
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Figure 1: Diagram of the self-made device to simulate the wear of the thimbles. 1. Container; 2. Bearing; 3. Lever; 4. Cam; 5. Motor I; 6.
Guide tube; 7. Thimble; 8. Funnel; 9. Stick; 10. Motor II; 11. Water tube; 12. Water pump.

Table 1: Nominal chemical composition of Z5CND17-12.

C Mn Si P S Cr Ni Mo Cu Co Nb+Ta

≤0.070 ≤2.00 ≤0.75 ≤0.030 ≤0.015 16.00-19.00 10.00-14.00 2.00-2.50 ≤1.00 ≤0.06 ≤0.15
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shape. In the vertical direction, the round angle squeezes
the thimble instead of scraping for the sharp angle thus
it is difficult to remove the material from the thimble. So

the depth of the scars formed against the round angle
was much smaller than that against sharp angle, indicating
less material loss of the thimble.

Table 2: Nominal chemical composition of Z2CN19-10NS.

C Mn Si P S Cr Ni Cu Co Nb+Ta

≤0.035 ≤2.00 ≤1.00 ≤0.030 ≤0.015 18.50-20.00 9.00-10.00 ≤1.00 ≤0.06 ≤0.15

(a) (b)

(c)

Figure 2: Macro morphology of the wear scars. (a) R0 (b) R6.3 (c) From nuclear power plant.

Figure 3: The typical profile of the wear scar and its maximum depth.
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The scar looks shiny and smooth compared to the orig-
inal surface of the thimble. Roughness of the scars and the
original surface was measured for six times and their average
value was calculated as shown in Figure 5. Roughness in the
scars is much smaller than that for the original surface of the
thimble. Roughness for both R angles decreased significantly
after the tests. Roughness for the sample against round R
angle (6.3mm) was the smallest which is about 60% of that
for sharp R angle (0). When the R angle of the thimble is
0, the sharp angle of the guide tube can cut the thimble
deeply in the horizontal direction. At the same time the
sharp angle scrapes the thimble in the vertical direction. It
is reasonable to say that the round angle (R6.3) of the guide
tube cuts the thimble shallower due to its geometrical shape.
In the vertical direction, the round angle squeezes the thim-

ble instead of scraping for the sharp angle thus decreases the
roughness. That’s why the roughness of the scars formed
against the round angle was much smaller than that against
sharp angle.

Surface roughness always plays important role in the
wear process of materials [5–11]. The most common conclu-
sion of these works is that the bigger the roughness is, the
more serious the wear damage is. This is an important rea-
son why the wear depth of the thimble for the R0 guide tube
is bigger than that for R6.3 (Figure 4). It is reasonable to
predict that the thimble for the R0 guide tube will fail first
if the test period is long enough.

3.3. SEM Morphology and EDS of the Wear Scars. SEM mor-
phologies of the wear thimble scars of are shown in Figure 6.
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Figure 4: Maximum depth of the scars for the samples.
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Figure 5: Roughness of the scars and the original surface.
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For both R angles short ploughings can be found around the
surface of the thimble in the horizontal direction. Plough-
ings for the sample against sharp R angle (0) are fewer but
deeper compared to that for the samples against round R
angle (6.3mm). With the sharp R angle, the guide tube can
cut the thimble to form deep ploughings in the horizontal
direction (Figure 6 a, b). With the sharp R angle, the guide
tube can seriously cut the protuberance around the plouging
and the ploughing itself in the vertical direction of the
ploughing thus the old ploughings vanished quickly. While
with the round R angle, the guide tube cut the thimble to
form relatively shalow ploughings in the horizontal direction
(Figure 6 c, d). Although they were shallow, the guide tube
with round R angle (R6.3) cannot cut the protuberance
around the plouging and the ploughing itself seriously thus
the old ploughings vanished slowly. The results are well in
accordance with the results of scar depth and scar roughness
mentioned above.

For the EDS results (Figure 7), the chemical composi-
tions in the scars were similar to the original alloy
(Table 1). No apparent oxidation was found in both wear
scars, indicating that the wear was mainly caused by
mechanical damage while had nothing to do with chemical
reactions.

3.4. Micro Hardness Measurement. Micro hardness of the
wear scar formed by the R0 guide tube was almost the same

as that of the original surface, while micro hardness of the
wear scar formed by the R6.3 guide tube changed a lot
(Figure 8). As mentioned above, deformation was found on
the wear scar surface for both cases (Figure 6). Crossing slip
dislocations formed during plastic deformation can create
dipolar and multipolar structures that may contribute to
work hardening. Such structures may become plastically
relaxed by secondary slip thus the cross-slip of dislocation
groups was an important work-hardening mechanism [12].
Z.Q.Wang et al. also found that cross-slip plays a role in
the generation and annihilation of dislocations, leading to
different dislocation velocities, density evolution and macro-
scale plastic response, which was related to work-hardening
[13]. Although work-hardening occurred during the wear
process, the hardness of the scar for the R0 guide tube chan-
ged little due to the fast removal of the surface layer.

3.5. Modeling the Impact and Abrasion of the Thimbles.
Figure 9 shows a model for the impact and abrading process
of the thimbles. When the thimble moves in horizontal
direction in the guide tube (Figure 9(a)), it impacts the end
of the guide tube and forms ploughings on the thimble sur-
face (Figure 9(b)). When the thimble moves in vertical direc-
tion in the guide tube (Figure 9(c)), it is abraded by the end
of the guide tube and cuts the ploughings formed on the
thimble surface to make it shallow (Figure 9(d)) thus make
the surface smoother. In fact, the movements of the thimble
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Figure 6: SEM morphologies of the scars against guide tube of R0 (a, b) and R6.3 (c, d).
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Figure 7: EDS of the scars against guide tube of R0 (a) and R6.3 (b).

200

220

240

260

280

300

320

340

R0
R6.3
Original

M
ic

ro
 h

ar
dn

es
s (

H
v)

R0 R0 average R6.3 R6.3 average Original Original average

Figure 8: Micro hardness of the wear scars and the original surface.
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in horizontal and vertical direction occur simultaneously all
the time. The ploughing and the abrasion caused the mass
loss of the thimble and make it smoother, showing smaller
roughness. The larger the R angle is, the shallower the
ploughing is and the weaker the abrasion is, thus the less
the mass loss is, showing smaller maximum depth of the
wear scar.

4. Conclusion

(1) The self-made device can well simulate the move-
ment between the thimble and the guide tube and
the wear process of the thimble in the nuclear power
plant

(2) Bigger R angle of the outer guide tube can decrease
the roughness and increase the hardness of the wear
scar more significantly which is beneficial to reduce
wear of the thimble

(3) R angle of the outer guide tube can significantly
affect the wear behavior of the thimbles. Bigger R
angle is beneficial to extending the service life of
the thimbles

Data Availability

All data generated or analyzed during this study are included
in this article.
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Objective. The aim of this study was to investigate the relationship between different psoriasis types and thyroid dysfunction.
Methods. The data of patients diagnosed with psoriasis between January 2013 and October 2018 who underwent thyroid
function tests were collected. Free triiodothyronine (FT3), free thyroxine (FT4), total triiodothyronine (TT3), total thyroxine
(TT4), thyroid-stimulating hormone (TSH), thyroglobulin antibody (TGAb), and thyroid peroxidase antibody (TPOAb) were
measured. The thyroid function of patients with psoriasis vulgaris, pustular psoriasis, erythrodermic psoriasis, and psoriatic
arthritis was evaluated, and the differences in hormone levels and antibodies in the pituitary-thyroid axis with psoriasis type
were analyzed. Results. The data of a total of 468 patients were analyzed in this study. The proportion of normal hormone
levels was higher among vulgaris patients (P < 0:001), while the erythrodermic patients were more likely to have decreased FT3
or FT4 but normal TSH (P < 0:001). FT3 levels were lower in pustular patients (P < 0:05), FT4 levels were lower in
erythrodermic patients (P < 0:05), and TSH levels were higher in patients with psoriatic arthritis (P < 0:05). TPOAb levels were
higher than normal in all patients, but there was no significant difference in the levels of TPOAb and TGAb among 4 types of
the patients. Conclusion. Psoriasis is related to thyroid dysfunction, especially in patients with atypical psoriasis types. The
possibility of complications should be considered in erythrodermic patients.

1. Introduction

Psoriasis is an inflammatory skin disease that is caused by
immune dysfunction, determined by the inheritance of mul-
tiple genes, and stimulated by many environmental factors.
Its prevalence is around 3% worldwide and 0.1–0.5% in
China, respectively [1]. This disorder typically affects the
skin and joints, but the fingers, toes, and mucous mem-
branes may also be involved. The disease has a chronic and
recurrent course. Clinically, psoriasis is broadly divided into
4 types: psoriasis vulgaris, psoriatic arthritis, pustular psori-
asis, and erythrodermic psoriasis, of which psoriasis vulgaris
is the most common, followed by psoriatic arthritis. The
incidence of pustular psoriasis and erythrodermic psoriasis

is relatively low, but serious systemic symptoms can occur,
affecting the physical and mental health of patients, as well
as their quality of life [2].

The precise etiology and pathogenesis of psoriasis have
not been fully elucidated. Dysfunction of the innate and
acquired immune systems, including activation of the NF-
κB signaling pathway for antigen presentation, the dominant
response of T helper 1 (Th1) cells, and increased IL-17
response, promoting the development and progression of
psoriasis. Thus, patients with psoriasis are at increased risk
of other immune system-related diseases, such as rheuma-
toid arthritis, inflammatory bowel disease, multiple sclerosis,
and autoimmune thyroiditis [3, 4]. Hashimoto’s thyroiditis,
or autoimmune thyroiditis, is a common autoimmune
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disorder [5]. The T cell-mediated inflammatory response in
the thyroid is characterized by high serum levels of TPOAb
and TGAb. A dominant Th1 cell response is also present in
this disorder, suggesting a possible association between pso-
riasis and Hashimoto’s thyroiditis. In psoriasis, especially
psoriatic arthritis, the relationship between autoimmune
thyroid damage and thyroid dysfunction remains controver-
sial. There may also be differences in the relationship
between adult and juvenile patients as well as sex differences.
In this study, the characteristics of thyroid dysfunction in
patients with the 4 types of psoriasis were analyzed. The
characteristics of autoimmune thyroid damage and
pituitary-thyroid axis hormones in each type of patient were
also assessed.

2. Methods

2.1. Patients. The medical data of patients diagnosed with
psoriasis between January 2013 and October 2018 who
underwent thyroid function tests during admission were
retrospectively analyzed. Cases were classified as psoriasis
vulgaris, pustular psoriasis, erythrodermic psoriasis, and
psoriatic arthritis based on clinical characteristics and path-
ological examination [6]. Patients with a history of living for
a long time in an iodine-deficient region, past history of thy-
roid disease, history of thyroid surgery or neck radiation,
history of systemic application of drugs that may affect
thyroid hormone levels, or history of other autoimmune
diseases were excluded. Age- and sex-matched subjects,
without psoriasis, served as controls.

2.2. Thyroid Function Tests. Data on the general character-
istics and relevant medical history of the patients were
collected, as well as the results of thyroid function tests
at admission. The Roche electrochemiluminescence ana-
lyzer (Elecsys E170, Roche Diagnostics, Tokyo, Japan)
and its supporting reagents (Roche Diagnostics) were used
for free triiodothyronine (FT3), free thyroxine (FT4), total
triiodothyronine (TT3), total thyroxine (TT4), thyroid-
stimulating hormone (TSH), thyroglobulin antibody (TGAb),
and thyroid peroxidase antibody (TPOAb) measurements.
Reference ranges for normal thyroid function are FT3, 3.50-
6.50pmol/L; FT4, 11.50-22.70 pmol/L; TT3, 1.23-3.39nmol/L;
TT4, 54.0-174.0nmol/L; TSH, 0.550-4.780 mIU/L; TGAb,
<60.0U/mL; and TPOAb, <60.0U/mL. Clinical hyperthy-
roidism was defined as elevated FT3 and FT4 with decreased
TSH. Subclinical hyperthyroidism was defined as normal

FT3 and FT4 with decreased TSH. Clinical hypothyroidism
was defined as decreased FT3 and FT4 with elevated TSH.
Subclinical hyperthyroidism was defined as normal FT3
and FT4 with elevated TSH (Table 1).

2.3. Ultrasound Tests. Ultrasound examination was carried
out using B-mode high-resolution system to measure skin
thickness (mm). Normal thickness values were defined as
the thickness of the healthy skin surrounding the lesions.

2.4. Statistical Analysis. All data were analyzed using SPSS
19.0 software. Measurement data in test results conforming
to the normal distribution were expressed as �x ± SD. Count
data were expressed as n (%). One-way analysis of variance
(ANOVA) and the Kruskal-Wallis tests were used to com-
pare multiple groups for data conforming to the normal
distribution and not conforming to the normal distribution,
respectively. The χ2 test was used to compare count data
between the groups. Differences with P < 0:05 were consid-
ered statistically significant.

3. Results

3.1. Thyroid Function in Patients with Psoriasis. A total of
468 patients were included in this study, including patients
with psoriasis vulgaris (n = 300), pustular psoriasis (n = 60),
erythrodermic psoriasis (n = 54), and psoriatic arthritis
(n = 54). There were 318 male and 150 female patients, and
the average age was 48:08 ± 15:76 years. There were no
statistically significant differences in age or sex among the
patients with each disease type (P > 0:05).

No cases of clinical hyperthyroidism were found in the
patients; however, 37 (7.91%) of patients had abnormal thy-
roid function, suggesting a possible correlation between pso-
riasis and thyroid dysfunction. A condition of subclinical
hyperthyroidism was found in 25 patients (25/468, 5.3%),
which included 13 cases of vulgaris, 5 pustular, 4 erythroder-
mic, and 3 arthritis type. There was only one patient of clin-
ical hypothyroidism in each of the erythrodermic group and
arthritis group. A condition of subclinical hypothyroidism
was found in 12 patients (12/468, 2.56%), including 9 cases
of vulgaris, 1 arthritis, and 2 pustular subsets (Table 2).

After laboratory tests for thyroid function, 74.2%
(347/468) of patients had normal levels of FT3, FT4, and
TSH. The proportion of patients with normal FT3, FT4,
and TSH was 80.3% (241), 66.7% (40), 48.2% (26), and
74.1% (40), respectively, in vulgaris, pustular, erythrodermic,

Table 1: Baseline patient characteristics.

Characteristics
Total patients
(n = 468)

Psoriasis vulgaris
(n = 300)

Pustular psoriasis
(n = 60)

Erythrodermic psoriasis
(n = 54)

Psoriatic arthritis
(n = 54)

Mean age ± SD (y) 48:0 ± 15:7 47:8 ± 15:5 46:6 ± 18:6 51:8 ± 15:8 47:4 ± 13:1
Sex (M/F) 318/150 210/90 33/27 44/10 31/23

Duration of disease (y) 5:5 ± 2:9 7:2 ± 4:6 3:8 ± 1:9 4:1 ± 2:3 6:9 ± 3:0
PASI 30:4 ± 11:5 29:53 ± 10:22 33:90 ± 8:32 45:63 ± 12:13 16:10 ± 8:39
M: male; F; female; PASI: psoriasis area and severity index.
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and arthritis subsets. There was a statistically significant
difference among the 4 psoriasis types in the proportion of
patients with normal FT3, FT4, and TSH (χ2 = 26:781, P <
0:001). Post hoc analysis between the groups showed a
higher proportion of patients with normal hormone levels
in the vulgaris group and a higher proportion of patients
with abnormal hormone levels in the erythrodermic group.
There was a statistically significant difference among the 4
groups in the proportion of patients with decreased FT3 or
FT4 but normal TSH (χ2 = 29:816, P < 0:001). Post hoc test-
ing between the groups showed that this abnormality was
more likely in the erythrodermic group than in the other 3
groups. Moreover, no statistically significant differences
were observed among the 4 groups in the proportion of
patients with normal FT3 and FT4 but decreased TSH
(χ2 = 2:126, P = 0:547).

3.2. Levels of Pituitary-Thyroid Axis Hormone, TPOAb, and
TGAb in Psoriasis Patients. Table 3 shows the FT3, FT4,
TSH, TT3, and TT4 levels in patients with the 4 psoriasis
types. FT3 levels were lower in pustular psoriasis patients,
with a statistically significant difference compared to those
in psoriasis vulgaris and erythrodermic psoriasis patients
(P = 0:040). FT4 levels were lower in erythrodermic psoriasis
patients compared to psoriasis vulgaris (P < 0:001), pustular
psoriasis (P = 0:019), and arthritis patients (P < 0:001). TSH
levels in arthritis patients were higher than those in erythro-

dermic patients (P = 0:049). The average TPOAb level in all
groups was higher than normal values (Table 3). There were
no significant differences in TPOAb or TGAb levels among
the groups (P > 0:05).

3.3. Correlation of Thyroid Dysfunction with Autoantibody
Tests between Psoriasis and Controls. To confirm the correla-
tion of thyroid dysfunction with autoantibody tests, we
selected 200 age- and sex-matched subjects without psoriasis
as controls. Percentage of thyroid dysfunction was similar

Table 2: Thyroid dysfunction of psoriasis patients.

Psoriasis vulgaris Pustular psoriasis Erythrodermic psoriasis Psoriatic arthritis Total

Elevated FT3 or FT4 & decreased TSH (%) 0 0 0 0 0

Normal FT3 and FT4 & decreased TSH (%)
(adjusted residuals)

13 (4.33%) (-1.3) 5 (8.33%) (1.1) 4 (7.41%) (0.7) 3 (5.56%) (0.1)
25

(5.34%)

Decreased FT3 or FT4 & elevated TSH (%) 0 0 1 (1.85%) 1 (1.85%)
2

(0.43%)

Normal FT3 and FT4 & elevated TSH (%) 9 (3.00%) 2 (3.33%) 0 1 (1.85%)
12

(2.56%)

Decreased FT3 or FT4 & normal TSH (%)
(adjusted residuals)

37 (12.33%)
(-3.9)

13 (21.67%) (0.9) 23 (42.59%) (5.2) 9 (16.67%) (-0.2)
82

(17.52%)

Total 300 (64.10%) 60 (12.82%) 54 (11.54%) 54 (11.54%) 468

FT3: free triiodothyronine; FT4: free thyroxine; TSH: thyroid-stimulating hormone; TT3: total triiodothyronine; TT4: total thyroxine.

Table 3: The levels of pituitary-thyroid axis hormones and autoantibodies in the serum of psoriasis patients.

Psoriasis vulgaris Pustular psoriasis Erythrodermic psoriasis Psoriatic arthritis

FT3 (pmol/L) 4:67 ± 0:60 4:23 ± 0:73 4:57 ± 0:76 4:45 ± 0:71
FT4 (pmol/L) 14:11 ± 2:23 13:68 ± 2:73 12:17 ± 2:57 14:18 ± 2:39
TSH (mIU/L) 1:89 ± 1:44 1:55 ± 1:12 1:63 ± 1:69 3:69 ± 1:48
TT3 (nmol/L) 1:77 ± 0:40 1:57 ± 0:40 1:76 ± 0:59 1:73 ± 0:43
TT4 (nmol/L) 104:05 ± 22:02 96:29 ± 25:67 81:07 ± 24:06 108:49 ± 22:33
TPOAb (U/mL) 75:72 ± 38:47 78:36 ± 43:73 87:23 ± 36:14 85:32 ± 18:18
TGAb (U/mL) 39:99 ± 27:86 46:55 ± 24:46 29:90 ± 23:45 26:97 ± 8:89
FT3: free triiodothyronine; FT4: free thyroxine; TSH: thyroid-stimulating hormone; TT3: total triiodothyronine; TT4: total thyroxine; TPOAb: thyroid
peroxidase antibody; TGAb: thyroglobulin antibody.

Table 4: Cases with thyroid dysfunction among study participants.

Patients
(N = 468)

Controls
(N = 200)

P
value

Subclinical hyperthyroidism 25 (5.3) 8 (4) 0.043

Ab (+) 12 (2.6) 1 (0.5) 0.024

Ab (-) 13 (2.8) 7 (3.5) NS

Clinical hypothyroidism 2 (0.4) 2 (1) NS

Ab (+) 0 0 NS

Ab (-) 2 (0.4) 2 (1) NS

Subclinical hypothyroidism 12 (2.6) 3 (1.5) 0.037

Ab (+) 7 (1.5) 1 (0.5) 0.03

Ab (-) 5 (1.1) 2 (1) NS

NS: not significant; Ab (+): positive thyroid autoantiodies; Ab (-): negative
thyroid autoantibodies. Numbers in parentheses represent percentages.
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between psoriatic patients and controls (Table 4). There
were differences between subclinical hyperthyroidism or
subclinical hypothyroidism patients and 200 controls in
terms of positive autoantibodies.

3.4. Ultrasound Tests of Plaque Skin Thickness in Psoriasis
Patients. The patients did not routinely undergo ultrasound
tests; therefore, only 17 psoriasis patients (including 10
psoriasis vulgaris, 4 erythrodermic psoriasis, and 3 psoriatic
arthritis) had ultrasound tests. We showed the plaque skin
thickness by ultrasound in Table 5 and found no correlation
of skin thickness with TSH, TT3, and TT4.

4. Discussion

Psoriasis patients are at a higher risk of other autoimmune
diseases. In recent years, the relationship between psoriasis
and Hashimoto’s thyroiditis-related thyroid dysfunction
has gained attention [7]. Hashimoto’s thyroiditis can present
as mild, short-term hyperthyroidism in the early stages but
eventually progresses into hypothyroidism. There are many
common pathophysiological mechanisms between psoriasis
and Hashimoto’s thyroiditis. Studies have shown that IFN-
γ, Th1 cytokines, CXCL10, IL-23, and Th17 are involved
in the pathogenesis of psoriasis. Hashimoto’s thyroiditis is a
disease also mediated by Th1 cells, in which IFN-γ and its
associated chemokines, such as CXCL10, play an important
role. IL-23 and Th17 levels are elevated in psoriasis andHashi-
moto’s thyroiditis, suggesting a relationship between the
immunological pathogenesis of these diseases [8].

A recent cross-sectional retrospective study showed
that Hashimoto’s thyroiditis and psoriasis are highly corre-
lated [9], especially in patients with psoriatic arthritis.
Antonelli et al. [10] found an increased prevalence of thy-
roid autoimmunity in patients with psoriatic arthritis. In
psoriatic arthritis patients, the rate of TPOAb positivity
was significantly higher and similar to that in rheumatoid
arthritis patients, an increase which was more pronounced in
female patients [11]. However, the prevalence of subclinical
hypothyroidism in the entire psoriatic arthritis group was
similar to that in the rheumatoid arthritis and control groups,
and only in female patients was the prevalence higher. Psori-
atic arthritis patients with subclinical hypothyroidism have a
longer course of disease and multiple joint involvement com-
pared to psoriatic arthritis patients with normal thyroid
function. In addition, Gul et al. [12] observed elevated FT4
levels in patients with psoriasis. However, another recent
study has shown that no correlation exists between psoriasis

and thyroid autoimmunity. [13] This study showed that the
average level of TPOAb in the 4 groups of patients with
different types of psoriasis was higher than the normal value,
suggesting the presence of autoimmune damage to the
thyroid in patients with psoriasis. Thyroid dysfunction
existed to varying degrees among the 468 patients in this
study, but thyroid function tended to be closer to normal in
the psoriasis vulgaris patients compared to the other 3
groups. We found that FT3 levels were lower in pustular pso-
riasis patients and FT4 levels were lower in erythrodermic
psoriasis patients. Although there was no significant change
in FT3 and FT4 levels among the psoriatic arthritis patients,
their TSH levels were elevated, which is consistent with the
results of Antonelli et al. [10] In a study by Zoabi et al.
[14], thyroid function tests were performed on 100 psoriasis
patients and 54 healthy controls. There was no significant
difference in thyroid function between the 2 groups, but
TSH levels and positive autoantibody titers were higher in
patients with severe psoriasis than in those with mild psoria-
sis. The reasons for these inconsistent results may be related
to differences in the sample size, ethnicity, dietary habits, and
living situations and may also be related to the severity and
type of disease [15]. To confirm the correlation of between
psoriasis and thyroid dysfunction, we selected age- and sex-
matched subjects without psoriasis as controls. We found
that there were differences between subclinical hyperthyroid-
ism or subclinical hypothyroidism patients and controls in
terms of positive autoantibodies.

The present study also found that FT3 or FT4 was
decreased in patients with erythrodermic psoriasis, and the
proportion of patients with normal TSH was as high as
42.59% [16]. This may be due to diffuse erythema and
repeated shedding of scales in erythrodermic psoriasis
patients, resulting in the loss of large amounts of water,
protein, and other nutrients, causing water and electrolyte
disturbances, metabolic abnormalities such as hypoproteine-
mia, and severe symptoms of systemic wasting. Therefore,
patients may develop euthyroid sick syndrome, which pre-
sents as low T3 or low T4 syndrome and can be easily
misdiagnosed as hypothyroidism. However, these results
are yet to be confirmed by clinical data, and no studies on
patients with psoriasis combined with euthyroid sick syn-
drome have been reported in the literature. It is generally
believed that in euthyroid sick syndrome, the body compen-
sates by reducing energy consumption while the patient is in
a diseased state, indicating a period of serious illness. At this
time, exogenous thyroxine replacement therapy alone may be
of no benefit. After the disease improves, changes in thyroid

Table 5: Ultrasound tests of skin thickness in psoriasis patients.

Psoriasis vulgaris (n = 10) Erythrodermic psoriasis (n = 3) Psoriatic arthritis (n = 4)
Plaque skin thickness 2:1 ± 0:5 1:9 ± 0:7 2:3 ± 0:6
TSH (mIU/L) 1:89 ± 1:44 1:75 ± 1:34 2:57 ± 1:02
TT3 (nmol/L) 1:36 ± 0:22 1:5 ± 0:80 1:2 ± 0:39
TT4 (nmol/L) 107:1 ± 10:6 79:07 ± 12:05 90:33 ± 26:80
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hormones should be observed and corresponding adjust-
ments made. Therefore, patients with this type of psoriasis
should be properly evaluated prior to treatment.

In summary, psoriasis and autoimmune thyroiditis-
related thyroid dysfunction may be related to some extent
and is associated with the severity and type of psoriasis.
The limitations of this study were that this was a retrospec-
tive study, and patients do not routinely undergo ultrasound
tests so that there were no results of thyroid B-scan ultra-
sound, pathology, or other diagnostic examinations. Only
17 psoriasis patients (including 10 psoriasis vulgaris, 4 ery-
throdermic psoriasis, and 3 psoriatic arthritis) had ultra-
sound tests. We showed the plaque skin thickness by
ultrasound and found no correlation of skin thickness with
TSH, TT3, and TT4. To elucidate the correlation between
various thyroid function test indicators and psoriasis, pro-
spective studies must be conducted in the future for further
confirmation. The dominant response of Th1 cells and the
high expression of related inflammatory factors appear in
both psoriasis and autoimmune thyroiditis. This may be
the immune mechanism common to both [14], but a larger
sample size, prospective study basis, and more in-depth
mechanistic investigation are required. An emphasis on
follow-up assessment of thyroid function in psoriasis
patients will be beneficial for the proper treatment of those
patients with thyroid dysfunction.
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This paper considers a case that Chinese healthcare organizations in China leverage mobile smart cloud platform (MSCP) to build a
self-sustaining healthcare ecosystem, which presents an evolutionary process of three phases. Multiple elements have been involved
in the system, which has reinforced one another. Finally, an ecosystem is formed, which is economically sustainable and scalable
nationwide. The study adds to the understanding of the ecosystem-based approach to address complex problems. It offers
important implications for designing healthcare MSCPs which may help transform the healthcare industry.

1. Introduction

As is well known, China is the most populous country in the
world as well as one of the fastest-growing markets in the
world. At present, China’s healthcare industry is facing many
problems that other developed countries faced in the past or
are even facing to this day. In terms of China’s social environ-
ment, the issue of an aging population is worsening (China is
the only country with more than 100 million elderly persons
and the largest aging population in the world), the number of
people with chronic diseases continues to increase, and peo-
ple’s health management awareness has been increasing as
well. In the industrial environment, the high concentration
of high-quality medical resources is concentrated in few big
cities. The whole country faces the challenges of unbalanced
structure of healthcare service system, inefficient implemen-
tation of graded medical services, shortage of healthcare
workers, increasing medical costs, and inefficient risks of
implementing national medical insurance system which have
exacerbated the existing crisis in China’s healthcare service
industry. There are information and communication tech-
nologies (ICTs) and Internet-enabled solutions to these
issues. As an example, the mobile smart cloud platform
(MSCP) has been used to improve healthcare services,

including, e.g., in professional online healthcare treatment,
health counseling, and telemedicine services for outpatients.

In the 1980s, countries like the UK started to promote the
use of Internet-based technologies in healthcare. As an exam-
ple, a doctor can track and provide consultation to his
patients equipped with intelligent wearable devices when
locating at home or in public places [1]. In October 2014,
China’s first online hospital was born in Guangdong Prov-
ince. Since then, the Internet healthcare entrepreneurs have
mushroomed. In just one year until the end of 2016, more
than 10 online hospitals have emerged, some with different
labels like cloud hospitals and Internet hospitals. The fast
growth of Internet healthcare industry in China is based on
a supportive policy and technology environment; Internet
healthcare services have been included in the “13th Five-
Year Plan” as an industrial organization; “smart healthcare”
is the use of digital, visual mode, vital sign collection, and
health monitoring to achieve the sharing and rational distri-
bution of healthcare resources. The information and com-
munication technologies (ICTs) and Internet technologies
including sensor technology, wearable smart devices like
mobile phones, mobile and WiFi technologies, deep learning
technologies, big data, and cloud computing enable quick
access to a broader range of information and services.
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This paper focuses on MSCP in healthcare from the eco-
system perspective. The ecosystem concept was initially used
to analyze the applications of ICTs, which involved the col-
laboration of a broad range of actors [2]. In recent years,
the term of service ecosystem is introduced, academics insist
on service-led (SD) logic, placing services at the core of eco-
systems, which is composed of social actors and their respec-
tive resources, linked together by value propositions across a
network of relationships [3, 4]. Within this system, stake-
holders form a unitary, interrelated, collaborative, and com-
petitive community which promotes the added value of
products and services. Healthcare represents a service ecosys-
tem which included multiple social actors and is more com-
plex than a simplistic consideration of the doctor-patient
model. The healthcare service ecosystem is composed of het-
erogeneous and complementary entities such as patients,
doctors, equipment suppliers, pharmaceutical companies,
insurance companies, and public health authorities [5, 6].
They form an interconnected and interdependent organism.
Each actor in the ecosystem exerts its core strengths and
works together with others to sustain the system. The system
is dynamic. It evolves by phases and finally achieves sustain-
ability. A broader perspective is also necessary to understand
how ecosystems evolve, which takes into account all the roles
and interrelationships involved in the infrastructure, policies,
and regulations required, promotion mechanisms and sus-
tainability approaches, cultural values, interconnections with
external factors, and so on.

This article focuses on MSCP-enabled ecosystem in
healthcare, a kind of service ecosystem, which takes the
healthcare cloud service as the core asset, connects the stake-
holder of healthcare through internet technology, forms a
virtual organism that interacts with each other and promotes
each other, the social actors that depended on each other,
seeks the dynamic balance of the system in the competition,
and finally realized the value increment of the whole system.
Through a case study, we will address such a research ques-
tion: at the macro-, meso-, or microlevels, how do relevant
societal actors collaborate to use MSCP to form a healthcare
ecosystem?

2. Research Methods

To understand the evolution of healthcare service ecosys-
tems, we consider a pioneering case of MSCP based health-
care project in China. A case study design is proper for
addressing how to type research question.

The research originated from the author’s participation
in the healthcare project, which was initiated by the health-
care authority of A City, and entrusted B Company and P
University to develop a mobile smart cloud platform (MSCP)
in the way of school-enterprise cooperation. Company B is
willing to share the relevant information of the smart health-
care project. City A is a second-tier city located in the south-
central region. The rural population is mostly, and the city’s
information base is weaker than that of developed cities along
the eastern coast. In order to test the MSCP platform, the
government healthcare administrations in City A established
24 small-scale healthcare clinics and identified 6 medium-
scale basic hospitals and 1 large-scale and high-level hospital
as pilot healthcare institutions. Through the analysis of the
case, we can explore the use of a mobile intelligent cloud plat-
form to build a self-sustaining healthcare ecosystem for sim-
ilar cities in China. In order to solve the problems of reducing
healthcare costs, making up for healthcare shortcomings,
adjusting the structural distribution of healthcare resources,
etc., the first experience and revelation are provided. To col-
lect data, we carried semistructured interviews with sponsors
and leaders of the project to develop a preliminary under-
standing of the various stages through which MSCP has pro-
gressed. The interviews help us to understand the key actors
in the healthcare ecosystem, including patients, healthcare
service providers, health insurance agencies, and government
healthcare administrations. Among them, the healthcare ser-
vice providers include the local doctor in the small-scale
healthcare clinics, online doctors in the medium-scale basic
hospitals, the specialist doctors in the large-scale and high-
level hospitals, pharmaceutical companies, healthcare equip-
ment companies, and third-party developers. Before each
interview, the researcher would carefully design an outline
according to relevant research questions and who the inter-
viewee was. After the outline was laid out, the interview was
recorded for future analysis. After the interview was con-
ducted, the recorded file would be transcribed into a text
summary and issued an identification number. The field
interview process began in January 2017 and concluded in
December 2017, covering 28 interviewees. The interview
arrangements are illustrated in Table 1. In the process of data
analysis, we kept contact with interviewees and would con-
sult them when any concerns emerged.

Except for interviews, there are mainly two data sources:
internal documents including the project implementation
plan and project process documentation; data from online
channels such as the government authorities’ websites and
news media. In order to improve the reliability and validity

Table 1: Interview arrangements.

Interviewees Interview topics

10 patients Patient satisfaction as a measure of whether a mobile health ecosystem is a net-positive system

6 healthcare service providers
Relevant technologies for each mode of healthcare service delivery and their relationship

with other actors within the platform

4 developers of the SMCP Key inflection points in the strategy, and each supporting technology and the stage of the activity

2 managers of health insurance agency The positive elements for cooperating with the healthcare service platform

6 government officers Their motivation and demand for setting up the healthcare service platform
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of the research results [7], researchers implemented a trian-
gulation approach to cross-validate key information from
multiple sources.

3. The Emergence of an MSCP-Enabled
Healthcare Ecosystem

The case study results are summarized in Figure 1. The
healthcare service ecosystem supported by MSCP has pro-
gressed through three significant phases since its inception.
In the first stage, it assessed the existing demand for
technology-enabled services to establish MSCP, and the
small-scale network healthcare clinics are being built to com-
plete the information collection and transformation for
MSCP. The second phase expanded the service coverage to
a larger area through integrating the small-scale network
healthcare clinics, the medium-scale basic hospitals, and the
large-scale and high-level hospitals, which established a hier-
archical healthcare treatment pattern by MSCP. In the third
phase, participants from diverse and complementary sectors
in the healthcare field were also integrated into the platform
ecosystem to develop collaboratively.

3.1. The First Stage: The Establishment of the Small-Scale
Healthcare Clinics. In January 2017, MSCP engaged with
the doctor in the medium-scale basic hospitals and all the
patients to understand their needs and gauge demand for
the platform. In this stage, the doctors in 6 medium-scale
basic hospitals can diagnose online by the MSCP platform,
and 24 small-scale healthcare clinics were established in
urban residential communities and rural areas according to
the geographical division. The telemedicine equipment was
set up, with the help of the local doctor in the small-scale
healthcare clinics, patients used telemedicine equipment to

collect health data and complete the process of seeking
healthcare treatment directly with online doctors in the
medium-scale basic hospitals by video. This new healthcare
pattern diagnosed diseases through remote consultation,
remote ECG, remote imaging, and remote inspection and
gives an electronic prescription online; at the same time, a
personal electronic health archive was established. Services
provided by small-scale healthcare clinics to patients through
the platform include generation and cancellation of appoint-
ments online, telemedicine, home health monitoring, self-
care, health training, health management, first aid nursing,
and public health information. Patients can receive health
check-ups via the small-scale healthcare clinics as well. In
the same time, the MSCP’s extended functions include treat-
ment through prevention and rehabilitation of chronic dis-
eases including providing health assessments, health
interventions, and health promotion services. Customer-
downloaded apps may be used to guide patients with reason-
able exercise, diets, accommodations, and so on.

Technically, the small-scale healthcare clinics are charac-
terized by the large number and wide geographic distribu-
tion. Due to the small flow of patients and the small
amount of data in a single small-scale healthcare clinic, the
SSL VPN is the simplest and safest solution to the remote
user access data. The medium-scale basic hospitals are char-
acterized by the small number and a larger flow of patients.
Due to a large amount of data, the connection stability
requirements, the IPSec VPN is the main mode of connec-
tion, which is a relatively complete system of VPN technol-
ogy and provides a series of protocol standards.

In the first stage, MSCP provides technology to extend
the healthcare service of the medium-scale basic hospitals
to the small-scale healthcare clinics through MSCP. The gov-
ernment healthcare administrations in City A established 24

Impact

Emergent strategy

Phase one: the establishment of the small-
scale healthcare clinic

Goal Goal

Phase two: online hierarchical healthcare
service system

Phase three: constructing the healthcare
service ecosystem

Goal

Deployment mechanisms

Deployment mechanisms
Deployment mechanisms

January 2017 April 2017 July 2017
The pharmaceutical provider

The manufacturers

Third-party developers

Insurance agency:

Government:

Platform developer:

Government:

Platform developer:

The local doctor/The online doctor/The specialist doctors

Patient:

Government:

Platform developer:

Patient:

The local doctor

⁎Set up 24the small-scale network healthcare
clinics

⁎Identified 6 medium-scale basic hospitals and 1 large-
scale and high-level hospitals as pilot healthcare
institutions

⁎Sale prescription drugs online

⁎Sale healthcare equipment online

⁎Develop healthcare applications

⁎Speed up the insurance claim process.

⁎Provide health management services

⁎Openness of network data

⁎Detect fraud risks, waste and abuse of
resources

⁎Be compatible with all the system in hospital

⁎Upgrade diagnosis and treatment services

⁎Make full use of healthcare resources
⁎Get valuble advice from online experts
⁎Spend the least amount of money and save the time
⁎Quickly and cheaply complete diagnosis and treatment

⁎Shared information and resources among hospital union

⁎Provide health management services

⁎Understand needs and gauge demand

⁎Collect data through the remote device
⁎Complete the medical treatment process
online via video.

⁎Collect health data for patients

⁎Demand creation for healthcare
services through the small-scale
network healthcare clinics.

⁎Creation of a hierarchical medical
treatment system

⁎Provide improved access services
to the third-party healthcare
institutions
⁎The MSCP connects upstream
and downstream resources

⁎Integrate the industrial chain
⁎Increase healthcare institutions’
cooperation

⁎Grading diagnosis and treatment

⁎Merging pilot hospital information
systems, thus breaking down data
barriers

⁎Set up the Small-scale network
healthcare clinics
⁎Enlist patient to use the service in
the clinic

The online doctor
• Make a diagnosis
• Give an electronic prescription

Figure 1: Evolution of MSCP-enabled ecosystem.
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small-scale healthcare clinics. Patients can be treated directly
by the doctor online via video. The local doctors in the small-
scale network healthcare clinics help patients collect and
monitor all kinds of health indicators through physical
examinations and offer daily health management services,
general health management, and disease prevention for a
subhealth population. The online doctors in the medium-
scale basic hospitals undertake outpatient clinical services
online, make a diagnosis, and give an electronic prescription
according to the patient’s own description of the illness, the
test results collected by telemedicine equipment. Patients
and doctors establish cooperative relationships to cope with
the disease and complete the online diagnosis and treatment
process.

As a result, the treatment of common diseases, frequently
occurring diseases, and chronic diseases can be achieved
online at local small-scale healthcare clinics. 80-90% of
patients with diseases can be treated remotely online via the
platform, without going to the large-scale and high-level
hospitals.

In village clinics, I can communicate with a doctor from
the network hospital conveniently. I do not need to worry
about to travel to a faraway big hospital for a small health
problem. (Patient)

The patients can be diagnosed and treated in their own
community hospital and directly take needed medicine or
injections, they can skip going to a big hospital to wait in line
and conduct various tests, which saves the time and energy.
(Online doctor)

The patients suffering from chronic diseases such as dia-
betes mellitus and hypertension can conduct real-time exam-
inations directly from community hospitals and collect
health indicators to complete the referral rehabilitation with-
out traveling to a large hospital far away. (Online doctor)

3.2. The Second Stage: The Establishment of Online
Hierarchical Healthcare Service System. In April 2017, the
large-scale and high-level hospitals were connected to the
MSCP in this stage. The online hierarchical healthcare ser-
vice system was established based on MSCP, which consisted
of with the small-scale network healthcare clinics, the
medium-scale basic hospitals, and the large-scale and high-
level hospitals, which established the division and coopera-
tive relations, and healthcare resources could be reasonably
distributed. Patients can be registered into the system, and
prediagnosis will be based on the patient’s conditions when
finding a suitable healthcare service provider. After the
patient’s initial visit, they will receive diagnostic results back
online and complete their referral remotely. The hospital
decentralization has been promoted, and the patient
resources of big hospitals have been diverted according to
the graded diagnosis and treatment system. Only patients
with critical illness need to be hospitalized at the large-scale
and high-level hospitals, thereby relieving workloads in the
large-scale and high-level hospitals, which can concentrate
on research and healthcare services for difficult diseases.
The MSCP can provide data sharing and assist hospitals at
all levels to implement linkages throughout the network,
including remote consultation and healthcare service/supply

exchanges. In-person healthcare services would be extended
to all levels of health institutions’ network via the Internet
and a proprietary app.

Technically, the healthcare information system of every
given pilot hospital will be transformed to accommodate
the MSCP. One common information standard should be
constructed to merge pilot hospital information systems
and break down data barriers. Existing healthcare informa-
tion systems were independently constructed by major hos-
pitals. They need to conform to a new standard so that data
would be transferable throughout the new system. Process
management through business process reengineering and
optimization is conducted. Issues arising from discrepancies
in personnel, assets, business management, patient service,
and online interaction with healthcare insurance agencies
between each location have been addressed. Utilizing data
exchange technology, the original HIS, LIS, PACAS, and
EHR systems of the pilot hospitals were connected to the
MSCP. Based on unified data standards, the data could be
merged successfully. Information and resources may be effec-
tively shared among all-level hospitals. The large-scale and
high-level hospitals are also characterized by a relatively
small number and a larger flow of patients. Due to a large
amount of data, taking into account the demand for image
data sharing, the flow is 5 to 10 times of the general small-
scale healthcare clinics and the medium-scale basic hospitals;
the connection mode is dominated by MPLS VPN. MPLS
VPN refers to the use of MPLS technology to build enterprise
IP network to achieve cross-regional, security, high-speed,
reliable multiservice high-quality communication methods.

In the second stage, the government healthcare adminis-
trations in City A identified 6 medium-scale basic hospitals
and 1 large-scale and high-level hospital as pilot healthcare
institutions. MSCP provides technology to be compatible
with all the systems in all-level hospitals and establishes the
online hierarchical healthcare service system. For rare cases
of illness, the specialist doctors in the large-scale and high-
level hospitals would be responsible for the diagnosis and
treatment of critically ill patients and the guidance of basic
hospitals and the patients can get valuable advice from well-
known experts in the large-scale and high-level hospitals.
The patients could spend the least amount of money and time
to make full use of healthcare resources of the online hierar-
chical healthcare service system. The doctors in all levels of
hospitals aim to achieve up and down linkages and upgrade
diagnosis and treatment services for the patients.

The patients can make full use of the large-scale and
high-level hospitals and expert medical staff throughout the
network to share healthcare resources. (Local doctor)

For rare cases of illness, the patients can get valuable
advice from well-known experts in the large-scale and high-
level hospitals. (Online doctor)

I can quickly and cheaply choose the best diagnosis and
treatment using the online system. (Patient)

Technically, the healthcare information system of every
given pilot hospital will be transformed to a given hospital’s
healthcare information system which is usually built inter-
nally by the hospital, causing such systems to be incompati-
ble with one another. A comprehensive system would
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improve the overall work efficiency of healthcare staff and
managers. (Developer of the SMCP)

The establishment of unified data standards is conducive
to the sharing of information and resources of the online
hierarchical healthcare service system. (Developer of the
SMCP)

3.3. The Third Stage: Constructing the Healthcare Service
Ecosystem. In July 2017, the MSCP provided improved access
services, software services, hardware services, and platform
services to the third-party healthcare institutions, integrates
the hospital resources, and gradually opens up the upstream
and downstream resources such as pharmaceutical provider,
manufacturers of the healthcare equipment, third-party
developers of healthcare cloud services, healthcare insurance
agencies, and government health administrations. The func-
tions of MSCP transformed traditional professional solutions
to the healthcare service ecosystem step by step. The indus-
trial chain is integrated into the system to improve the wealth
of wisdom within the healthcare service platform’s service
portfolio and increase healthcare institutions’ cooperation
in the field of development.

The drug and the equipment decentralization have been
pushed forward; the process of medicine, healthcare equip-
ment, and diagnostics are separated. MSCP also provides
medical big data for government healthcare administrations
and healthcare insurance agencies. The medical big data
obtained through personal electronic health archive include
drug data, clinical medical data, healthcare expenses and
healthcare insurance fund data, and personal health manage-
ment data. Applications developed by third-party developers
based on market demand can be directly released to users on
the cloud service platform, or services to support the back-
ground of the cloud service platform management system.

In the third stage, the pharmaceutical provider is allowed
to sell prescription drugs to patients online. The manufac-
turers of the healthcare equipment could sell healthcare
equipment online to patients and all-level hospitals. MSCP
provides the openness of technological interfaces and freely
accessible data on cloud service platforms to all actors in
the healthcare service ecosystem. Third-party developers
develop healthcare applications which meet market demand,
in turn, improve the quality of services provided on the plat-
form. The government healthcare administrations will pro-
vide policy support, strengthening healthcare quality
management, healthcare procedure assessment, and health-
care outcome assessment going forward using MSCP in
building a self-sustaining online ecosystem. The government
health administrations at all levels of cities, districts, and
county administration can provide health management ser-
vices through dynamic collection, analysis, and evaluation
of residents’ daily health data, control the spread of epi-
demics more quickly by monitoring infectious diseases early
on, at the same time, scientifically assess healthcare expenses,
quality measures, control healthcare facility costs, and ensure
healthcare service quality. The healthcare insurance agencies
may formulate the reimbursement policy for drugs on the
market based on the outcome of treatment and its corre-
sponding social and economic benefits, detect fraud risks,

waste, and abuse of resources, and help speed up the health-
care insurance claim process. The patients could get more
convenient and efficient service from other actors in the
healthcare service ecosystem.

MSCP will eventually form a self-evolving and self-
enriching healthcare service ecosystem of its own, leading
to new wisdom in the realm of healthcare applications and
business models. The establishment of the healthcare service
ecosystem can free up precious healthcare resources and
push efficiency to a greater extent, helping to solve problems
within healthcare equality applications and business models.
The establishment of the healthcare service ecosystem can
free up precious healthcare resources and push efficiency to
a greater extent, helping to solve problems within healthcare
equality.

After the patient completes the online diagnosis and
treatment process, purchases the medicine directly online
according to the electronic prescription, it is very convenient.
(Pharmaceutical provider)

SMCP have opened to healthcare equipment suppliers,
including sensor technology manufacturers and health mea-
surement equipment manufacturers to provide more accu-
rate and higher-quality services for hospitals at all levels.
(Manufacturers of the healthcare equipment)

Relying on the open interface of the healthcare service
platform, openness of network data, and so on, healthcare
applications with nuanced functions may be developed in line
with demand. These applications can be released directly to
members of the service platform or simply utilize the service
platform as back-end infrastructure. (Third-party developers)

The current direction of development of healthcare ser-
vices should be from high-quality healthcare resources con-
centrated in the large-scale and high-level hospitals to the
medium-scale basic hospitals, ending at the small-scale net-
work healthcare clinics. (Government Officers)

The healthcare service industry has gradually changed its
direction from government control to the market. (Govern-
ment Officers)

Collaboration between doctors and hospitals is seen as a
means of improving the quality and efficiency of care, which
can create a personalized experience for patients. (Govern-
ment Officers)

The process of providing healthcare services starts with
traditional treatment as the core, and then, it gradually
develops to include the entire industrial healthcare chain
such as prevention and rehabilitation. (Government Officers)

We can obtain medical data from the MSCP and develop
the new insurance products and find new customers. (Man-
ager of the healthcare insurance agencies)

The medical data can help us promptly detect fraud risks,
waste, and abuse of resources and speed up the healthcare
insurance claim process. (Manager of the healthcare insur-
ance agencies)

The cost of health management services will be paid by all
levels of government, along with a gradual increase in the
number of the small-scale network healthcare clinic associ-
ated with telemedicine technology, which is expected to
account for 65% of the total healthcare costs. (Government
Officers)
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4. Discussion: The Collaboration between the
Relevant Actors to Enable a Healthcare
Service Ecosystem

The study discusses below how the relevant actors of the eco-
system address complex issues in healthcare in a coordinated
manner. It offers important implications for designing
healthcare MSCPs which may help transform the healthcare
industry by suggesting a blueprint for the implementation of
a sustainable healthcare service ecosystem.

The service ecosystem is proposed to consider as the
micro-, meso-, and macrolevels which are shown in Figure 2,
in which the interacting actors share and exchange their
resources to adapt to the environment and coevolve [8].
The structure of the service ecosystem was constantly chan-
ged and adapted to achieve a long-lasting well-being. At the
microlevel, interactions mainly involve the one-to-one user-
provider relationship, which may be understood as a direct
service-for-service exchange. At the mesolevel, indirect
service-for-service exchanges occur, which are realized
through triadic relationships between dyads of actors [9–
11]. Synergies between multiple actors may occur in the
macrolevel, and all actors comply with specific norms and
rules to establish a cooperative environment [12].

In the studied case, this paper has documented the emer-
gence and evolution of the MSCP-enabled healthcare service
ecosystem, which evolved in three phases and integrated rel-
evant actors in complementary fields, including patients,
healthcare service providers, health insurance agencies, and
government health administrations [13]. Among them, the
healthcare service providers include online doctors, local
doctors, pharmaceutical provider, and manufacturers of the
healthcare equipment and third-party developers of health-
care cloud services. All actors in the MSCP-enabled health-
care service ecosystem in China have impacting factors at
three levels.

At the microlevel, the actors include patients, local doc-
tors, and online doctors. According to Akaka and Chandler
[14], interactions mainly involve the one-to-one user-
provider relationship. Patients (aka the “user”) are the heart
of the healthcare service ecosystem, who utilize the applica-
tions provided by the platform to establish effective relation-
ships such as the communication and exchange mechanism
with the doctor online. Healthcare service providers (“Pro-
vider,” in this stage) include online doctors and local doctors.
Understanding the roles and responsibilities of resource-
sharing actors is important in appreciating current and poten-
tial relationships within the ecosystem. From an ecosystem
perspective, there is a certain degree of interdependence
between service providers and users; in this case, the local doc-
tors and the online doctors are responsible for providing
patients with various healthcare services by MSCP’s applica-
tion, simplify the diagnosis and treatment process, relieve the
doctor’s work pressure, and address a critical need of the
patients; a cooperative relationship can be established to cope
with illness, thus participating in the design and delivery of
care for future iterations [15]. At the same time, the patients’
satisfaction is regarded as a measure of whether MSPC is a
net-positive system. The MSCP-enabled healthcare ecosystem
is sustainable when it is designed at the microlevel.

At the mesolevel, drawing on the conceptual framework
proposed by Tsiotsou [11], indirect service-for-service
exchange is concerned. The actors include pharmaceutical
provider, manufacturers of the healthcare equipment, and
third-party developers of healthcare cloud services, who are
responsible for providing patients with various healthcare
service applications directly and have close interactions with
patients. With the reduction of intermediate links, more ben-
efits are obtained, the demand of the actors at mesolevel is
met through the MSCP, the viability of the business model
received further pragmatic validation, and MSCP is proved
to be more sustainable.

Macro level
Complex synergies between multiple actors

Meso level
Indirect service-for-service exchanges

Micro level

One-to-one user-provider relationship

Figure 2: The service ecosystem levels.
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At the macrolevel, the multiple participants may be
expanded to involve government health administrations,
and health insurance agencies [16]. They determine funding
allocation and healthcare policy formulation, which can
impact the operations of healthcare organizations. The main
purpose of these actors is to increase the friendliness of the
healthcare service ecosystem and make the effective and
rational use of healthcare resources by patients. These actors
directly influence the behaviors of patients and healthcare
service providers at both the micro- and mesolevels. If the
effects are positive, it will stimulate these agencies to adhere
to an ecosystem perspective at the strategic and operational
level, smoothing the transition going forward [17]. As the
scale of the healthcare service ecosystem continues to grow,
each actor in the ecosystem has gained more value, further
enhancing its sustainability.

Practice actors at three levels interact to build the MSCP-
enabled healthcare service ecosystem. In each level, the num-
ber and types of actors engaged in healthcare services, as well
as the breadth of services provided, differ. Multiple elements
of the ecosystem have progressively evolved and reinforced
one another to create a dynamic system. The case MSCP eco-
system in China is economically sustainable and scalable and
can accelerate transformation.

5. Conclusion

The case study suggests that themobile smart healthcare cloud
platform could enable the development of an ecosystem capa-
ble of unleashing multipronged, integrated improvements to
address complex problems, which would help address the
increasingly serious service crisis and promote the evolution
and restructuring of the healthcare industry in developing
countries. The case study offers insights into the evolution of
the MSCP, enabling a healthcare service ecosystem of key
actors and their impact. This paper offers an empirical inquiry
into the process of healthcare ecosystem evolution and its con-
sequences in an effort to uncover the value added by techno-
logically enhanced healthcare services, which is based on
Internet ICTs, at the same time, which has conducted the
healthcare service ecosystem to direct the future medical
model and shift focus towards development. In future
research, we should focus on the formation of such an ecosys-
tem, which requires efforts frommultiple actors (e.g., patients,
doctors, healthcare providers, insurance companies, and gov-
ernment healthcare administrations); actors who operate
within the healthcare system create value at different ecosys-
tem levels; they strengthen each other through their coopera-
tion, each leveraging its core competencies, but doing so in
collaboration with others for self-sustaining, maximum
impact.
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Background. Expression of cholecystokinin is found in myocardial tissues as a gastrointestinal hormone and may be involved in
cardiovascular regulation. However, it is unclear whether there is an increase in cholecystokinin expression in myocardial
hypertrophy progression induced by abdominal aortic constriction. The study is aimed at exploring the relationship between
cholecystokinin expression and myocardial hypertrophy. Methods. We randomly divided the 70 Sprague-Dawley rats into two
groups: the sham operation group and the abdominal aortic constriction group. The hearts of rats were measured by
echocardiography, and myocardial tissues and blood were collected at 4 weeks, 8 weeks, and 12 weeks after surgery.
Morphological changes were assessed by microscopy. The cholecystokinin expression was evaluated by immunochemistry,
Western blotting, quantitative real-time polymerase chain reaction, and enzyme-linked immunosorbent assay. Results. The
relative protein levels of cholecystokinin were significantly increased in the abdominal aortic constriction groups compared with
the corresponding sham operation groups at 8 weeks and 12 weeks. The cholecystokinin mRNA in the abdominal aortic
constriction groups was significantly higher than the time-matched sham operation groups. Changes in the left ventricular wall
thickness were positively correlated with the relative protein levels of cholecystokinin and the mRNA of cholecystokinin.
Conclusions. The development of myocardial hypertrophy can affect the cholecystokinin expression of myocardial tissues.

1. Introduction

The heart is not only a contractile organ but also an endo-
crine organ. There is evidence that the cardiomyocytes pro-
duce a variety of peptide hormones, such as the natriuretic
peptides [1], parathyroid hormone-like protein [2], endothe-
lin [3], and relaxin [4]. These hormones affect the function of
the cardiovascular system. A recent study has found that gas-
trointestinal hormones are associated with the change of the
heart’s structure and function [5], and CCK is one of these
gastrointestinal hormones. It is made up of 33 amino acids,
and all biological activity is present in the C-terminal octa-

peptide fragment. It initially extracts from the upper segment
of the intestine of the gut [6]. The study showed that cardio-
myocytes could produce the classic intestinal hormone cho-
lecystokinin (CCK) in amounts comparable to natriuretic
prohormones, and CCK was found in the lung, kidney, gas-
trointestinal tract, and brain later [7].

The abnormal cardiomyocytes can induce the expression
of CCK. The study found that CCK expression in the postin-
farction heart failure (HF) group was higher than that in the
sham group. So, HF can induce the expression of CCK [8].
Whether hypoxia caused by myocardial infarction can affect
the expression of CCK? The study reported that acute
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myocardial hypoxia increases the BNP mRNA contents in
porcine heart muscle [9]. However, using the myocardial
hypoxia model, there was no significant different in the
expression of pro-CCK between the myocardial hypoxia
groups and the control groups, so myocardial hypoxia does
not affect the expression of CCK in myocardial tissues [10].
From the above description, we know that HF can lead to
high CCK expression, the feature is similar to an increase in
the BNP caused by HF. The part of HF develops from myo-
cardial hypertrophy (MH) caused by the high-pressure load
of the heart. The expression of CCK in MH tissue is not clear.

In this study, we applied a rat model of (4-12 weeks)
abdominal aortic constriction- (AAC-) related cardiac pres-
sure overload with morphological changes of MH, to system-
atically investigate CCK expression in the MH tissue.

2. Methods

The study was performed in accordance with the Guide for
the Care and Use of Laboratory Animals published by the
US National Institutes of Health (NIH Publication No. 85-
23, revised 19-96). The experiment protocols were approved
by the Research Ethics Committee of Harbin Medical Uni-
versity Fourth Hospital.

2.1. Rat Model of MH. 70 male Sprague-Dawley rats (weigh-
ing 310-330 g, 11-13 weeks of age) were purchased from the
Animal Experimental Center of the Second Affiliated Hospi-
tal of Harbin Medical University; the number of rats was
determined by preliminary experiment. Rats were free to
eat and drink. 4 rats were put in a cage with the room temper-
ature at 22°C and room humidity 50 ± 5%, maintained on 12
hours light/dark cycles for 7 days before surgery.

We made a rat model of MH by abdominal aortic con-
striction operation as described previously [11] with a few
modifications. The animals were randomly divided into two
groups: (1) the sham operation (sham) group (n = 30), in
which the surgical procedure of AAC was performed in the
same way except for ligation of the abdominal aorta, and
(2) the AAC group (n = 40), in which the surgical procedure
of AAC was performed by ligation of the abdominal aorta
5mm above the branching of the right renal artery to induce
pressure overload of the heart. The rats were well anesthe-
tized with 4% pentobarbital sodium (40mg/kg, intraperito-
neal injection) and placed on the operating table. Skin
preparation and iodine disinfection were carried out on the
abdomen of the rats. An incision of about 2.0 cm was made
on midline’s left side, and the abdominal cavity was opened
layer by layer. The intestines were pushed to the right side
of the abdominal cavity, while the stomach was pushed
upwards to expose the abdominal aorta (5mm above the
right renal artery branches). A needle (0.7mm in diameter)
was laid alongside the abdominal aorta, and they were bun-
dled together with a surgical suture (0.3mm in diameter);
the needle was taken out. Internal organs were restored,
and penicillin (200,000U) was infused into the abdominal
cavity. The abdominal wall was sutured layer by layer. The
rats were kept warm until they were awake. During the next
7 days, the rats were given penicillin (200,000U/day) by

intraperitoneal injection. All surgeries were performed using
sterile techniques. For the sham group, in addition to the
abdominal aorta was not bundled, other steps are the same.
12 rats died of surgery. Surviving rats of the sham group were
randomly assigned into 4 weeks sham group (9 rats), 8 weeks
sham group (9 rats), and 12 weeks sham group (10 rats); sur-
viving rats of the AAC group were randomly assigned into 4
weeks AAC group (10 rats), 8 weeks AAC group (10 rats),
and 12 weeks AAC group (10 rats).

2.2. Echocardiography. The rats were anesthetized and pre-
pared skin and applied an ultrasonic coupling agent to the
abdomen. The systolic cardiac function and the dimension
of heart’s left ventricular were measured 4 weeks, 8 weeks,
and 12 weeks after surgery by two-dimensional echocardi-
ography (SONOS 7500, Philips) fitted with a 12-MHz
transducer. The operator of an ultrasonic machine was
blinded to the sham and ACC groups. Data were recorded
as the mean of at least three consecutive cardiac cycles. The
parameters recorded included left atrial diameter (LA),
interventricular septal thickness at end-diastole (IVSd), left
ventricular end-diastolic posterior wall thickness (LVPWd),
left ventricular end-systolic diameter (LVDs), left ventricu-
lar end-diastolic diameter (LVDd), left ventricular frac-
tional shortening (LVFS), and the left ventricular ejection
fraction (LVEF).

2.3. The Blood Sample Collection. The blood samples of rats
from each group were obtained from the carotid artery on
the operating table after rats were well anesthetized with 4%
pentobarbital sodium (40mg/kg, intraperitoneal injection).
Blood samples were centrifuged at 3000 x g for 15min, and
then, the plasma was collected for measurement and stored
at -20°C.

2.4. Procedure of Euthanasia. After euthanasia using an over-
dose of pentobarbital, the breathing and heartbeat of the rats
stopped, and the pupils dilated.

2.5. The Myocardial Tissue Sample Collection. The hearts
from rats of sham groups and ACC groups were excised
and irrigated with cold saline solution after rats were eutha-
nized. Each heart weight (HW) was obtained by high-
accuracy electronic scale. Subsequently, the ratio of heart
weight to body weight (HW/BW) was calculated. A portion
of the myocardial tissues was fixed in 4% paraformaldehyde
for histological analysis, another portion was stored in liquid
nitrogen forWestern blotting (WB), and the remaining myo-
cardial samples were saturated in RNA later Stabilization
Solution (Thermo Fisher Scientific, Massachusetts, USA)
and stored at -80°C.

2.6. Morphological Changes in the Myocardium. Myocardial
tissue samples were fixed in formaldehyde and embedded
in paraffin. After that, they were cut into 5μm thick sections
and stained with hematoxylin and eosin (H&E) to analyze
myocardial morphology and Masson’s trichrome to evaluate
the severity of myocardial fibrosis. Their pathological slides
were randomly selected from three rats in each group for
myocardial morphological analysis.
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2.7. Quantitative Real-Time PCR for CCK Expression
Measurements. CCK mRNA expression levels in the left ven-
tricle myocardial tissue were detected by quantitative real-
time polymerase chain reaction (qPCR). RNA was extracted
from myocardial tissues using a high pure RNA isolation
kit (Roche, Basel, Switzerland) according to manufacturer’s
protocol. Transcriptor Reverse Transcriptase (Roche, Basel,
Switzerland) and Protector RNase Inhibitor were used to
synthesize cDNA. Fast Start Universal SYBR Green Master
(Roche, Basel, Switzerland), cDNA templates, and specific
primers were mixed, and amplification was performed using
Step One Plus™ PCR system (Applied Biosystems, Foster,
CA, USA). The sequences of the primer were listed in
Table 1. GAPDH was used as an internal standard. The pro-
gram was comprised of 95°C for 10min, followed by 40 cycles
at 95°C for 15 s, and 60°C for 1min. The relative expression
levels of CCK were determined using the 2–△△Ct method.

2.8. Immunohistochemistry (IHC) for CCK Expression
Measurements. The myocardial tissue samples were fixed with
4% paraformaldehyde, embedded in paraffin, and then, sec-
tioned at a thickness of 4μm. The sections were subsequently
deparaffinized and rehydrated, after that they were incubated
with a rabbit anti-rat polyclonal antibody against CCK (Eter-
Life, Birmingham, UK) diluted 1 : 100 overnight at 4°C. The
sections were then counterstained with hematoxylin and
observed under the microscope (Leica DM4B, Germany).

2.9. WB for CCK Expression Measurements. To measure
endogenous CCK expression levels, myocardial tissues were
ground and homogenized with a protein lysis solution (Sclar-
bio, China). Briefly, the frozen myocardium stored in liquid
nitrogen was homogenized in RIPA lysis buffer (RIPA) with
a protease inhibitor cocktail (Roche, South San Francisco,
CA, USA) using a tissue grinder. The mixture was centri-
fuged at 12,000 rpm for 15min at 4°C. Supernatants were
obtained and assayed for total protein using the BCAmethod
(Beyotime biotechnology, China). Equivalent amounts of
protein were resolved on 15% Trisglycine sodium dodecyl
sulphate (SDS) polyacrylamide gels and transferred to nitro-
cellulose membranes. After blocking in 5% dried milk in
Tris-buffered saline containing Tween-20 for 1 h at room
temperature, membranes were incubated for 24h at 4°C with
one of the following antibodies: anti-CCK polyclonal anti-

body (Santa Cruz Biotechnology, USA) and anti-GAPDH
(ZSGB-BIO, China) to obtain the proteins levels. Membranes
were incubated with horseradish peroxidase-conjugated don-
key anti-rabbit or anti-mouse immunoglobulin (1 : 5,000;
ZSGB-BIO, China) for 1 h at room temperature. All images
were captured using the enhanced chemiluminescence West-
ern blotting detection system (ChemiDoc XRS+, Bio-Rad,
USA) and analyzed by densitometry. The optical density
values were normalized to that of GAPDH.

2.10. Enzyme-Linked Immunosorbent Assay (ELISA) for CCK
Expression Measurements. Plasma CCK levels were obtained
by using enzyme-linked immunoassay kits (#JL11700, Jian-
glai Biological, China), according to manufacturer’s protocol.
The lower limit of detection for CCK was 1.0 pg/ml.

2.11. Statistical Analysis. Statistical analysis software was
IBM SPSS 23 Statistics (IBM, Armonk, New York, USA).
Data were assessed for normality using the Kolmogorov-
Smirnov test. The results are presented as mean values ±
standard deviation (SD). Statistical analysis of sham groups
and AAC groups were performed using independent samples
t-tests or Mann-Whitney test. Statistical analysis of three dif-
ferent groups at three-time points in AAC groups was per-
formed using ANOVA or the Kruskal-Wallish; multiple
comparison tests were performed using Mann-Whitney U
or SNK-q (a = 0:05). Spearman’s correlation coefficient was
applied to study the associations between CCK expression
and left ventricular wall thickness. All tests were two-sided,
and the statistical significance was defined as P < 0:05.

3. Results

3.1. Body Weight and Cardiac Structural Parameters. From
the postoperation of AAC to the end of the experiment, there
were 6 rats without MH, including 2 rats in the 4 weeks AAC
group, 3 rats in the 8 weeks AAC group and 1 rat in the 12
weeks AAC group, 6 rats died, including 1 rat in the 4 weeks
AAC group, 1 rat in the 8 weeks AAC group, 2 rats in the 12
weeks sham group, and 3 rats in the 12 weeks AAC group;
they were excluded from the study. The remaining 45 rats
completed the whole experiment, including 9 rats in the 4
weeks sham group, 7 rats in the 4 weeks AAC group, 9 rats
in the 8 weeks sham group and 6 rats in the 8 weeks AAC
group and 8 rats in the 12 weeks sham group, and 6 rats in
the 12 weeks AAC group. To observe the progression of
MH, the hearts of rats were measured by echocardiography.
The photo of the M-mode echo-cardiogram indicated
(Figure 1) that significant MH was present in the AAC
groups of 4 weeks, 8 weeks, and 12 weeks, but the sham group
has not changed. The results of the cardiac parameters
(Table 2) showed that BW in the AAC group was lower than
that in the time-matched group at 4 weeks (P < 0:05), 8 weeks
(P < 0:01), and 12 weeks (P < 0:01); HW/BW, LVDs, and
LVDd of AAC groups were significantly higher compared
with time-matched sham groups (P < 0:01, 0.05, 0.05, respec-
tively) at 4 weeks. The HW/BW, IVSd, and LVPWd were sig-
nificantly higher compared with the time-matched sham
groups (P < 0:01, P < 0:01, and P < 0:01, respectively) at 8

Table 1: Sequences of primers used for qPCR.

CCK-F 5′-GTG CTG AGG ACT ACG AAT ACC-3′
CCK-R 5′-GAA ACA TTG CCT TCC CAC-3′
CCKAR-F 5′-CTG GGA TTG TGA TGG TGG TG-3′
CCKAR-R 5′-GCA AGT AAC AGC CAT CAC TAT CC-3′
CCKBR-F 5′-TAA GAA GCG GGT GGT GCG AATG-3′
CCKBR-R 5′-ACA AGC AGA GAC GTA GCT CAG CAAG-3′
GAPDH-F 5′-ATG CCG CCT GGA GAA ACC-3′
GAPDH-R 5′-GCA TCA AAG GTG GAA GAA TGG-3′
F: forward; R: reverse.
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weeks and 12 weeks. LVDd in 12 weeks AAC group was
higher than that in 12 weeks sham group (P < 0:05). No signif-
icant differences in LA (4, 8, and 12 weeks), IVSd (4 weeks),
LVDs (8, 12 weeks), LVDd (8 weeks), LVPW (4 weeks), LVEF
(4, 8, and 12 weeks), and LVFS (4, 8, and 12 weeks) were
observed between sham group and AAC group.

3.2. Pathological Changes of Myocardial Tissue. H&E and
Masson’s trichrome staining showed (Figure 1) that signifi-
cantly increased myocyte size and myocardial interstitial
fibrosis was present in the AAC groups at three different time
points. Moreover, the MH and myocardial interstitial fibrosis
in 8 weeks and 12 weeks AAC groups were severer than in the
4 weeks AAC group. Sham groups had not changed.

3.3. Detection of CCK Expression by Immunohistochemical
Staining in Myocardial Tissue. CCK was detected by

immune-histochemical staining. CCK antibody used in the
experiment was polyclonal antibody. Its method was similar
to the previous study about CCK expression in the develop-
ment of postinfarction heart failure [5]. Expression of CCK
was observed in myocardial myofilaments and the nucleus.
The expression of CCK was obviously enhanced on the myo-
cardial horizontal stripes, and the expression of CCK was dis-
tributed as a “finger pattern” in myocardial tissue under the
microscope. The expression of CCK in the nucleus edge
was stronger than that in other parts of the nucleus. Staining
for CCK was significantly higher in 4 weeks, 8 weeks, and 12
weeks ACC groups compared with those in the correspond-
ing sham groups (Figure 2).

3.4. Expression of CCK and CCK mRNA in Myocardial
Tissue. The relative protein level was measured by WB.
CCK antibody used in the experiment was polyclonal
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Figure 1: Echocardiography and pathological examination of rat heart. Echocardiography (first and second panels), H&E (third and fourth
panels), and Masson’s trichrome (fifth and sixth panels) staining of myocardial tissues at 4, 8, and 12 weeks after surgery. Sham: sham
operation group; AAC: abdominal aortic constriction; H&E: haematoxylin and eosin. Pathological images were photographed at ×200
magnification.
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antibody. The relative protein level of CCK was significantly
higher in 8 weeks and 12 weeks AAC groups than that in the
corresponding sham groups (P < 0:01 and P < 0:05, respec-
tively). Nevertheless, there was not difference between sham
and AAC group at 4 weeks. The relative protein level of
CCK in the 4 weeks AAC group was less than that in 8 weeks
and 12 weeks AAC groups (P < 0:05). Quantitative analysis
of CCK mRNA showed that CCK mRNA was significantly
higher in 4 weeks, 8 weeks, and 12 weeks AAC groups than
that in the corresponding sham groups (P < 0:01, P < 0:01,
and P < 0:01, respectively). CCK mRNA levels were signifi-
cantly different from each other in 4 weeks, 8 weeks, and 12
weeks AAC groups (P < 0:05) and showed a gradually
increasing trend with time (Figure 3).

3.5. Measurement of Plasma CCK Levels. Plasma CCK levels
were measured by ELISA (Figure 3), which showed that

plasma CCK levels were not different between the sham
and AAC group at 4, 8, and 12 weeks.

3.6. Associations between the Expression of CCK and Left
Ventricular Wall Thickness. The left ventricular wall thick-
ness was represented by IVSd and LVPWd measured by
echocardiography. The correlation between CCK levels and
left ventricular wall thickness was showed in the indicated
figure (Figures 4 and 5). IVSd was positively correlated with
the CCK mRNA levels (P < 0:001) and the relative protein
level of CCK (P < 0:001) (Figure 4). LVPWd was positively
correlated with the CCK mRNA levels (P < 0:001) and the
relative protein level of CCK (P < 0:001) (Figure 5).

4. Discussion

Myocardial hypertrophy is induced by heart overload and
characterized by increased myocyte size and the incrassate

Table 2: Body weight and echocardiographic evaluation of heart at 4 weeks, 8 weeks, and 12weeks after surgery.

4 weeks
ACC

8weeks
ACC

12 weeks
ACC

Sham Sham Sham

BW (g) 438:11 ± 15:94 418:00 ± 19:21∗ 551:00 ± 35:04 494:33 ± 23:63∗∗ 607:00 ± 25:85 512 ± 15:59∗∗

HW/BW (mg/g) 3:31 ± 0:05 3:77 ± 0:31∗∗ 3:95 ± 0:27 4:84 ± 0:52∗∗ 3:80 ± 0:21 4:54 ± 0:58∗∗

LA (mm) 3:48 ± 0:50 3:79 ± 0:59 3:62 ± 0:81 4:13 ± 0:60 4:56 ± 0:80 4:82 ± 0:55
IVSd (mm) 1:88 ± 0:58 2:32 ± 0:26 2:19 ± 0:60 3:10 ± 0:35∗∗ 2:32 ± 0:34 3:32 ± 0:25∗∗

LVDs (mm) 2:16 ± 0:24 2:48 ± 0:25∗ 2:15 ± 0:40 2:14 ± 0:78 2:37 ± 0:29 2:37 ± 0:47
LVDd (mm) 4:89 ± 0:62 5:52 ± 0:49 ∗ 5:48 ± 0:72 5:54 ± 0:47 6:05 ± 0:38 6:31 ± 0:72∗

LVPWd (mm) 2:44 ± 0:84 3:23 ± 0:60 2:31 ± 0:47 3:63 ± 0:57∗∗ 2:78 ± 0:42 3:97 ± 0:44∗∗

LVEF (%) 90:45 ± 1:74 90:14 ± 1:95 93:22 ± 2:59 93:50 ± 5:17 93:63 ± 1:60 93:83 ± 3:31
LVFS (%) 54:89 ± 2:57 54:86 ± 3:93 60:56 ± 6:42 64:67 ± 9:75 60:75 ± 4:77 61:83 ± 8:89
Data was presented as themean ± standard deviation (SD). Sham: sham operation group; AAC: aortic artery constriction; BW: body weight; HW: heart weight;
LA: left atrial diameter; IVSd: end-diastolic interventricular septal thickness; LVDd: left ventricular end-diastolic diameter; LVDs: left ventricular end-systolic
diameter; LVPWd: left ventricular end-diastolic posterior wall thickness; LVEF: left ventricular ejection fraction; LVFS: left ventricular short-axis f-ractional
shortening. ∗P < 0:05, ∗∗P < 0:01, compared with the time-matched sham groups.

4 Weeks

AAC

Sham

8 Weeks 12 Weeks

Figure 2: CCK expression levels were detected by immunohistochemical staining (×400 magnification). Sham: sham operation group; AAC:
abdominal aortic constriction.
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cardiac wall and thought to be an adaptive response to car-
diac wall stress resulting from the cardiac pressure afterload
and volume overload, including hypertension [12], aortic
constriction [13, 14], and valve regurgitation [15, 16]. MH

is first described by Cotton in 1914 [17]. With the increasing
understanding of MH, we find that if the underlying causes of
MH are not removed. It can eventually develop into HF, lead-
ing to death from HF. The clinical study also reported MH is
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Figure 3: The myocardial tissues of the left ventricular were collected and analyzed by RT-PCR and Western blotting; the plasma samples
were collected at the end of experiment and analyzed by ELISA. (a) Analysis of CCK and GAPDH protein expression from myocardial
tissues of the left ventricular by Western blotting. (b) Bar graph shows levels of CCK mRNA in myocardial tissue. (c) Bar graph shows
relative intensity of CCK to GAPDH in myocardial tissue. (d) The bars indicate the plasma CCK levels. CCK: cholecystokinin; GAPDH:
glyceraldehyde-3-phosphate dehydrogenase; ELISA: enzyme-linked immunosorbent assay; sham: sham operation group; AAC: abdominal
aortic constriction. ∗P < 0:05, ∗∗P < 0:01, compared with sham groups at the same time point; #P < 0:01, versus the 8 weeks and 12 weeks.
AAC groups; ##P < 0:01, versus the 4 weeks and 12 weeks AAC groups; ###P < 0:01, versus the 4 weeks and 8 weeks AAC groups;
&P < 0:01, versus the 8 weeks and 12 weeks AAC groups.
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Figure 4: Associations between expression of IVSd and C-CK in model rat. (a) Correlation between IVSd and CCK mRNA (r = 0:694,
P < 0:001); (b) correlation between IVSd and relative protein level of CCK (r = 0:826, P < 0:001). CCK: cholecystokinin; IVSd: end-
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associated with morbidity and mortality of patients [18]. As
research has progressed, we have found that many factors
are related to MH and affect the process of MH, such as sex
difference [19], fat diet [20], testosterone [21], angiotensin
II [22], isoproterenol [23], and leptin [24].

CCK has various chemical structures, such as CCK-58,
CCK-33, CCK-22, CCK-8, and CCK-4, and they work by
stimulating the corresponding receptors for CCK [25]. CCK
has many biological functions, mainly stimulating the secre-
tion and synthesis of pancreatic enzymes, enhancing the
secretion of pancreatic bicarbonate, stimulating gallbladder’s
contraction and odil sphincter relaxation and the secretion of
liver bile, and regulating the movement of the small intestine
and colon.

CCK appears to have several effects on the cardiovascular
system, although the mechanisms underlying these effects
remain unknown [26]. Some studies have shown that CCK
is involved in regulating blood pressure and improving heart
function [27–29]. In 1998, Zou et al. inserted an end hole PE-
50 catheter into heart’s left ventricle through the left jugular
artery. Left ventricular wall motion modes were recorded
during the intravenous administration of CCK-8. The results
show the intravenous CCK-8 affected cardiac function [30],
and the pretreatment with proglmide (nonselective CCK
antagonist; 30mg/kg; i.p.) causes a further decrease of blood
pressure in endotoxic shock, most likely through the CCK
AR/BR, which is expressed on cardiac myocytes [31, 32].
Therefore, the relationship between CCK and heart is worthy
of further study.

In this study, we produced anMHmodel of a rat by AAC.
The hearts of rats were measured by echocardiography 4, 8,
and 12weeks after an operation. We found that IVSd and
LVPWd were significantly higher compared with the time-
matched sham groups (P < 0:01, P < 0:01, P < 0:01, respec-
tively) at 8 weeks and 12 weeks, but no significant differences
in IVSd and LVPW between sham group and AAC group 4
weeks after the operation. The rat hearts were obtained 4, 8,
and 12 weeks after the operation and be sliced for H&E and

Masson’s trichrome staining. H&E and Masson’s results
showed that significantly increased myocyte size and myo-
cardial interstitial fibrosis were present in the AAC groups
at three different time points. Moreover, the MH and myo-
cardial interstitial fibrosis in 8 weeks and 12 weeks AAC
groups were severer than in the 4 weeks AAC group; how-
ever, sham groups had not changed. Although no difference
in ventricular wall thickness (IVSd and LVPWd) was found
by echocardiography between AAC and sham 4 weeks after
the operation, the size of myocytes of AAC was more than
that of sham, and myocardial tissues had obvious fibrosis 4,
8, and 12 weeks after the operation. So, the heart had become
hypertrophy 4 weeks after the operation.

CCK in myocardial tissue was detected by IHC. We
found that CCK expression in AAC was higher than that in
sham 4, 8, and 12 weeks after the operation, and CCK expres-
sion was higher in AAC groups compared with sham groups
and showed a gradual increase following the change of time
in AAC groups. The expression of CCK detected by IHC
was consistent with that by WB, but CCK expression
detected by WB is not different between the AAC group
and sham group at 4 weeks; it may be related to insufficient
samples. These results show that MH can affect the expres-
sion of CCK.

The known hormonal CCK peptides in the brain and
intestine, i.e., ɑ-amidated and tyrosyl-sulfated CCK-58,
CCK-33, CCK-22, and CCK-8, were detected only in negligi-
ble trace amounts, indicating that only little pro-CCK in the
normal heart is processed to ɑ-amidated CCK peptides,
which regulate gallbladder emptying, and pancreatic enzyme
secretion, and which act as potent neurotransmitters in the
central and peripheral nervous systems [33]. On the con-
trary, we found a considerable amount of CCK expression
from the heart in this study. The reason may be related to
the antibody used. The antibodies used in IHC and WB were
polyclonal antibodies with poor specificity. So, CCK detected
by IHC and WB could be pro-CCK. Quantitative analysis of
CCK mRNA showed that CCK mRNA was significantly
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Figure 5: Associations between expression of LVPWd and CCK in model rat. (a) Correlation between LVPWd and CCK mRNA (r = 0:646,
P < 0:001); (b) Correlation between LVPWd and relative protein level of CCK (r = 0:692, P < 0:001). CCK: cholecystokinin; LVPWd: left
ventricular end-diastolic posterior wall thickness.
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higher in 4 weeks, 8 weeks, and 12 weeks AAC groups than in
the corresponding sham groups. CCK mRNA levels were sig-
nificantly different in 4 weeks, 8 weeks, and 12 weeks AAC
groups and showed a gradually increasing trend with time.
It indicated that MH could induce the transcription and syn-
thesis of CCK mRNA.

CCK can express in myocardial tissue, but the cause of
CCK expression is not clear. A previous report demon-
strated that cardiac CCK gene expression in vitro and
in vivo is stimulated by isoprenaline [34], which has a strong
excitatory effect on β-adrenoceptors, and leads to cardiac
contraction, an increase in heart rate, and sympathetic exci-
tation; this report reflected that expression of CCK is associ-
ated with sympathetic activity. Jens P. Goetze’s study found
the duodenal.

CCK mRNA did not change 5 h after the rats were
injected intraperitoneally with isoprenaline. In contrast, the
cardiac CCK mRNA increased by 5-fold [10, 35]. Therefore,
isoproterenol can induce high expression of cholecystokinin
in myocardial tissues by stimulating β-adrenergic receptors.
Liu et al.’s study found that the serum norepinephrine level
in rats with myocardial hypertrophy was higher than those
in control groups 2, 3, and 4 weeks after AAC operation,
and it may be related to autonomic excitation induced by
AAC operation and pressure overload of the heart [36]. So,
MH induced the secretion of catecholamine, which lead to
the expression of CCK and transcription of CCK mRNA.
However, it was possible that there were other undiscovered
causes involved in CCK expression in myocardial tissue.

The clinical study showed the plasma CCK levels were
associated with cardiovascular mortality in elderly female
patients [8, 37]. Recent animal studies have shown that high
expression of CCK can be seen in HF rat myocardial tissue,
and the concentration of CCK in plasma of heart failure
model rats is higher than that of the non-HF group [5, 22].
In this study, the plasma CCK detected by ELISA is derived
from the gastrointestinal tract and the heart. We found that
the plasma CCK level was not different between the sham
and AAC group at 4, 8, and 12 weeks. The results indicated
that little amount of CCK synthesized by the heart could
not affect the plasma CCK level during MH. So, the plasma
CCK cannot be used as a biomarker for MH.

The correlation analysis indicated that the IVSd and
LVPWd were a high-positive correlation with relative pro-
tein expression of CCK and CCK mRNA levels in AAC
groups. These results suggested that MH can affect the
expression of CCK in myocardial tissues, but the mechanism
is unclear.

Results from rats withMH provided the basic experimen-
tal data and evidence for further studies of CCK in myocar-
dial tissue. The mechanism is not clear, so it deserves
further investigation.

5. Limitations of the Study

Firstly, we were unable to distinguish CCK from pro-CCK.
Secondly, we did not investigate whether CCK was involved
in the development of MH. In addition, it had not been iden-
tified which subtype of CCK was associated with MH. Fur-

ther investigations are required to elucidate the specific
mechanism of MH affecting CCK expression.

6. Conclusion

In conclusion, our study finds that the development of MH
induced by AAC can affect the CCK expression of myocar-
dial tissues.
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