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Dendritic spines were first described by Santiago Ramón y
Cajal more than one hundred years ago when he examined
Golgi-stained cerebellar Purkinje cells of birds. Since then,
considerable effort has been put towards understanding how
these structures are formed and what their functions in
the central nervous system are. It is now well established
that dendritic spines represent specialized subcellular com-
partments on the postsynaptic neuron where the majority
of excitatory synapses are located. Therefore, the density
of dendritic spines is a rough indication of how much
excitatory input a particular neuron receives. One notable
feature of these structures is the large heterogeneity of their
dimensions and shapes. They can exist as short stubby
spines, long thin spines, and mushroom-shaped spines.
Moreover, they are highly dynamic, such that ongoing spine
growth, turnover, and morphological changes occur in both
developing and adult brains. Although excitatory synapses
can form and function outside of dendritic spines, their
location on spine heads likely confers additional properties.
For example, the presence of the spine neck is thought to
create an isolated biochemical compartment on the spine
head, where individual synapses of the postsynaptic neuron
can function and be regulated independently of each other.
Changes in the dimension and shape of individual spines

also allow modulation of synaptic efficacy between specific
neuronal partners and therefore contribute to synaptic plas-
ticity and provide the cellular basis of learning and memory.
Indeed, many molecular players that regulate dendritic spine
morphogenesis also turn out to be essential for learning-
related synaptic plasticity and memory formation. In this
special issue, reviews and original research papers have been
collected to address various questions on dendritic spine
biology. These include the process of spine development,
the functional differentiation of large and small spines,
the relationships between spine changes and learning, the
signaling pathways that control spinemorphogenesis, and the
link between spine abnormalities and brain disorders.

The formation of dendritic spines (spinogenesis) upon
the initial axodendritic contact can be achieved through
multiple ways as described by three different models (the
Sotelo model, the Miller/Peters model, and the filopodial
model). Much of the knowledge about spine formation is
derived from studies on cortical, hippocampal, and cerebellar
neurons. In this issue, R. Kanjhan et al. review the devel-
opment of dendritic spines in motoneurons, which follows
a different sequence than that described for pyramidal and
Purkinje neurons in the brain. Using superoxide dismutase
(SOD1) mutant mice as example, the article further discusses
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2 Neural Plasticity

increases in spine density and hyperexcitability as potential
causes of motoneuron degenerative disorders.

Dendritic spines come in diverse sizes andmorphologies.
It is generally believed that spines with larger spine heads
have greater synaptic strength than smaller spines. However,
whether spines with different sizes serve distinct functions
is not clear. J. J. W. Paulin et al. investigate the behavior of
large and small spines within the same dendritic segments
in response to tetraethylammonium chloride (TEA), which
induces long-term potentiation in CA1 hippocampal neu-
rons. They find that TEA induces opposite changes on small
and large spines. The authors suggest that the immediate
shrinkage of large spines is crucial for homeostatic protec-
tion whereas the subsequent enlargement of small spines is
involved in synaptic strengthening.

Spine enlargement and stabilization require the synthesis
of new proteins. Specific subsets of mRNAs are actively
transported by specific RNA-binding proteins from the cell
body to neuronal dendrites, where local protein synthesis is
triggered by synaptic activity and contributes to enhanced
synaptic strength in a synapse-specific manner. By pairing
electric shock to whisker stimulation, M. Jasinska et al.
examine the morphological changes of spines in the barrel
cortex triggered by associative learning. They observe that
fear conditioning increases the number of spines that contain
a spine apparatus, a smooth ER-related membrane structure
that may be involved in local protein synthesis and calcium
buffering, as well as the number of polyribosomes in ER-free,
single-synapse spines. These results support the notion that
learning can increase the capacity of local protein synthesis
near relevant synapses. M. E. Klein et al. review the recent
advances in understanding of the role of RNA-binding pro-
teins in neuronal targeting of mRNAs and synaptic plasticity.
The authors also discuss the link between unbalanced local
protein synthesis and degradation and various neurodevel-
opmental disorders. The article raises many open questions
on this exciting and challenging field that warrant further
investigation.

Although the molecular mechanisms underlying den-
dritic spine morphogenesis have been extensively studied in
the past decade, information on this topic is still limited.
Emerging studies have revealed many novel signaling mech-
anisms in the regulation of dendritic spine morphogenesis.
G proteins are highly expressed in the brain, and specific
G𝛼 subunits are present in the postsynaptic density. V. T.
Ramı́rez et al. demonstrate that activation of pertussis toxin-
sensitive G proteins by the peptide mastoparan promotes
the formation of dendritic spines and PSD-95 clusters in
hippocampal neurons through a CaMKII-dependent mecha-
nism. Numerous G-protein-coupled receptors (GPCRs) are
encoded by the human genome, and one subfamily is
the brain-specific angiogenesis inhibitor (BAI) subfamily of
adhesion-GPCRs, which containsmultiple domains in theN-
terminal region that bind to other cells or the extracellular
matrix. J. G. Duman et al. review recent findings that support
an important role of this family of GPCRs in regulating spine
morphogenesis, synaptic plasticity, and memory formation.
BAI1 mediates its action through a complex of Par3 and
Tiam1. Par3 belongs to the partitioning-defective proteins

(Par family) that are well-known cell polarity determinants.
The review by H. Zhang summarizes the emerging functions
of Par proteins as well as other cell polarity complexes (the
septin GTPases and Planar cell polarity proteins such as
Frizzled, Dishevelled, and Van Gogh) in dendritic spine
development and plasticity. Tiam1, on the other hand, is
a guanine nucleotide exchange factor (GEF) for the small
GTPase Rac1.The activity of GTPases is determined byGEFs,
which catalyze the exchange of GDP to GTP, and GAPs,
which terminate GTPase activity by hydrolyzing GTP. K. M.
Woolfrey and D. P. Srivastava review how the Rho and Ras
families of small GTPases and their upstream regulators act
as signaling hubs to regulate dendritic spine morphogenesis
in response to diverse extracellular stimuli.

Dendritic spines are supported by the actin cytoskele-
ton, and the function of many small GTPases on spine
morphogenesis is mediated by changes in actin dynamics.
Using Fluorescence Recovery After Photobleaching (FRAP),
N. Domı́nguez-Iturza et al. examine the actin dynamics of
individual spines in both cultured neurons and organotypic
slices. The authors find that individual spines display specific
actin dynamics independent of their positions and therefore
consistent with the notion that the structure of each spine
can be independently regulated. However, actin mobility
within spine heads depends on contacts with astrocytes as
well as spine size. Actin binds to many different proteins.
One of them is the collapsing response mediator protein
2 (CRMP2), which also binds to tubulin and regulates
microtubule assembly. CRMP2 can be phosphorylated by the
proline-directed serine/threonine kinase Cdk5, an important
kinase that regulates synapse development and function. X.
Jin et al. investigate the significance of this phosphorylation
event by generating CRMP2 knock-in mice, in which the
Cdk5 phosphorylation site Ser-522 is substituted by Ala and
therefore becomes phosphorylation-deficient. The authors
observe spine loss in CA1 hippocampal neurons of the knock-
in mice and suggest that it will be important to further
delineate whether the CRMP2 phosphorylation mediates its
effect on actin or tubulin.

Dendritic spine abnormalities have been frequently asso-
ciated with various neurodevelopmental disorders such as
Autism Spectrum Disorder (ASD) and intellectual disabil-
ities. Using the heparin sulfate proteoglycan syndecan-2
and the neuron-specific F-actin regulator cortactin-binding
protein 2 (CTTNBP2) as examples, H.-T. Hu et al. review
how defects in neuron-specific signal transduction path-
ways underlying dendritic spine morphogenesis and synapse
formation might contribute to the pathogenesis of these
disorders. Altered spine density and morphology are also
linked to psychiatric disorders such as depression. H. Qiao
et al. review the three animal models of chronic stress; two of
themhave beenwidely used as an animalmodel of depression
for recapitulating depression-like behaviors in rodents and
studying the mechanisms underlying depression. Chronic
stress generally causes dendritic atrophy and spine loss in
the hippocampus and prefrontal cortex and yet an increase
in spine density in the amygdala and nucleus accumbens.
These alterations of dendritic spines are often accompanied
by depression-like behaviors. The putative mechanisms that
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underlie the stress-induced changes in synapse structure are
also discussed.

By highlighting the molecular basis of dendritic spine
morphogenesis and plasticity, we hope this special issue will
provide a better understanding of learning and memory, as
well as other higher-order cognitive functions of the adult
brain. Insights into the mechanisms behind altered spine
morphogenesis in various neurodevelopmental and psychi-
atric disorders may further lead to the design of potential
therapeutic strategies.

Kwok-On Lai
Bryen A. Jordan
Xin-Ming Ma

Deepak P. Srivastava
Kimberly F. Tolias
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Structural plasticity of excitatory synapses is a vital component of neuronal development, synaptic plasticity, and behaviour.
Abnormal development or regulation of excitatory synapses has also been strongly implicated in many neurodevelopmental,
psychiatric, and neurodegenerative disorders. In the mammalian forebrain, the majority of excitatory synapses are located on
dendritic spines, specialized dendritic protrusions that are enriched in actin. Research over recent years has begun to unravel
the complexities involved in the regulation of dendritic spine structure. The small GTPase family of proteins have emerged as key
regulators of structural plasticity, linking extracellular signals with the modulation of dendritic spines, which potentially underlies
their ability to influence cognition. Here we review a number of studies that examine how small GTPases are activated and regulated
in neurons and furthermore how they can impact actin dynamics, and thus dendritic spine morphology. Elucidating this signalling
process is critical for furthering our understanding of the basic mechanisms by which information is encoded in neural circuits but
may also provide insight into novel targets for the development of effective therapies to treat cognitive dysfunction seen in a range
of neurological disorders.

1. Introduction

Brain function is an emergent property of the connec-
tions between neurons. Proper wiring of the brain during
development is critical for cognition and memory [1–3],
while, conversely, abnormal wiring due to neurological dis-
order, disease, or brain injury results in dysfunction [4–6].
Understanding how neural circuitry underlies information
storage and processing is a fundamental challenge facing
modern neuroscience [1, 3]. Though modest inroads into
deciphering brain wiring have been made, very little is
known about how this wiring contributes to its function. A
primary obstacle to progress is the staggering complexity of
neural circuits; in mammalian brains, trillions of synapses
impinge on billions of neurons. One approach to managing
this complexity is to limit focus to synapses of a single
neurotransmitter type. Glutamatergic synapses are highly

plastic, play essential roles in learning, memory, as well as
cognition, and comprise the majority of the connections
between pyramidal neurons in the forebrain [7–9]. A defin-
ing characteristic of these synapses is that they occur at
specialized postsynaptic compartments known as dendritic
spines (Figures 1(a)–1(c)). These micron-scale, actin-rich
structures garnish the dendritic arbour and typically consist
of a spine neck and a spine head [10, 11]. It is within
the spine head that the protein-rich postsynaptic density
(PSD) is found (Figure 1(c)). Embedded in the PSD are 𝑁-
Methyl-D-aspartic acid (NMDA) and 𝛼-amino-3-hydroxy-
5-methyl-4-isoxazolepropionic acid (AMPA) type glutamate
receptors which mediate excitatory synaptic transmission
(Figure 1(c)) [10, 12]. Dendritic spines exhibit both transient
and enduring lifetimes, persisting from minutes to years in
vivo [7, 13]. A myriad of dendritic spine morphologies are
observed in the brain and the notion that spine structure
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Figure 1: Dendritic spines are small protrusions along dendrites that contain postsynaptic densities. (a) Example of a cortical neuron
expressing green fluorescent protein (GFP). The main dendrite is branched and has dendritic spines along its length. Dashed box indicates
area magnified in (b). The neuron’s axon is much thinner than the dendrite and has no spines. (b) Magnified region of dendrite of a cortical
neuron expressing GFP and stained for the presynaptic protein bassoon. Dendritic spines can clearly be seen protruding from the dendrite,
andmany spines colocalize with bassoon, suggesting the formation of synaptic connections. In this colour scheme, colocalization is indicated
by white. (c) Schematic of a mature dendritic spine making contact with an axon; note the enrichment of glutamate receptors, the scaffold
protein PSD-95, and F-actin within the spine head and postsynaptic density (PSD).

is highly correlated with important synaptic properties has
become a recurrent theme over the last decade [14, 15]. For
example, large dendritic spines are likely to feature large
PSDs and make strong connections, while small dendritic
spines are indicative of weak connections and may be highly
plastic [16]. Accordingly, larger spines tend to persist for
long periods of time, whereas smaller, thinner spines are
more transient [15, 17]. However, recent data suggests that

these phenomena may be different between the cortex and
hippocampus, with spines on CA1 hippocampal neurons
demonstrating a more rapid turnover as compared to those
found in cortical regions [18]. Nevertheless, many reports
demonstrate that dendritic spines are not static structures
and can rapidly reorganize in response to diverse stimuli
including experience-dependent learning [19–21], as well as
neuromodulatory and even hormonal signals [22–25]. One
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key sequela of this structural dynamism is the ability to
sample the surrounding neuropil for incident axons [19, 26,
27].

It is widely recognized that dendritic spines are an integral
component in circuit formation, but the precise nature of
their contribution is still a topic of inquiry and debate.
Dendritic spines exhibit a wide spectrum of structural reor-
ganization, from formation and elimination, to more subtle
changes in size and shape. These structures are estimated to
contain over 1000 different proteins [28], including scaffolds,
receptors, adhesion proteins, signalling proteins, F-actin, and
cytoskeletal proteins (Figures 2(a) and 2(b)). Current theories
postulate that dendritic spines provide a chemical and elec-
trical signalling domain that is partially discrete from their
parent dendrite, thus enhancing the computational capacity
of the neuron [3], and that they are sufficiently enriched
with the molecular components necessary for structural
and function modifications [29]. Critically, the development,
refinement, and maintenance of telencephalic neural circuits
are essential for sensory perception,motor control, cognition,
andmemory [1, 8, 30, 31]. Importantly, a better understanding
of circuit dynamics can provide a bridge between plasticity
phenomena observed at the synapse and animal behaviour
[8, 9, 18, 19]. Thus it is essential to examine mechanisms that
rewire the brain and the current review is dedicated to this
purpose. In the past decade, enormous progress has been
made in dissecting themolecularmechanisms that contribute
to the structural plasticity of dendritic spines [10, 12, 32, 33]. A
key molecular determinant of dendritic spine plasticity is the
actin cytoskeleton and its regulators. Here we review recent
work that has begun to unravel the complexmanner in which
the family of small GTPases proteins, their regulators, and
effectors modulate the actin cytoskeleton to control dendritic
spine morphology in support of synaptic function.

2. Actin: A Key Determinant of Dendritic
Spine Morphology

The morphological malleability of dendrite spines has been
shown to be due to a dynamic actin cytoskeleton [34, 35].
Spines are rich repositories of filamentous and monomeric
actin and achieve both stability and dynamism through a
turnover process known as treadmilling, where monomers
are simultaneously added to the barbed end (at the spine
periphery) and removed from the pointed end of the filament
(near the spine’s core) [36, 37]. A variety of proteins exhibit
control over the actin cytoskeleton andmanyof these proteins
are potent spine morphogens and synaptic modulators [23,
38–42].

Tight control of the actin cytoskeleton is crucial to proper
synaptic function. Indeed, actin treadmilling controls the
distribution of proteins in the postsynaptic density, including
AMPA receptors, as revealed bywork employing fluorescence
recovery after photobleaching [43]. Thus, understanding the
complex signalling pathways impinging on actin filaments
is critical for revealing mechanisms underlying normal
and pathological synaptic transmission. To this end, much
research effort has focused on identifying and characterizing
actin regulatory proteins. By considering the positioning of

these proteins in signalling cascades relative to the extracel-
lular space and the actin cytoskeleton, they can be organized
into hierarchical functional groups including actin binding
proteins, small GTPases, and small GTPase regulators and
effectors (Figure 2(b)) [32, 44].

3. Small GTPases: Morphological Signalling
Hubs in Dendritic Spines

The super family of small GTPases is classified into 5 subfam-
ilies: the Ras, Rho, Rab, Sar1/ARF, and Ran families.Members
of this superfamily regulate diverse cellular functions and are
often referred to as molecular switches as they exist in binary
“on” and “off” states when bound to GTP and GDP, respec-
tively [45, 46].The present review will be limited to members
of Rho and Ras families as these proteins have been most
directly linked with actin remodelling. Further, Rho- and
Ras-mediated signalling pathways exhibit substantial cross
talk that has important implications for spine morphological
and functional plasticity. While our understanding of small
GTPase control of the actin cytoskeleton has been greatly
enhanced by work in nonneuronal cells, the dendritic spine
represents a unique microdomain, with distinct functional
requirements. As such, we will focus on studies conducted in
dendritic spines unless otherwise noted.

Extensive literature links the Rho subfamily to regulation
of synaptic actin structure and dynamics [47]. Perhaps best
studied among these family members are Rac1 and RhoA,
which have potent and opposite effects on the structure of
dendritic spines [48]. Overexpression of dominant negative
Rac1 leads to reduced spine density in hippocampal slices
and dissociated cultures [49, 50], while overexpression of a
constitutively active form or RhoA leads to spine loss [51].
It is generally accepted that Rac1 activation stimulates F-
actin polymerization and stabilizes dendritic spines through
the activation of downstream effectors p21-activated kinase
(PAK), LIM-kinase-I (LIMK-I), and the actin binding protein
cofilin [52, 53]. Conversely, RhoA activation stimulates F-
actin polymerization through its downstream protein kinase
ROCK, which in turn directly regulates LIMK-1 phospho-
rylation in nonneuronal and neuronal cells [54, 55]. Rho
GTPases are rapidly and locally activated in spine heads
following potentiating stimuli as revealed by two-photon
fluorescence lifetime imaging of FRET-based probes [55].
Interestingly, Cdc42, a Rac-related Rho GTPase, and RhoA
exhibited differential spatial activity, reflecting their unique
contributions to spine morphology regulation; blockade of
the RhoA signalling cascade inhibited initial spine growth
while Cdc42 pathway inhibition prevented sustained spine
enlargement. Reinforcing the importance of Rho GTPases
in forebrain plasticity is a recent study demonstrating active
Rac1-induced spine proliferation in cortical pyramidal neu-
rons as well as enhanced plasticity of visual circuits in
monocularly deprived animals [56, 57]. In concordance with
this idea, disruption of signalling through Rho/Rac pathways
is frequently associated with intellectual disability (ID), a
condition characterized by abnormalities in dendritic spine
morphology [58–60].
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Figure 2: Dendritic spines, small GTPases, and the cytoskeleton. (a) Example of a cortical neuron immunostained with phalloidin, a marker
of endogenous F-actin. Immunofluorescence reveals an enrichment of actin in dendrites and dendritic spines. (b) Schematic drawing of
how extracellular signals can act via specific receptors and act via small GTPases to regulate actin dynamics and/or receptor trafficking. The
dynamic actin cytoskeleton confersmuch of the structure of the dendritic spines, and alterations in synaptic expression of glutamate receptors
(e.g., AMPA receptors) are thought to play a major role in modulating synaptic function.

Though most investigations of neuronal structure have
focused on the Rho GTPase subfamily, other GTPases have
been shown to regulate dendritic spine morphology. Mem-
bers of the Ras subfamily of small GTPases have also been
found to regulate dendritic spine structure anddynamics [61].
One of the first studies to linkRaswith structural remodelling
of dendritic spines was from a mouse model where a con-
stitutive active form of H-Ras was overexpressed [62]. These
mice displayed increased neuronal complexity, which was
mirrored in subsequent studies which also revealed abnormal
spine formation and connectivity [63, 64]. Consistent with
a role in mediating dendritic spine plasticity, it has also
been shown that Ras is activated concurrently with spine
enlargement induced by uncaging of glutamate in hippocam-
pal neurons [65]. Interestingly, the spatiotemporal dynamics
of Ras activation was again different to that of the Rho
GTPases, RhoA, andCdc42, reinforcing the idea that both the
temporal activation and the localization of these molecules
are critical in determining their impact on cellular function
[55, 65, 66]. Prior work in nonneuronal cells has also linked
Rap, amember of the Ras subfamily, to cytoskeletal dynamics
[67]. In neurons, activation of Rap1 by NMDA receptors in
cultured cortical neurons results in a decrease in spine size
[41]. Another powerful regulator of small GTPase activity
in neuronal cell is the estrogen hormone, 17𝛽-estradiol [68–
70]. Interestingly, when mature cortical neurons are acutely
exposed to 17𝛽-estradiol, a rapid increase in active Rap1
is seen concurrent with an increase in spine density [25].
Critically, overexpression of RapGAP, a protein that inhibits
Rap activation, blocked the effect of 17𝛽-estradiol on spine
density [25]. In contrast, overexpression of constitutively
active Rap2 causes a loss of dendritic spine density and
an increase in the number of filopodia-like protrusions in

culture hippocampal neurons [71]. Consistent with these
observations in vitro, mice that express a constitutively active
Rap2 display fewer dendritic spines and impaired learning
[72]. Collectively, these data demonstrate that Rho and Ras
family GTPases have potent regulatory effects on dendritic
spines which can impact cognitive function.

4. Small GTPase Regulators

GTPases are themselves tightly regulated by two classes of
proteins: guanine nucleotide exchange factors (GEFs) which
facilitate the binding of GTP by the GTPase and GTPase
activating proteins (GAPs) which catalyze the hydrolysis
of GTP to GDP. These proteins convey diverse signals
from the extracellular space to GTPases and differ in their
cellular expression patterns and intracellular distributions.
Each GTPase can be regulated by a variety of different GEFs
and GAPs, allowing for both signalling diversity and spatial
specificity. Through catalyzing the exchange of the GTPase
bound GDP to GTP, GEFs serve to activate GTPases. By
responding to extracellular signals including neuromodula-
tors and neuronal activity, GEFs can achieve bidirectional
control over spine morphology and synaptic strength by
acting through their target GTPases.

As RhoA is associated with spine shrinkage and destabi-
lization, GEFs that activate this GTPase have similar effects
on dendritic spine morphology. For example, GEF-H1 has
been shown to colocalize with the AMPA receptor complex
and negatively regulate spine density and length through
a RhoA signalling cascade [73]. Similarly, activation of
the Eph receptor A4 (EphA4) results in the retraction of
dendritic spines, an effect that is dependent on activation
of RhoA via its GEF, ephexin1 [74]. Another GEF involved
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in the destabilization and shrinkage of spines is Epac2. This
multidomain Rap1 GEF is activated by cAMP and leads to
reduced spine AMPA receptor content, depressed excitatory
transmission, and spine destabilization as demonstrated by
live imaging studies. Conversely, inhibition of Epac2 leads
to spine enlargement and stabilization [23]. Interestingly,
rare de novo mutations of the Epac2 gene have been found
to be associated with individuals with autism spectrum
disorders (ASDs) [75]. The resulting mutant Epac2 proteins
displayed altered abilities to activate Rap and when expressed
in primary cortical neurons, they resulted in a range of abnor-
mal dendritic spine morphologies [23]. Analysis of Epac2
knockout mice has further revealed deficits in social and
communicative behaviours, whereas memory and leaning
behaviours are seemingly unaffected [76]. Interestingly, these
mice also display reduced dendritic spine turnover in vivo,
consistent with what has been shown previously in vitro [23,
76]. However, it is not clear how alterations in dendritic spine
plasticity are linked with altered social and communicative
behaviours. More recently, using in utero electroporation
to express an RNAi construct against Epac2 in a subset of
layer 2/3 cortical neurons, a role for Epac2 in maintenance
of basal, but not apical, dendrites has been revealed [77].
Interestingly, regulation of basal dendrite formation by Epac2
requires Ras signalling, as a ASD-associated mutant Epac2
protein, which has a reduced ability to bind active Ras, also
induces deficits in basal dendrite maintenance [77]. This
demonstrates that there can be a level of cross talk between
small GTPase systems. Consistent with this, it has recently
been shown that the polo-like kinase 2 (Plk2) regulates both
Ras and Rap activity through directly influencing the activity
regulatory proteins of each small GTPase in response to
homeostatic plasticity [78]. These studies demonstrate that
the synchronized regulation of both Ras and Rap small
GTPases via their GEFs and GAPs plays an important role
in homeostatic plasticity and in the maintenance of neuronal
morphology [77, 78].

The regulation of Rac by its GEFs has also been well
studied. One suchGEF is kalirin-7, which is especially unique
due to the fact that it is the only known Rac1 GEF expressed
in the cortex of adult mice [32]. Overexpression of this
kalirin-7 in cortical cultures leads to an increase in spine
head area and density. Concomitantly, knockdown of kalirin-
7 through an RNAi approach reduces the spine area and
density [42]. Interestingly, mice in which the kalirin gene
has been deleted exhibit many phenotypes reminiscent of
schizophrenia including deficits in working memory as well
as reduced dendritic spine density in the cortex [79]. In
the hippocampus, the role of kalirin-7 is obscured due to
the presence of two other Rac1 GTPases, Tiam1 and 𝛽-PIX
[32, 52, 80]. Tiam1 is regulated by NMDA receptor activation
and has also been implicated in EphB receptor-dependent
dendritic spine development [80, 81]. Likewise, the Rac1 GEF
𝛽-PIX, a downstream target of NMDA receptors, has been
shown to be regulated by CaM kinase kinase and CaM kinase
I [52].

Select GAPs have received research attention due to their
putative roles in ID. Loss of the Rho-GAP oligophrenin-1, a
gene implicated in ID, disrupts activity-dependent synapse

and spinematuration [82]. Another such gene is the Ras-GAP
SYNGAP1, which can regulate spine morphology through
its target Ras as well as downstream signalling to Rac and
cofilin [83].This study illustrates that small GTPase signalling
is often complex and nonlinear and may feature cross talk
between pathways. Mutations in SYNGAP1 have also been
associated with both ID and ASD [84]. Interestingly, an ani-
mal model of human SYNGAP1 haploinsufficiency displayed
accelerated dendritic spine maturation resulting in dis-
rupted excitatory/inhibitory balance in neural networks [85].
Moreover, these mice also developed persistent behavioural
abnormalities. Critically, these effects were most prominent
when SYNGAP1was disrupted during early development and
minimal when disrupted in adulthood [85]. More recently,
SYNGAP1 has been shown to be phosphorylated by CaMKII,
resulting in the trafficking of this protein away from synapses
in response to LTP stimulation. Importantly, removal of this
GAP protein from synapses is thought to be required for LTP-
dependent Ras activation and subsequent AMPA receptor
insertion and spine enlargement [86].

A number of extracellular signals are known to exert pro-
found influences over dendritic spine morphology, through
the activation of small GTPase pathways. The predominant
receptor in regulating dendritic spine plasticity in response to
synaptic activity is the NMDA receptor. Following activation
of NMDA receptors, dendritic spines undergo a transient
increase in calcium concentration [87, 88]. This rise in
calcium activates the calcium-sensing calmodulin (CaM):
calcium-bound CaM subsequently activates the CaMK fam-
ily of serine/threonine kinases including CaMKI, CaMKII,
and CaMKIV [89]. These kinases go on to phosphorylate
a variety of targets involved in spine structural plasticity,
including the Rac-GEF kalirin-7, as well as other signalling
and scaffolding proteins involved in plasticity [42, 90]. Aside
from glutamate, other neurotransmitters have been shown
to modulate dendritic spine plasticity. Activation of 5-HT2A
receptors in pyramidal neurons increased spine size through
a kalirin-7-Rac1-PAK-dependent mechanism [22].This study
is of particular importance as it provides a direct link between
serotonergic signalling and dendritic spine morphogenesis,
both implicated in schizophrenia. Another important neuro-
transmitter implicated in the modulation of dendritic spines
and small GTPase function is dopamine [91]. For example,
treatment of rats with 6-hydroxydopamine, a neurotoxin that
selectively ablates dopaminergic and noradrenergic neurons,
resulted in a decrease in dendritic spine density in the
prelimbic cortex 3 weeks after toxin administration [92].
Intriguingly, cognitive deficits in schizophrenia have been
linked with dopamine dysfunction [93, 94] and reduced
dendritic spine density has been observed in postmortem tis-
sue taken from schizophrenic patients [95–97]. Results from
Solis et al. suggest that there may indeed be a pathological
link between dopamine dysfunction and loss of dendritic
spine density. A finding consistent with this idea is that
treatment with the atypical antipsychotic olanzapine, but not
the typical antipsychotic haloperidol, was able to rescue 6-
hydroxydopamine-induced spine loss in the rat prefrontal
cortex [98]. At the molecular level, activation of the D1/D5
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receptors with the selective agonist SKF-38393 leads to spine
shrinkage through activation of the Rap GEF Epac2 [23].

Less conventional neuromodulators have also been impli-
cated in the regulation of dendritic spines. Classically defined
as a hormone, estrogens have recently come into the spotlight
as an important modulator of dendritic spine plasticity [99].
Treatment of primary cortical cultures with 17𝛽-estradiol
increased spine density while decreasing the AMPA receptor
content of spines. These “silent synapses” were potentiated
by activation of NMDA receptors, reminiscent of activity-
dependent maturation of silent synapses during develop-
ment [25]. These effects were mediated by the Rap/AF-
6(afadin)/ERK1/2 signalling pathways, as inhibiting or inter-
fering with the actions of these proteins was sufficient to
block 17𝛽-estradiol’s effects on spines [25]. Additionally,
recent studies have demonstrated that acute treatment of rat
cortical cultures with 17𝛽-estradiol leads to phosphorylation
of WAVE1 and its subsequent targeting to spines, resulting in
the polymerization of actin.This is thought to be required for
the formation of immature dendritic protrusions in young
cortical neurons [100]. Similar findings have been reported
in hippocampal cultured neurons. Here, chronic treatment
of hippocampal cultures with 17𝛽-estradiol resulted in an
increased number of synapses and increased localization of
kalirin-7 to dendritic spines [101]. However, these actions
of 17𝛽-estradiol seem to be mediated through the estrogen
receptor beta (ER𝛽) as activation of ER𝛽 but not ER𝛼 agonists
is able to recapitulate these effects [101–104].

5. Small GTPase Effectors and
Actin Binding Proteins

Downstream of small GTPases is a series of effector pro-
teins which convey signals to direct regulators of the actin
cytoskeleton. A particularly well-described family of effectors
of the Rho GTPases Rac1 and Cdc42 are the p21-activated
kinases (PAKs) [105] and the Rho kinases (ROCK) [106].
The PAKs are critical for spine morphogenesis and synaptic
structure, particularly in the cortex [107]. More recently,
a series of studies has explored the consequences of PAK
and ROCK knockout in the forebrain. Deletion of PAK1
or ROCK-2 results in the loss of F-actin from spines [108,
109]. Further, both knockout animals demonstrated deficits
in hippocampal LTP, highlighting the importance of these
Rho kinases for synaptic plasticity. Intriguingly, codeletion
of PAK1 and PAK3 resulted in a more severe structural
and functional phenotype; the PAK1/3 knockouts showed
impaired bidirectional plasticity in the hippocampus, deficits
in learning and memory, and gross structural abnormalities
in the forebrain [110]. Shared features of these Rho kinase
knockout animals include disruption of the kinase cascade
downstream of the Rho GTPases, a release of cofilin from
inhibition, and a subsequent loss of F-actin from dendritic
spines.

More insight into the effects of PAK and ROCK family
members on the actin cytoskeleton is provided bywork exam-
ining LIM-kinase (LIMK). Active Pak1 can phosphorylate
LIMK-1 which in turn inhibits cofilin activity [111]. As a
result, genetic ablation of LIMK-1 results in elevated cofilin

activity, aberrant spine morphology, and enhanced LTP [53].
Intriguingly, recent work has identified a new mechanism
of regulation for LIMK-1 via lipid modification [24]. N-
terminal palmitoylation of LIMK-1 targets the kinase to
dendritic spines and is necessary for activity-dependent spine
growth. Palmitoylation is emerging as a critical modulator of
spiny synapse function [112]; small GTPases themselves are
targeted to various microdomains through dynamic palmi-
toylation [113–115], though the implications of this signalling
have yet to be explored thoroughly in neurons.

As their name suggests, actin binding proteins directly
influence actin dynamics through nucleating, stabilizing, or
severing actin filaments. Members of the Wiskott-Aldrich
syndrome protein (WASP) family bind both monomeric and
filamentous actin [116] and are relieved from autoinhibition
by Rho GTPases [117]. N-WASP, a brain enriched WASP,
appears to be critical for spine and excitatory synapse for-
mation [40]. Small GTPases also exert control over a similar
WASP-family verprolin-homologous protein (WAVE) family.
These proteins play a role in spine maintenance [118] and
formation [119]; deficient WAVE1 expression is accompanied
by spatial memory deficits in mice [120].

The Arp2/Arp3 complex is a well-studied actin nucleator
and facilitator of actin branching [121]. The Arp2/Arp3
complex is downstream of Rho family GTPases, WASP,
and WAVE proteins [122] and is likely to be instrumental
in dendritic spine remodelling during spine growth [123].
Inhibition of the Arp2/Arp3 complex by protein kinase C
binding protein (PICK1) is necessary for spine shrinkage
during LTD [124]. More recently, PICK1 has been shown to
signal downstream of AMPARs to inactivate Cdc42 [125]. As
mentioned above, cofilin is another critical determinant of
actin skeletal dynamics and competes with the Arp2/Arp3
complex by severing and debranching actin filaments [126].
Though prolonged cofilin activation promotes a reduction
in spine size [127], it appears that a transient burst of
cofilin activity is required for spine growth during chemically
induced LTP [128]. A recent review of small GTPase control
of the actin cytoskeleton covers these pathways in greater
detail [44].

Among the list of Rap effectors are a number of actin
cytoskeleton regulators. Rap1 binds directly to afadin, also
known as AF-6 [129] which is a multidomain scaffolding
protein instrumental in cell-cell adhesion [130]. Indeed,
active Rap was responsible for the subcellular targeting of
afadin in neurons under basal and after NMDA recep-
tor activation [41, 131]. Intriguingly, following activation of
NMDA receptors, afadin translocates to both synapses and
the nucleus in a time-dependent manner. At synapses, afadin
is required for activity-dependent and Rap-dependent spine
modifications [41], whereas in the nucleus, afadin is required
for the time-dependent phosphorylation of H3 histones,
suggesting a potential role in regulating activity-dependent
gene transcription [131]. Afadin also directly interacts with
the actin-polymerizing protein profilin [129] and with the
adhesion protein, N-cadherin [132], and the AMPA receptor
subunit, GluA2 [133]. Consistent with these interactions,
afadin is required for linking N-cadherin with the kalirin-
7, therefore allowing regulation of Rac activation and linking
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N-cadherin with the dynamic modulation of dendritic spine
morphology [132]. Moreover, knockdown of afadin using
an RNAi approach results in a loss of dendritic architec-
ture, dendritic spine density, and AMPA receptor mediated
transmission [133]. Rap has also been shown to interact with
and activate the Rac-GEFs Vav2 and Tiam1 [134], providing
another example of small GTPase pathway cross talk.

Thus, a stereotyped spine-morphogenic signalling cas-
cade begins with an extracellular signal that is conveyed to
GEFs or GAPs that control small GTPase activity, which
in turn influences actin binding proteins through small
GTPase effectors. It is now emerging that, in addition to
activity-dependent signalling via NMDA receptors, other
extracellular signals, including neuromodulators [22, 23] and
neurosteroids, may act via similar pathways.

6. Conclusions

Understanding how neurons encode information is a funda-
mental challenge in determining how we store and retrieve
information about our surrounds, allowing us to adapt at
a behavioural level. Growing evidence indicates that a key
cellular correlate of information encoding is the regulation
of dendritic spines and thus excitatory synaptic connections
[1, 3]. In this review, we have presented recent evidence that
places small GTPase proteins as an important intermediate
between extracellular signals and the actin cytoskeleton,
allowing for the regulation of synapse structure and function.
Important advances have beenmade in our understanding of
the molecules that exert a tight regulation of small GTPase
function in neurons [32, 61], and it is also emerging that
these molecules have unique spatiotemporal dynamics that
are critical to their cellular functions [55, 65, 66]. Our
current understanding suggests that small GTPases can act
independently, via their effectors, directly regulating the actin
cytoskeleton, to exert effects of dendritic spine structure and
numbers, as well as on synaptic function. However, several
studies have now demonstrated that multiple small GTPases
can act in cooperation to bring about changes in dendritic
spine, or on themaintenance of overall neuronalmorphology
[77, 78]. Moreover, it is also emerging that a wide range of
extracellular signals also signal via small GTPases to exert
morphogenic actions [22, 25, 42, 47, 50, 65, 74, 80, 81]. Many
of these extracellular signals can activate the same small
GTPases, suggesting that within a single neuron multiple
factors canmodulate the activity of a single subfamily of small
GTPase. Elucidating how neurons integrate multiple signals
and how they in turn summate impacting the function of the
cell and ultimately affect cognition is fast emerging as another
challenge. It is likely that gaining a greater understanding of
the spatiotemporal dynamics of small GTPase signalling will
provide an insight into how neurons handle this amount of
information. In addition, further determining the complex
manner in which regulators of small GTPase signalling inter-
act and determining the nonlinear manner in which multiple
pathways are activated by the same signals will provide a
more comprehensive understanding of how multiple factors
regulate spine plasticity.

It is also of note that multiple neurodevelopmental,
psychiatric, and neurodegenerative disorders have been
strongly associatedwith disruptions of neural circuits [6, 135].
Indeed, numerous neuropathological postmortem studies
have strongly linked abnormal spine morphology with the
pathogenesis of a number of neuropsychiatric, neurodevel-
opmental, and neurodegenerative disorders [135, 136], such
as ID [137], fragile-X [138], Down’s syndrome [139], autism
spectrum disorders (ASDs) [140–142], schizophrenia [96,
143], depression [144], and Alzheimer’s disease [145, 146]. It
is currently posited that dendritic spine dysmorphogenesis
can lead to defective or excessive synapse function and
connectivity, resulting in disruptions in neural circuitry.This
topic has recently been reviewed in depth [2, 6, 135]. Dys-
regulation of the complex mechanisms that control dendritic
spine structure and functionmay contribute to these synaptic
irregularities. Understanding the cellular mechanisms by
which dendritic spine morphogenesis occurs will expand
not only our knowledge of normal brain function, but
that of abnormal brain function as well. Though a greater
understanding of the cellular mechanisms that underpin
cortical plasticity will be required, harnessing structural
plasticity may offer a powerful future therapeutic avenue for
neuropathologies.
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Decades of research have demonstrated that rapid alterations in protein abundance are required for synaptic plasticity, a cellular
correlate for learning and memory. Control of protein abundance, known as proteostasis, is achieved across a complex neuronal
morphology that includes a tortuous axon as well as an extensive dendritic arbor supporting thousands of individual synaptic
compartments. To regulate the spatiotemporal synthesis of proteins, neurons must efficiently coordinate the transport and
metabolism of mRNAs. Among multiple levels of regulation, transacting RNA binding proteins (RBPs) control proteostasis by
binding to mRNAs and mediating their transport and translation in response to synaptic activity. In addition to synthesis, protein
degradation must be carefully balanced for optimal proteostasis, as deviations resulting in excess or insufficient abundance of key
synaptic factors produce pathologies. As such, mutations in components of the proteasomal or translational machinery, including
RBPs, have been linked to the pathogenesis of neurological disorders such as Fragile X Syndrome (FXS), Fragile X Tremor Ataxia
Syndrome (FXTAS), and Autism Spectrum Disorders (ASD). In this review, we summarize recent scientific findings, highlight
ongoing questions, and link basic molecular mechanisms to the pathogenesis of common neuropsychiatric disorders.

1. Ribonucleoproteins and RBPs

The majority of cytoplasmic mRNAs in neurons are asso-
ciated with RBPs and other accessory proteins as part of
large macromolecular complexes termed ribonucleoprotein
(RNP) granules [1]. Granules are diverse in composition
and function, mediating many aspects of posttranscriptional
RNA regulation including cellular transport, protection from
nucleases, and translational control [2–4]. The modular
domain structure of RBPs facilitates granule formation and
enables auxiliary interactions with other factors necessary to
ensure precise localization and metabolism of mRNA cargos
[5]. Recent evidence suggests that only one mRNA is present
per RNP granule [6–9]. This stoichiometry may be achieved
through cotranscriptional packaging of the RNP complex
as many RBPs contain nuclear localization sequences and
undergo nucleocytoplasmic transport [10, 11]. Following
transcription, RBPs are thought to spontaneously couple

to mRNA targets to facilitate processing of pre-mRNAs
through splicing, editing, polyadenylation, and granule for-
mation (Figure 1). In addition, many RBPs contain prion-like
low complexity sequences that may allow for spontaneous
self-aggregation. Thus, cargo mRNAs could act as scaf-
folds/nucleators for aggregation by recruiting and increasing
the local concentration of RBPs to catalyze spontaneous
granule formation [12]. Low complexity sequences may also
promote heteroaggregation of accessory proteins into gran-
ules and allow for the dynamic disassembly and reformation
of RNP granules in response to synaptic activity [7, 12, 13].

2. RBPs and Neuronal Dendritic Targeting

Thecontrol of RNAdistribution is a fundamentalmechanism
underlying localized expression of proteins [14]. This is
especially pertinent among the intricate dendritic arbors of
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Figure 1:The trials and tribulations of RBPs and RNPs. (a) RBPs assemble cotranscriptionally and regulate mRNA splicing and modification
preventing the coassembly of multiple mRNAs per RNP. Motifs in the 5󸀠UTR and 3󸀠UTR as well as retained intronic sequences facilitate
dendritic targeting of RNPs. (b) RBPs transport mRNAs along microtubules to destinations dictated by the cargo mRNA sequence. Through
input-specific events, synapses or dendritic branches may autonomously regulate their mRNA content. (c) Excitatory synapses at dendritic
spines greatly outnumber mRNAs in dendrites and even more so counting inhibitory synapses. Despite being sparsely distributed, local
mRNAs contribute significantly to synaptic function. (d) Upon synaptic stimulation, RBP function determines mRNA fate. Derepression
by translational repressors can be followed by promotion of translation by RBPs like Sam68 (purple). Translation is counterbalanced by
proteasomal or lysosomal degradation.
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neurons where synapses are thought to independently alter
their morphology and function in response to neuronal
activity via spatial restriction of gene expression. In addition
to diffusion and transport of somatically generated proteins,
synthesis fromdendritically targetedmRNAs shapes the local
proteome around synaptic contacts. The active transport of
mRNAs into neuronal processes requires their association
with RNA transport particles, which contain (1) specific
RBPs to prevent translation prior to delivery, (2) adaptors
for association with cytoskeletal translocation machinery,
and (3) molecular motors [15] (Figure 1). A number of
groups have identified dendritic targeting elements (DTEs)
in the 3󸀠 untranslated regions (3󸀠UTR) of mRNAs present
in synaptodendritic compartments including CaMKII𝛼, beta
actin, MAP2, ARC, and BDNF [16–24]. BDNF and CaMKII𝛼
isoforms with shortened 3󸀠UTRs lacking DTEs are not
dendritically targeted, suggesting that alternative splicing of
cis-elements can regulate mRNA localization [16, 25]. One of
the best-studied DTEs is the “zipcode” found in the 3󸀠UTR of
beta-actin mRNA, which is recognized by the RBP Zipcode
Binding Protein 1 (ZBP1) and is necessary for its transport
and translational regulation [19]. Interestingly, the beta-
actin 3󸀠UTR contains an additional nonoverlapping DTE
recognized by the RBP Src-Associated in Mitosis 68KDa
(Sam68) [26]. We have shown that Sam68 is crucial for
the dendritic transport and translation of beta-actin mRNA,
similar to ZBP1 [27]. Whether multiple DTEs allow for
concurrent binding of RBPs is an outstanding question in the
field and will be addressed in more detail later in this review.

Diverse mRNA targeting mechanisms have been iden-
tified in neurons. Retained introns in cytoplasmic mRNAs
represent an additional and surprising class of cis-acting
dendritic targeting elements that are regulated by the spliceo-
some. Cytoplasmic intron-sequence retaining transcripts
(CIRTs) contain intronic elements that are sufficient to
target these mRNAs to dendrites [28–30]. The presence of
spliceosome constituents in dendrites raises the intriguing
possibility that localized splicing may represent a previously
unappreciated activity-dependent cytoplasmic process [31].
In this manner, incompletely processed CIRTs could be tran-
sitionally repressed until fully spliced andmade competent by
the dendritic spliceosome [32]. Indeed, several RBPs impli-
cated in splicing have been observed in synaptodendritic
compartments [11, 33] including Sam68 [34–38].

Many of the over 2550mRNAs present in dendrites [39,
40] lack any known dendritic targeting element, suggest-
ing the existence of an alternative targeting mechanism.
Recent evidence implicates nonsequence specific, structural
elements in both the 3󸀠UTRs and 5󸀠UTRs in mRNAs in
dendritic and synaptic localization [23]. Structural G-quartet
stem loops, rather than sequence recognition, have been
implicated in how the RBP Fragile X Mental Retardation
Protein (FMRP) binds to mRNA cargos [41–43]. However,
recent additional evidence indicates binding sites may be
present throughout the entire sequence [44] or at specific
3󸀠UTR sites [45]. Altogether, these findings suggest the
existence of functionally distinct mechanisms to localize
RNAs within neuronal processes and highlight the role of
noncoding mRNA sequences in subcellular targeting. Recent

genome-wide association studies suggest that mutations in
noncoding targeting elements are linked with disease phe-
notypes, underscoring the importance of mRNA transport in
supporting neuronal function [46, 47].

3. RBPs and Input-Specific Translation

Input specificity requires the localized expression of proteins
following mRNA transport. Dendritic translation in neurons
was first evidenced by the presence of ribosomes [48, 49] and
mRNAs [50, 51] closely associatedwith postsynaptic contacts.
This was later confirmed by studies demonstrating that
mechanically isolated dendrites are translation-competent
[24, 52] and can sustain protein synthesis-dependent forms
of synaptic plasticity [24, 53, 54]. Furthermore, the transport
and localized translation of mRNAs are both synapse- and
stimulus-specific [24].

RBPs like FMRP and ZBP1 mediate translational repres-
sion and release cargos locally in response to particular
stimulus-driven posttranslational modifications. For exam-
ple, locally active Src kinase phosphorylates ZBP1 upon
arrival at the synapse, which reduces its affinity for beta-
actin mRNA and liberates it for subsequent translation [55].
OtherRBPs are thought to directly promote protein synthesis.
Sam68, for example, has been recently shown to positively
regulate translation in neurons [34, 36, 37, 56–58]. Our
group found that Sam68 regulates the levels of beta-actin
mRNA and protein in synaptodendritic compartments [27].
We found that Sam68 regulates the loading of beta-actin
mRNA onto polysomes isolated from synaptic fractions,
suggesting that Sam68 promotes local protein synthesis.
Sam68 was originally identified as Src binding partner [59]
and phosphorylation of Sam68 by both tyrosine and serine-
threonine kinases has been shown to regulate its affinity for
RNA [60–62].Therefore, synaptic activity may trigger down-
stream signaling cascades that affect local Sam68-dependent
protein synthesis. New research aimed at disentangling the
molecular mechanisms that regulate the spatial and temporal
derepression and translation of mRNAs will help to further
our understanding of RBPs in synaptic function and brain
disorders.

4. Balancing Protein
Synthesis and Degradation in Synaptic
Plasticity and Disease

Protein translation and degradation both contribute to pro-
teostasis and are essential for proper synaptic function. Aber-
rant protein levels at synapses are thought to be pathogenic
primarily by affecting the expression and/or maintenance of
synaptic transmission and plasticity. Several ASD suscepti-
bility genes encode for proteins that regulate translation, or
proteasomal degradation (outlined below). These genes are
also involved in the induction and expression of mGluR-
mediated long-term depression (mGluR-LTD), a type of
synaptic plasticity that requires protein synthesis [63–65].
Deficits in mGluR-LTD have been observed in numerous
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mouse models of ASDs and other cognitive and neurodegen-
erative disorders such as Alzheimer’s and Parkinson’s disease
[65–70]. One of the most widely studied examples is that of
the translational repressor FMRP [44], whose absence leads
to Fragile X Syndrome (FXS), the most common form of
inherited intellectual disability in boys. FMRP binds to a
plethora of mRNAs suggesting that the underlying pathology
of FXS may result from broad translational dysregulation
of the neuronal transcriptome [44]. Mice null for FMRP
display general increases in basal protein synthesis [71] but
lack translation in response to activation of mGluRs [72].
Paradoxically, FMRP KO mice exhibit exaggerated mGluR-
LTD despite a lack of mGluR-triggered protein synthesis.
One theory is that elevated basal levels of plasticity-related
proteins in the FMRP null mice bypass the need for mGluR-
triggered translation, thus resulting in enhanced mGluR-
LTD, which may contribute to the neurological symptoms of
FXS [73].However, recentwork fromour groupdemonstrates
that the magnitude of mGluR-LTD is not necessarily corre-
lated with synaptic protein abundance [56]. Other deficits,
including altered neuronal excitability [74–76] or decreased
proteasome function [77, 78], could underlie the exaggerated
LTD observed in FMRP null mice.

In addition to FXS and ASD, RBP dysfunction may
also play a role in other disorders including schizophrenia
and amyotrophic lateral sclerosis. The protein disrupted
in schizophrenia-1 (DISC-1) [79] was recently identified
as a novel RBP and a component of RNP granules [80].
Unregulated expression of DISC-1 has been associated with
schizophrenia and clinical depression. DISC-1 appears to be
important for dendritic mRNA transport and for mainte-
nance of late phase long-term potentiation (L-LTP) [80].
Accumulation of the transactive response DNA-binding
protein-43 (TDP-43) in the cytoplasm is evident in spo-
radic forms of amyotrophic lateral sclerosis, frontotemporal
dementia, and Alzheimer’s disease [81]. TDP-43 binds to
DNA and RNA and has been shown to regulate splicing,
mRNA stability, and mRNA transport and translation as well
as synaptic function in motor neurons [82, 83]. These results
suggest a broad role for RBP in normal and pathological brain
function.

Consistent with links between unbalanced protein levels
and disease, several neuropsychiatric disorders have been
associated with mutations in components of the ubiquitin
proteasome system (UPS) [84–86] including Parkinson’s
disease, spinocerebellar ataxia, X-LinkedMental Retardation,
and Angelman Syndrome [87–92]. Evidence for transport of
proteasomal subunits and E3 ligases into dendritic spines
[93] and activity-dependent ubiquitination of the synaptic
proteome [94, 95] suggests that local effects of the UPS
contribute to synaptic proteostasis and input specificity. Since
theUPS degrades proteins, onemight expect that pathologies
associated with impaired UPS function would arise from a
toxic accumulation of substrates. However, this is not always
the case, suggesting that UPS function is more complex than
initially imagined [96]. For example, monoubiquitination of
diverse synaptic proteins can regulate synaptic transmission
independent of protein degradation [97, 98]. Nonproteolytic
monoubiquitination of the RBP CPEB3 regulates dendritic

spine growth and AMPA receptor abundance and ultimately
regulates learning and memory [99]. Moreover, monoubiq-
uitination of PSD95 [100, 101] and PICK1 by Parkin [102]
may regulate the surface expression of AMPA subunits and
the acid sensing channel, respectively. Several groups have
demonstrated acute inhibition of the proteasome affects
long-term plasticity, but there is some disagreement in the
literature on the nature of the disruptions [56, 103–106].

In the case of FXS, studies demonstrate that FMRP is
rapidly degraded by the proteasome during the induction
of synaptic plasticity [105, 107]. Therefore, mutations that
inhibit proteasomal degradation of FMRP may lead to
altered plasticity and result in neuropsychiatric symptoms.
Consistent with this hypothesis, a recent study discovered
that loss of the E3 ubiquitin ligase Cdh1-APC prevents
FMRP degradation, as well as the induction of mGluR-LTD
[108]. Furthermore, previous work in the Cdh1 knockout
mouse identified a deficit in late phase LTP and contextual
fear conditioning [109]. Therefore, the interaction between
FMRP and Cdh1-APC may be essential for multiple forms of
plasticity and memory formation. Presumably, degradation
of FMRP would positively impact the translation of its cargo
mRNAs to support long-term postsynaptic changes, though
the direct effect of FMRP degradation on protein levels
remains to be addressed.

Fragile X Tremor Ataxia Syndrome (FXTAS) is a neu-
rodegenerative disorder characterized by adult-onset ataxia
and cognitive decline. In FXTAS, a pathogenic premutation
trinucleotide repeat expansion (50–200 repeats) in the 5󸀠UTR
of the FMR1 gene (FMRP) does not result in transcriptional
repression but rather causes a toxic gain-of-function through
the formation of intranuclear inclusions containing the FMR1
mRNAand sequesteredRBPs [110]. Recentwork suggests that
the sequestration of crucial cellular factors, including Sam68,
into these intranuclear inclusions contributes to the cognitive
deficits observed in FXTAS [111]. Indeed, Sam68 is function-
ally impaired in FXTAS patient tissue [111] and accumulation
at intranuclear inclusions precedes other deficits, suggesting
that loss of Sam68 function plays a causal role in FXTAS [111].
Sam68 KO mice display ataxia [57, 112] and both Sam68 KO
mice and primary neurons lacking Sam68 display deficits in
dendritic spine morphology [27], which is also seen in other
FXTAS models using expanded CGG repeats [113].

We have recently shown that Sam68 is critically involved
in coordinating mRNA translation and degradation via
the proteasome during the induction of synaptic plasticity.
Sam68 is likely necessary to promote the rapid translation
of several plasticity-related proteins in response to mGluR
activation. In Sam68 KO animals, the balance of proteostasis
is abnormal and tipped towards degradation. Interestingly,
Sam68 KO mice display impaired mGluR-LTD that can be
rescued by blocking the proteasome [56]. In our model,
rapid proteasomal degradation acts as a homeostatic scaling
mechanism to prevent the accumulation of plasticity-related
proteins and thus the induction of further rounds of mGluR-
LTD, independent of mGluR activation. Our recent research
has put together amore nuanced view of synaptic proteostasis
in synaptic plasticity, as a push-pull between RBP-mediated
translation and proteasomal degradation. Disruptions to this
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balance may underlie the pathogenesis of neuropsychiatric
disorders including FXTAS.

5. Unanswered Questions

5.1. IsThere Presynaptic Protein Synthesis? In accordancewith
current scientific research, the bulk of this review has focused
on themechanisms bywhichRBPs regulate postsynaptic sites.
However, many forms of synaptic plasticity are presynapti-
cally expressed in vertebrate and invertebrate preparations
andmay require protein synthesis [114–116]. Over 300mRNA
species identified in mature axons include transcripts encod-
ing for components of the translation machinery [117].
During development, the RBPs ZBP1, FMRP, and CPEB
respond to stimulus-specific cues in axonal growth cones to
mediate mRNA translation [41, 118–121] and ZBP1 localizes
at axonal branch points where it mediates beta-actin mRNA
translation and branch stabilization [122]. In mature axons,
it was recently shown that amyloid beta peptides stimulate
the axonal synthesis of the transcription factor ATF4 among
other proteins, which can shuttle into the presynaptic nucleus
and initiate cell death [123]. It has been postulated that
axons use a different type of translation machinery (e.g.
monosomes v. polysomes) [124, 125] and that ribosomes are
localized to electron-dense regions and/or tethered to the
cell membrane within the axon [125, 126]. This may explain
why structural evidence for presynaptic/axonal ribosomes
is scarce. As many neuronal subtypes have highly branched
axonal projections that synapse on multiple neurons, one
would also expect input-specific regulation of presynaptic
function. RBPs provide a plausible mechanism by which this
regulation could be accomplished in adult CNS axons. The
development and implementation of new strategies to isolate
and visualize axons and presynaptic compartments should
inform this line of study.

5.2. How Is Specificity Achieved Given the Ratio of Synapses to
RNAs? The breadth of the dendritic transcriptome supports
an important role for local translation in long-term plasticity
[39]. However, the mRNAs for many important synaptic
proteins such as BDNF, GluA2, SHANK, and ARC are
conspicuous in their scarcity or absence in the dendrite [6, 9,
13, 23]. Furthermore, the number of even the most abundant
dendritic mRNAs (beta-actin and CaMKII𝛼) is typically an
order of magnitude less than the number of synapses. This
discrepancy poses the simple mechanistic problem that there
are not nearly enough mRNAs to supply proteins on a one
to one basis with synapses as required. This problem may be
circumvented by a high translational efficiency of synaptic
mRNAs, with each mRNA being translated many times to
produce an adequate number of proteins. Newly synthesized
proteins would then traffic towards the appropriate synapse
and thus few mRNAs could supply proteins to an entire den-
dritic branch, rather than a single dendritic spine or synapse.
To our knowledge, direct measurements of mRNA transla-
tional efficiency at synapses have been prohibitively difficult
to obtain. Exciting new developments in fluorescent tag-
ging, including spaghetti monster fluorescent proteins [127]

and SunTag [128], may soon allow for the direct visualization
and measurement of local translation.

Additionally, electron microscopy studies in adult hip-
pocampus reveal that there are far fewer dendritic polysomes
(the presumed sites of local translation) than synapses [129–
131]. Perhaps only a subset of synapses undergo long-term
morphological and functional changes or require protein
synthesis to do so. Large dendritic spines containing the
spine apparatus and endoplasmic reticulum [132] could
comprise this group. Alternatively, the rapid and bidirec-
tional transport of mRNAs by RBPs towards active synapses
along neuronal dendrites may be an ongoing process long
after transcription [133]. In this case, synapses undergoing
plasticity might physically capture transporting mRNP gran-
ules through unknown mechanisms. Indeed, a portion of
dendritic beta-actin mRNAs display active and bidirectional
transport [134] and polysomes themselves can redistribute
from dendritic shafts into spines in response to a plasticity-
inducing stimulus [135].

As we propose in the previous paragraphs, the discovery
of motile dendritic RNPs suggests that the local area served
by a single mRNA may well be a dendritic branch rather
than a single spine. Recent work suggests CaMKII𝛼 mRNA
and protein demonstrate branch specificity in response to
mTOR activity [136]. If the dendritic branch rather than
individual synapses represents the consolidated integrative
unit underlying translation-dependent forms of plasticity as
previously suggested [137, 138], then input specificity might
refer to a branch, rather than an individual synaptic junction.
Under these conditions, having few dynamically transported
mRNAs at each dendritic branch may be sufficient for plas-
ticity. New massively multiplexed, FISH-based techniques to
localize all the mRNAs in a neuron will allow for the deter-
mination of the spatial relationship of mRNAs to synapses
and branch points [139, 140]. In concert with these new
techniques, further experiments using more physiological
inductions of plasticity along with mRNA visualization will
be of great benefit in elucidating the movements of dendritic
mRNAs and the spatial extent of “local” translation.

5.3. What Is the Contribution of Locally Translated Protein to
the Existing Local Pool? To our knowledge, accurate numbers
of actin molecules at neuronal dendritic spines have not been
calculated and likely vary substantially based on conditions.
However, an estimate based on studies of stereocilia of the
inner ear [141], which are actin-rich protrusions of similar
size, suggests 105 actin molecules per spine (each stere-
ocilia contains ∼100–700 actin filaments on average and 370
actin molecules per micron of actin filament). Considering
ribosomal processing speeds (6–9 amino acids/sec) [142]
and the size of beta actin, we estimate that one beta-actin
protein can be produced every 50 seconds, or 36 beta-actin
molecules can be produced in 30 minutes per mRNA and
per ribosome. Even consideringmultiple mRNAs and polyri-
bosomes, the amount of newly synthesized beta-actin would
likely represent only a small fraction of available synaptic
molecules. If the transport and translation of beta-actin
mRNAs into dendritic spines contribute to morphological
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plasticity following synaptic stimulation, then a rationale
must be found for why this populationmust be newlymade as
opposed to being recycled from large synaptic pools or trans-
ported from the cell body. Temporally regulated irreversible
posttranslational modifications may functionally distinguish
beta-actin molecules. Indeed, newly synthesized beta-actin
localizes at the leading edge of filament formation, perhaps
through fast arginylation at the N-terminus [143], which
has been previously shown to increase actin polymerization
[144, 145]. In addition, spatially regulated posttranslational
modifications may also confer functional distinctions on
newly synthesized proteins. BDNF synthesized at dendrites
has been implicated in spine head growth and pruning,
whereas BDNF synthesized in the cell body promotes spine
formation [146]. Thus, though the contribution of local
translation to total dendritic protein for highly abundant
proteinsmay be small, the functional distinction of newly and
locally synthesized proteins may be the primary effector of
synaptic alterations. The recent development of techniques
that enable the visualization and quantification of newly
synthesized proteins, such as fluorescent noncanonical amino
acid tagging (FUNCAT) [147], may provide new insight into
the contribution of RBP-mediated local translation to the
total protein pool.

5.4. DoMultiple RBPs Bind to RNAs? SeveralmRNAs contain
nonoverlapping binding sites for diverse RBPs, suggesting
complex andmultifactorial regulation of mRNAmetabolism.
Beta-actin mRNA itself contains nonoverlapping binding
sites for ZBP1 [19], Sam68 [26], and FMRP [45], although
how these RBPs combine to regulate beta-actin metabolism
is unknown. We compared Sam68 mRNA cargos identified
using UV-crosslinking techniques [36] and found that 83.7%
of these mRNAs also bound to FMRP [44, 45]. As loss
of protein synthesis promoted by Sam68 leads to impaired
mGluR-LTD and loss of FMRP repression leads to enhanced
mGluR-LTD [148], Sam68 and FMRP could bind cooper-
atively to bidirectionally regulate RNA cargo metabolism.
Thus, Sam68 and FMRP may differentially regulate a com-
mon pool of dendritically expressed neuronal mRNAs to
regulate synaptic function, although whether they bind at the
same time is unclear. It is interesting to speculate how the
opposing actions of these RBPs coordinate the metabolism
of single mRNA. Perhaps diverse RBPs regulate stimulus-
specific synaptic activity. In this way, a different translational
response could be activated after a weak or strong stimulus,
or from different types of synaptic activity (i.e., excitatory
versus inhibitory, metabotropic versus ionotropic). Perhaps
multi-RBP regulation of mRNAs provides additional layers
of regulation for fine-tuning spatial and temporal protein
expression. Answers to these questions remain unclear and
will require additional experimentation.

6. Conclusion

To achieve proteostasis, neurons must spatially coordinate
multiple cellular processes across thousands of synapses.
In the cellular milieu, mRNAs are always packaged into

ribonucleoprotein (RNP) granules, which coordinate the
transport and translation of their cargo mRNAs. Disease
causing mutations in mRNAs or RBPsmay lead to disruption
of mRNA packaging into granules and alter subsequent
transport and translation. These pathological mechanisms
underscore the importance of mRNA being in the right place
at the right time, as well as the importance of mRNA as a
structural platform to coordinate interactions between RBPs
and associated proteins. However, many unanswered ques-
tions remain, including a lack of sufficient mRNA particles
for synapses, the contribution of local translation to existing
pools of protein, and the interactions and complex regulation
of multiple RBPs per single mRNA. There are numerous
limitations in studying mRNA trafficking and translation in
neurons, such as the lack of an assay to determine the exact
localization and timing of synthesized proteins (however, see
[149]). Moreover, most transcriptional and mRNA transport
processes have been studied in the context of strong and non-
physiological stimuli, such as bath application of neurotrans-
mitters in cellular cultures. As techniques for single synapse
stimulation and single molecule imaging of mRNA in live
tissue improve, we may observe different behavior of mRNA
transport under more physiological stimulation paradigms.
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[88] A.M.Dueñas, R. Goold, and P. Giunti, “Molecular pathogenesis
of spinocerebellar ataxias,” Brain, vol. 129, no. 6, pp. 1357–1370,
2006.

[89] M. Field, P. S. Tarpey, R. Smith et al., “Mutations in the
BRWD3 gene cause X-linked mental retardation associated
with macrocephaly,” The American Journal of Human Genetics,
vol. 81, no. 2, pp. 367–374, 2007.

[90] G. Froyen, M. Corbett, J. Vandewalle et al., “Submicroscopic
duplications of the hydroxysteroid dehydrogenase HSD17B10
and the E3 ubiquitin ligase HUWE1 are associated with mental
retardation,” The American Journal of Human Genetics, vol. 82,
no. 2, pp. 432–443, 2008.

[91] M. Lalande and M. A. Calciano, “Molecular epigenetics of
Angelman syndrome,” Cellular and Molecular Life Sciences, vol.
64, no. 7-8, pp. 947–960, 2007.

[92] P. S. Tarpey, F. L. Raymond, S. O’Meara et al., “Mutations in
CUL4B, which encodes a ubiquitin E3 ligase subunit, cause an
X-linked mental retardation syndrome associated with aggres-
sive outbursts, seizures, relative macrocephaly, central obesity,
hypogonadism, pes cavus, and tremor,” American Journal of
Human Genetics, vol. 80, no. 2, pp. 345–352, 2007.

[93] B. Bingol and E. M. Schuman, “Activity-dependent dynamics
and sequestration of proteasomes in dendritic spines,” Nature,
vol. 441, no. 7097, pp. 1144–1148, 2006.

[94] M. D. Ehlers, “Activity level controls postsynaptic composition
and signaling via the ubiquitin-proteasome system,” Nature
Neuroscience, vol. 6, no. 3, pp. 231–242, 2003.

[95] J. J. Yi and M. D. Ehlers, “Ubiquitin and protein turnover in
synapse function,” Neuron, vol. 47, no. 5, pp. 629–632, 2005.

[96] D. J. Moore, “Parkin: a multifaceted ubiquitin ligase,” Biochem-
ical Society Transactions, vol. 34, no. 5, pp. 749–753, 2006.

[97] A. W. Lin and H.-Y. Man, “Ubiquitination of neurotransmitter
receptors and postsynaptic scaffolding proteins,”Neural Plastic-
ity, vol. 2013, Article ID 432057, 10 pages, 2013.

[98] L. A. Schwarz andG.N. Patrick, “Ubiquitin-dependent endocy-
tosis, trafficking and turnover of neuronal membrane proteins,”
Molecular and Cellular Neuroscience, vol. 49, no. 3, pp. 387–393,
2012.

[99] E. Pavlopoulos, P. Trifilieff, V. Chevaleyre et al., “Neuralized1
activates CPEB3: a function for nonproteolytic ubiquitin in
synaptic plasticity and memory storage,” Cell, vol. 147, no. 6, pp.
1369–1383, 2011.

[100] M. J. Bianchetta, T. T. Lam, S. N. Jones, and M. A. Morabito,
“Cyclin-dependent kinase 5 regulates PSD-95 ubiquitination in
neurons,”The Journal of Neuroscience, vol. 31, no. 33, pp. 12029–
12035, 2011.

[101] S. H. Lee, L. Liu, Y. T. Wang, and M. Sheng, “Clathrin adaptor
AP2 and NSF interact with overlapping sites of GluR2 and play
distinct roles in AMPA receptor trafficking and hippocampal
LTD,” Neuron, vol. 36, no. 4, pp. 661–674, 2002.

[102] M. Joch, A. R. Ase, C. X.-Q. Chen et al., “Parkin-mediated
monoubiquitination of the PDZ protein PICK1 regulates the
activity of acid-sensing ion channels,” Molecular Biology of the
Cell, vol. 18, no. 8, pp. 3105–3118, 2007.

[103] A. Citri, G. Soler-Llavina, S. Bhattacharyya, and R. C. Malenka,
“N-methyl-D-aspartate receptor- and metabotropic glutamate
receptor-dependent long-term depression are differentially reg-
ulated by the ubiquitin-proteasome system,” The European
Journal of Neuroscience, vol. 30, no. 8, pp. 1443–1450, 2009.

[104] R. Fonseca, R. M. Vabulas, F. U. Hartl, T. Bonhoeffer, and U.
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Depression, a severe psychiatric disorder, has been studied for decades, but the underlying mechanisms still remain largely
unknown. Depression is closely associated with alterations in dendritic spine morphology and spine density. Therefore,
understanding dendritic spines is vital for uncovering the mechanisms underlying depression. Several chronic stress models,
including chronic restraint stress (CRS), chronic unpredictable mild stress (CUMS), and chronic social defeat stress (CSDS),
have been used to recapitulate depression-like behaviors in rodents and study the underlying mechanisms. In comparison with
CRS, CUMS overcomes the stress habituation and has been widely used to model depression-like behaviors. CSDS is one of the
most frequently used models for depression, but it is limited to the study of male mice. Generally, chronic stress causes dendritic
atrophy and spine loss in the neurons of the hippocampus and prefrontal cortex. Meanwhile, neurons of the amygdala and nucleus
accumbens exhibit an increase in spine density. These alterations induced by chronic stress are often accompanied by depression-
like behaviors. However, the underlyingmechanisms are poorly understood.This review summarizes our current understanding of
the chronic stress-induced remodeling of dendritic spines in the hippocampus, prefrontal cortex, orbitofrontal cortex, amygdala,
and nucleus accumbens and also discusses the putative underlying mechanisms.

1. Introduction

Depression, a severe psychiatric disorder [1, 2], affects up
to 20% of the population in the US within their lifetime
and is more prevalent in women than men [3–6]. Although
depression has been studied for decades, its cellular and
molecular mechanisms still remain largely unknown [7].
As many as 30–40% of patients with major depressive
disorder have treatment-resistant depression which does not
respond to currently available antidepressant therapies [8]. It
is therefore important to identify themechanisms underlying
depression in order to develop effective therapeutic strategies.

Chronic stress, especially psychosocial stressors in
humans, is one well-known risk factor for the development
of depression [6, 9–13]. Enhancement of neuronal plasticity
is essential for adaptive intracellular changes during the
normal stress response, which promotes dendritic growth,
new synapse formation, and facilitates neuronal protein
synthesis in the face of an acute challenge. In addition, a

successful stress response requires continuity of the response
to ensure normal brain function and promote survival
[9, 14, 15]. On the one hand, brief or moderate stressors
actually enhance neural function in most cases, while severe
or chronic stressors are detrimental and can disrupt the
ability of the brain to maintain its normal stress response,
eventually leading to depression [15–18]. Furthermore, it
has been shown that significant but brief stressful events
(acute stress) result in the differentiation of stem cells into
new nerve cells that improve the mental performance of
rats [19]. On the other hand, chronic stress increases the
levels of the stress hormone glucocorticoid and suppresses
the production of new neurons in the hippocampus. This
response results in decreased dendritic spine density and
synapse number and impaired memory [17, 20–24]. The
relationship between stress and psychiatric diseases has been
well established for 20 years in the clinic [25, 26]. Chronic
stress paradigms in rodents, the classical animal model of
depression, recapitulate many of the core behavioral features
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Figure 1: Diagram of dendritic spines. Dendritic spines are categorized intomushroom, thin, and stubby spines. Length of spine (𝐿), diameter
of spine head (𝐷h), and diameter of spine neck (𝐷n). Filopodia are the precursor of dendritic spine.

of depression and respond to antidepressant treatments
[10, 23, 27]. However, the precise nature of relationships
among the effects of chronic stress, the dysregulation of
spine/synapse plasticity, and the molecular mechanisms of
depression remain poorly understood [9]. This minireview
summarizes our current understanding, obtained from
animal models of chronic stress, of remodeling of dendritic
spines in five regions of the brain during depression.

2. The Plasticity of Dendritic Spines

Dendritic spines are tiny membranous protrusions from the
dendritic shaft of various types of neurons. They typically
receive excitatory input from axons, although sometimes
both inhibitory and excitatory connections are present on
the same spine. Over 90% of all excitatory synapses that
occur in the CNS are localized to dendritic spines [60],
which are cellular substrates of brain connectivity and the
major sites of information processing in the brain [61, 62].
Billions of neurons contact and communicate with each other
via synapses. It is widely accepted that the regulation of
dendritic spine number, size, and shape is of importance to
the plasticity of synapses, as well as learning and memory
[63, 64]. The morphology of spines is highly variable and
commonly categorized into three types: thin, mushroom,
and stubby (Figure 1) [65, 66]. Large mushroom spines are
memory spines carrying more biochemical signals [67, 68]
and a number of human disease states are associated with
alterations with spine morphology and/or spine density [69].
Spines are thin if the length is greater than the neck diameter
and the diameters of the head and neck are similar (Figure 1).
Spines are classified asmushrooms if the diameter of the head
is greater than the diameter of the neck. Spines are considered
stubby if the length and width are equal. Spines are defined
when they are no longer than three𝜇m [70]. The length
of dendritic filopodia is normally >3 𝜇m and <10 𝜇m. The
normal dendritic spine density ranges from 0.2 to 3.5 spines
per 1 𝜇m of dendrite depending on the neuron type, age, and
position along the dendrite as well as the method of counting
[71]. Thin and stubby spines, as well as dendritic filopodia,
are prevalent during development. Thin and stubby spines

are considered to be immature, plastic spines. Dendritic
filopodia are precursors of dendritic spines [60, 72].The spine
neck is an important structure for a mushroom spine to
perform its normal function because the spine neck prevents
Ca2+ exchange between the spine head and dendrite shaft.
This is important for the regulation of synaptic transmission
and may be neuroprotective, preventing excitotoxicity to the
dendrite and neuron by restricting excessive influxes of Ca2+
within the synaptic region [69, 73]. Different spine types
may serve different functions and changes in the ratio of
these spines may have a greater effect on neuronal excitability
and function [74]. It is generally accepted that thin spines
are learning spines, whereas large, mature, and less motile
mushroom spines harboring larger and stronger synapses
are memory spines that are responsible for the maintenance
of neuronal networks and long-term memory [75]. Large
mushroom spines with large heads are stable and are likely
to contain smooth endoplasmic reticulum, a spine apparatus,
polyribosomes, and endosomal compartments inwhich post-
translationalmodification of proteins, local protein synthesis,
local recycling of receptors, and membrane management
occur, respectively [64]. Large mushroom spines that contain
abundant AMPA receptors are not restricted to pairing
with presynaptic axonal terminals containing more synaptic
vesicles. They can also associate with presynaptic astroglial
terminals, which enhance synapse formation, stabilization,
and synapse elimination [64]. Mushroom spines with small
heads aremotile and unstable and contribute toweak or silent
synaptic connections [68].

Dendritic spine pathology is associated with many psy-
chiatric diseases [71, 76–78]. The formation, growth, and
elimination of the dendritic spines are precisely controlled,
which requires the reorganization of the neural network in
response to acute stress or learning processes. These pro-
cesses are commonly dysregulated or disrupted in chronically
stressed animals [46, 79].Therefore, understanding dendritic
spines is fundamental in uncovering the mechanisms under-
lying depression. It is well established that depression is
closely associated with selective structural changes, altered
cellular resilience, and neuronal atrophy. Moreover, depres-
sion is associatedwith reduction in astrocytes and reduced/or
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increased volume of some brain regions that affect mood and
cognition, which involve structural and molecular remod-
eling of dendritic spines in the hippocampus, prefrontal
cortex, amygdala, and nucleus accumbens [7, 23, 49, 62, 80–
83]. Antidepressants have reversed some of these structural
changes observed in animal models of depression [13, 83, 84].
These studies have generated the hypothesis that alterations of
the dendritic spines and the plasticity at excitatory synapses
contribute to symptoms of depression [5, 85–88].

3. Chronic Stress and Animal
Models of Depression

Animal models are essential tools for studying and under-
standing specific symptoms of human psychiatric disorders,
though none of the current models fully recapitulate stress-
related psychiatric disorders described in humans. Most of
the current knowledge about the mechanism underlying
depression has come from animal models. Several animal
models of depression have been used to understand the
mechanismsunderlying depression [149].Weonly discuss the
model of chronic stress in this review. Several chronic stress
models have been used to model depression-like behaviors
in rodents such as chronic restraint stress (CRS), chronic
unpredictable stress (CUS), and chronic social defeat stress
(CSDS). Behavioral tests of anhedonia (sucrose preference)
or despair (forced swim test and tail suspension test) have
been widely used to determine depression-like behaviors
induced by these three models [150]. Depression-like behav-
iors induced by these models can often be reversed by
chronic antidepressant treatments [27, 86]. It is, however,
worth noting that there are some rats or mice that do not
respond to traditional antidepressants, which is similar to
treatment-resistant depression in human subjects [151]. Here,
we briefly summarize our current understanding about these
three animal models.

3.1. Chronic Restraint Stress (CRS). CRS has been used
widely to study the morphological, hormonal, and behav-
ioral alteration in several brain regions in rodents, such as
the hippocampus, prefrontal cortex, amygdala, and nucleus
accumbens because it is inexpensive and relatively easy to
implement [152] (Tables 1–4). To study dendritic morphol-
ogy and spine formation, this method typically involves
restraining an animal for 1–6 h each day in a restraint
device (bag or tube) for a period of 14–21 days or more.
A disadvantage of the CRS model is the habituation of
rats or mice to repeated exposure to homotypic restraint
stressors; the response of plasma corticosterone, the major
glucocorticoids in rodents, to the final stressor is diminished
in animals that had been stressed for 14 days [153–156]. The
pattern of hypothalamic corticotrophin-releasing hormone
(CRH) heteronuclear RNA and mRNA responses to CRS is
similar to the response of corticosterone, decreasing with
increasing frequency of exposure to the repeated restraint
stressor [153]. Animals habituate over time and finally show
no increase in hypothalamic-pituitary-adrenal (HPA) axis
activation and no increase in expression of hypothalamic
CRH [30, 153, 156]. The duration of CRS may differentially

affect learning/memory and CA3 dendritic atrophy with
shorter periods of CRS (7–13 days) serving an adaptive
function to enhance learning and memory [157]. On the
other hand, longer CRS duration (21 days or more) causes
maladaptive changes such as dendrite atrophy, spine loss,
and impaired memory [15, 157, 158]. CRS-induced habitation
of HPA axis contrasts with the hyperactivity of the HPA
axis accompanied by increased CRH levels [43, 159] and the
hypersecretion of cortisol [160, 161] in depressed patients,
showing that activation of HPA axis is a hallmark of major
depression [162, 163]. Depending on duration and intensity of
chronic stress, some studies report that exposure of animals
to CRS induces depression-like behaviors such as anhedonia
(decreased sucrose preference) [164–169], which is a core
symptom of human depression [10, 27]. A conflicting report
shows CRS could not induce anhedonic-like behavior [170].
The duration and intensity of CRS as well as animal strains
may determine whether CRS can be used as a valid animal
model of depression to produce anhedonic-like behavior.

3.2. Chronic Unpredictable Mild Stress (CUMS). CUMS is a
well-established animal model for depression. The original,
three-week chronic unpredictable severe stress (CUS) model
with diverse severe and unpredictable stressors (electric
shocks, immobilization, cold swimming, isolation housing,
and other strong stimuli) was developed by Katz and cowork-
ers [171, 172]. In order to accurately recapitulate the human
condition, Willner and colleagues replaced severe stressors
in Katz’s model withmild stressors. Additionally,Willner and
colleagues augmented theCUMSmodelwith a variety ofmild
and unpredictable stressors (e.g., overnight illumination;
presence of novel objects; periods of food and/or water
deprivation; cage tilt; change of cage mate) [173]. In Willner’s
model, exposure of animals to 7–13 mild stressors up to 3
months produced a longer lasting depression-like behavior,
anhedonia [173–175].The CUSmodel used in Duman’s group
was modified from Willner’s model. In Duman’s model,
animals were exposed to 10 [108, 176] or 12 [106] unpre-
dictable stressors, 2 times per day, for up to 35 days, which
produced depression-like behaviors. The duration of CUS
is 21 days for the experiments using CUS alone or 35 days
for the experiment using CUS together with antidepressant
treatments [106, 108, 176]. It is worth noting that CUS model
used by Duman’s group is different from the CUMS protocol,
not only in the duration and number of stressors/day, but
also at the level of stressor intensity (rotation on a shaker
1 hour, cold 4∘C 1 hour, lights off for 3 hours, lights on
overnight, strobe light overnight, aversive odor overnight, 45∘
tilted cages overnight, food and water deprivation overnight,
crowded housing overnight, and isolation housing overnight)
[108, 176]. The modified CUMS model used in our labo-
ratory consists of daily exposure of animals to 8 chronic
unpredictable mild stressors, one stressor per day, for 21 days.
The same stressor is not applied in two consecutive days
[24, 177].The different abbreviations of chronic unpredictable
mild stress (CUS, CMS, or CUMS) were used in several
modified versions by different laboratories. We use CUMS
as a common denotation in this review. In comparison with
the CRS model, CUMS overcomes stress habituation of the
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Table 1: The effects of chronic stress on dendritic spines in hippocampus.

# Stress Paradigms Animals CA1 CA3 References

1 CRS 6 h/day for 21
days Male SD rats nd Apical, not basal dendritic

atrophy
[28]

2 CRS 6 h/day for 21
days Male SD rats nd ↑ spine density in apical,

basal dendrites
[29]

3

CRS or
multiple
stress (CMS):
3 different
stressors

CRS, 6 h/day
for 21 days
CMS: 3
stressors/day
for 21 days

Male SD rats nd
Apical dendritic atrophy;
CORT habituates to 21-day
CRS but not 21-day CMS

[30]

4 CRS 6 h/day for 21
days Male SD rats nd

Apical dendritic atrophy is
blocked by cyanoketone or
CGP43487

[31]

5 CRS 6 h/day for 21
days Male SD rats nd ↑ synaptic vesicle density in

MFT
[32]

6 CRS 6 h/day for 21
days Male SD rats nd

Apical dendritic atrophy,
recovery after 10 days
↓ spine density

[33]

7 CRS 6 h/day for 21
days

Adult male
Wister rats nd

↑ excitatory MF-CA3
synapses, recovery after
maze learning

[34]

8
Acute
restraint plus
intermittent
tail shock

30 shocks:
1mA, 1 s,
1/min

Adult male
and female
SD rats

↑ spine density in male and
↓ in female apical dendrites,
both 100% blocked by CPP

nd [35]

9 CRS 6 h/day for 21
days

Male Wistar
rats nd

↓ PSD number; ↓ spine
density in apical dendrites
Retraction of dendritic TE
with ↓ in their volume

[36]

10 CRS 6 h/day for 21
days

Adult SD
adult female
rats

↔ dendritic atrophy
↑ spine density
↑ spine size

Apical dendritic atrophy
Spine density, nd

[37, 38]

11 CRS 6 h/day for 21
days

Male Wistar
rats

↑ PSD surface and ↑ PSD
volume;↔ excitatory
synapses in stratum

nd [39]

12 CRS 6 h/day for 21
days

C57/BL6
male Wt mice

↓ spine density in apical
dendrite
↓ NR1, NR2B, NR2A, and
GAP43

These decreases are tPA and
plasminogen dependent

[40]

13 CRS 6 h/day for 21
days

C57/BL6
male Wt mice

↔ dendritic atrophy; ↓ total
spine density,↔ stubby
spines
↓ thin and mushroom spine
density

Apical, not basal dendritic
atrophy
↔ total spine density, ↑
stubby spines, ↓ thin and
mushroom spines

[41]

14 CRS 6 h/day for 21
days

Adult SD
female rats

↔ dendritic atrophy
↑ spine density
↑mushroom spine

Apical dendritic atrophy
↓ spine density

[42]

15 CRS 2.5 h/day for
14 days Male rats ↓ spine density in apical

dendrites nd [43]

16 CRS 6 h/day for 21
days

Adult SD
male rats ↑ spine density

Apical dendritic atrophy, ↓
spine density, and ↑
spinophilin and Homer1

[44]

17 CRS 6 h/day for 21
days Female mice ↓ spine density in apical

dendrites nd [45]

18 CRS 2.5 h/day for
14 days

Adult male
SD rats

↓ spine density, ↓ cadherin,
and↔ LIMK/cofilin and
p-LIMK/p-cofilin

nd [46]
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Table 1: Continued.

# Stress Paradigms Animals CA1 CA3 References

19 CRS 6 h/day for 25
days

Female, male
Long-Evans
rats

↓ spine density in basilar
dendrites; ↑ apical dendritic
arbors in female, not male
ventral CA1

Deficits in spatial memory
in female but not male [47]

20 CRS 6 h/day for 21
days

Adult male
mice

↓ spine density; ↓ p-Akt, ↓
p-GSK-3𝛽, and ↓ p-Erk1/2 nd [48]

21 CUMS 1 stressor/day
for 30 days

Male Wister
rats ↔ apical dendrite Apical dendritic atrophy; ↓

MF-CA3 synapses [49]

22 CUMS
2
stressors/day
for 10 days

Male Wister
rats nd ↔ CA3 dendrites [50]

23 CUMS 1 stressor/day
for 21 days Male SD rats ↓ CA1 spine density

↓ CA3 spine density, ↓
Kalirin-7 protein in
hippocampus

[24]

24 CUMS 1 stressor/day
for 14 days Male mice nd ↑ CA3 spine density [51]

25 CUMS 1 stressor/day
for 8 weeks Male SD rat ↓ PSD thickness in CA1

↓ PSD95 protein

↓ PSD93, ↓ PSD95, ↓ SYN,
↓ spinophilin, and ↓
synapsin 1

[52]

26 CUMS
2-3
stressors/day
for 21–35 days

Adult SD rats

Impaired AMPAR-synaptic
excitation at TA-CA1
synapses
↓ GluR1 and PSD95

Induces depression-like
behaviors [53]

27 CUMS
2
stressors/day
for 28 days

Male C57/b
mice

↓mGlu2 receptors in
susceptible, not resilient
mice

mGLu2 deletion in mice
results in a more severe
susceptibility to stress

[54]

28 Multimodal
stress

Adult male
C57BL/6J
mice

5 h
↓ synapse numbers in
dorsal apical dendrites
↓ PSD-95-ir puncta

↓ synapse numbers in
dorsal CA3 apical
↓ PSD-95-ir puncta

[55]

29 Psychosocial
stress

1 h/day for 28
days

Male tree
shrews nd

Apical, not basal dendritic
atrophy
↔ spine density

[56]

30 Psychosocial
stress

1 h/day for 28
days Male rats nd Apical dendritic atrophy [57]

31
Chronic
CORT
exposure

3-4 weeks Male SD rats

Impaired AMPAR-synaptic
excitation at TA-CA1
synapses
↓ GluR1 protein

Induces depression-like
behaviors [58]

32 CORT
exposure 35 days C57/BL6

male mice

↓ CA1 thin and stubby
spine density, but not
mushroom spines

↔ CA3 spine density [59]

CRS: chronic restraint stress. CUMS: chronic unpredictable mild stress. TA: temporoammonic. CORT: corticosterone. MFT: mossy fiber terminals. TE: thorny
excrescences in the stratum lucidum of CA3.↔: no change. ↓: decrease. ↑: increase. nd: not done.

HPA axis occurring during stress, in which the response of
plasma corticosterone to the final stressor is still sustained
in animals which had been stressed for 15 to 35 days [27, 30,
106, 155]. Depression-like behaviors and deficits in synaptic
plasticity are gradually developed during CUMS [24, 173].
The CUMS model recapitulates many of the core behavioral
characteristics of human depression that are reversible by
chronic treatments with traditional antidepressant agents [10,
27] and is more relevant to human disease. Therefore, the
CUMSmodel has been widely used as an animal (specifically
rat) model of depression. Our results show that, during
CUMS, rats require three weeks to develop depression-like

behaviors accompanied by both functional changes in CA3-
CA1 synapses and decreased spine density in the dendrites
of CA1 and CA3 pyramidal neurons [24, 177]. This is in
line with Willner’s CUMS paradigm [173], in which animals
were exposed to initial unpredictable stress for three weeks
to develop depression-like behaviors prior to the onset of
antidepressant treatments. Because of its advantage of the
gradual development of depression-like behaviors during
CUMS [24, 175], this model is useful in studying depression-
like behaviors such as anhedonia [27, 86, 174, 178]. In
addition, this CUMSmodel is useful for inducing depression-
like behaviors in female mice because chronic social defeat



6 Neural Plasticity

Table 2: The effects of chronic stress on dendritic spines in the prefrontal cortex (PFC).

# Stress Paradigms Animals PFC Proteins References

1 CRS 6 h/day for 21
days Male SD rats ↓ apical dendrite of layers II and III mPFC [76]

2 CRS 3 h/day for 21
days Male SD rats Apical dendrite atrophy

↔ basal dendrites in PL mPFC
[89]

3 CRS
6 h/day for 21
days, 21 day
recovery

Male SD rats ↓ apical dendrite length, reversible after 21 d
in mPFC

[90]

4 CRS 6 h/day for 21
days Male SD rats ↓ 20% apical dendritic length, ↓ spine

density in PL mPFC
[91]

5 CRS
6 h/day for 21
days, 21-day
recovery

Male SD rats ↓ 20% apical dendritic arbors in mPFC [92]

6 CRS 6 h/day for 21
days Male SD rats ↓mushroom spine density

↑ thin spine number in PL mPFC
[93]

7 CRS 1 h/day for 7
days Male SD rats ↓ spine density in PL mPFC [94]

8 CRS 6 h/day for 21
days Male SD rats ↓ apical spine density in apical dendrites

Inhibition of PKC prevents spine loss
[95]

9 CRS

6 h/day for 21
days/with
21-day
recovery

Male SD rats
↓ apical dendrite arbors, ↓ spine density;
partial recovery of dendrites and spine loss
in IL mPFC

[96]

10 CRS 3 h/day for 7
days

Male and
female SD
rats

↓ apical dendrite arbors in male, ↑ apical
dendrite arbors in female, which is estradiol
dependent in mPFC

[97]

11 CRS 6 h/day for 21
days

Male SD
young and
aged rats

↓ apical dendrite arbors in young, but not
aged, rats are reversible; ↓ spine density in
young, but not aged, rats

[98]

12 CRS 6 h/day for 21
days

Male SD rats
young,
middle-aged,
and aged

↓ spine density (↓ thin and stubby spines,
↔mushroom spines) in young but not
middle-aged and aged rats in PL mPFC

[99]

13 CRS 6 h/day for 21
days Male SD rats

↑mRNA levels of VAMP2, VAMP1,
syntaxin 1A, synapsin, synaptotagmins I
and III, and synapsins I and II
↓ SNAP-25 mRNA level

↑ protein levels
of VAMP2,
syntaxin 1A, and
SNAP-25

[100]

14 CRS 2 h/day for 7
days

Adult male
WT mice ↓ spine density in mPFC; ↓ apical dendrites ↓ BDNF [101]

15 CRS 1 h/day for 21
days

Male GIN
mice ↔ spine density in mPFC ↑ NCAM, SYN [102]

16 CRS 6 h/day for 21
days Male SD rats ↓ spine density in PL mPFC Alpha-2A-

adrenoceptor
[103]

17 CRS 3 h/day for 21
days

Male SD rats
PL mPFC

↓ dendritic retraction is prevented by D1R
antagonist SCH23390 that causes dendritic
retraction in unstressed rats

[104]

18 CRS 2 h/day for 7
days Male SD rats ↓ glutamatergic transmission in PFC

pyramidal neurons
[105]

19 CUMS 15 days or 35
days Male SD rats 35% ↓ cell proliferation in neocortex [106]

20 CUMS
3
stressors/day
for 21 days

Male Wistar
rats

↓ volume of layer I/II of PL and IL
↓ neuronal density of layer II of PL and IL
Apical dendritic atrophy in PL and IL
↔ spine density tends to decrease in PL and
IL

[107]
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Table 2: Continued.

# Stress Paradigms Animals PFC Proteins References

21 CUMS
2
stressors/day
for 21 days

Male SD rats ↓ spine density in mPFC; ↓ synapsin I,
GluR1, and PSD95 [108]

22 CUMS
1
stressors/day
for 21 days

Male SD rats

↓ synaptic length of the active zone in CG1
mPFC
↓ PSD thickness in PL; ↓ PSD93, ↓ PSD95, ↓
spinophilin in CG1 and PL

↓ spinophilin
and synapsin 1
in CG1

[52]

23 CIS 2 h/day for 10
days Male SD rats

↔ apical dendrites in IL-BLA projecting
neurons in IL mPFC
Apical dendritic atrophy in random
selected neurons in IL mPFC
↔ spine density in IL mPFC

[109]

24 Depressed
patients

Postmortem
dorsolateral
PFC

↓ synapse number in dorsolateral PFC, ↓
synaptic-function-related genes

GATA1 ↑
Rab4b ↓ [110]

25 CORT,
vehicle

daily
injection for
21 days

Male SD rats ↑ spine density proximal to the soma [111]

26 Forced
swim

10min/day
for 3 days

Adult male
C57BL/6J
mice

↓ apical dendrites in IL mPFC
↔ basal dendrites in IL mPFC;↔ apical
and basal dendrites in PL mPFC

[112]

27 Early-life
stress

3 h/day on
postnatal
days 1–14

Male Wistar
rats

↓ spine density in apical and basal dendrites
in mPFC

GluR1, GluR2,
𝛼CaMKII, and
PSD95 ↑

[113]

CRS: chronic restraint stress. CUMS: chronic unpredictable mild stress. CIS: chronic immobilization stress. PL: prelimbic region of the mPFC. IL: infralimbic
region of the mPFC. CG1: area 1 of cingulate region of mPFC. CORT: corticosterone.↔: no change. ↓: decrease. ↑: increase.

stress protocol cannot successfully induce depression-like
behaviors in C57BL/6J female mice [179]. A recent report
shows that C57BL/6mice, one of themost widely usedmouse
strains, are resistant to the commonly used CUMS protocol
due to the variety of genetically modified lines. A recently
revised, eight-week CUMS protocol has been developed and
used to induce depression-like behaviors in C57BL/6 mice
[180]. Interestingly, male and female rodents are differentially
affected by CUMS, depending on the behavioral and neuro-
biological markers that are being measured [181].

3.3. Chronic Social Defeat Stress (CSDS). CSDS is one of
the most frequently used rodent models for depression and
has been used to induce depression-like behaviors in mice
such as social avoidance and anhedonia [86, 144, 182–185].
During each defeat period, an intruder, a male C57BL/6J
mouse, is allowed to interact for 10minutes with an aggressive
and large CD1 mouse during which the intruder is rapidly
investigated, attacked, and defeated by the resident CD-1
mouse. The experimental C57BL/6J mice are exposed to a
different resident aggressor for 10 minutes each day for 10
consecutive days [183, 184, 186–188]. On the one hand, after
completing the social defeats, 30% of animals do not show
depression-like behaviors known as “resilient,” a positive
adaptation in the face of stress, threat, or severe adversity
[189, 190]. On the other hand, a majority of animals (70%)
develop depression-like behaviors known as “susceptible.” A
disadvantage of this model is that it is limited in studying
only male mice because female C57BL/6J mice are not easily

defeated by CD-1 mice [86].This model has been widely used
to induce depression-like behaviors and study the molecular
mechanisms underlying depression [139, 141, 142, 146, 149,
191, 192]. This model is also used to induce depression-like
behaviors in rats [192, 193].

4. The Effects of Chronic Stress on Dendritic
Spines in Different Brain Regions

4.1. Hippocampus (Table 1). The hippocampus plays an
important role in learning and memory and is particularly
sensitive to stress and glucocorticoids [194, 195]. Rodent
hippocampus contains high levels of glucocorticoid recep-
tors (GRs) and mineralocorticoid-like receptors (MRs). The
affinity of MR for corticosterone is 6- to 10-fold higher than
that of GR, but it is GR that is activated after stress and
is involved in its feedback action on stress-induced neural
plasticity [196]. Chronic stress decreases GR expression or its
numbers and finally alters the balance of GR/MR in the male
hippocampus [197, 198], which is thought to be a protective
mechanism against the damaging effects of chronic stress.
Chronic exposure of male rats to glucocorticoids induces
depression-like behaviors and causes the synaptic deficits in
the hippocampus [58]. A recent report shows that GRs, acting
via MR, decrease resilience to stress via downregulation of
mGlu2 receptors in mice during CUMS [54]. Chronic stress
and glucocorticoids impair hippocampal function, which in
turn contributes to the HPA axis dysregulation [195, 198].The
blunting of the feedback mechanism is believed to underlie
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sustained high levels of glucocorticoids in some depressed
patients [199]. People with depression have a significantly
smaller hippocampus than healthy individuals [200–205],
which may result from a decrease in dendritic arbors and
spine density in hippocampal neurons. Hippocampal atrophy
in depressed patients is associated with depression severity
[206].

CA1 and CA3 Dendrites. Many structural and functional
studies show that dendritic retraction or atrophy, charac-
terized by both reduction in total dendritic length and a
simplification of dendritic arbors, is found in the dendrites
of CA3 pyramidal neurons but not the dendrites of CA1
pyramidal neurons in response to CUMS [49] or CRS [37, 38,
41, 42] (Table 1). Therefore, CA3 dendrites are more sensitive
to chronic stress than CA1 dendrites. The different sensitivity
of CA1 and CA3 to chronic stress may result from the
differences between these two regions in afferents/efferents,
the levels of GRs, NMDA receptors, 5-HT receptors, and
GABA inhibitory tones [207–211]. GR levels are higher in
the CA1 region than the CA3 region, where the receptors
are activated by stress hormone corticosteroids [209, 212]. In
addition, it has been repeatedly shown that apical dendrites of
CA3 pyramidal neurons are more susceptible to the effects of
sustainedCRS thanCA3 basal dendrites. Dendritic retraction
in apical but not basal dendrites of CA3 pyramidal neurons is
found after CUMS [49], chronic psychosocial stress [56, 57],
andCRS [28, 30, 31, 33, 37, 38, 41, 42, 44, 49, 56, 213, 214]. CRS-
induced depression-like behaviors and CA3 dendritic atro-
phy are not permanent but recovered to control levels after
certain stress-free period following the end of CRS procedure
[33, 49, 158, 213, 215]. Importantly, CA3 dendritic retraction
induced by CRS requires corticosterone secretion and intact
NMDAR function. Treatments of chronically stressed rats
with either the steroid synthesis blocker cyanoketone or com-
petitive NMDA receptor antagonist (CGP 43487) blocked
CRS-induced dendritic retraction [31]. Similar to CUMS,
rats usually require three weeks to develop depression-like
behaviors and CA3 apical dendritic atrophy because only
21 days, but not 7 to 13 days of CRS, induces reversible
impairments of spatial memory performance and CA3 apical
dendritic atrophy [157, 158]. In addition, atrophy of apical
dendrites, but not basal dendrites of CA3 pyramidal neurons,
is found after chronic exposure to elevated glucocorticoid
levels, which mimics chronic stress [216]. Chronic stress-
induced hippocampal CA3 dendritic retraction and elevated
glucocorticoid release contribute to impaired spatial memory
[217].

CA3 Dendritic Spines. Chronic stress-induced alterations of
spine density in CA3 pyramidal neurons depend on stressor
types, animal species, sex, and the duration of stress. CRS
causes either a decrease [30, 33, 36, 42, 44], an increase [29,
34], or no change [56] in the spine density in the dendrites
of male rat CA3 pyramidal neurons. CRS-induced loss of
synapses in male rat CA3 apical dendrites can be recovered
followingwatermaze training [34, 36]. One report shows that
CRS causes a decrease in dendritic spine density, especially
in thin and mushroom spines in mouse CA1 pyramidal

neurons, but does not affect total spine density inmouse CA3
pyramidal neurons, due to increased stubby spine density
and decreased thin and mushroom spine density [41]. The
degree of stress-induced spine loss inCA3 pyramidal neurons
correlates significantly with the memory defects and loss
of LTP in mice [79]. In comparison with CRS, both 21-
day CUMS and 30-day CUMS decrease spine density in
male rat CA3 pyramidal neurons [24, 49], whereas 14-day
CUMS increases spine density inmalemouse CA3 pyramidal
neurons [51], which is consistent with our report that two-
week CUMS enhances LTP induction in CA3-CA1 synapses
in male rat hippocampus [24]. Psychosocial stress (1 h/day
for 28 days) does not affect spine density in CA3 pyramidal
neurons of male tree shrews [56].

CA1 Dendritic Spines. CA1 is a hippocampal region crucial for
long-termmemory [218]. In comparisonwithCA3 pyramidal
neurons, chronic stress-induced changes in spine density in
CA1 pyramidal neurons are less characterized. Stress affects
spine density in CA1 pyramidal neurons in a sex-dependent
manner. Acute stress (30, 1 sec, 1mA, 60Hz shocks to the
tail) increases spine density in the apical dendrites of male
hippocampal CA1 pyramidal neurons but decreases it in the
same area of female hippocampus [219]. These increases and
decreases in spine density are dependent on NMDA receptor
activation [35]. Similar to acute stress, the same CRS regimen
causes a decrease in spine density in the apical dendrites
of hippocampal CA1 pyramidal neurons in male rat and
male mouse [40, 43, 46, 48] but causes an increase in spine
density in the same region in female rats [37, 38, 42]. One
recent study shows that CRS decreases spine density in basal
dendrites, while it increases apical dendritic arbors in the
CA1 pyramidal neurons of the ventral hippocampus in female
but not in male rats [47]. In contrast to female rats, female
mice show a decrease in spine density in CA1 pyramidal
after exposure to same 21-day CRS [45]. Additionally, an
ultrastructural study of CA1 synapses shows that 21-day CRS
causes an increase in the size of the postsynaptic density
in male rat CA1 [39]. Similar to CRS, CUMS also causes a
decrease in spine density in the dendrites of CA1 pyramidal
neurons in male rat [24]. Stress-induced increase in spine
density in the apical dendrites of CA1 pyramidal neurons
in female rat and same stress-induced decrease in spine
density in the same area in male rat are completely prevented
by NMDA receptor antagonist CPP [35, 219], but exposure
of NMDA receptor antagonist CPP to the stress procedure
does not affect corticosterone levels or the corticosterone
response to stress, suggesting a key role of NMDA receptor
activation in stress-induced increases or decreases in spine
density [35]. Similar to sex-dependent alterations of dendritic
spines induced by both acute stress and CRS in hippocampal
CA1 pyramidal neurons, there is a sex difference in CRS-
induced changes in hippocampal-dependent spatial learning
and memory. CRS impairs spatial learning and memory in
males but not in females [38, 197]. Furthermore, recent stud-
ies suggest that CUMS-induced glutamatergic dysfunction
in excitatory temporoammonic- (TA-) CA1 synapses of the
hippocampus serves as an underlying cause of depression
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[53, 220]. This suggests that restoring spine loss or excita-
tory synaptic dysfunction in the hippocampus could be a
novel therapeutic target for depression. Similar to CUMS,
chronic exposure of male rats to corticosterone for 3-4 weeks
induces depression-like behaviors and causes a decrease
in AMPAR-mediated excitation at temporoammonic-CA1
synapses accompanied by decreased expression of GluR1
protein. Blocking CUMS-induced increase of corticosterone
during CUMS with the corticosterone synthesis inhibitor
metyrapone prevents stress-induced depression-like behav-
iors [58]. Similar to male rats, exposure of male mice to
35-day corticosterone treatments shows anxiety/depression-
like behaviors, accompanied by a reduction in spine density,
mainly in thin and stubby spines but not in mushroom
spines in CA1 pyramidal neurons [59]. Mushroom spines
are more stable and resistant to corticosterone or CRS [46].
Chronic corticosterone-induced decreases in spine density
in the hippocampal CA1 pyramidal neurons and depression-
like behaviors recover to normal levels concomitantly after
25-day treatment with fluoxetine [59]. These studies suggest
that corticosterone secreted during stress plays a key role in
chronic stress-induced depression-like behaviors, dysfunc-
tion of excitatory synapses, and alteration of dendritic spines
in the hippocampus; rescuing chronic stress-induced loss
of dendritic spines and/or synaptic dysfunction may rescue
depression-like behaviors.

4.2. Prefrontal Cortex (PFC) (Table 2). The medial PFC
(mPFC), an information processing center, is often divided
into the anterior cingulate, prelimbic (PL), and infralimbic
(IL) subregions. These subregions are different in structure
and function [221]. The mPFC plays a critical role in the
integration of cognitive and emotionally relevant informa-
tion, modulation of subcortical systems, and attention [222–
225]. The mPFC expressing high levels of glucocorticoid
receptors [226] is a target site for glucocorticoids and plays
an important role in the regulation of the response of HPA
axis to stress and antidepressant response [225, 227, 228]. It
is widely reported that the mPFC volume is decreased in a
subset of depressed patients [201, 205, 229–233]. However, a
recent report shows that the decreased volume of the mPFC
is found in male but not in female depressed patients [234].
The decreased volume of the mPFC in depressed patients
[201, 205, 229, 230] is in line with decreased expression
of synaptic-function-related genes and loss of synapses in
the mPFC of subjects with major depression disorder [110].
In addition, glial cell loss, reductions in the density and
size of neurons in the postmortem mPFC of subjects with
major depression, may contribute to pathology of depression
[235, 236]. Animal studies show that the retraction of apical
dendrites of pyramidal neurons in the mPFC induced by
chronic stress is accompanied by alterations in fear condition-
ing and extinction [112]. CRS-induced dendritic retraction
and spine loss in the hippocampal and mPFC neurons are
accompanied by cognitive impairments, which are mediated
by each respective structural alteration [92, 109, 217].

It is well documented that CRS results in a retraction
of the distal part of apical dendritic arbors of layers II/III
pyramidal cells [76, 89, 90, 92] and a decrease in spine density

on those neurons [91, 93, 96, 237] in the mPFC of male rats,
which is similar to that found in hippocampal CA3 region [41,
42, 44].The pattern of CRS-induced dendritic reorganization
is similar to that seen after daily corticosterone injections
[238, 239]. CRS also alters spine morphology with an overall
decrease in mean dendritic spine volume and surface area, a
reduction in large mushroom spine density, and an increase
in small thin spine density in the mPFC of male rats. These
findings suggest failure of the spines to mature and stabilize
following CRS [93]. One conflicting study, however, reports
that CRS-induced decrease in spine density in the male rat
mPFC is characterized by a decrease in thin and stubby spine
density without affecting mushroom spine density [99].

CRS causes a reduction of length and branch number in
the apical dendrites of the neurons in the mPFC of young (3
months) and aged (20 months) male rats. Surprisingly, CRS-
induced retraction of apical dendrites, however, is reversed
with recovery in young (3 months) but not aged (20 months)
animals [98]. In young rats, CRS results in dendritic spine
loss and alters the patterns of spine morphology. In contrast,
CRS does not affect spine density and spine shape in aged
animals, showing that dendritic spines become progressively
less plastic in the aging brain [99]. Interestingly, chronic
immobilization stress does not affect spine density in a
subpopulation of IL neurons in the mPFC that project to
the basolateral amygdala (BLA) in male rats, suggesting
this pathway may be particularly resilient against the effects
of stress [109]. Randomly selected neurons in the IL of
the mPFC, however, show dendritic retraction after CRS.
Since most layer II/III neurons project intracortically, the
majority of randomly selected pyramidal neurons may be
local cortical neurons with no projections to the BLA [109].
An independent study reports that IL neurons, but not
PL neurons, in the mPFC are highly sensitive to a brief
exposure to stress and the same form of stress impairs fear
extinction in mice [112]. However, these IL neurons are
putative local cortical neurons without projections to the
BLA. A conflicting report shows that CRS causes dendritic
retraction in PL neurons of rat mPFC, while this dendritic
retraction is prevented by the D1R antagonist SCH23390,
and the same D1R antagonist causes dendritic retraction in
the PL neurons of the mPFC in unstressed rats. However,
the effects of CRS on dendrites in the IL neurons of mPFC
are not studied in this report [104]. These results show that
dopaminergic transmission in the PL neurons of the mPFC
during stress may contribute directly to the CRS-induced
retraction of apical dendrites, while dopamine transmission
in the absence of stress is important in maintaining normal
dendritic morphology [104]. Recent reports show that acute
foot-shock stress not only produces an increase in the number
of excitatory synapses and docked vesicles [240] in themPFC,
but also induces rapid and sustained increases in spine
density accompanied by atrophy of apical dendrites in the
PL neurons of the mPFC [241]. Importantly, these synaptic
changes induced by acute stress are prevented by chronic
antidepressant desipramine treatments [240, 241]. Optoge-
netic activation of the mPFC exerts potent antidepressant-
like effects, showing that the activity of the mPFC may play
a key role in the development of depression-like behaviors
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and antidepressant responses [242]. Similar to hippocampus,
alteration of stress-mediated dendritic arbors in the mPFC
is sex dependent. CRS causes retraction of apical dendrite
arbors in themPFC inmale, while it increases apical dendrite
arbors in the female mPFC in which CRS-induced dendritic
plasticity is estrogen dependent [97]. Rat mPFC is sexually
dimorphic, which is characterized by a bigger and more
complex apical dendritic tree in the PL neurons of the mPFC
in healthymale rats than that in healthy female rats [243, 244].

4.3. Orbitofrontal Cortex (OFC). The OFC, a part of the
PFC in the frontal lobes in the brain, is involved in cogni-
tive functions, decision-making, and emotional processing
[245]. The studies from neuroimaging and neuropathology
show that the OFC is involved in pathophysiology of major
depression [246]. Decreases in cortical thickness, neuronal
size, neuronal density, and glia densities in the II–IV cortical
layers of the OFC are found in subjects withmajor depression
[236]. The decrease in neuronal sizes in layer 3 of the OFC
fromdepressed subjects is confirmed by another postmortem
study [247]. Neuroimaging and functional studies also show
that patients with major depression have reduced OFC
volume [248] and reduced density of pyramidal neurons in
layers V and III of the OFC [249]. In contrast, animal studies
show that 3-week CUMS increases both the volume of layers
II/III in the lateral orbital subregion and the volume of layer II
in the ventral orbital subregion of the OFC, which is accom-
panied by an increase in the length of apical dendrites in
the ventral orbital subregion of the OFC [107]. Interestingly,
CRS causes a 43% increase in the dendritic arbors in the
OFC neurons, an effect opposite to what is observed in the
mPFC neurons where the same CRS causes 20% retraction
of apical dendritic arbors in layer II/III pyramidal neurons
of the mPFC [92]. The mechanisms through which CRS
increases dendritic arbors of the OFC are not known. Further
studies are needed to explore the discrepancy between the
data from imaging analysis or postmortem studies and the
findings from animal models. Our recent study showed
that 3-week CUMS caused a decrease in spine density in
the OFC pyramidal neurons, which was accompanied by
both depression-like behaviors and decreased expression of
Kalirin-7 and PSD95 in the OFC (Chang Xu, Shu-Chen
An, and Xin-Ming Ma, unpublished). Kalirin-7 plays an
essential role inmaintaining dendritic spine density, size, and
synaptic functions [250, 251]. Expression of Kalirin-7 in the
hippocampus is decreased by 3-week CUMS [24]. Similar to
CUMS, chronic exposure of male mice to corticosterone for
20 days that recapitulates blood corticosterone levels found
after CRS exposure in mice also decreases spine density in
the OFC neurons, which fails to recover after one week
of washout period [130]. This suggests that chronic stress-
induced decrease in spine density is not reversible in the
OFC neurons. Additional study is required to address this
question.

4.4. Amygdala (Table 3). The amygdala, a structure within
the subcortical limbic system, is involved in the processing of
emotion andmotivation such as fear and anger.The amygdala
is also responsible for determining what memories are stored

and where they are stored. There are conflicting reports on
amygdala volume in major depression [252]. Imaging studies
show an increase [253–255] or decrease [256, 257] or no
change [258] in amygdala volume or increased activity of
amygdala [201, 259, 260] in patients with major depression.
A conflicting MRI study reports a trend towards smaller
left amygdala volumes in depressed patients compared with
healthy controls [203]. A postmortem study shows that
depressed subjects have a larger lateral nucleus and a greater
number of total BLA neurovascular cells than controls.There
are no differences in the number or density of neurons or
glia between depressed and control subjects [252]. To our
knowledge, it is not clear whether cell size in BLA is altered
in depressed patients.

Animal studies show that chronic stress generally results
in an increase in spine density and enhanced dendritic
arborization in the amygdala (Table 3). This is in contrast to
the hippocampus and PFC (Tables 1 and 2). Acute immo-
bilization also causes an increase in spine density without
any effects on dendritic arbors in BLA spiny neurons [127],
showing that these neurons are very sensitive to stress.
Amygdala-dependent fear learning is enhanced by CRS in
rats [33]. Chronic stress causes an increase in dendritic
arborization and spine density in the BLA spiny neurons
of male rats [122, 123, 125–129] and male mice [114, 118,
120, 124]. These neurons are thought to be glutamatergic
neurons [261]. In contrast, CRS causes a decrease in spine
density in spiny neurons in the medial amygdale, which are
GABAergic neurons [114]. CRS-induced increase in dendritic
arbors and spine density in the BLA pyramidal neurons and
CRS-induced depression-like behavior in wild-type mice are
absent in fatty acid amide hydrolase (FAAH) deficient mice
[124] suggesting a key role of FAAH in maintaining normal
amygdala function in the face of chronic stress. Chronic
immobilization stress-induced dendritic hypertrophy in the
BLA spiny neurons is not reversible [126].This is distinct from
hippocampal CA3 and mPFC atrophy, which is reversible
within the same period of stress-free recovery [33]. A single
dose of corticosterone induces dendritic hypertrophy in
the BLA accompanied by enhanced anxiety [262]. Chronic
exposure of mice to corticosterone for 20 days mimicking
chronic stress increases dendritic length and spine density
in the BLA [130]. Chronic exposure of rats to corticosterone
for 2 weeks causes an increase in the levels of memory-
related genes including Arc/Arg3.1 and Egr-1 and enhances
the consolidation of fear memory processes in the lateral
amygdala [131]. In addition, tianeptine, an antidepressant,
exerts the opposite roles in chronic stress-induced synaptic
changes in the amygdala and hippocampus [120].

4.5. Nucleus Accumbens (NAc) (Table 4). Animal studies
indicate that the neuronal circuitry of the PFC-NAc-ventral
tegmental area (VTA) underlies drug reward responses and
contributes to relapse to cocaine seeking [263, 264]. Exci-
tatory axonal terminals from glutamatergic neurons of the
PFC form the synapse onto NAc medium spiny neurons
(MSNs), which also receive dopaminergic (DA) inputs from
the VTA. The VTA receives GABAergic inputs from the
NAc and glutamatergic inputs from the PFC [265, 266]. In
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addition, The NAc also receives glutamatergic inputs from
ventral hippocampus and basolateral amygdala [146]. The
NAc serves as a hub of the brain’s reward pathways [267] and
plays a central role in mood and emotion regulation [268].
Depressive symptoms, such as anhedonia, and depression
severity are correlatedwith reducedNAc volume and reduced
NAc responses to rewards in depressed patients [205, 269].
An optogenetic study shows that inhibition of the VTA-
NAc projection induces resilience, whereas inhibition of
the VTA-mPFC projection enhances susceptibility [270],
highlighting a key role of PFC-NAc-VTA circuitry in the
development of depression.Therefore, dysregulation of PFC-
NAc-VTA reward circuitry may contribute to the pathophys-
iology of depression [13, 146, 271]. Similar to the effect of
cocaine abuse, chronic stress may alter dendritic spines and
synaptic plasticity in the PFC-NAc-VTA circuitry. A recent
study, however, reports that chronic social defeat stress-
(CSDS-) mediated increase in glutamatergic transmission at
the intralaminar thalamus- (ILT-) NAc but not PFC-NAc
circuitry mediates stress-induced postsynaptic plasticity on
the MSNs and depression-like behaviors in susceptible mice
[142].

TheMSNs of dorsal striatum receive not only glutamater-
gic inputs from the cerebral cortex and the thalamus, but
also DA innervation from the midbrain [272]. These MSNs
account for >95% of the neurons in the striatum [273, 274].
The dorsal striatum and the NAc are not distinguishable
in their populations and expression of DA receptors (DRs,
D1R and D2R). Approximately half of the striatal MSNs
express the D1R [274, 275]; other half MSNs express the D2R
[276, 277]. The degree of D1R/D2R colocalization remains
controversial, ranging from 10% to 30% [275, 278, 279]. D1R
signaling enhances dendritic excitability and glutamatergic
signaling in striatonigral MSNs, while D2R signaling exerts
the opposite effect in striatopallidal MSNs (indirect pathway)
[280–282]. CRS causes a decrease in AMPAR/NMDAR ratio
in theD1R-MSNof theNAc compared to nonstressed control,
while it does not affect AMPAR/NMDAR ratios in D2R-
MSNs of the NAc. This CRS-induced decrease in the ratio
of AMPAR/NMDAR in the D1R-MSN is accompanied by
depression-like behaviors, showing a role of NAc D1R-MSNs,
at least in part, in the development of depression [135].This is
further supported by two recent reports [143, 283].One report
shows that enhanced activity in D1R-MSNs causes resilient
behaviors, while inhibition of these D1R-MSNs induces
depression-like behaviors after CSDS [283]. Another report
shows that CSDS specifically results in an increase in synaptic
strength represented by the increased amplitude of uEPSCs
(unitary excitatory postsynaptic currents) in largemushroom
spines on D1R-MSNs but decreases synaptic strength on
D2R-MSNS mushroom spines in the NAc of resilient mice.
CSDS does not affect the uEPSC amplitude in small thin
spines on both D1R- and D2R-NAc MSNs in resilient mice
[143]. CSDS, however, does not alter synaptic strength in
mushroom and thin spines on D1R- or D2R-MSNs in the
NAc in susceptible mice [143]. These data show that the NAc
D1R-MSN of susceptible mice may be resistant to adaptation
and play a critical role in the development of chronic stress-
induced depression-like behaviors. In addition, the inhibitor

of kappaB kinase (I𝜅K) in theNAc is also a critical regulator of
depression-like behavior, and the I𝜅K-nuclear factor kappaB
(NF𝜅B) plays a key role in the regulation of synaptic signaling
and neuronal morphology in vitro and in vivo [138]. Overex-
pression of I𝜅K increases thin spine density in theNAcMSNs.
CSDS-induced increase in I𝜅K activity in the NAc enhances
social avoidance behavior and promotes the formation of
thin spines. Inhibition of I𝜅K signaling results in a reversal
of CSDS-induced social avoidance behaviors, suggesting that
CSDS-induced depression-like behaviors are associated with
I𝜅K-mediated increase in thin spine density in the NAc [138].
Interestingly, CSDS-induced increases in stubby spine density
and the frequency of mEPSCs in the NAc in susceptible mice
are accompanied by an increase in the levels of I𝜅K in the
NAc [139]. These results show that CSDS-induced increases
in stubby spine density and I𝜅K expression in the NAc are
correlated with depression-like behaviors. CSDS-mediated
downregulation of Rac1 through an epigenetic mechanism
contributes to depression-like behaviors and enhanced for-
mation of stubby spines in the NAc MSNs of susceptible
mice [141]. Furthermore, DeltaFosB, a transcription factor,
plays an essential role in the mechanism of resilience in
mice, supported by evidence that CSDS-mediated induction
of DeltaFosB in the NAc is not only necessary and sufficient
for resilience inmice, but also required for the antidepressant
fluoxetine to reverse depression-like behaviors induced by
CSDS [136]. NR2B in the NAc plays a key role in the
modulation of CSDS-induced depression-like behaviors and
synaptic plasticity. CSDS-induced reduction in NR2B sur-
face expression in the mouse NAc neurons is restored by
fluoxetine treatment. Behaviorally, restoration of NR2B loss
prevents the behavioral sensitization of mice to chronic stress
[137]. Overexpression of DNA methyltransferase (Dnmt3a)
increases dendritic spine density in the NAc MSNs. CSDS-
induced depression-like behaviors are accompanied by an
increase in the Dnmt3a levels in the NAc, suggesting that
CSDS-induced depression-like behaviors are positively cor-
related with increased spine density in the NAc neurons
[140]. These studies highlight an important role of the NAc
in chronic stress-induced depression-like behaviors. It is
possible that stress may differently affect dendritic spines in
the D1R-MSNs and D2R-MSNs of the NAc. More studies
are required for a better understanding of the roles of D1R-
MSNs and D2R-MSNs in chronic stress-induced depression-
like behaviors and the underlying mechanisms.

Reduced NAc volume in depressed patients [205, 269] is
not in line with the findings from animal models in which
stress generally results in an increase in spine density in the
NAc MSNs. CSDS causes an increase in spine density and
the frequency of mEPSCs in the mouse NAc MSNs [86].
In addition, the shell of the NAc is thought to be a part of
the extended amygdala [284]. Chronic stress increases spine
density in the neurons of the BLA and the shell of NAc
even though these two neuron types are naturally different.
Thedownstreammechanisms of chronic stress-induced spine
formation in these two distinct neuron types are not clear.

Taken together, these data show that altered spine density
and synaptic plasticity in the NAc MSNs are correlated with
depression-like behaviors induced by chronic stress, which
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may be a target for developing the novel treatment strategies
for depression.

5. The Mechanisms of Chronic Stress-Induced
Alterations in Dendritic Spines

The molecular mechanisms underlying spine loss and den-
dritic retraction induced by chronic stress in the hippocam-
pus and PFC as well as enhanced spine formation found in
the amygdala and NAc in chronically stressed animals are
not well understood. Expression of several synapse-related
genes is decreased in the postmortem PFC of subjects with
major depressive disorder [110]. One of these genes is GATA1
(GATA-binding factor 1), a transcriptional repressor that
plays a key role in the formation of dendritic spines and
dendrite arbor maintenance [110]. Furthermore, a nuclear
pore complex protein, nucleoporin p62 (NUP62), and tyro-
sine phosphorylation of NUP62 play a critical role in CRS-
induced dendritic retraction of hippocampal CA3 pyramidal
neurons [285]. Many synaptic proteins including Kalirin-
7, spinophilin, Homer1, cofilin, Rac-1, cadherin, p-Akt, p-
GSK-3𝛽, p-Erk1/2, PKC, NCAM, PSA-NCAM, SNAP-25,
SNAP-29, VAMP1/2, syntaxin 1A, synaptophysin, synapsin 1,
Vglut2, GluR1, GluR2, NR1, NR2A, NR2B, PSD95, 𝛼CaMKII,
melanocortin 4 receptors, CRH receptor 1, and P190RhoGAP
play an important role in the regulation of the spine forma-
tion and/or synaptic plasticity; expression of these synaptic
proteins in the brain is altered by chronic stress, and these
proteins may play a key role in chronic stress-induced both
depression-like behaviors and spine alterations (Table 1–
4) [24, 40, 44, 46, 53, 100, 102, 113, 130, 141, 142, 144,
286–292]. In addition, chronic stress-induced alterations of
several signal transduction pathways including cAMP-PKA-
CREB, cAMP-ERK1/2-CREB, cAMP-PKA, Ras-ERK, PI3K-
Akt, TNF𝛼-Nf𝜅b, GSK-3𝛽, mTOR, and CREB may be also
associated with chronic stress-induced spine loss or increase
in certain brain areas [7, 22, 293]. A recent report shows that
theHomer1/mGluR5 complex is involved in the development
of CSDS-induced depression-like behaviors [294], suggesting
a role of this complex in chronic stress-mediated spine plas-
ticity. Presynaptic mGlu2 receptors play a key role in CUMS-
induced depression-like behaviors in male susceptible mice
[54].The rapid antidepressant-like properties of ketamine, an
NMDA receptor antagonist, result from increased synaptic
signaling proteins and increased number and function of
new spine synapses via activating the mammalian target of
rapamycin (mTOR) pathway in the rat mPFC and hippocam-
pus [295–298]. S6K1, a key mediator of activity-dependent
synaptic protein synthesis, is the downstream of mTORC1
and plays a critical role in CUMS-induced depression-like
behaviors [299]. Postmortem studies show that the levels
of NR2A, NR2B, mGLuR5, PSD-95, and mTOR as well as
the levels of S6K, eIF4B, and p-eIF4B, the core downstream
signaling targets of mTOR, are decreased in the PFC of
depressed patients [300]. These studies suggest that mTOR
signaling is a promising target for the development of novel
antidepressant drugs [297, 301, 302].

Taken together, understanding chronic stress- and/or
depression-induced alterations in dendritic spines, synapse

plasticity, synaptic proteins, and their upstream/downstream
signaling pathways may pave the path for developing effi-
ciency therapeutic strategies for depression. The search for
themechanisms throughwhich chronic stress alters dendritic
spines or synapse numbers in different brain regions should
be a major future direction.
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Dendritic spines are mushroom-shaped protrusions of the postsynaptic membrane. Spines receive the majority of glutamatergic
synaptic inputs. Their morphology, dynamics, and density have been related to synaptic plasticity and learning. The main
determinant of spine shape is filamentous actin. Using FRAP, we have reexamined the actin dynamics of individual spines from
pyramidal hippocampal neurons, both in cultures and in hippocampal organotypic slices. Our results indicate that, in cultures,
the actin mobile fraction is independently regulated at the individual spine level, and mobile fraction values do not correlate with
either age or distance from the soma. The most significant factor regulating actin mobile fraction was the presence of astrocytes in
the culture substrate. Spines from neurons growing in the virtual absence of astrocytes have a more stable actin cytoskeleton, while
spines from neurons growing in close contact with astrocytes show amore dynamic cytoskeleton. According to their recovery time,
spines were distributed into two populations with slower and faster recovery times, while spines from slice cultures were grouped
into one population. Finally, employing fast lineal acquisition protocols, we confirmed the existence of loci with high polymerization
rates within the spine.

1. Introduction

Dendritic spines are specializations of glutamatergic
synapses. They have been the object of theoretical and
experimental studies for more than a century. First identified
by Ramón y Cajal [1], their role in synaptic transmission
is still under study. Morphologically, spines are clearly
identified as tiny protrusions, about one micron long, with
a mushroom-like shape, although this static description
does not reflect their great variability in size and shape.
Spines are dynamic structures that undergo morphological
changes in a developmental and activity-dependent manner

[2, 3]. In this sense, neurons are able to control synaptic
efficiency by adjusting the size and density of spines [4],
which have been accepted, in turn, as important regulators
of synaptic plasticity, learning, andmemory formation [5–7].
In addition, abnormal spine shape and density have been
associated with different pathologies, such as Alzheimer’s
disease, epilepsy, Down’s syndrome, and fragile X syndrome
[8, 9].

A motile actin cytoskeleton provides the required molec-
ular substrate for the dynamic nature of spines [10]. At the
ultrastructural level, dendritic spines are enriched with a
branched actin network [11–13]. The actin state depends on
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the coordinated action of several actin binding proteins [8,
14]. Said equilibrium, that is, the proportion between fila-
mentous and monomeric actin, can be quantified employing
FRAP (Fluorescence Recovery After Photobleaching) [15],
FRET (Fluorescence Resonance Energy Transfer) [16], or
photoactivated actin [17].

Ongoing actin polymerization exerts a direct control
over membrane receptor composition and the stability of
the postsynaptic density, and it has been suggested that
actin might serve as an anchor place in the synapse [18,
19]. Supporting this notion, spines contain discrete locus of
polymerization often associated with postsynaptic density
and receptor trafficking [17].

Besides neurons, glial cells also play an important role
in synapse physiology and development. During synaptoge-
nesis, glial cells release cholesterol and thrombospondins to
increase synapse number and functionality [20]. Astrocytes
not only regulate the synaptic microenvironment by remov-
ing or releasing neurotransmitters into the extracellular space
[21]; they can also directly modulate synaptic transmission,
synaptic plasticity [22, 23], and neurodegeneration [24].
Astrocyte interaction with synaptic spines requires physical
contact, as demonstrated in electron microscopy reconstruc-
tions where 57% of the spines in a mature hippocampus are
associated with astrocytes [25]. In organotypic hippocampal
cultures, astrocytes rapidly extend and retract fine processes
that associate and release from dendritic spines. Changes in
astrocytic processes are coordinated with the stabilization
of larger spines [26]. Furthermore, astrocyte protrusions are
essential in thematuration and stabilization of newly forming
spines, and thus astrocyte contact enhances both lifetime and
morphological maturation of spines [27].

Here, we employed FRAP techniques to study actin spine
dynamics in dissociated cultures of rat hippocampal neurons
and organotypic slices. Our results reveal an unexpectedly
high degree of variability regarding actin dynamics in indi-
vidual spines. Moreover, the spine population was segregated
into two groups, according to their recovery velocity rate.
Additionally, we show that the presence of astrocytes in
the culture can regulate actin cytoskeleton dynamics, in
that, spines growing in the presence of astrocytes present a
higher actin dynamics than those growing in the absence
of astrocytes. Finally, we described a simple protocol to
demonstrate the presence of polymerization hot spots within
the spine structure.

2. Material and Methods

2.1. Hippocampal Neuronal Culture and Transfection. Pri-
mary cultures of hippocampal neurons were dissociated
from postnatal (P0-P1) rat pups as previously described
[28]. In brief, hippocampal neurons were grown in culture
media consisting of Neurobasal medium supplemented with
0.5mM glutamine, 50mg/mL penicillin, 50 units/mL strep-
tomycin, 4% FBS, and 4% B27 supplement (all from Invit-
rogen). Cells were plated in Mattek chambers with a 12mm
glass coverslip center (Mattek, USA), previously coated with
poly-D-lysine (50 𝜇g/mL) and laminin (4 𝜇g/mL). On days 4,

7, 14, and 21 in vitro (DIV), 500 𝜇L (from a total of 2000𝜇L)
of the culture mediumwas replaced with 520 𝜇L of new, fresh
medium. Two types of cultures were used, depending on
the density of astrocytes. Under regular conditions, after the
astrocytes grew to form a monolayer (usually after four days
to a week in culture), a concentration of 4 𝜇M of cytosine-D-
arabinofuranoside (SIGMA) was added to prevent glial cell
overgrowth (this condition was referred to as “Ast high”).
In the second type of cultures, the inhibitor was added after
2 days in vitro, to obtain cultures growing in the near-
absence of glial cells (we referred to this type of cultures
as “Ast low” condition). All neurons studied grew in Ast
high conditions, unless otherwise indicated. Prior to plating,
neurons were transfected with a vector plasmid encoding for
the YFP/GFP fused to the N-terminus of chicken 𝛽-actin
gene, under the control of the platelet-derived growth factor
enhancer/promoter region (PDGF; vector kindly provided
by Drs. Yukiko Goda and José Airas [29]). Transfection was
performed by neuronal electroporation, using the electropo-
ration rat hippocampal neuron kit from AMAXA according
to the manufacturer’s instructions or with a BioRad Cell
electroporator system (exponential discharge protocol with
the following parameters: 220V and 950mF and resistance
fixed to infinitum; cells and plasmids were mixed in BioRad
electroporation buffer). In both protocols, 10𝜇g of plasmidic
DNA was mixed with 2–4 million cells.

2.2. Hippocampal Slice Preparation, Culture, and Sindbis Virus
Expression. Hippocampal slices were prepared from young
rats of both sexes (postnatal days 6-7) as previously described
[30]. Briefly, after dissection of the hippocampi in ice-cold
gassed (5% CO

2
/95% O

2
) dissection solution (in mM: 10

glucose, 4 KCl, 24 NaHCO
3
, 234 sucrose, 0.5 MgCl

2
⋅6H
2
O,

0.7 CaCl
2
⋅2H
2
O, and 0.03 phenol red at pH 7.4), 400 𝜇m

transverse slices were prepared using a tissue slicer. Slices
were transferred to slice culture inserts (Millipore) and cul-
tured in culture medium (Minimum Essential Media (MEM)
supplemented with 20% (v/v) horse serum, 1mM glutamine,
1mM CaCl

2
, 2mM MgSO

4
, 1 mg/L insulin, 0.0012% (w/v)

ascorbic acid, 30mM HEPES, 13mM glucose and 5.2mM
NaHCO

3
at pH 7.25, and a final osmolarity of 320mOsm/L).

Cultures were kept at 35∘C.The recombinant EGFP-actin was
delivered into slices using the Sindbis virus, as previously
described [31]. The plasmid pSR5-EGFP-actin was prepared
as described in [32]. Recombinant protein expression was
typically 12–24 h.

2.3. Fluorescence Recovery After Photobleaching (FRAP).
Images were taken either with a TCS-SP5 or a TCS-SL laser-
scanning confocal spectral microscopes (both from Leica
Microsystems Heidelberg, GmbH). The inverted micro-
scopes were equipped with an incubation system featuring
temperature and CO

2
control. All experiments were per-

formed at 35∘C and 5%CO
2
. Live images were acquired using

a 63x oil immersion objective lens (NA 1.32), with a pixel size
of 58 nm × 58 nm. The confocal pinhole was set at 4.94 Airy
units to minimize changes in fluorescence due to GFP/YFP-
actin moving away from the focus plane.
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FRAP experiments were performed using the following
protocol: 10 single prebleach scans were acquired at 225–
300ms intervals, followed by 10 bleach scans at full laser
power, over a circular area of 2𝜇m in diameter. During the
postbleach period, 250 scans were acquired at 225–300ms
intervals, followed by 10 images acquired at 1 s time intervals.
In order to resolve the initial fast recovery, some experiments
were performed using the Leica fly mode acquisition; bleach-
ingwas performed during the X fly forward scan at 100% laser
power. During the backward scan, fluorescence was read out
with laser intensity set to imaging values (185ms interval).
Postbleach images (30–60) were acquired at the same time
interval.

To avoid significant photobleaching, the excitation inten-
sity was attenuated to ∼5 to 8% of the laser power dur-
ing image acquisition. Fluorescence was quantified using
the Image Processing Leica Confocal Software. Background
fluorescence was measured in a random field outside of
the dendrite and subtracted from all the measurements.
Dendrite fluorescence was determined for each image and
compared with the initial dendrite fluorescence to determine
the spontaneous signal lost during imaging.

The fluorescence signal measured in the region of interest
(ROI) and normalized to the change in dendrite fluorescence
was determined to be 𝐼rel = 𝐼𝑡/𝐼0 ∗ 𝑇0/𝑇𝑡, where 𝐼𝑡 is the
average intensity in the region of interest at time 𝑡; 𝐼

0
is the

average intensity in the region of interest during prebleach,
𝑇
0
is the dendrite intensity during prebleach, and 𝑇

𝑡
is the

dendrite intensity at time 𝑡.The introduction of the correction
factor (𝑇

0
/𝑇
𝑡
) accounts for possible small fluctuations in total

fluorescence intensity caused by the bleach itself and yields a
more accurate estimate of the fluorescence measured in the
ROI.

The net fluorescence recovery (mobile fraction, MF)
measured in the region of interest was determined as MF =
(𝐹end − 𝐹post)/(𝐹pre − 𝐹post), where 𝐹end is the ROI mean
intensity at the steady-state, 𝐹post represents ROI intensity
after photobleaching, and 𝐹pre is the mean ROI intensity
prebleach.

Each individual spine recovery curve was fitted by a two-
component exponential equation, although the initial fast
component, driven by diffusion, was negligible in most of
the recordings. Therefore, the recovery time constant (tau,
𝜏) was calculated from the fitting to a monoexponential
curve.

Ultrafast recordings were performed employing a x, t
acquisition mode. This protocol permits linear scans of 200–
300 nm width at 1-ms intervals. For these experiments, three
consecutive scans or jobs were acquired (each consisted of
2000 lines× 512 pixels inwidth): an initial prebleach job (2000
lines), a bleach protocol (2000 lines at maximal laser power),
and a final 6 x jobs (2000 lines each), to account for a recovery
time of 12 seconds. To avoid significant photobleaching,
excitation intensity was attenuated to ∼5 to 8% of the laser
power during image acquisition.

Latrunculin A, Cytochalasin D, and Jasplakinolide were
from SIGMA.

2.4. Two-Photon Fluorescence Imaging of Hippocampal Slice
Preparations. Organotypic hippocampal slices (3–7DIV)
expressing EGFP-actin were perfused with ACSF at 30∘C.
Two-photon fluorescence images were obtained with a Zeiss
LSM510 laser-scanningmicroscope using a 63x water immer-
sion objective and a Mai Tai DeepSee (Spectra Physics)
910 nm laser as light source for excitation. Digital images
were acquired using Zen software. For FRAP experiments,
images were acquired every 200ms for 2.7min (810 images).
After 3 images, the EGFP-actin signal from dendritic spines
was photobleached with one iteration of high laser intensity.
Fluorescence values at the spine were normalized to those of
the adjacent dendrite to compensate for ongoing bleaching
during imaging. Fluorescence values and the spine area were
analyzed using Image J.

2.5. Immunocytochemistry. Immunocytochemical analysis
was performed as follows: cultures were rinsed in phos-
phate buffer saline (PBS) and fixed for 15min in 4%
paraformaldehyde in PBS. Coverslips were then washed
three times in PBS and incubated for 30min in blocking
solution (2% goat serum, 2% serum albumin, and 0.2%
Triton X-100 in PBS). Antibodies were diluted in blocking
solution and incubated for 60min. GFAP and Synapsin
antibodies were from Abcam (rabbit polyclonal reference
7260) and Cell Signaling USA (rabbit polyclonal reference
2312), respectively. Samples were subsequently washed three
times in PBS and incubated for 30min in PBS solution con-
taining the appropriate fluorescence-conjugated secondary
antibodies (all from Molecular Probes) and were then
washed five more times with PBS buffer and mounted using
Mowiol.

2.6. Statistical Analysis. Statistical analyses were performed
using GraphPad Prism software (GraphPad Software Inc.,
San Diego, CA, USA). A two-way ANOVA with Tukey’s
multiple comparison test was performed to detect differences
in mobile fraction between neurons, cultures, and distance
from somas. A one-way ANOVA was employed to study
differences among neurons or between individual neurons
and the whole population. A Kolmogorov-Smirnov test was
performed to compare cumulative frequency distributions
for spine head areas between “Ast high” and “Ast low” con-
ditions. AMann-Whitney test was used to test for differences
between MF in both culture conditions (“Ast high” and “Ast
low”) or between the culture (“Ast high”) and slices. The
significance level was set at 𝑝 < 0.05.

A better model of tau distribution was determined by
comparing a single Gaussian model versus a sum of two,
employing an extra sum-of-squares 𝐹 test in GraphPad
Prism.

For all our experiments in “Ast high” conditions, a
minimum of 10 neurons from around 5 independent cultures
and approximately 212 spines were analyzed. For the “Ast
low” condition, we studied a minimum of 30 neurons from
10 independent cultures with more than 100 spines analyzed.
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3. Results

3.1. Hippocampal Dendritic Spines Are Enriched in Actin.
Culture hippocampal neurons produce dendritic protrusions
with distinct stages of morphological progression [33, 34].
Dendritic filopodia could be observed as early as 6DIV and
became abundant around 9DIV. By DIV 14, the dominant
dendritic protrusions were thin spines, characterized by a
relatively long neck and a small head. Mature, mushroom-
shaped spines became abundant at about 18–21DIV.

Several studies have reported that transfected neurons
accumulate GFP-actin at dendritic spines, making them
clearly visible without affecting synaptic transmission [15, 35,
36]. We transfected cultured hippocampal neurons with a
plasmid encoding GFP-actin under the control of a neuronal
PDGF (platelet-derived growth factor) promoter to avoid
overproduction and toxicity of GFP-actin (Figure 1(a)) [28,
29]. In these neurons, growing for more than 18DIV, staining
with rhodamine phalloidin largely colocalizes with GFP-
actin positive dendritic spines (90% of colocalization, data
not shown). This result is consistent with the reported
enrichment of actin filaments in the spines [37, 38].

To characterize actin dynamics at the spine, we have
employed FRAP as previously described [39, 40]. Our
approximation is based on the work of Star et al. [15] and
Koskinen et al. [36]. Basically, we are assuming that (1)
actin monomers are free to move in and out of the spine
compartment and (2) most of the actins in the spine are in
filamentous form, and these are in a dynamic equilibrium,
continuously poly- and depolymerizing. Therefore, the net
recovery of fluorescence at the steady-state (the so-called
mobile fraction, MF) includes the free diffusion of actin
monomers, plus the proportion of filaments in dynamic
equilibrium. Assuming that actin monomer diffusion is
constant [41], a low proportion of stable filaments should
render high values of mobile fraction, and, conversely, a high
proportion of stable actin filaments would produce lower
mobile fraction values (Figure 1(b)). Finally, the fluorescence
recovery rate is proportional to the velocity of actinmonomer
incorporation to the plus ends of filament, making FRAP a
suitable technique tomeasure actin treadmilling (Figure 1(b))
[36].

3.2. The Mobile Fraction Value Is Specific to Each Individual
Spine. In agreement with the previously reported studies, the
recovery curve has two clearly distinguished components,
each adjusted to a single exponential curve. The fast (initial)
component showed a mean time constant of 0.61 ± 0.09 s.
Similar time constant diffusion was obtained when spines
from monomeric GFP-transfected (mGFP) neurons were
analyzed (0.53 ± 0.093 s), supporting the idea that this fast
component was driven by pure diffusion (Figure 1(b) insert
and Figure 3(e)). The first component was only uncovered
when a fly mode acquisition was employed and was ignored
in most of the experiments because it does not provide any
information about actin cytoskeleton dynamics. The second
component was mostly driven by actin polymerization;

consistently, Cytochalasin D (5 𝜇M) treatment, a barbed-
end capping drug, reduced the mobile fraction to 0.30 ±
0.13 and slowed recovery fluorescence time as previously
described (Figure 1(b); [15]). Jasplakinolide 1 𝜇M treatment,
a membrane permeable actin filament stabilizer, greatly
impairs fluorescence recovery (MF: around 5%; statistically
nonsignificant), further confirming that the slower compo-
nent depends of F-actin polymerization.

The population of mobile fraction values follows a con-
tinuous distribution (values range from 0.2 to 1.1; recovery
values higher than 110% were discarded), with a mean value
of 0.78 ± 0.01 (Figure 1(c)). When several spines from the
same neuron were analyzed, we observed a large variability
of MF values within a single neuron (see Figure 1(d) as an
example). Therefore, our first question concerned the origin
of this variability. Was the mobile fraction regulated by the
age of the culture or by the proximity of the spine to neuronal
soma?Thus, spinemobile fractionswere analyzed for a period
of five days (18, 20, and 22 days in culture) and MF values
were averaged and segregated, according to their dendritic
origin (primary, secondary, and tertiary dendrite) and age of
the culture. The results (Figure 1(e)) indicate that neither age
of the culture nor the distance from the cell body affects spine
mobile fraction (similar mean values were obtained when
spines were segregated in 20𝜇m intervals, data not shown).
Despite variability, no differences were found when average
mobile fraction values were compared among neurons or
between single neurons and the whole population of MFs
(Figure 1(f)). In summary, considering these results as a
whole, we assume that mobile fraction variability can be
attributed to the individual spines themselves, and not to
neurons or culture age.

3.3. Astrocyte Contacts Modulate Spine Actin Dynamics.
From a spurious observation, we began to suspect that
the presence of astrocytes might modulate mobile fraction.
Therefore, to evaluate the role of astrocytes modulating actin
dynamics at the spine level, we performed FRAP experiments
with two types of cultures: regular cultures growing over
an astrocyte monolayer (condition: “Ast high”) and in the
partial/total absence of astrocytes (condition: “Ast low”)
(Figures 2(a) and 2(b)). Both types of cultures developed
spines after 16 days in vitro, and recordings were made
between 18 and 22 days in vitro. Despite the fact that neurons
exhibit a normal growth in the absence of astrocytes, we
observed a consistent reduction in basal fluorescence levels
at the spines. To test whether differences arise from spine
size, we analyzed the spine head area in both experimental
conditions. No significant differences were found in average
head area between the two conditions (“Ast high”: 0.73 ±
0.03; “Ast low”: 0.78 ± 0.04 𝜇m2), although the cumulative
frequency distribution indicates that small spine head areas
were more abundant in “Ast low” conditions (Figure 2(c)).
Moreover, the initial fast component of recovery in “Ast
low” conditions had a mean time value of 0.65 ± 0.04 s,
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Figure 1: Mobile fraction values do not correlate with culture age or dendrite localization. (a) (A) An example of hippocampal neurons
(growing in the presence of astrocytes) transfected with GFP-actin. Scale bar: 20 𝜇m. Pictures on the right (B to E) are higher magnification
images showing prebleach (B), bleach (C), postbleach (D), and late phase of recovery (E) (60 s). Scale bar: 1𝜇m. (b) Normalized fluorescence
recovery curve of (a), showing the two fractions of fluorescence recovery: stable and mobile fractions (𝑛 = 212 spines, black circles). An
example of the recovery in the presence of Cytochalasin D (CytD) (5 𝜇M) in the extracellular solution (𝑛 = 4 spines, blue circles). Top insert:
comparison of the initial phase of GFP-actin (black line) and monomeric GFP (red line) recovery curves. Note the similarities between
both initial phases in the first 1–3ms. (c) Graph frequency distribution of mobile fractions from neurons 20DIV growing in the presence of
astrocytes. Mean average was 0.78 ± 0.01 (𝑛 = 10 neurons, 𝑛 = 5 independent cultures, and 𝑛 = 212 spines). (d) Neuronal structure drawing
indicating the localization of the recorded spines. Note the variability in MF values along neuronal dendrites. (e) Mobile fraction values were
averaged according to their dendrite type (primary, secondary, or tertiary), and the same value was calculated at days 18, 20, and 22 in vitro
(𝑛 = 10 neurons, 𝑛 = 5 independent cultures, mean ± SEM). As the graph shows, no differences were found for culture age or dendrite
localization (two-way ANOVA with Tukey’s multiple comparison test, ns). (f) Average mean of mobile fraction values from ten individual
neurons was compared with the overall population of MF mean. No statistical differences were found among neurons or when each neuron
was independently compared to the whole population. Only values from 20DIV were used in this analysis (one-way ANOVA, ns) (𝑛 = 10
neurons, 𝑛 = 5 independent cultures, mean ± SEM).



6 Neural Plasticity

(a) (b)

Ast low
Ast high 

0.5 1.0 1.5 2.0 2.50
0

20

40

60

80

100
Cu

m
ul

at
iv

e d
ist

rib
ut

io
n

Spine head area (𝜇m2)

(c)
Ast low
Ast high 

0.
1

0.
2

0.
3

0.
4

0.
5

0.
6

0.
7

0.
8

0.
9

1.
0

1.
10

Mobile fraction (%) 

0

5

10

15

Fr
eq

ue
nc

y 
(%

)

(d)

BleachPre Post

(A)

(B)

(C)

(e)

**

BleachPre Post

(A)

(B)

(C)

(f)

10 20 30 40 50 60
Time (s)

Ast low

Ast high

0
0

20
40
60
80

100
120

N
or

m
al

iz
ed

 fl
uo

re
sc

en
ce

(g)

Figure 2: Astrocyte contact regulates actin mobile fraction. (a-b)The pictures show two neurons growing over a layer of astrocytes ((a) “Ast
high” condition), or in the near-absence/absence of astrocytes ((b) “Ast low” condition). Notice how in the “Ast low” condition a large part of
the neuron has no contact with the surrounding astrocytes. Neurons were transfected with GFP-actin (green) and astrocytes were identified
by GFAP staining (red). Scale bar: 10 𝜇m, 21 days in vitro. (c) Cumulative distribution of spine head areas comparing “Ast high” (black) versus
“Ast low” (red) (𝑛 = 198 spines “Ast high” and 𝑛 = 64 spines “Ast low”) (Kolmogorov-Smirnov test, ns). (d) Frequency distribution of mobile
fractions in “Ast low” conditions (red bars) (𝑛 = 82 spines). Of interest is that the MF was drastically reduced in the “Ast low” condition,
as compared to the “Ast high” condition (Mann-Whitney test, 𝑝 < 0.0001). The mobile fraction values distribution of “Ast high” conditions
was included for comparison (black bars). (e and f) In vivo confocal images. (e) To evaluate the presence of direct astrocyte contact with the
recorded spine, membranes were stained with the lipophilic dye FM4-64 (4𝜇M, red). The dendrite shown in (e) “Ast high” condition was
lying on top of an astrocytic layer. Longitudinal sections at higher magnification were performed to study spine surroundings (approximately
marked as a dashed line), pictures (A) to (C) (overlap, FM4-64 and GFP-actin, resp.). Scale bar: 1𝜇m. Bottom: detailed pictures of selected
frames obtained from the FRAP experiment, prebleach, bleach, and postbleach. Scale bar: 1𝜇m (𝑛 = 8). (f) Detailed picture of a dendrite
growing in “Ast low” conditions. Scale bar: 1𝜇m. Notice how FM4-64 staining was only present along the dendrite, but not surrounding
the spine. A section of the optical longitudinal acquisition is shown in pictures (A), (B) and (C). Bottom: selected frames obtained from the
FRAP experiment, prebleach, bleach, and postbleach. Scale bar: 1𝜇m (𝑛 = 5). (g) Normalized fluorescence recovery curve of the depicted
spines growing in “Ast high” (black dots) and “Ast low” (red dots). Notice that spines growing in “Ast high” conditions are characterized by
a recovery close to 80%, while spines growing in “Ast low” conditions present a recovery close to 50%.
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similar to that obtained in “Ast high” conditions, implying
that the diffusion rate is unaffected by the presence/absence
of astrocytes in the culture.

In contrast, different results were observed when the
mobile fraction was quantified. In “Ast low” conditions, the
MF was drastically reduced (Figures 2(d) and 2(g), red open
circles). Although some variability is present, the frequency
distribution clearly indicates that neurons growing in these
conditions have lower mobile fractions, with a range between
0.1 and 0.8 and a mean value of 0.54 ± 0.02 (Figure 2(d)).

To confirm the presence of astrocytes nearby or in close
proximity to the spine, in a small number of experiments,
FM4-64 (a lipophilic dye) was included in the culture
media during the recording conditions. In these conditions,
and without stimulated endocytosis, FM4-64 adheres to all
extracellular membranes, allowing easy identification of the
presence of membranes around the spine. As indicated in
Figure 2(e), in “Ast high” conditions, dendrites lie on top of a
membrane surface. FM4-64 staining showed a sandwich-like
distribution, enfolding dendritic spines (see linear scanning
in insert, Figure 2(e)(A, B, and C)), indicative of amembrane
around the spine. This spine showed a mobile fraction value
close to 80% (Figure 2(g), black closed circles). In clear
contrast, the spine from the “Ast low” conditions was almost
devoid of red fluorescence around the spine (see insert in
Figure 2(f)(A, B and C)). In this case, fluorescence recovery
was close to 30% (Figure 2(g), red open circles).

In addition to the physical contact between the dendritic
spines and astrocytes, it is possible that glial cells release
soluble factors into the medium that affect actin dynamics
[42]. In order to test possible contributions of soluble factors,
we studied some “Ast low” neurons treated with astrocyte-
conditioned medium, but no significant effects were seen in
the actin mobile fraction. Due to this absence of significant
effects and the fact that themedium compositionmay depend
on many, highly variable factors (age of astrocytes, frequency
of medium replacement, degradation, etc.), we chose not
to pursue these experiments any further. Nevertheless, we
cannot completely rule out that some undetermined soluble
factors could affect actin dynamics.

3.4. Spines Can Be Divided into Two Populations, accord-
ing to Their Recovery Constant. As mentioned earlier, the
recovery rate of GFP-actin fluorescence is proportional to
actin polymerization velocity. To study the variability of this
parameter in our neuronal population, we analyzed the rate
of recovery by fitting the second component of the recovery
curve to an exponential growth described by a tau value
(𝜏). Recovery time values show a high degree of variability,
ranging from 1.1 to 46.8 seconds. The frequency distribution
graph suggests the existence of two populations of spines,
determined according to their recovery time (Figure 3(a)).
The frequency distribution was fitted to a double Gaussian
distribution, with two average values of 6.02±2.70 and 14.87±
6.32 seconds, respectively. The kinetics of recovery were also
affected by the lack of astrocytes. In these culture conditions,
constant times presented a doubleGaussian distribution,with

twomean values of 13.16±5.84 and 33.22±3.55 (Figure 3(b),
red bars).

We then proceeded to evaluate whether there was any
relation between recovery times andMF values (in “Ast high”
condition). As shown in Figure 3(c), the relation betweenMF
and tau values reinforces the existence of two populations of
spines: one characterized by a faster recovery (up to 10 s) and
lower MF values and a second population characterized by
slower recovery times and higher levels of MF (Figure 3(c)).
A similar distribution can be observed when mobile fraction
values are plotted versus spine head size. Two populations
became apparent in this graph: one with a smaller size and
lowermobile fractions and a second one with larger areas and
higher mobile fractions (Figure 3(d)).

Therefore, it follows that tau and spine size area are
also related, with smaller spines displaying faster recovery
times and larger spines being more prone to showing slower
recovery times (Figure 3(e), closed dots, left axis). It can
be argued that if diffusion is the main driver, the recovery
time constant and photobleached area will follow a linear
regression that is simply the effect of increasing the bleached
area [43]. To test this hypothesis, recovery rates were analyzed
for a simple diffusion process employing EGFP transfected
neurons, and recovery time values were plotted against
spine head areas (Figure 3(e), open circles, right axis). As
Figure 3(e) indicates, recovery times are ten times slower
when employing GFP-actin, which rules out diffusion as a
main driver controlling actin velocity recovery.

To confirm whether this distribution of actin recovery
timeswas a general characteristic of the spines or a peculiarity
of the hippocampal cultures, we performed a similar experi-
ment employing hippocampal organotypic slices transfected
with GFP-actin (Figure 3(f)). In this condition, the estimated
meanMFwas 0.84±0.02, which was not statistically different
from the MF obtained from the cultures. The differences
between these two models emerged when recovery times
were analyzed. As Figure 3(f) shows, the frequency distribu-
tion of tau values from the organotypic slices indicates the
presence of a single population of spines with amean value of
25.06 ± 1.9 seconds (blue bars). Interestingly, all spines from
organotypic cultures have slower recovery times. This result
was confirmed when the spine area was plotted against MF.
As Figure 3(d) indicates, all values from slices are segregated
into a population of spines with larger areas and higher MF
values (Figure 3(d), blue circles).

3.5. Spines Contain Polymerization Hot Spots. Previous stud-
ies using photoactivated actin in combination with high-
resolution techniques suggested the existence of polymer-
ization hot spots along spine head structure [17]. To eval-
uate this point, we devised a simple experimental protocol
employing conventional confocal microscopy. To this end, a
line scanning mode (x, t mode) was used to perform FRAP.
Employing this acquisitionmode, only a narrow longitudinal
area was scanned (close to 300 nm wide). This allowed us to
reduce time sampling values to 1-2ms (Figures 4(a)-4(b)).
Using this acquisition mode, we were able to differentiate
between the recovery rate of the distal part of the spine
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Figure 3: Spines can be divided into two categories, according to their fluorescence recovery time. (a) Frequency distribution of tau values
in “Ast high” condition (black bars) (𝑛 = 205 spines). Distribution was adjusted to a two-Gaussian distribution, with two peak values of
6.02 ± 2.70 and 14.87 ± 6.32 seconds (𝐹 test, 𝑝 < 0.0001) (gray line). Insert depicts two representative recovery curves for each category. Only
the initial 30 seconds are displayed. Curves were normalized and scaled to the same initial time. (b) Frequency distribution of tau values in
the “Ast low” condition (red bars) (𝑛 = 72 spines). Distribution was adjusted to a two-Gaussian distribution, with two estimates peak values
of 15.12 ± 2.3 and 35.42 ± 4.22 seconds (𝐹 test, 𝑝 < 0.0001) (gray line). Black bars show the frequency distribution of tau values in “Ast high”
condition, plotted for comparison. (c)Themobile fraction of each “Ast high” spine was plotted against its recovery time value (dotted line, one
phase exponential association). Note that spines with higher mobile fractions present slow recovery times, and vice versa. (d) Mobile fraction
values of “Ast high” spines were plotted against their spine head area (black dots) (𝑛 = 210 spines). Of interest, spines with a larger head
area show higher mobile fractions, and vice versa. Blue dots represent spines from hippocampal culture slices (𝑛 = 44 spines). Spines from
hippocampal slices showhighmobile fractions and larger spine head areas. (e) Left axis: spine head areas were grouped (0.2 𝜇m2 intervals) and
their mean average areas were plotted against their average recovery time (𝑛 = 198 spines, mean ± SEM).The value distribution was adjusted
to a linear regression (slope: 11.89 ± 0.80). Right axis: same relation employing spines transfected with monomeric GFP (slope: 0.69 ± 0.054)
(𝑛 = 9 spines). Both graphs show a lineal relation between bleach area and fluorescence recovery constant, although with a tenfold difference
in scale. (f) Right picture. (A) Example of two pyramidal hippocampal neurons expressing GFP-actin from an organotypic slice culture. Scale
bar: 20𝜇m. (B to D) Sequential frames of a FRAP experiment. Scale bar: 2 𝜇m.Averagemobile fraction was estimated to be 0.84±0.02 (𝑛 = 49
spines). Left graph: frequency distribution of tau values obtained from hippocampal slices (𝑛 = 42 spines, blue bars). Notice how slice spines
fall mostly into a single distribution. Spine MF values from cultures and slices were not statistically different (Mann-Whitney test, ns).
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Figure 4: Spine head contains polymerization hot spots. (a) Example of spines from neurons in culture with astrocytes present, transfected
with GFP-actin. The white line highlights the area selected for FRAP, employing a line scanning mode. In this mode, the scanned area is
limited to the drawn line (around 200–300 nm wide). The spine is labeled with an arrow and the dendrite with an asterisk. Scale bar: 5 𝜇m.
(b) Section of a recovery image from the initial postbleach period, obtained with the lineal acquisition mode. The 𝑦-axis corresponds to
the acquisition time in ms (each line, 1ms) and the 𝑥-axis corresponds to the localization in microns along the line. Spine and dendrite
are marked with an arrow and an asterisk, respectively. Spine length was arbitrarily divided into two sections (highlighted by the yellow
dashed box), corresponding to the distal and proximal part of the spine (notice how the proximal part includes the neck of the spine and a
portion of the head). Scale bar: 2 𝜇m. (c) Example of normalized fluorescence recovery curve of the spine in (b). The distal part of the spine
(red) and the proximal area (black) were analyzed and plotted independently. The blue line shows the fluorescence recovery curve of the
entire yellow box area (sum of distal and proximal areas). In this particular example, at the times when the distal area recovery rate drops,
a proportional increase at the distal area is found. Therefore, the total average fluorescence recovery does not change (blue line). Out of the
25 spines analyzed, 13 (52%) showed differences in the recovery rate between the distal and proximal areas of the spine, as shown in the
example. (d) Normalized fluorescence recovery curve after addition to the culture media of Latrunculin A (200 nM), an organic compound
that blocks actin polymerization by sequestering actinmonomers. Notice the reduction inmobile fraction value and the absence of distributed
polymerization.

(cortical head area) and the proximal area (closer to the
neck of the spine) (highlighted as a dashed yellow box in
Figure 4(b)). When fluorescence recovery curves from each
section were independently analyzed, transient changes in
the slope of recovery were visible (Figure 4(c)). The changes
in one area were accompanied by an equivalent alteration,
but in the opposite direction, in the other areas of the spine

(Figure 4(c), comparison of recovery between distal and
proximal areas). A similar phenomenonwas observed in 52%
of the spines studied (13 of a total of 25 spines). Oscillations
in the slope of recovery were observed in either the distal or
proximal areas of the spine in a similar proportion, with no
differences between large or small spines. Similar phenomena
in the fluorescence profile were also evident during basal
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recording, even though the reduction of fluorescence after
bleaching facilitated the discrimination (data not shown). To
confirm that actin polymerization was the primary cause of
these oscillations in fluorescence recovery rate, a series of
experiments were performed, adding 200 nM of Latrunculin
A (LatA) to the extracellular solution. LatA, an organic
compound with a high affinity for monomeric actin, pre-
vents actin polymerization by sequestering actin monomers.
Despite a reduction in the recovery rate in the presence of
LatA, the recovery profile was similar between the two areas
of the spine head (Figure 4(d), 𝑛 = 16). Similar results were
obtained when Jasplakinolide 1 𝜇M was added to the culture
media (data not shown).

4. Discussion

It has been proposed that a highly dynamic actin cytoskeleton
in dendritic spines is necessary to support and regulate spine
morphology, as well as synaptic transmission and plasticity.
In the present report, we have confirmed the plastic nature of
this actin cytoskeleton.

Spine actin mobile fraction values were not homogenous
in either slices or cultures. On the contrary, we found a
large degree of variability, with values between 20 and 100%,
although the majority of spine MF values were concentrated
close to 80%. Similar to the results of the pioneering work of
Star and colleagues, we found that nearly all spines contained
a large amount of dynamic actin [15].

Other authors have previously reported a progressive
reduction in mobile fraction associated with culture aging
[36]. However, our results show a large and stable MF mean
value that is independent of the age of the culture or even
the distance to the soma, a result that is in agreement with
the lack of changes in hippocampal cultures reported by
Star and colleagues [15]. Similar to this work, in our study,
large spines that theoretically must bear large postsynaptic
densities were associated with large mobile fractions and
relatively slow actin recoveries. Confirming these findings,
in hippocampal organotypic slices from 7-day-old animals,
all spines had a large area and were characterized by highly
mobile fraction values. However, it must be recognized that
different age and culture conditions, or even FRAP protocols
[44], among laboratories would certainly induce different
spine actin turnovers that could contribute to explaining the
discrepancies in the reported results.

The main finding of our paper is the presence of two
spine populations (faster and slower recovery) in culture
conditions based on their polymerization rate, and, notably,
only one population in organotypic slices (slower). Spine
heads typically contain a major dense network of short
cross-linked and branched filaments [13]. Since Fluorescence
Recovery After Photobleaching quantifies the incorpora-
tion of new fluorescent monomers, recovery time constants
express, or must be proportional to, the polymerization rate.
Attending to the double Gaussian distribution observed,
we have classified the spines into slow polymerization (tau
values between 10 and 25 seconds) and fast polymerization
(between 2 and 10 seconds) groups. Interestingly, analysis

of the spine head areas demonstrated that large spines were
associated with slower recovery rates, while small spines
displayed a faster recovery. Different molecular components
at the spine ultrastructural level should easily explain the
dynamic differences. A large set of actin binding proteins,
such profilin II, gelsolin, debrin, andArp2/3, have been found
to be associated with the spine cytoskeleton (for a review,
see Cingolani and Goda [19]). Among them, Cofilin 1/ADF
has been recognized as a key regulator controlling F-actin
assembly and disassembly [45]. Binding of ADF/Cofilin to
actin is controlled via phosphorylation (inactivation) and
dephosphorylation (activation) by LIM kinases (LIMK) and
slingshot phosphatases, respectively [46], both of which are
known to exert powerful control over spine morphology
and synaptic plasticity [46]. Overexpression of an inactive
form of Cofilin results in more mature spines through an
AMPA receptor traffic-dependent mechanism [47]. Inactive
Cofilin mutants increase F-actin [48] contents and reduce
the actin dynamics measured by FRAP [49]. On the other
hand, Cofilin 1 promotes F-actin assembly during LTP [50];
conversely, it is required for F-actin disassembly and spine
shrinkage during LTD [51]. Such a dual function of Cofilin
1 thus suggests that it may be responsible, at least in part, for
the observed variability among turnovers and actin mobile
fractions. However, based on the complexity of the signal
cascades that control actin dynamics, it is very likely that
additional molecular pathways are also involved. An accurate
proportion and compartmentalization of the actin binding
proteins inside the spine would be crucial to ensuring proper
spine morphology and function. Future experiments quan-
tifying and analyzing the distribution of proteins controlling
polymerization within the spine are necessary.

Spine size distribution was different between primary
cultures and slices. In primary cultures, a large proportion
of spines were smaller than their counterparts found in
slices. We must keep in mind that our measurements are
relative, based on an estimation of the spine area from a two-
dimensional image. Levels of transfection among neurons
or even the microscope employed might affect this variable.
Nevertheless, a simple explanation might be the different
developmental stage of spines in these two systems. Thus,
young spines of small size may be more abundant and more
easily found in primary cultures, while this category of spines
progressively diminishes in slices until its final elimination
[52]. Further experiments analyzing spine size distribution,
comparing primary cultures and slices, would be needed to
clarify this point.

An unexpected result was the role of astrocytes, which
participated in the dynamics of the actin cytoskeleton of
the spine. The absence of astrocytes shifted the actin mobile
fraction distribution to smaller values and slower recover-
ies. A substantial series of reports have demonstrated that
astrocytes play a critical role in regulating synapse formation
and activity in the central nervous system [53, 54]. Astro-
cyte presence increases synapse formation, maturation, and
stabilization [20, 27, 55, 56]. Several soluble factors secreted
by astrocytes have been already identified, including throm-
bospondins [57], cholesterol complexes [58], and SPARC
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[59], which are known to be involved in synaptic formation
and maturation. Moreover, the age of astrocytes in cultures
regulates the probability of release and synapse maturity
of cocultured neurons [60]. In addition to secreted fac-
tors, astrocytes can regulate synaptogenesis through physical
interactions, and local contact by astrocytes thus elicited PKC
activation by means of integrin receptor activation within
the neuron, facilitating glutamatergic synaptogenesis [61].
Ephrin interactions between neurons and astrocytes have
been implicated in spine morphology regulation. EphA4, a
family of tyrosine kinase receptors, is enriched in dendritic
spines and its ligand ephrin-A3 is localized at the astrocytic
processes [56]. Acute inhibition of ephrin/EphA4 signaling
in hippocampal neuronal cultures produces irregular spines
with thinner heads [56]. Consistent with a role in neuron-
astrocyte signaling, acute application of EphA4/Fc (which
inhibits endogenous interaction of EphA4) decreases the
contact lifetime between astrocyte processes and spines and
reduces astrocyte-dependent stabilization of newly formed
dendritic spines in organotypic hippocampal cultures [27].
Therefore, synaptic maturation and neuronal activity are
among themany forms of astrocytic control. At this point, we
cannot determine which signaling pathways might mediate
the effect of surrounding astrocytes on the actin cytoskeleton
within the spine. Nevertheless, we cannot rule out the
influence of secreted factors. Further experiments will be
needed to address this issue.

Finally, our experiments confirmed the existence of poly-
merization hot spots along the spine structure, as previously
shown by Frost and colleagues [17]. In their work employing
a combination of PALM techniques, the authors demonstrate
the existence of discrete and separate foci along the spine head
and neck, where actin polymerization velocity was elevated.
The authors conclude that some of these hot spots can be
associated with areas of receptor endocytosis. Our results are
based on the use of fast line scanswith a low spatial resolution,
but a fast acquisition rate (1-2ms). Spatial resolution is
limited under these conditions. Our calculations employing
fixed cells established a wide 300-nm range, limiting the
measured area and therefore reducing the probabilities of
detecting simultaneous hot spots. Interestingly, the presence
of a polymerization hot spot was accompanied by a similar
area of slower polymerization, suggesting a flux of actin
monomers within the spine. This net flux of actin monomers
would remain undetected when whole spine fluorescence is
measured.

Synapses are inherently plastic and undergo persistent
changes in strength and postsynaptic receptor composition
[62]. Spine cytoarchitecture has been also associated with
synaptic plasticity. Synaptic changes that support long-term
plasticity (i.e., LTP) evolve through consecutive stages, and
every stage involves a different set of actin functions (for a
review, see Rudy [63]). Remarkably, these changes are not
coupled with changes in nearby spines [64–67], support-
ing the functional/biochemical independence of each spine.
Interestingly, the development of the two-photon glutamate
uncaging technique has allowed the stimulation of a single
spine while simultaneously imaging its morphology [68].

With this approach, it has been found that, upon stimulation,
a single dendritic spine rapidly changes its morphology,
enlarging its head for the first few minutes and eventually
experiencing a whole-volume change that lasts for hours
[67, 68] (for a review, see Nishiyama and Yasuda [69]).

We have observed a large degree of actin variability
among spines, even on the same dendrite. This finding
reinforces the notion that, at the biochemical and structural
levels, each spine is self-regulated independently of its neigh-
bors. One can speculate about the reasons for the observed
variability among the spines, but an independently regulated
actin cytoskeletonwould indisputably subserve a large degree
of systemic plasticity. In other words, every spine would
independently adapt its structure to the ongoing synaptic
strength, with the actin cytoskeleton being the main element
responsible for these changes. As Professor Yuste proposed,
the electrical and biochemical independence of each spine
supports the brain’s ability to form a plastic nonsaturated dis-
tributed circuit, where every spine is independently regulated
[70].

It goes without saying that we are still far from having
a complete understanding of actin dynamic participation in
spine morphogenesis and physiology. We believe that future
work must be undertaken to understand the different roles
of actin binding proteins within the spine and to specifically
quantify the participation of actin dynamics in the process of
AMPA glutamate receptor endocytosis.

5. Conclusions

The main findings of our report are, first, the confirmation
of the dynamic nature of the actin cytoskeleton at the spine
head level. This dynamic is individually regulated by each
spine, independently of neuron age or distance from the cell
body. Second, we have found that the presence of astrocytes
is an important regulator of the actin mobile fraction and
polymerization rate.Third, according to their polymerization
rate, spines can be categorized into two populations in
primary cultures, or a single population in organotypic slices.
Finally, our results confirm the presence of polymerization
hot spots within the spine.
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Synapses mediate communication between neurons and enable the brain to change in response to experience, which is essential
for learning and memory. The sites of most excitatory synapses in the brain, dendritic spines, undergo rapid remodeling that
is important for neural circuit formation and synaptic plasticity. Abnormalities in synapse and spine formation and plasticity
are associated with a broad range of brain disorders, including intellectual disabilities, autism spectrum disorders (ASD), and
schizophrenia.Thus, elucidating themechanisms that regulate these neuronal processes is critical for understanding brain function
and disease.The brain-specific angiogenesis inhibitor (BAI) subfamily of adhesionG-protein-coupled receptors (adhesion-GPCRs)
has recently emerged as central regulators of synapse development and plasticity. In this review, we will summarize the current
knowledge regarding the roles of BAIs at synapses, highlighting their regulation, downstream signaling, and physiological functions,
while noting the roles of other adhesion-GPCRs at synapses. We will also discuss the relevance of BAIs in various neurological and
psychiatric disorders and consider their potential importance as pharmacological targets in the treatment of these diseases.

1. Introduction

Mental, emotional, and autonomic functions of the brain
arise from interactions between the nearly 100 billion neurons
that comprise this organ in humans. On average, each neuron
forms 1,000 specialized contacts, or synapses, with other neu-
rons. Synapses are asymmetric, complex, and highly dynamic
[1, 2]. The plasticity of synapses and dendritic spines, the
morphological structures that are the loci of most excitatory
synapses in the central nervous system (CNS), are widely
believed to underlie learning and memory and are frequently
altered in neurodevelopmental and neurodegenerative dis-
eases [3, 4].Thus, understanding the development, dynamics,
and elimination of synapses is crucial for human health. A
dizzying array of signals coordinates these processes, and
thus receptors are an integral component of the synaptic
regulatory machinery [1–4]. Receptors also represent the

most accessible point at which to manipulate these processes
pharmacologically [5].

2. Adhesion-GPCRs

G-protein coupled receptors (GPCRs) comprise a superfam-
ily of approximately 800 members in humans, including
many important drug targets [6]. They exhibit a character-
istic seven-transmembrane (7TM) core structure by which
GPCRs interact with and activate a variety of heterotrimeric
G-proteins, which in turn activate or repress intracellular sig-
naling cascades [7]. Adhesion-GPCRs are a GPCR subfamily
with 33 members in humans that are characterized by an
extended N-terminal extracellular segment connected to the
core GPCR structure by a distinctive GPCR autoproteolysis-
inducing (GAIN) domain, which is present in all adhesion-
GPCRs except GPR123 [8, 9]. The N-terminal segments of
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most adhesion-GPCRs contain multiple domains capable of
binding to other cells or the extracellularmatrix [8–10].These
include at least 16 different types of domain, with multiple
types frequently occurring within the same protein; domains
include cadherin-like repeats, thrombospondin-like repeats,
rhamnose-binding lectin domains, and calnexin domains.
Adhesion-GPCRs can be divided into 9 subfamilies based on
phylogenetic analysis of the GPCR moiety; members of the
different subfamilies generally also have related complements
of N-terminal adhesive domains [9, 10]. GAIN domains
mediate autoproteolytic cleavage of adhesion-GPCRs during
translation in the ER at a site within the GAIN domain called
theGPCRproteolysis site (GPS) [11, 12]. After cleavage, theN-
and C-terminal fragments (NTFs, CTFs) of most adhesion-
GPCRs remain noncovalently associated [9, 10]. However,
this scenario is complicated. Some adhesion-GPCRs do not
undergo autoproteolysis, and some that do may even swap
NTFs with other adhesion-GPCRs resulting in “hybrid”
adhesion-GPCRs [9, 13, 14]. Cell type and ligand bindingmay
affect cleavage and association of the resulting fragments.
It has been widely believed that the NTFs may repress the
signaling mediated by CTFs, and that ligand binding relieves
this inhibition, possibly by causing dissociation of the NTF
from the CTF [8, 15]. Recently, a peptide agonist sequence
named Stachel was identified on the C-terminal side of the
GPS of adhesion-GPCRs.This sequence, which is specific for
a given adhesion-GPCR, can activate G-protein dependent
signaling through the adhesion-GPCR when it is unmasked
by removal of the NTF or conformational changes in the
protein (either of which is presumably ligand-induced) [16].
Identification of the GAIN domain and Stachel sequence
are both recent findings, illustrating a rapid advance in the
knowledge of adhesion-GPCR biology after years lagging
behind other GPCRs.

Adhesion-GPCRs function in various tissues throughout
organisms [8, 9], but an important driving force of recent
rapid advances in adhesion-GPCR biology has been the
discovery that adhesion-GPCRs regulate the development
and function of many aspects of the nervous system. These
include migration of neuronal precursors, axon guidance,
myelination of axons, vascularization of the brain, and
synapse formation and function [8, 9]. In this brief review,
we highlight the roles of the brain-specific angiogenesis
inhibitor (BAI) subfamily of adhesion-GPCRs at neuronal
synapses. Adhesion-GPCR nomenclature arose over a long
period of time and in a nonsystemic manner. Recently, a
systemized nomenclature was proposed for this family [9].
Thus, the members of the BAI subfamily, BAI1–3, would now
be named ADGRB1–3. This new nomenclature is not yet
in standard use, and we will use the traditional names for
adhesion-GPCRs, noting the new designations of adhesion-
GPCRs we discuss. For general information on adhesion-
GPCR function we direct the reader to several excellent
recent reviews [8–10, 12].

3. The BAI Subfamily of Adhesion-GPCRs

BAI1, BAI2, and BAI3 (ADGRB1–3) comprise a subfamily
of adhesion-GPCRs that are highly expressed in the brain

[9, 17]. BAIs are large proteins, approximately 200 kDa in size,
with each possessing a long N-terminal region containing
multiple adhesive thrombospondin type 1 repeats (TSRs), a
hormone-binding domain, and the autoproteolysis-inducing
GAIN domain (Figure 1). BAIs also contain an extended
intracellular region C-terminal to the conserved 7TM GPCR
domain that terminates in a PDZ-bindingmotif, QTEV (Gln-
Thr-Glu-Val) [18]. BAI1 contains an additional TSR (five in
total), an integrin-binding RGD (Arg-Gly-Asp) motif, and a
C-terminal proline-rich region not present in the other two
BAI family members (Figure 1).

BAI1 was initially identified as a target gene of the tumor
suppressor p53 [19]. Genes encoding BAI2 and BAI3 were
subsequently discovered based on their homology with BAI1
[20]. BAIs are widely expressed in postnatal and adult brain,
with BAI1 and BAI2 mRNA levels peaking at postnatal
day 10 (P10), while the level of BAI3 mRNA is highest 1
day after birth [21]. BAI1 protein is present in neurons,
glia, and macrophages, with particularly high expression in
cortical and hippocampal pyramidal neurons [22–26]. Less
is known about the cellular distribution of BAI2 and BAI3
proteins, although BAI3 is abundant in cerebellar Purkinje
cells [27–29]. In neurons, BAI1 and BAI3 are both enriched
in the postsynaptic density (PSD), suggesting a role for these
proteins in synapse development and/or function [25, 30, 31].

Like most adhesion-GPCRs, BAIs possess a GAIN
domain, but their ability to undergo autoproteolytic cleavage
appears to be cell-type specific and not required for proper
surface trafficking [31]. For instance, while BAI1 is cleaved
at the GPS site in mouse brain and human malignant
glioma cells [11, 32–34], uncleaved full-length BAI1 is also
clearly present in hippocampal and cortical neurons [25].
Cleavage of the BAI1 GAIN domain generates a secreted
120 kDa fragment called Vasculostatin-120 (Vstat120), which
is capable of inhibiting angiogenesis and tumor formation
[32, 33]. BAI1 is also cleaved at a second site N-terminal to
the GAIN domain by matrix metalloproteinase 14 (MMP-14)
[35]. This cleavage event generates a 40 kDa fragment called
Vasculostatin-40 (Vstat40), which also has antiangiogenic
activity [35]. The antiangiogenic effects of Vstat120 and
Vstat40 are primarily mediated by the TSRs, which bind
to the scavenger receptor CD36 and induce proapoptotic
signaling [33]. While proteolytic cleavage of BAI proteins
is thought to both modulate the function of the full-length
receptors and release their NTFs, which can exert their
own physiological effects [18], more work needs to be done
to understand how cleavage is regulated and what precise
consequences it has on BAI function.

Research in the last decade has revealed a number of
important roles for BAI family members in diverse cellular
processes [17, 36]. As indicated above, BAI proteins can
function as potent inhibitors of angiogenesis and tumor pro-
gression [36]. BAI1 expressed in macrophages has also been
shown to bind to phosphatidylserine (PS) and lipopolysac-
charide (LPS) and mediate the engulfment of apoptotic cells
and Gram-negative bacteria, respectively [24, 37]. BAI1 pro-
motes engulfment in response to PS or LPS binding by acti-
vating the associated ELMO/DOCK180 signaling module,
which in turn activates the small GTPase Rac1 and induces
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Figure 1: Schematic representation of BAI family members. BAI adhesion-GPCRs have a diverse collection of signaling and structural
domains. These include thrombospondin type I repeats (TSRs), a hormone binding domain (HBD), the GAIN domain (GAIN), the GPCR
autoproteolysis site (GPS), the characteristic seven-transmembrane domain (7TM), an 𝛼-helical RKR motif (HD), and the PDZ-binding
motif (PBM), which are shared between all three family members. BAI1 has five TSRs, while BAI2 and BAI3 only have four. BAI1 and BAI2
are cleaved by proteases (BAI1 by matrix metalloprotease-14, BAI2 by Furin), which generates truncated fragments at the indicated locations
marked by arrows. BAI1 has an additional integrin-binding RGDmotif in the N-terminus and a proline-rich region (PRR) in the C-terminus.
BAI1 also has a slightly truncated third intracellular loop compared to the other family members. BAI3 has a unique CUB domain in the
N-terminus.

Rac1-dependent actin cytoskeletal remodeling required for
internalization of apoptotic cells or bacteria [24, 37]. The
ability to BAI1 to bind to PS is also important for myoblast
fusion, and loss of BAI1 results in a reduction in myofiber
size and impairedmuscle regeneration inmice [38].TheTSRs
on the N-terminus of BAI family members are essential for
their capacity to regulate these diverse cellular processes, and
therefore proteolysis of the BAI extracellular domain may
dramatically alter BAI function [36].

4. Roles of BAIs at Synapses

Despite the recent advances in our understanding of BAI
function, until recently, little was known about the roles of
BAI adhesion-GPCRs in neurons. Over the last few years,
BAIs have emerged as important regulators of synaptogenesis
and synaptic plasticity. Below, we consider the synaptic
functions of each of the BAI family members in turn.

4.1. BAI1 Function at Synapses. BAI1 is enriched in, though
not exclusively localized to, the PSD in dendritic spines in
hippocampal neurons; this has been shown by biochemical
fractionation and immunocytochemistry in rat hippocampal
neurons andmouse brains [25, 31].This enrichment indicated
that BAI1 might play a role in synaptic formation or function,
and this problem was attacked in two different ways. In
both cases, synaptic effects were found, though the details
vary.

Our approach was to acutely knock down BAI1 both in
vitro using cultured rat hippocampal neurons and in vivo
using in utero electroporation of shRNAs directed against
BAI1 [25]. In both systems, we found that BAI1 plays a key
role in dendritic spine formation. Knockdown of BAI1 in
cultured primary hippocampal neurons resulted in a loss
of spine and synapse density with a shift of remaining
spines to an immature elongated morphology [25]. In vivo
knockdown also resulted in a dramatic loss of spine density
and a shift toward less mature spines in the somatosensory
and the cingulate cortices [25]. BAI1’s prospinogenic and

prosynaptogenic activities are mediated through its inter-
actions with the cell polarity complex Tiam1/Par3 through
its C-terminal PDZ-binding motif [25] (Figure 2). Tiam1 is
an activator of the small GTPase Rac1, which directs the
actin cytoskeletal remodeling that drives spine and synapse
development [39]. Tiam1 couples Rac1-dependent spine and
synapse formation to extracellular signals, including glu-
tamate (via NMDA receptors) [40], ephrin-B (via EphB
receptors) [41], and BDNF (via TrkB receptors) [42]. BAI1
anchors the Tiam1/Par3 complex to dendritic spines where
localized Rac1 activation promotes the formation of dendritic
spines and subsequent excitatory synaptogenesis. Of note,
although other Rac1 activators such as ELMO/DOCK180
bind to BAI1 [24], Rac1 activation leading to spinogenesis
requires only Tiam1, as BAI1mutants lacking the Tiam1/Par3-
interacting motif cannot rescue the knockdown phenotype,
whereas mutants that do not interact with ELMO/DOCK180
can [25].

Consistent with these results, knockout mouse studies
recently revealed a requirement for BAI1 in spatial learning
and synaptic plasticity [26]. BAI1-null mice have severe
deficits in both hippocampus-dependent spatial learning
and memory along with enhanced long-term potentiation
(LTP) and impaired long-term depression (LTD) [26]. An
interesting result arising from this study was the discov-
ery that BAI1 contributes to proper synapse formation
through its ability to stabilize the expression of the post-
synaptic scaffold protein PSD95. BAI1-null mice show sig-
nificant decreases in PSD95 at dendritic spines/synapses.
It was determined that BAI1 binds to and inhibits the
E3 ubiquitin ligase MDM2, thereby preventing the PSD95
degradation that was responsible for the spatial learning
and plasticity phenotypes observed in BAI1-null mice [26]
(Figure 2).

Although both of these studies agreed that BAI1 plays a
role in synapse function, there were important differences in
the results. Our results using shRNAs against BAI1 led to stark
and obvious loss of spines, while the results with the BAI1-null
mice showed no difference in spine density.There are obvious
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Figure 2: Synaptic binding partners and signaling pathways of BAI adhesion-GPCRs. (a) Synaptic interactions of BAI1. On the N-terminal
segment of BAI1, the TSRs and the RGD motif are predicted to bind integrins. The TSRs also putatively bind complement C1ql factors,
although the function of this interaction is unclear. BAI1 activates the RhoA pathway by coupling with G𝛼

12/13
, although this has only been

shown in cultured HEK293T cells and requires confirmation in neurons (red outline). The C-terminal region of BAI1 binds to IRSp53 via its
proline-rich region (PRR), but the function of this interaction needs to be further explored. BAI1 also interacts with the Rac1 activatormodules
ELMO1/DOCK180 (via the 𝛼-helical RKR motif (HD)) and Tiam1/Par3 (via the PDZ-binding motif (PBM)). However, only the Tiam1/Par3
interaction is required for BAI1’s effects on dendritic spine formation and excitatory synaptogenesis. In addition, BAI binds to the ubiquitin
E3 ligase MDM2 and suppresses its polyubiquitination activity on PSD95, stabilizing PSD95 expression levels. (b) Synaptic interactions of
BAI3. The TSRs and the CUB domain of BAI3 have been shown to bind complement C1ql factors C1ql3 and C1ql1, respectively. In cerebellar
development, the C1ql1-BAI3 interaction helps establish proper synaptic connectivity in Purkinje cells andmaintain a single-winner climbing
fiber.The 𝛼-helical RKRmotif (HD) of BAI3 also interacts with ELMO1/DOCK180 to regulate dendritogenesis, but the role of this interaction
in synaptogenesis remains to be determined.

differences in the techniques used that could have given rise
to these differences, and we will return to this issue below.

BAI1’s C-terminal PDZ-binding motif also interacts with
a variety of other synaptic molecules. Proteomic analysis
reveals that the C-terminal segment of BAI1 can bind to PDZ-
domain-containing proteins such as SAP97 (DLG1), Densin-
180, MAGI-1/BAP1, MAGI-2, and MAGI-3 [31]. However,
the exact functions of the majority of these interactions
are not well understood. One potentially interesting BAI1-
binding protein is the insulin receptor substrate 53 (IRSp53),
which binds to a proline-rich region in BAI1’s intracellular
C-terminal segment and is also enriched in the PSD [43,
44]. Since IRSp53 is itself a downstream effector of Rac1
and Cdc42 and a regulator of dendrite spine morphogenesis
[45], future studies that explore the effects of IRSp53-BAI1
interactions could elucidate key mechanisms of spinogenesis
and synaptogenesis. IRSp53’s potential role in autism spec-
trum disorder (ASD) makes this an even more interesting
interaction to investigate [46].

4.2. BAI2 Function at Synapses. Like BAI1, BAI2 is broadly
expressed in the brain, primarily in neurons and astrocytes
[47]. However, the subcellular localization of BAI2 remains
unclear. Roles for BAI2 in neurogenesis and synaptogenesis
have been suggested but not well established experimen-
tally. BAI2-deficient mice were found to display increased
resistance to social defeat stress and reduced immobility in
the tail suspension test, two behavioral assays that assess
depressive behavior in rodents [48]. BAI2-deficient mice
were also shown to exhibit increased neurogenesis in the
dentate gyrus of the hippocampus, where BAI2 is highly
expressed [47, 48]. These two observations are likely related
since enhanced adult neurogenesis has been shown to pos-
itively correlate with resistance to depression [49]. It is also
consistent with reports that BAI2 suppresses the expression
of vascular endothelial growth factor (VEGF) [50], as VEGF
stimulates adult neurogenesis in the dentate gyrus [51]. Loss
of BAI2 could therefore increase VEGF levels, resulting in
enhanced neurogenesis and increased resistance to stress.
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This idea will need to be further investigated. Furthermore,
since stress and depression are known to induce synapse loss,
while antidepressants promote synaptogenesis [52], in future
studies it will be interesting to investigate the possible roles of
BAI2 at synapses.

4.3. BAI3 Function at Synapses. Biochemical fractionation
studies have revealed that like BAI1, BAI3 localizes to excita-
tory synapses in the brain [30, 53]. Furthermore, overexpres-
sion studies examining the localization of BAI3 in transfected
hippocampal neurons have shown that it is highly enriched
in spines where it colocalizes with the postsynaptic marker
PSD95 [28]. Together these findings suggest that BAI3 may
play an important role at excitatory synapses. Indeed, recently
BAI3 was shown to regulate excitatory synapse connectivity
and formation in the mouse cerebellum [28, 29] (Figure 2).
Knockdown of BAI3 using lentivirus-delivered shRNA in P7
pups induced clear deficits in connectivity between cerebellar
climbing fibers and their target Purkinje cells and between
parallel fibers and Purkinje cells by P21 [28]. Dendritic
spine density and vGlut1-positive synaptic contacts were both
decreased in Purkinje cells with reduced BAI3 levels [28].
Similarly, mice lacking BAI3 specifically in Purkinje cells
show a significant decrease in the number of vGlut2-positive
puncta in the cerebellum [29].

BAI3’s role at climbing fiber synapses ismediated through
its interactions with a class of secreted complement proteins
known as the C1q-like complement (C1ql) family. C1ql
proteins are broadly expressed in the brain with different
spatial and temporal expression patterns shown by family
members C1ql1–4 [54]. In particular, C1ql1 is highly expressed
during the first 2 postnatal weeks in various neuronal pop-
ulations, particularly in the hippocampus, cerebral cortex,
and cerebellum [54]. Transient C1ql1 secretion in the cere-
bellum promotes Purkinje cell spinogenesis, and the effect
of modulating C1ql1 expression on Purkinje cell spinogenesis
depends on the expression levels of BAI3 [28]. Critically,
the C1ql1-BAI3 interaction promotes developmental synapse
refinement and triggers elimination of surplus climbing fiber
synapses, helping to select and maintain a single winning
climbing fiber [29]. BAI3 expression in Purkinje cells is
required for this process, and the climbing fiber is the source
of C1ql. Moreover, continued expression of BAI3 is necessary
for maintenance of climbing fiber synapses, and adult mice
lacking C1ql, which possess excess climbing fiber synapses
per Purkinje cell, eliminate these extra synapses when C1ql
is introduced into the animals [29].

C1ql1 interacts with BAI3 through the N-terminal CUB
domain, which is unique to BAI3 [29]. BAI3 also interacts
with another C1ql family member, C1ql3, through its TSRs
[55]. Incubating cultured hippocampal neurons with C1ql3
was shown to decrease excitatory synaptic density, and this
effect was reversed by adding the isolated TSRs of BAI3 to
the culture [55]. This result suggests a role for BAI3/C1ql3 in
hippocampal synapse development akin to the BAI3/C1ql1-
mediated pruning function in the cerebellum described
above. It is not known if BAI3 also plays an earlier role in
promoting synapse formation in the hippocampus. Further,
since the TSRs in BAI3 are present in all BAIs, it is possible

that C1ql3 also interacts with BAI1 and BAI2, but this remains
to be investigated.

BAI3’s role in synapse elimination during cerebellar
development could shed some light on the differences
observed in the shRNA-transfected versus BAI1-null mice
described above. If proper spine formation requires a com-
petition to sort out the “winning” synapse, expression profiles
of relevant proteins in participating neuronsmight contribute
to the resolution of this competition. In the neurons in which
BAI1 was removed via shRNA, only the transfected cells had
a deficit in BAI1, and they represented a small fraction (<5%)
of the total population. If they were in competition with
BAI1-expressing neurons for the establishment of synapses,
and BAI1 promotes winning the competition, then the BAI1
knockdown neurons would be at a decided disadvantage
relative to the vast majority of neurons expressing normal
levels of BAI1. This state of affairs would hold for both the
cultured neurons and the in vivo preparations. On the other
hand, the neurons examined in the BAI1 null mice existed on
a background of BAI1 null neurons.Therefore, the unmarked
neurons would not have an advantage in preserving synapses
and this may explain why no loss of dendritic spines was
observed. Such argument by analogy can only go so far, and
compensation by other BAI family members could also be a
factor, but this hypothesis warrants further investigation.

5. Other Adhesion-GPCRs
Involved in Synapses

In addition to the roles that BAIs play in synaptogenesis and
synaptic function, there is evidence that additional adhesion-
GPCRs function in these roles. Latrophilins are an adhesion-
GPCR subfamily comprised of 3 members latrophilins 1–3
(Lphn1–3 or ADGRL1–3) and ELTD1 (ADGRL4) in humans
and represent one of only two subfamilies conserved in
invertebrates [9]. Latrophilins were identified as receptors
for the black widow spider toxin 𝛼-latrotoxin, which causes
a massive Ca2+-mediated exocytosis of neurotransmitter-
containing vesicles from the presynaptic side of the synapses
[56]. Lphn1 and Lphn3 are largely restricted to the brain,
while Lphn2 is expressed in many tissues [9]. In addition
to their GAIN domains, Lphns contain a hormone recep-
tor motif, an olfactomedin-like domain, and a rhamnose-
binding lectin domain in their NTFs [9]. Both Lphn1 and
Lphn3 have been implicated in synapse formation. Lphn1
is thought to mediate its effects on synapse formation via
interactions with teneurin-2/lasso [57, 58], neurexin-1𝛽/2𝛽
[59], and fibronectin leucine-rich transmembrane proteins
(FLRTs) [58]. All three of these proteins have been impli-
cated independently in synapse formation. Presynaptic Lphn1
binds to teneurin-2 via its lectin domain with nanomo-
lar affinity in a manner regulated by alternate splicing of
Lphn1 [57, 58]. This interaction supports cell adhesion, while
homophilic interaction between teneurins does not [58].
The Lphn1/teneurin interaction leads to presynaptic Ca2+
increases [57], and disruption of the interaction using the
teneurin-binding segment of the Lphn1 NTF decreases both
excitatory and inhibitory synapse density in rat hippocampal
neurons [58]. Lphn1’s interaction with neurexins also has
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nanomolar affinity and is regulated by alternate splicing of
neurexins but is largely mediated by Lphn1’s olfactomedin
domain [59].This interaction is especially intriguing because
neurexins and their canonical binding partners, neuroligins,
form trans-synaptic complexes and are strongly implicated in
ASD [60]. Postsynaptic Lphn1 binds to presynaptic neurexins
competitively with neuroligins [59]. It is not yet known what
function the Lphn1/neurexin interaction serves at synapses,
but given the known roles of both proteins, it is likely to
be of high interest. Similarly, the role of the Lphn1/FLRT-
3 interaction is not completely understood. Lphn3 has
received increased attention of late due to a strong emerg-
ing correlation with attention deficit/hyperactivity disorder
(ADHD) in humans [61, 62]. Lphn3 binds to FLRT-3 via its
olfactomedin domain and to teneurin-1 via its olfactomedin
and lectin domains [63, 64]. Presynaptic Lphn3 interacts
with postsynaptic FLRT-3 to promote synapse formation in
hippocampal neurons and in cortical synapses from layers
2/3 to layer 5 [63, 64]. Interestingly, FLRT-3 and teneurins
vary in their distributions throughout the layered structure
of the cortex, suggesting that Lphn3 could serve different
functions in different regions of the brain by interacting with
distinct ligands [64]. In short, Lphns are implicated in both
presynaptic function and in directing synapse formation by
forming complexes with transmembrane ligands in neuronal
membranes.

The Celsr adhesion-GPCR subfamily is characterized by
the presence of atypical cadherin repeats, calcium-binding
EGF-like domains, laminin G domains, and a hormone
receptor motif in their NTFs in addition to the GAIN
domain [9, 10]. Like latrophilins, this subfamily is conserved
in invertebrates, with Flamingo in Drosophila melanogaster,
Fmi-1/2 inCaenorhabditis elegans, andCelsr1–3 (ADGRC1–3)
in humans [9, 10]. Adhesion-GPCRs of the Flamingo/CELSR
subfamily function in many aspects of nervous system
development, including neural tube closure, axon guidance,
and the formation of dendritic arbors [9, 65–68]. These
effects are mediated through the now classical interaction
of these proteins with the cellular planar cell polarity (PCP)
machinery, as well as cAMP- and Ca2+-dependent mecha-
nisms [9, 65, 66, 68]. Synaptic defects are observed when
expression of Celsr-subfamily adhesion-GPCRs is altered or
repressed, but it is difficult to determine whether these are
direct effects on synaptic formation and/or maintenance, or
whether they arise secondarily from malformation of axons
and dendrites. Loss of Flamingo leads to formation of ectopic
neuromuscular junctions, or synapses between axons and
muscle, in Drosophila [69]. It also leads to malformed en
passant synapses in this system, though these synapses are
functional [69]. Further, aging animals lacking Flamingo
exhibit a decrease in neuromuscular junctions, though this
appears to be an effect of axonal degeneration [69].Numerous
questions remain to be answered in order to determine
the specific roles of Celsr subfamily adhesion-GPCRs in
synaptic formation and function. Finally, very large GPCR 1
(VLGR1 or ADGRV1) has been implicated in the formation
of cochlear synapses, though its specific role remains unclear
[70]. Many adhesion-GPCRs have not yet been tested for a

role in synapses. Identification of adhesion-GPCRs involved
in synaptic formation and function as well as elucidation
of the mechanisms and signals that underlie these roles are
important challenges for both adhesion-GPCR and synaptic
biology.

6. BAIs’ Disease Relevance and Potential as
Therapeutic Targets

Given the important roles that BAI adhesion-GPCRs play in
promoting synapse development and plasticity and inhibiting
angiogenesis and tumor formation [18], it is not surprising
that they have been implicated in a number of human dis-
eases. For instance, single nucleotide polymorphisms (SNPs)
and copy number variations in the human BAI3 gene have
been associated with schizophrenia [71–73], bipolar disorder
[74], and drug addiction [75], brain disorders characterized
by synapse abnormalities [4]. Furthermore, BAI3 expression
is affected by lithium treatment, which is often used to treat
patients with bipolar disorder and schizophrenia [74, 76].
The human BAI1 gene is also located in a hot spot for
de novo germline mutations in patients with autism [77],
and BAI1 expression is upregulated in mouse models of
Rett and MeCP2 Duplication Syndromes [78]. Conversely,
BAI1 expression is downregulated in glioblastoma and is
inversely correlated with neovascularization in colorectal and
lung cancers [36]. The growing evidence that BAIs play
critical roles in human disease suggests that they may make
good therapeutic targets in the future. GPCRs are generally
considered to be the most successful therapeutic targets for a
broad spectrum of diseases. Indeed, greater than 50% of the
current therapeutic agents on themarket target these proteins
[79, 80]. Greater insight into the regulation and function
of BAIs could therefore facilitate the development of novel
therapies for the treatment of brain disorders and cancer.

7. Conclusions

After years of relative obscurity, there have been rapid recent
advances in understanding the biology of BAIs and other
adhesion-GPCRs. These molecules are intriguing because
they tend to have multiple ligand binding domains that
suggest that they are signal integrators, recognize large, com-
plex substrates, and/or detect coincidences. The complexities
added byNTF swapping, signaling by bothGPCR-dependent
and -independent modes, splice variants, and potential for-
mation of higher level complexes are only beginning to be
understood in a functional context. These complexities lend
themselves to neuronal and synaptic function, given the role
that these cells and structures play in storing and processing
information. BAIs in particular are demonstrating key roles
in synaptic function, though they play other roles in and
out of the brain as well. A full appreciation of BAI function
will require the identification of all BAI ligands, complete
elucidation of BAI expression patterns and localization,
identification of all binding partners and modes of signaling,
and dynamic measurements of these properties. These are
exciting challenges that hold great promise for increasing
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our understanding of synaptic function, as well as treating
synaptic dysfunction.
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Mastoparan-7 (Mas-7), an analogue of the peptide mastoparan, which is derived from wasp venom, is a direct activator of Pertussis
toxin- (PTX-) sensitive G proteins. Mas-7 produces several biological effects in different cell types; however, little is known about
howMas-7 influencesmature hippocampal neurons.We examined the specific role ofMas-7 in the development of dendritic spines,
the sites of excitatory synaptic contact that are crucial for synaptic plasticity. We report here that exposure of hippocampal neurons
to a low dose of Mas-7 increases dendritic spine density and spine head width in a time-dependent manner. Additionally, Mas-7
enhances postsynaptic density protein-95 (PSD-95) clustering in neurites and activates G𝛼o signaling, increasing the intracellular
Ca2+ concentration. To define the role of signaling intermediates, we measured the levels of phosphorylated protein kinase C
(PKC), c-Jun N-terminal kinase (JNK), and calcium-calmodulin dependent protein kinase II𝛼 (CaMKII𝛼) after Mas-7 treatment
and determined that CaMKII activation is necessary for the Mas-7-dependent increase in dendritic spine density. Our results
demonstrate a critical role for G𝛼o subunit signaling in the regulation of synapse formation.

1. Introduction

G proteins are highly expressed in the mammalian brain
and play a critical role in the regulation and development of
synaptic transmission because they act as transducers for the
Gprotein-coupled receptors (GPCRs) [1].They are composed
of a guanine nucleotide-binding 𝛼 subunit (G𝛼) and a 𝛽𝛾
complex (G𝛽𝛾). In mammals, 20 different G proteins have
been described, each composed of one of the 19𝛼 subunits,
one of the 5𝛽 subunits, and one of the 12𝛾 subunits [2]. In
the resting state, G𝛼 is bound to GDP and associated with
G𝛽𝛾 and aGPCR.This complex is dissociated whenG𝛼 binds
to GTP, causing the activation of G𝛼 and the G𝛽𝛾 complex,
allowing them to regulate their downstream effectors [3]. G𝛼
subunits are separated into four families based on sequence
homology (G𝛼s, G𝛼q, G𝛼i/o, G𝛼12/13); each of these proteins
activates a different pathway [4].

The majority of excitatory synaptic connections in the
central nervous system are located on small dendritic protru-
sions, which are enriched in signaling molecules and serve
to compartmentalize individual postsynaptic structures [5].
In mouse and human brains, the G protein subunits G𝛼o,
G𝛼i, G𝛼q, G𝛼z, G𝛼s, G𝛼12, G𝛼13, and G𝛼

14
are present in

postsynaptic densities (PSDs) [6], suggesting a key role of
these signal transducer proteins in the synaptic regulation.

To study the specific role of G proteins in the regulation
of dendritic spines, we used Mas-7, a potent analogue of the
peptide mastoparan, which is obtained from the venom of
Vespula lewisii [7]. Mas-7 has a substitution of an alanine
for a lysine at position 12 [8] and binds to the plasma
membrane to form an 𝛼-helix structure that activates G𝛼o/i
subunits without requiring the activation of a GPCR [9].This
peptide shows a wide variety of biological effects, including
antiviral activity [10], histamine release from mast cells [11],
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the induction of potent mitochondrial permeability [12], and
tumor cell cytotoxicity [13]. However, the effect of Mas-7 in
hippocampal neurons has not been studied.

Here, we show that a low dose of Mas-7 activates G𝛼o,
causing the switch from GDP to GTP in hippocampal neu-
rons. Functionally, Mas-7 increases dendritic spine density
through a Ca2+-dependent mechanism in hippocampal neu-
rons.Mas-7 also activates a variety of Ca2+-sensitive proteins,
including CaMKII𝛼, which is necessary for the increase in
dendritic spine density.

These results suggest that G protein activation, especially
the G𝛼o subunit activation, may contribute to dendritic spine
remodeling in neurons.

2. Materials and Methods

2.1. Reagents. Mas-7 was purchased from Sigma-Aldrich (St.
Louis, MO); Fura-2AM from Molecular Probes (Eugene,
OR); and KN93 from Calbiochem (San Diego, CA).

2.2. Hippocampal Neuronal Culture. Rat hippocampal cul-
tures were prepared from Sprague-Dawley rats of both sexes
at embryonic day 18, as previously described [14]. On day two,
neurons were treated with 2𝜇Mcytosine arabinoside for 24 h
to avoid glial cell growth. Then, the neurons were cultured
with Neurobasal medium supplemented with 1% B27 from
Invitrogen (Eugene, OR).

2.3. Measurements of Intracellular Ca2+ in Hippocampal Neu-
rons. Cytosolic Ca2+ signals were determined in cells seeded
at 160,000 per 35mm coverslip; the cells were loaded with
4.5 𝜇M Fura-2-AM for 30min as previously described [15].
The experiments were performed in an isotonic calcium-free
solution (inmM): 140 NaCl, 2.5 KCl, 1.7 MgCl

2
, 5 glucose, 0.5

EGTA, and 10 HEPES (305mOsm/L, pH 7.4 with Tris). An
Olympus Spinning Disc IX81 microscope was used in live-
imaging experiments recording 1 photo every 5 seconds. The
increases in cytosolic Ca2+ are represented by the normalized
ratio of the fluorescence emitted at 510 nm after excitation at
340 (which determine the probe bound to Ca2+) and 380 nm
(probe not bound to Ca2+) relative to the ratio measured
prior to cell stimulation. The integration of the area under
the curve was performedwith GraphPad Prism5 software (La
Jolla, CA) using the firstminute before the stimuli application
as a baseline.

2.4. Immunoprecipitation of Activated G𝛼o Subunit. The G𝛼o
activation assay kit from New East Bioscience (#80901, King
of Prussia, PA) was used. The protocol recommended by the
manufacturer was employed withmodifications. Briefly, neu-
rons at 14 days in vitro (DIV) (seeded at 900,000 cells/well)
were treated with 1 𝜇MMas-7 for 5 or 30min. Then, the cells
were lysed with 0.5mL 1x kit buffer (#30303) and centrifuged
at 12,000×g 4∘C for 10min.The supernatants were incubated
with 1𝜇Lmousemonoclonal antibody specific forG𝛼o bound
to GTP (active form) (#26907) and 20 𝜇L A/G agarose beads
(#30301) for 2 h at 4∘C with orbital rotation. As a positive
control, untreated neurons were lysed and then incubated

with 10mM GTP𝛾S (#30302) and 10mM MgCl
2
for 90min

at RT, and as a negative control, the lysed neurons were
incubated with 10mM GDP (#30304) and 10mM MgCl

2
.

Later, the lysates were washed 3 times and the beads were
suspended in 20𝜇L Laemmli 2x loading buffer and boiled for
5min.The total level of G𝛼o was detected by immunoblotting
with a polyclonal anti-G𝛼o antibody (#21015, 1 : 1000).

2.5. Western Blot. Neurons at 14 DIV were seeded at 400,000
cells/well and treated with 1𝜇M Mas-7 and were lysed
on ice and immediately processed. Immunoblotting was
performed as described [16]. The primary antibodies used
included mouse anti-CaMKII𝛼 (sc-5306, 1 : 1000), mouse
anti-phospho-Tyr286-CaMKII𝛼 (sc-32289, 1 : 1000), rabbit
anti-PKC𝛽II (sc-210, 1 : 1000), rabbit anti-𝛽-tubulin (sc-9104,
1 : 1000), mouse anti-GAPDH (sc-32233, 1 : 5000), and rabbit
anti-GSK-3𝛽 (sc-9166, 1 : 1000) from Santa Cruz Biotechnol-
ogy Inc. (Santa Cruz, CA); rabbit anti-JNK (#9252, 1 : 1000),
rabbit anti-phospho-Thr183/Tyr185-JNK (#4668, 1 : 1000),
and rabbit anti-phospho-Ser9-GSK-3𝛽 (#9336, 1 : 1000) from
Cell Signaling Technology (Beverly, MA); rabbit anti-
phospho-Ser660-PKC𝛽II (ab75837, 1 : 10000) and rabbit anti-
G𝛼o (ab136535, 1 : 5000) from Abcam (Cambridge, MA);
mouse anti-PSD-95 (k28/43, 1 : 1000) from UC Davis/NIH
NeuroMab Facility; and mouse anti-𝛽-actin (11978, 1 : 10000)
from Sigma (St. Louis, MO). Equal amounts of protein were
loaded (20𝜇g).

2.6. PSD-95 Immunofluorescence and Image Analysis. Neu-
rons at 14 DIV were plated at 35,000 cells/coverslip and
treated with 1 𝜇M Mas-7, fixed with a freshly prepared
solution of 4% paraformaldehyde plus 4% sucrose in PBS
for 20min at 4∘C, permeabilized with 0.2% Triton X-100 for
5min at room temperature (RT), and then blocked with 1%
BSA in PBS (blocking solution) for 30min at 37∘C. This pro-
cedure was followed by an overnight incubation at 4∘C with
anti-PSD-95 (k28/43, 1 : 400) fromUCDavis/NIHNeuroMab
Facility and Synapsin I (SynI) (sc-20780, 1 : 2000) from Santa
Cruz Biotechnology Inc. The neurons were washed with PBS
and incubated for 30min at 37∘C with Phalloidin-Alexa-633
and the secondary antibody (Molecular Probes). Images were
acquired from 10microscope fields for each conditionwith an
Olympus FluoviewFV 1000 confocalmicroscope. To quantify
PSD-95 clusters, we used a previously described protocol
[17] using NIH ImageJ software (NIH, Baltimore, MD). The
synaptic contacts were measured as previously reported [18].

2.7. Transfection and Dendritic Spine Morphology Analysis.
Hippocampal neurons plated at 60,000 per poly-D-lysine-
coated 12mm glass coverslip were transfected at 10 DIV
with an EGFP plasmid (pEGFP-N1, Clontech, Mountain
View, CA) using a NeuroMag kit (KC 30800) from OZ
Bioscience (Marseille, France) as described previously [19].
First, the neurons were washed for 30min with Neurobasal
medium.Then, 0.8 𝜇g DNA/1.25 𝜇L magnetobeads per cover
were mixed and incubated for 15min in 100𝜇L Neurobasal
medium at RT. Next, the mix was added by drops to the
neurons, and the magnetobeads were allowed to enter the
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cells by use of the magnet for 15min (37∘C, 5% CO
2
). Sub-

sequently, the magnet was removed for 40min, and, finally,
the transfected medium was replaced with fresh medium. At
14 DIV, the neurons were depleted for 2 h with Neurobasal
medium without B7 supplement before being treated with
1 𝜇M Mas-7 or 10 𝜇M KN93 plus Mas-7 at different times.
An Olympus Fluoview FV 1000 confocal microscope was
used to obtain digital confocal stacks from 15 to 20 serial
images with a Z step size of 0.25 𝜇m. Dendritic Z-stacks
were reconstructed using the super-pass module of Imaris
software. Accurate reconstruction of spine head diameter
was achieved using the approximate circle algorithm with
a threshold of 0.8. Ten neurons were analyzed for each
condition. The mean spines length and spines head width
of each neurite were reported. Spine density was calculated
by measuring the total number of spines per neurite length
(spine density/10 𝜇m).

2.8. Live-Cell Imaging of Dendritic Spine Morphogenesis.
Hippocampal neurons cultured in round 35mm coverslips
at a density of 160,000 cells/coverslip were transfected with
EGFP at 11 DIV. Then, at 14 DIV the neurons were placed
in the imaging chamber in an isotonic solution (in mM:
1.2 CaCl

2
, 140 NaCl, 2.5 KCl, 0.5 MgCl

2
, 5 glucose, and 10

HEPES (305mOsm/L, pH 7.4 with Tris)). The EGFP-positive
neurons were imaged with an Olympus Spinning Disc IX81
microscope every 5min for 45min after the treatment with
1 𝜇M Mas-7. The images were processed and analyzed using
ImageJ software.

2.9. Statistical Analysis. Statistical analysis was performed
using Prism 5 software. The values are expressed as the mean
± standard error of the mean. The statistical significance
of differences was assessed with one-way ANOVA with
Bonferroni’s posttest for multiple comparisons and with
Student’s 𝑡-test for comparisons between two conditions (𝑝 <
0.05was considered significant).The number of independent
experiments is indicated in the corresponding figure legends.

3. Results

3.1. Mas-7 Activates theG𝛼o Subunit in Hippocampal Neurons.
Todeterminewhether theMas-7 peptide activatesGproteins,
specifically the G𝛼o subunit in cultured rat hippocampal
neurons, we treated them with Mas-7 and then performed
immunoprecipitation assays, using a commercial specific
antibody that recognizes G𝛼o bound to GTP (G𝛼o-GTP), the
active form of the G𝛼o protein, in combination with SDS-
PAGEand immunoblotting.Additionally, we immunoprecip-
itated G𝛼o-GTP from lysates of hippocampal neurons that
were incubated with nonhydrolyzable GTP (GTP𝛾S) or with
GDP as a positive and negative control, respectively.

Our data show that Mas-7 induced activation of the
G𝛼o subunit in cultured hippocampal neurons after 5min of
exposure (Figure 1(a), left panel); the activation then declined
at 30min. By contrast, Mas-7 was unable to increase the total
G𝛼o protein level, even after 2 h of treatment (Figure 1(b)).
Furthermore, incubation with GTP𝛾S produced an increase

in the activation of G𝛼o, and GDP incubation decreased the
activation (Figure 1(a), right panel). These findings show that
Mas-7 produces rapid activation of G𝛼o subunit, suggesting
that the G𝛼o-dependent signaling cascade is also activated.

3.2. Mas-7 Increases the Intracellular Calcium Concentration
in Hippocampal Neurons. In different cell types, mastoparan
and Mas-7 produce an increase in intracellular calcium
(Ca2+) [20, 21]. For example, in rat cerebellar granule
neurons, 15𝜇M mastoparan produces a robust elevation in
intracellular Ca2+ [22]. To assess whether Mas-7 generates a
similar effect in cultured hippocampal neurons, we treated
them with Mas-7 at a lower dose (1–5𝜇M) to avoid a toxic
effect. To quantify the response of individual neurons to
Mas-7, we used Fura-2 AM in a Ca2+-free solution and
measured the fluorescence emitted by the probe at 510 nm
after the 340/380 excitation in a live imaging experiments. In
Figure 1(c) (Fura-2 AM 340/380 ratio images), it is observed
that Mas-7 increased the Ca2+ concentration in the soma
and dendrites of the hippocampal neurons. Additionally,
Mas-7 induced a large elevation of Ca2+ in a concentration-
dependent manner (Figure 1(d)). There was a significant
difference between the Ca2+ elevations induced by 1 and 5𝜇M
(Figure 1(e)). This finding suggests that the activation of G𝛼o
by Mas-7 produces the release of Ca2+ from internal cellular
stores in hippocampal neurons.

3.3. Mas-7 Activates CamKII, PKC, and JNK in Mature Hip-
pocampal Neurons. Because Mas-7 increased the Ca2+ con-
centration in hippocampal neurons, we evaluated whether
Mas-7 could activate Ca2+-dependent kinases, such as
CaMKII𝛼 and PKC𝛽II. Previous reports in neuronal and
nonneuronal cells have shown that mastoparan can induce a
rise in Ca2+ via a phospholipase C- (PLC-) dependentmecha-
nism [7, 22].The ability ofMas-7 to activate these kinases was
determined using anti-phospho-Tyr286-CaMKII𝛼 or anti-
phospho-Ser-660-PKC𝛽II antibodies inmature hippocampal
neurons.

As illustrated in Figure 2, Mas-7 stimulated the activity
of CaMKII𝛼 in a time-dependent manner. We found that
hippocampal neurons treated with Mas-7 showed a slight
but significant increase in the active form of CaMKII𝛼 after
5min.Then, the phosphorylation of CaMKII𝛼 decreased and
remained at a similar level after 1-2 h with respect to the
control condition. In addition, Mas-7 treatment increased
PKC phosphorylation after 5min, with a peak at 60min
(Figure 2). The total levels of PKC were not affected by Mas-
7 treatment. Moreover, we analyzed the effect of Mas-7 on
the phosphorylation state of other kinases, such as JNK and
glycogen synthase kinase-3𝛽 (GSK-3𝛽). Mas-7 also induced
an increase in JNK phosphorylation (p-JNK-Thr183/Tyr185)
after 15min, mainly of the JNK1 isoform, which corresponds
to the lower band. However, hippocampal neurons exposed
to Mas-7 did not show any change in the phosphorylation
of GSK-3𝛽 at serine 9 (p-GSK-3𝛽-Ser9), even after 2 h of
treatment. These findings indicate that G𝛼o activation by
Mas-7 promotes the activation of CaMKII, PKC, and JNK in
hippocampal neurons.
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Figure 1: Mas-7 activates the G𝛼o subunit and increases the intracellular Ca2+ concentration in hippocampal neurons. (a) Left panel, 14
DIV hippocampal neurons were stimulated with 1𝜇MMas-7 for 0, 5, or 30min. The neurons were lysed and incubated with anti-G𝛼o-GTP
for 2 h and then analyzed by immunoblotting using an anti-G𝛼o antibody (𝑛 = 4). The input lane corresponds to a lysate sample before
the immunoprecipitation. ∗∗𝑝 < 0.01. Right panel, lysates from untreated (control) hippocampal neurons were incubated with GTP𝛾S as a
positive control or with GDP as a negative control for 90min at RT. Then, the G𝛼o-GTP was immunoprecipitated and analyzed by western
blotting to determine the total level of G𝛼o. The IgG band shows that an equal amount of antibody was used for the immunoprecipitation.
(b) Representative western blot and quantification of the total level of G𝛼o in 14 DIV neurons incubated for different periods of time with
1 𝜇MMas-7. GAPDH was used as a loading control (𝑛 = 4). (c) Ratio images (340/380) of the Fura-2AM probe from hippocampal neurons
under basal conditions (𝑡 = 0) or after 3min of 1 𝜇MMas-7 treatment. (d) Quantification of measurements of the intracellular Ca2+ increase
in hippocampal neurons bathed in a Ca2+-free solution with different concentrations of Mas-7 (𝑛 = 3, 70–79 neurons, each condition). (e)
Area under the curve of the Ca2+ increase after Mas-7 treatment. ∗∗∗𝑝 < 0.001.
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Figure 2: Mas-7 activates CaMKII, PKC, and JNK in hippocampal neurons. Representative western blot and quantification of total and
phosphorylated levels of CaMKII𝛼 (𝑛 = 4), PKC𝛽II (𝑛 = 4), JNK (𝑛 = 3), and GSK-3𝛽 (𝑛 = 3) in 14 DIV hippocampal neurons incubated
with 1 𝜇MMas-7 for different times. 𝛽-tubulin was used as a loading control. ∗𝑝 < 0.05.

3.4. New PSD-95 Clusters Are Induced by Mas-7 Treatment
in Hippocampal Neurons. PSD-95 is a scaffold protein that
plays a key role in synapse organization, during dendritic
spine formation [23]. Here, we examined whether the Mas-
7 peptide could regulate the postsynaptic region in mature
hippocampal neurons. Specifically, we analyzed whether
Mas-7 would induce an increase in PSD-95 clustering in 14
DIV neurons by measuring PSD-95 density and the area of
the clusters by immunofluorescence, as described previously
[17].

The effect of Mas-7 in the clustering of PSD-95 was
evaluated, and a time-dependent increase in the number of
PSD-95 clusters was observed. As indicated in Figures 3(a)
and 3(b), PSD-95 clustering increased approximately 50%
after 60min of Mas-7 treatment and remained elevated at
2 h in comparison with the control. To evaluate whether the
increase in PSD-95 density was due to an increase in the
expression of PSD-95, we measured the area of PSD-95 clus-
ters and the levels of PSD-95 protein in total extracts. Mas-7
did not change the area of the PSD-95 clusters (Figure 3(c))
or the PSD-95 total protein level (Figure 3(d)) over the same
temporal course for which we observed the increase in
the number of PSD-95 clusters, suggesting redistribution of
existing PSD-95 proteins, rather than changes in expression.

Thus, our findings suggest that G𝛼o activation by Mas-
7 triggers PSD-95 remodeling that promotes clustering
and additional postsynaptic assembly, without changing the
expression of the PSD-95 protein.

3.5. Mas-7 Changes the Morphology and Density of Dendritic
Spines in Hippocampal Neurons. The presence of PSD-95

clusters in excitatory neurons is well correlated with the
number of mature dendritic spines [24]. For this reason,
we attempted to determine the role of Mas-7 in dendritic
spine formation by transfectingmature hippocampal neurons
with EGFP at 10 DIV and then exposed them to 1 𝜇M Mas-
7 at different times at 14 DIV. Dendritic spine protrusions
below 3 𝜇m in length were analyzed using Imaris software
to measure spine length, width, and density. Hippocampal
neurons exposed to Mas-7 exhibited increased dendritic
spine density after 30min and 1 h (Figure 4(a)), with a
peak at 2 h. Additionally, Mas-7 increased spine head width
after 30min (Figure 4(c)); however, the length of the spines
was not significantly affected (Figure 4(d)). An increase in
dendritic spine head width has been related to the strength of
synaptic transmission [25], which suggests that Mas-7 might
also regulate that process.

To provide additional evidence of the effect of Mas-
7 in the development of dendritic spine protrusions, live
cell time-lapse imaging of the formation of dendritic spines
was performed. EGFP-transfected neurons were treated for
45min with Mas-7 (Figure 4(e)), and we determined that
Mas-7 produced de novo formation of a dendritic spine. This
new protrusion presented a recognizable head and appeared
after 30min of treatment.

Together, these results suggest that the activation of
G𝛼o has a regulatory effect on spine morphogenesis in
hippocampal neurons.

3.6. The Activation of CaMKII𝛼 Is Involved in the Dendritic
Spine Density Increase Induced by Mas-7. Mas-7 is capable
of activating CaMKII𝛼 very rapidly; thus, we sought to
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Figure 3: Mas-7 increases the number of PSD-95 clusters in hippocampal neurons. (a) Representative immunofluorescence images for PSD-
95 (green) and Phalloidin (blue) in hippocampal neurons exposed to Mas-7 for 0, 60, and 120min. Scale bar = 6 𝜇m. (b) Quantification of
number of PSD-95 clusters/100𝜇m of neurite (𝑛 = 4). (c) Quantification of PSD-95 cluster area (𝑛 = 4). (d) Western blot and quantification
of total levels of PSD-95 in hippocampal neurons exposed to Mas-7 for different lengths of time (𝑛 = 3). ∗∗𝑝 < 0.01 and ∗𝑝 < 0.05.

establish whether this activation was required to produce
the increase in dendritic spines density to understand the
cellular mechanism of Mas-7. Interestingly, CaMKII𝛼 has
been related to dendritic spine formation and regulation [26].

We used KN93, a classic inhibitor of CaMKII activation
[27]. In hippocampal neurons, KN93 completely blocked
the increase of dendritic spine density induced by Mas-7 at
2 h, without affecting density when applied alone (Figures

5(a) and 5(b)). These results indicate that the activation of
CAMKII𝛼 by the increase in intracellular Ca2+ concentration
is required for the regulation of spinogenesis induced byMas-
7.

3.7.Mas-7 Induces Synaptic Contacts inHippocampalNeurons.
Our previous findings ofMas-7 regulation of spine formation
as well as of PSD-95 cluster remodelling (Figures 3 and 4)
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Figure 4: G𝛼o activation by Mas-7 regulates dendritic spine morphogenesis. (a) Left panel, representative images of 14 DIV hippocampal
neurons treated withMas-7 for 0, 30, or 120min. Right panel, 3D reconstructions of neurites. Scale bar = 5 𝜇m. (b) Quantification of dendritic
spine density. (c) Quantification of spine head width. (d) Quantification of spine length (𝑛 = 3). ∗∗∗𝑝 < 0.001, ∗∗𝑝 < 0.01, and ∗𝑝 < 0.05. (e)
Mas-7 induces de novo formation of dendritic protrusions. Live cell time-lapse imaging of the formation of dendritic spines in response to
Mas-7 in 14 DIV hippocampal neurons. A dendrite of an EGFP-transfected neuron is shown before and after 5, 30, and 40min of treatment
with Mas-7. Scale bar = 2𝜇m.
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led us to suggest that Mas-7 is a regulator of the synapse.
To address this alternative, hippocampal neurons at 14 DIV
were incubated for 1 or 2 h with Mas-7. Treatment with 1 𝜇M
Mas-7 significantly increased the number of synaptic contacts
after 1-2 h of treatment (Figure 6).The synaptic contacts were
observed by the staining for PSD-95 (green) and for the
presynaptic protein Syn I (red), where both stains are facing
directly. Interestingly, our results suggest that Mas-7 rapidly
increases the number of PSD-95 puncta at 1 and 2 h and
simultaneously increases the number of synaptic contacts.

4. Discussion

In the present work, we studied the effect of Mas-7, a peptide
used to pharmacologically activate G proteins, on synaptic
structure.

First, our findings show that the G𝛼o subunit is activated
in hippocampal neurons by Mas-7 treatment, which is con-
sistent with previous data obtained in other cellular contexts,
through a mechanism similar to the action of GPCRs [9,
28]. The rapid activation of G𝛼o occurred after 5min of
Mas-7 exposure in hippocampal neurons, as its analogue

mastoparan, because it promotes the dissociation of GDP and
enhances the GTP binding [29]. Additionally, mastoparan
increases the intrinsic GTPase activity of G proteins, which
suggests that the active state of G𝛼o is transient [30]. We
observed that, after 30min of treatment, the activation of
G𝛼o decayed, which is consistent with an increase in GTPase
activity.

Furthermore, it is possible that Mas-7 can activate other
G proteins subunits in hippocampal neurons, such as G𝛼i,
because mastoparan has been shown to be able to activate
both these subunits in a biochemical assay [9].

In hippocampal neurons, Mas-7 presents an immediate
effect, increasing the intracellular Ca2+ in a concentration-
dependent manner, as previously reported in neuroblastoma
cells [21] and in neutrophils [20]. This increase remained at
least 4-5min after treatment with Mas-7. It is known that,
in addition to being an activator of G proteins, Mas-7 is an
inhibitor of ATPase activity from the endoplasmic reticulum
[31], which could explain the sustained rise. This elevation
in the levels of Ca2+ led to the activation of CaMKII𝛼 and
PKC𝛽II, two Ca2+-dependent kinases, as well as JNK. The
activation of CaMKII was fast, but Mas-7 activated PKC after
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Figure 6: Mas-7 induces the formation of synaptic contacts. (a) Representative images of hippocampal neurons at 14 DIV treated with 1 𝜇M
Mas-7 for 0 or 120min. PSD-95 (green), SynI (red), and Phalloidin (blue) immunofluorescence. Scale bar = 4 𝜇m. (b) Quantification of the
density of synaptic contacts (10 neurons were analyzed in each experiment). ∗∗𝑝 < 0.01.

1 h. It would be interesting to study how they regulate the
biological effects of Mas-7.

On the other hand, it has been suggested that mastoparan
treatment can produce apoptosis in cerebellar granule cells
through Ca2+ release, probably via activation of a trans-
duction pathway involving PLC and IP

3
, using 10–20𝜇M

concentration [22]. In the present study, Mas-7 mimicked
the increase in Ca2+ from internal stores; however, we used
a lower concentration of Mas-7 for a shorter period of time,
which did not replicate the apoptotic effect in hippocampal
neurons. Higher concentrations of Mas-7 can probably also
trigger a similar apoptotic effect in mature hippocampal
neurons.

Previous studies have established that G𝛼o is highly
expressed in the central and peripheral nervous systems,
where it represents approximately 1% of membrane proteins
[32]. Additionally, the G𝛼o subunit has been linked to
cognitive and memory functions in the adult brain. The cor-
responding knockoutmice exhibit neurological impairments,
such as reduced motor control, hyperactivity, hyperalgesia,
and a shortened lifespan [33]. Moreover, G𝛼o is required
for the formation of associative memory in mushroom body
neurons in D. melanogaster [34].

Functionally, we observed that Mas-7 was able to mod-
ulate the postsynaptic region in the mammalian CNS. In the
postsynaptic region, the regulation of dendritic spines is a key
process in neuronal plasticity and memory. Dendritic spines

undergo structural modifications in response to a diverse
range of stimuli [35].Here,we showed thatMas-7 can regulate
dendritic spine formation, increase dendritic spine density
and head width, and increase PSD-95 clustering. Although
there are several studies that support a model in which
PSD-95 is recruited in an activity-dependent manner to new
spines, where it contributes to the stabilization of nascent
spines [36, 37], we sought to study whether these new spines
could form synapses. We found that Mas-7 also increased
the number of synaptic contacts, which suggests that G𝛼o
activation is able to generate functional synapses. Further
studies are required to demonstrate whether the increase in
the dendritic spine density induced by Mas-7 has a positive
impact on memory and learning in vivo.

Effects of Mas-7 treatment on other aspects of neuronal
development have been previously demonstrated, such as a
significant increase in axonal growth in hippocampal neurons
[38], which suggests that activation of the G𝛼o subunit gener-
ates several structural effects that could produce cytoskeleton
remodeling. In particular, we propose that the Ca2+ increase
produced by Mas-7 and the subsequent activation of the
downstream Ca2+-sensitive kinases PKC𝛽II and CaMKII𝛼 as
well as JNK can explain the dendritic spine remodeling.These
kinases are known regulators of dendritic spine morphology
[26, 39, 40], but, particularly, it is known that CaMKII𝛼
is highly expressed in spines and is important for long-
term potentiation (LTP) [41]. We found that blocking the
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activity of CaMKII𝛼 prevents the Mas-7-dependent increase
in dendritic spine density, helping to elucidate themechanism
by which Mas-7 acts. Certainly, understanding the role of
PKC and JNK could provide us with a global vision of
the involvement of G𝛼o signaling in spine remodeling and
synapse formation.

All of these findings indicate that G𝛼omight be important
for the regulation andmaintenance of synapses. We suggest a
mechanism, in which the activation of this G protein subunit
increases the levels of Ca2+, activates CaMKII𝛼 to remodel
the postsynaptic region, and ultimately leads to the formation
of synaptic contacts.

5. Conclusion

In this work, we demonstrated that the peptide Mas-7 pro-
duced several biological effects in mature hippocampal neu-
rons, including activation of G𝛼o signaling and of CaMKII𝛼,
JNK, and PKC𝛽II. Functionally, our results suggest that Mas-
7 causes dendritic spine remodeling, increases the number of
spines, and recruits PSD-95 protein into spines to produce
functional synapses.
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The laying down of memory requires strong stimulation resulting in specific changes in synaptic strength and corresponding
changes in size of dendritic spines. Strong stimuli can also be pathological, causing a homeostatic response, depressing and
shrinking the synapse to prevent damage from too much Ca2+ influx. But do all types of dendritic spines serve both of these
apparently opposite functions? Using confocal microscopy in organotypic slices from mice expressing green fluorescent protein
in hippocampal neurones, the size of individual spines along sections of dendrite has been tracked in response to application of
tetraethylammonium. This strong stimulus would be expected to cause both a protective homeostatic response and long-term
potentiation. We report separation of these functions, with spines of different sizes reacting differently to the same strong stimulus.
The immediate shrinkage of large spines suggests a homeostatic protective response during the period of potential danger. In CA1,
long-lasting growth of small spines subsequently occurs consolidating long-term potentiation but only after the large spines return
to their original size. In contrast, small spines do not change in dentate gyrus where potentiation does not occur. The separation in
time of these changes allows clear functional differentiation of spines of different sizes.

1. Introduction

Dendritic spines form the postsynaptic element of most exci-
tatory synapses in the mammalian cortex and hippocampus
and their differing sizes andmorphologies are directly related
to synaptic strength [1]. The strength of spine synapses is
highly plastic which is important for homeostatic protection
from excitotoxicity but also for the laying down and retrieval
of memory [2–4]. Being directly related to the strength
of synapses, it is not surprising that the size of spines
also changes with plasticity of synaptic transmission [5–7].
However, it remains controversial whether the diversity of
spine morphologies represents a continuum, with size simply
reflecting the history of the synapse or rather that spines
with different morphological classifications represent differ-
ent functional entities. To address this question, we investi-
gate how different spines react and interact when they are
strongly and simultaneously stimulated across the network.
Application of tetraethylammonium chloride (TEA) results
in “chemical long-term potentiation” (LTP) at CA3-CA1

synapses [8] and has been shown to cause growth in a subset
of small spines when imaged 2 hours after induction [9].
However, such global stimulation would also be expected to
cause an immediate protective homeostatic response due to
both massive depolarisation and resulting glutamate release.
Moreover, possible effects of the osmolarity change caused by
adding 25mM TEA must be considered, a control that has
seldom been included in previous studies. Here, we report
that, in response to TEA, not only the direction but also the
time course of changes in the response of larger and smaller
spines can be separated.Moreover, inDGgranule cells, where
TEA does not cause long-term potentiation [10], the response
of spines differs from that of CA1 pyramidal cells confirming
the functional link between spine size and synaptic plasticity.

2. Material and Methods

2.1. Animals and Slices. Organotypic slices were prepared
using standard methods [11] from 5- to 6-day-old mice of
either sex expressing green fluorescent protein (GFP) on the
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2 Neural Plasticity

Thy1 promoter (GFPS mice) [12], resulting in a subset of
their glutamatergic neurones being fluorescent. Organotypic
slices used for granule cell imaging and electrophysiological
recording weremade with the standard protocol of parasagit-
tal sections. For imaging of CA1 pyramidal cells, slices were
angled as for preparation of acute slices for electrophysiolog-
ical recording (∼15∘ off parasagittal) as this maintains more
CA1 neurones intact and ensures that the preparations for
imaging and recording were as similar as possible.

Acute slices were made using standard methods [13]
adapted for mouse [14]. Each hemisphere was sectioned
(400 𝜇m) in ice-cold dissection artificial cerebrospinal fluid
(ACSF) containing (in mM) 125NaCl, 2.4 KCl, 26NaHCO

3
,

1.4 NaH
2
PO
4
, 20 D-glucose, 3MgCl

2
, and 0.5 CaCl

2
, pH 7.4,

∼315mOsm/L.Thehippocampuswith a portion of entorhinal
cortex was dissected and placed into a chamber containing
bubbled dissection ACSF at room temperature (∼20∘C).
After 5 minutes, the chamber was warmed to 35∘C. Slices
were then, at 5-minute intervals, consecutively transferred to
increasingly physiological Ca2+ and Mg2+ ion concentration
(in mM): (i) 1Mg2+, 0.5 Ca2+; (ii) 1Mg2+, 1 Ca2+; (iii) 1Mg2+,
2 Ca2+ (standard ACSF). After 20minutes at 35∘C, slices were
allowed to return to room temperature for at least 40min
before recording.

All animal procedures were performed in compliance
with the United Kingdom Animals (Scientific Procedures)
Act 1986.

2.2. Chemical LTP. TEA (25mM) dissolved in ACSF was
bath perfused (∼1mL/min) for 5 minutes before returning to
standard ACSF [8]. For time control experiments TEA was
not included but experiments were otherwise identical with
and without TEA. In osmolarity control experiments, the
protocol was identical but 50mM sorbitol replaced the TEA.

2.3. Imaging and Analysis. Dendrites chosen at random were
scanned (confocal microscope: Olympus Fluoview 300 or
Zeiss LSM510;Olympus 60xwater immersion objective, N.A.
0.9) at 6x gain with 0.2𝜇m steps. The microscope used did
not affect the results. For maximum resolution, all imaging
experiments were carried out in organotypic hippocampal
slices (2-3 weeks in vitro) at 30 ± 1∘C. After deconvolution
(AutoQuant, Media Cybernetics), images were reconstructed
in 3D using the Filament Tracer module of Imaris (Bitplane)
to estimate spine diameter. Filament Tracer estimates the
diameter of a sphere equivalent to the volume estimated
from several automatically defined sections of the spine
taken through the z-plane (Figure 1(a)).Thus, the “diameters”
reported are not a direct measure (which would be beyond
the resolution of the image) but rather a back extrapolation
from several images estimating the overall 3D head volume.
This calculated value, rather than being an accurate absolute
measure of the diameter of the active zone, is a high-
resolutionmethod of comparing changes in individual spines
across time, while avoiding the assumption of where on
the spine the synaptic contact would be situated. Moreover,
using diameter rather than volume transforms the skewed
volume data to a normal distribution, facilitating analysis.

All image analysis was carried out blind to treatment and
to the time point of the experiment. Data in figures are
presented for spines in which size could be reliably estimated
at the initial control time point (−10 minutes, to which all
other time points were compared) and at least 3 of the 5
postinduction time points (diameter > z-interval, ensuring
at least two intersecting planes). Note that this excludes
the smallest spines. In some cases, we were also unable to
model the largest spines, so they were also excluded. This
may relate to irregularities in the shapes of spines being
better resolved in these cases and so causing problems with
the algorithm used by Imaris (e.g., see Figure 1(a), granule
cell dendrite). The time course and direction of change for
both small and large spines in both CA1 pyramidal cells and
dentate gyrus (DG) granule cells were consistent whether
all spines were considered individually or the results were
averaged by experiment. Results shown are for individual
spines independent of preparation.

2.4. Electrophysiology. Field recording is the method of
choice for measuring effects over the network and for avoid-
ing effects of cell dialysis in LTP experiments. However, as the
CA1 cell layer tends to spread out in organotypic slices, the
interface between the cell body layer and dendrites becomes
too diffuse for recording field excitatory postsynaptic poten-
tials (fEPSPs). We have previously demonstrated however
that themorphology of dendritic spines in CA1 is very similar
in acute and organotypic preparations [15, 16] and so fEPSPs
were recorded in acute slices from 4-week-old male mice,
being themost similar preparation suited to these recordings.
In the case of dentate gyrus, the cell layer is often less affected
by the spread of the cell layers over time and so in some
preparations it is possible to obtain field recordings. We
have thus concentrated on acute slices throughout the field
experiments but compared the dentate results to organotypic
slices where possible.

Slices were transferred as needed to a heated (30 ± 1∘C),
submerged chamber, perfused with ACSF, and allowed to
recover for 1 h in the recording chamber. A glass stimu-
lating electrode (filled with ACSF, resistance 1–3MΩ) was
positioned in the appropriate projection (stratum radiatum
or alternately medial or lateral perforant path). A glass
recording electrode (filledwithACSF, resistance 1–3MΩ) was
positioned in stratum radiatum of CA1 or in the molecular
layer of the dentate gyrus to record a dendritic field potential.
Stimulation intensitywas set at∼50%of the intensity required
to evoke a population spike and recording continued until
a 15-minute stable baseline was achieved. LTP conditioning
consisted of either application of TEA (as above) or 3 trains
of tetani, each consisting of 20 pulses at 100Hz, 1.5 s intertrain
interval, and recording (0.1 Hz) was then continued for
another 60 minutes. Data are displayed as averages of 6
consecutive responses over 1 minute. Recording and analysis
were carried out using WinWCP synaptic analysis software
(Dr. John Dempster; http://spider.science.strath.ac.uk/sipbs/
software.htm).

2.5. Statistics. Statistics were performed using SPSS (Version
23) or Graphpad Prism (Version 6). All data are expressed as
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Figure 1: Control data from CA1 pyramidal cells or DG granule cells tend to fluctuate towards the mean but are similar over time (left
panels: CA1 pyramidal cells; right panels: DG granule cells). (a) 3D reconstruction of deconvolved confocal images of sections of dendrite
of a hippocampal organotypic slice and model of the dendritic spines as superimposed by Imaris. Scale bar: 2 𝜇m. Note one large spine not
modelled by Imaris (see Section 2). (b) Before application of TEA, estimated spine head diameters are normally distributed. Small (blue)
and large (red) spines are defined as spines with diameters less or greater than the mean diameter, respectively. (c) Change in spine diameter
after repeated imaging in control ACSF. Limits of the shaded region represent the mean of all time points for small (blue) and large (red)
spines. (d) Change in spine diameter after repeated imaging following transient high osmolarity ACSF perfusion (50mM sorbitol, 5min).
Dotted line represents mean change of small (blue) and large (red) spines at that time point. Note the data at time 0 are sampled during the
sorbitol wash-in. Post hoc analysis of control data versus sorbitol (3-way interaction between size, time, and treatment): ∗𝑝 < 0.05; ∗∗𝑝 < 0.01;
∗∗∗
𝑝
< 0.001.
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means ± SEM. For analysis of spine head size, a Generalised
Linear Mixed Model was used to compare control versus
sorbitol, control versus TEA, and sorbitol versus TEA in each
of the two cell types. Repeated measures of the change in
size over time (using unstructured covariance) on each spine
compared to the pretreatment time point took into account
the different preparations for each treatment group. A 3-way
comparisonwasmade using time, size, and treatment as fixed
effects. Reported probabilities refer to the post hoc analysis of
the 3-way interactions using sequential Sidak adjustment for
multiple comparisons. A robust estimatewas used formissing
data points. (As outlined above, data were included if reliable
estimates could be obtained before treatment and for at least
3 of the subsequent 5 time points.)

All other analyses used paired or unpaired 𝑡-tests as
appropriate.

3. Results

Using confocal microscopy, stretches of hippocampal den-
drites were repeatedly scanned, reconstructed in 3D, and
modelled (Figure 1(a)) at 10-minute intervals before
(−10min), during (0min), and at several time points after
(10, 20, 30, and 60min) exposing the slice to TEA or sorbitol
(osmotic control) or at the same time points with no change
of solution (time control).

3.1. Controls. Spines were classified in terms of size and
location. Estimated spine head diameters on apical dendrites
of CA1 pyramidal cells (0.49 ± 0.006𝜇m, 𝑛 = 396) were sig-
nificantly lower than for DG granule cells (0.53 ± 0.009𝜇m,
𝑛 = 280; Student’s 𝑡-test 𝑝 < 0.0001 versus CA1 apical
spines). Spines were thus divided into those smaller or larger
than 0.49 𝜇m for CA1 apical and 0.53𝜇m for DG granule cells
and this formed the initial distribution (designated −10min,
Figure 1(b)). Each spine was then compared to its own initial
value over time (0, 10, 20, 30, and 60min; Δ spine head size).
(Note that using 0.53 𝜇m versus 0.49 𝜇m as the size threshold
for DG granule cells made no qualitative difference to the
result.)

Effects of Time andNatural Fluctuation. As would be expected
from random fluctuation [17], in control experiments esti-
mated spine diameter fluctuated on average towards the
mean, small spines becoming, on average, slightly larger
and large spines slightly smaller (Figure 1(c)). There was no
significant difference in the fluctuation over the time course
of the experiment (2-way ANOVA size versus time, both
apical CA1 pyramidal cells and DG granule cells: significant
effect of head size 𝑝 < 0.0001, no effect of time, 𝑝 ∼ 0.6,
and no interaction, 𝑝 ∼ 0.5; 𝑛 = 176 spines in 7 preparations
for CA1 cells and 83 spines in 4 preparations for granule cells).
For the purpose of illustration, themean change in spine head
size of each group was averaged across all time points (outer
limit of shaded region, Figures 1(c), 2(b), and 3(b)) although
the relevant time point was used for statistical comparison
with test data.

Effects of Osmolarity. The eventual aim of the study was to
understand the role of different spine types when simultane-
ously stimulated by an induction protocol that would cause
LTP, in this case 25mMTEA.Addition of 25mMTEA altered
the osmolarity of the solution from 315mOsm to 365mOsm.
As it is not possible to prevent this increase in osmolarity
without changing Na+ concentration which would alter the
excitability of the system and compromise the LTP, parallel
experiments were conducted to assess the contribution of
osmolarity to both the slope of the field potentials and the
change in spine size. To this end, sorbitol (50mM) was
substituted for TEA, increasing osmolarity (by 50mOsm
without causing LTP) in otherwise identical experiments
to the TEA experiments below. Sorbitol caused a transient
decrease in field potential slope reaching a minimum level
of ∼50% of baseline values at around 10 minutes in both
CA1 and dentate gyrus which then returned to baseline level
by 20 minutes in both areas (Figures 2(c) and 3(c)). The
sorbitol was tested in acute slices in both CA1 (𝑛 = 5) and
dentate gyrus (𝑛 = 13) and the time course confirmed in the
dentate gyrus in organotypic slices (𝑛 = 2). This decrease
in synaptic strength was not accompanied by a change in
paired-pulse ratio (PPR) and hence was probably not due to
a presynaptic effect such as osmotically induced depletion
of the readily releasable vesicle pool. We hypothesized that
the osmolarity-induced depressionmay have been associated
with a decrease in the size of spines, particularly large spines
due to loss of H

2
O down the osmotic gradient. However, in

the CA1 region, the decrease in field potential slope was not
associated with any decrease in spine size (𝑛 = 122 spines in 4
preparations). In fact, both small and large spines transiently
showed a significant increase in size when compared to
controls, peaking at 10 minutes during washout of sorbitol.
Large spines consistently returned to baseline by 20 minutes
while small spines returned to control levels at a variable
rate but always by 60 minutes (Figure 1(d) and dotted lines
in Figures 2(b) and 3(b)). In contrast, in the dentate gyrus,
increased osmolarity resulted in delayed shrinkage of the
large spines peaking with a significant change from control
data at 30 minutes. Osmolarity had no significant effect on
small spines compared to controls at any time point in dentate
gyrus (𝑛 = 75 spines in 4 preparations).

Hence, the transiently decreased synaptic response result-
ing from increased osmolarity was accompanied by a trend
towards growth of spines rather than shrinkage, particularly
in the CA1 region, opposing the expected effect of osmolarity
and breaking the usual association between synaptic strength
and spine morphology.

3.2. Effects of TEA. In order to assess the interaction of long-
term plasticity and spine size, TEA was applied as a global
stimulus to hippocampal slices. TEA blocks potassium chan-
nels causing widespread depolarization and glutamate
release. The effect of TEA on spines of CA1 pyramidal cells,
in which application of TEA consistently causes LTP, was
compared to effects in DG granule cells where TEA fails
to induce LTP [10]. Effects of TEA differed between the
CA1 region and the dentate gyrus in both the electrical and
morphological changes observed but in both cases changes in
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Figure 2: Large and small dendritic spines in CA1 pyramidal cells respond to TEA with different time courses corresponding to different
phases of the synaptic response. (a) Typical example of a small and a large spine imaged before (−10), during (0), and after washout (10–
60min) of TEA (25mM, 5min). Scale bar: 0.5 𝜇m. (b) Quantification of changes in spine size relative to the pre-TEA measurement. Small
spines, blue; large spines, red. Limits of the shading represent the mean change across time in the absence of TEA (time course control
experiments). The dotted lines represent the mean change at each time point in response to sorbitol (osmolarity control experiments). Post
hoc analysis of control data versus TEA (3-way interaction between size, time, and treatment): ∗𝑝 < 0.05; ∗∗𝑝 < 0.01; ∗∗∗∗𝑝 < 0.0001. (c)
fEPSPslope and (d) PPR recorded in the CA1 region of acute hippocampal slices in response to stimulation of the Schaffer collateral before,
during, and after application of TEA (black symbols) or sorbitol (grey symbols) as above. Error bars: SEM. Grey shading: TEA perfusion.
Inset: averages of fEPSPs recorded from a typical slice over 1min at 10 s intervals at the time indicated (min). Scale bar: 1mV, 10ms.
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Figure 4: Comparison of small (blue) and large (red) spine head distributions in control versus TEA and control versus sorbitol experiments.
((a), (b)) Distribution of diameters estimated from computed volume measurement of spines in CA1 pyramidal cell apical dendrites (a) 10
and (b) 60min after application of control (unbroken lines) versus upper panel, TEA (dashed lines), or lower panel, sorbitol (dotted lines),
at the same time points. By 60min, large spines (red) have returned to their original size being no different from control spines, whereas the
small spines have grown, indicated by the shift of the distribution (blue) to the right. (c) Dentate granule cell distribution of spine diameters
at 60min. Upper panel: the distribution of small spines (blue) is not greatly affected by TEA (dashed lines) whereas the distribution of
large spines (red) shifts to the left showing the persistent decrease in spine head diameter compared to controls (unbroken lines). Lower
panel: sorbitol (dotted lines) shows no significant change compared to control (unbroken lines). The blue and red backgrounds represent the
diameters defined as small or large, respectively, in the initial category definition at −10min according to mean diameters (vertical dashed
lines). (d) Percentages of spines belonging to each size category (as defined at −10min) that cross the mean into another category at specified
time points after application of TEA or sorbitol. Starting category indicated by font colour (blue text, small; red text, large); final category
indicated by background colour (blue, small; red, large). Hence, blue writing on a red background indicates a spine that was initially in the
small category but that moved across the threshold to the large category by the time point indicated.

small spines and changes in large spines differed in direction
and time course (Figures 2–4). Interestingly, in the presence
of TEA, simultaneous changes in the size of large and small
spines were never observed. Changes in spine size in the
TEA experiments were analysed relative to both control and
osmolarity experiments.

3.2.1. CA1 Pyramidal Cells. Changes in spine size were mea-
sured in apical dendrites of CA1 pyramidal cells (Figures 2(a)
and 2(b), 𝑛 = 176 spines in 7 preparations). Application of
TEA immediately caused shrinkage of large spines, reaching
aminimum at 10minutes (𝑝 < 0.01) but returning to baseline
by 30 minutes. Note that, as outlined above, this decrease in
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the size of large spines could not be explained by a response
to a change in osmolarity because the small change observed
when in sorbitol was in the opposite direction to the change
caused by TEA (𝑝 < 0.0001 sorbitol versus TEA, 10min).

In contrast to the shrinkage of large spines, within the
same dendritic segments, small spines showed not only a
different direction of change but an entirely different time
course. Initially, in the presence of TEA and over the follow-
ing 20 minutes of washout, TEA caused a similar fluctuation
in small spines to control conditions. Hence, addition of
TEA opposed the growth of small spines caused by increased
osmolarity (𝑝 < 0.0001, 10min; 𝑝 < 0.05, 20min). However,
when the effect of osmolarity washed out and the large spines
had returned to control levels, small spines began to grow
significantly and, by 60 minutes, showed a 4-fold greater
increase on average than that shown by small spines either
in the control condition (𝑝 < 0.0001) or in the presence of
sorbitol (𝑝 < 0.05). Effect on the distribution of spine sizes
of sorbitol or TEA versus control conditions at 10 and 60
minutes is illustrated in Figure 4.

In order to investigate how changes in spine morphology
were related to TEA-induced changes in synaptic strength,
fEPSPs were recorded under conditions as close as possible to
those of the imaging experiments (Figure 2(c); see Section 2).
The addition of TEA to the bath initially resulted in a brief
increase in fEPSPslope whichwas apparently largely presynap-
tic in origin, as it was paralleled by a drop in PPR, usually
indicative of an increase in release probability. This was
followed by substantial depression of the measured postsy-
naptic response with fEPSPslope decreasing over 10min. This
depression can largely be explained by the effect of increasing
osmolarity as it is mirrored by the application of sorbitol.
A tendency of the presynaptic volley to widen and decrease
suggests a loss of excitability of the presynaptic axons; how-
ever, considering the apparent increase in release probability,
this was unlikely to be the major reason for the depression
(Figure 2(c), inset).The decrease in PPR lasted for 30minutes
after TEA application and could be largely attributed to a
presynaptic effect of TEA, rather than osmolarity, as this
was not seen in sorbitol control experiments. As the effect
of osmolarity declined, the size of the postsynaptic response
returned towards baseline eventually revealing potentiation
of the fEPSP with an ongoing contribution from increased
presynaptic release. The PPR returned to baseline level by
about 30 minutes at which time the synaptic response settled
to a plateau of potentiation (125 ± 9%, 𝑛 = 7; 𝑝 < 0.05; paired
𝑡-test lasts 10 minutes versus baseline) presumably mediated
postsynaptically.

It is notable that while the early loss of electrical response
could be wholly attributed to the effect of increased osmolar-
ity, the decrease in the size of large spines was entirely TEA
dependent as was the change in PPR. Moreover, these two
purely TEA-induced effects occur with a similar time course
suggesting that the transient shrinkage of large spines could
be a short-term homeostatic response to the increased release
probability and general spill-over of glutamate resulting from
the TEA-induced global stimulation. This would have the
protective effect of preventing an excessive postsynaptic
response. Note that the decrease in PPR suggests an increase

in release probability that would be expected to cause an
increase in the postsynaptic response if it were not for
opposing postsynaptic factors. Moreover, the final stable
potentiation by 30min after TEA application, once PPR had
returned to baseline, was also consistentwith consolidation of
a postsynaptic change by the delayed growth of small spines.

3.2.2. Dentate Granule Cells. When similar imaging experi-
ments were carried out in DG granule cells in organotypic
slices, the pattern of change was different from spines in
the apical dendrites of CA1 pyramidal cells (Figure 3, 𝑛 =
167 spines in 10 preparations). TEA had no effect on small
spines which behaved similarly across the time course of
the experiment, tending to be even more stable than when
osmolarity was changed in the absence of TEA (𝑝 < 0.05,
10min). In contrast, large spines showed an immediate small
but significant decrease in size on application of TEA but,
unlike in the CA1 region, the decrease persisted throughout
the experiment being statistically significant compared to
control at all time points (𝑝 < 0.05 at 0, peaking at𝑝 < 0.0001
at 20min). This result was however difficult to interpret as,
with the exception of the 10-minute time point (𝑝 < 0.01),
the effect of TEA on large spines was similar to the effect of
sorbitol-induced increased osmolarity.

TEA however clearly affected the small and large spines
differently (interaction between treatment and size, 𝑝 =
0.01).

The spine response was again reflected in the field record-
ings. As suggested by the spine morphology, application of
TEA induced LTD in the DG granule cells of organotypic
slices (Figure 3(c), 𝑛 = 7). Thus, even after washout and
recovery from the extreme depression caused by the pres-
ence of TEA, the stable plateau reached by 20–30min was
significantly lower than baseline (73 ± 3.4%, 𝑛 = 9; 𝑝 <
0.0005). To assess whether the difference in effect of TEA
on field response in the dentate gyrus versus the CA1 region
was due to the organotypic preparation versus the acute
slice, we also compared the effect of TEA in acute slices in
dentate gyrus and tetanus-induced LTP in both CA1 and
dentate gyrus. In both cases, robust LTP was measured in the
CA1 region and no LTP was observed in the dentate gyrus,
although responses in acute slices returned to baseline, rather
than showing the long-term depression seen in organotypic
slices (data not shown). The effects of osmolarity were
however similar in both preparations.Hence, in dentate gyrus
where TEA failed to cause LTP, the delayed response of
small spines was absent whereas large spines still showed a
similar homeostatic response to the strong stimulus, albeit
not recovering once the stimulus was removed.

4. Discussion

In the present study, application of TEA is used as a tool to
stimulate many spines simultaneously in order to investigate
how they interact when both protective homeostatic and
long-term potentiating responses would be expected; specif-
ically, we aim to tease out whether different types of spines
subserve different functions. To this end, we studied spines
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both in the CA1 region where TEA causes LTP and in the
dentate gyrus where LTP was absent under these conditions.

In earlier studies, spines have frequently been defined
into categories such as filopodia, stubby, thin, andmushroom
according to head size, head size as a ratio to neck diameter,
and length of spine or other criteria [18]. In particular,
transitions between thin and mushroom spines have been
suggested to play a role in synaptic plasticity (for review, see
[19]). These categories have been very useful particularly in
relation to electron microscopy studies that allow resolution
of the presence of specialized endoplasmic reticulum and
other features of the spine (for review, see [20]). How-
ever, whether there is a clear distinction or a continuum
between spine types is not clear and certainly with confocal
microscopy, accurate measurement of spine necks is not
possible and the size of spine heads shows a near-Gaussian
distribution. Hence, many spines would fall into an area
between thin andmushroom relying on subjective judgments
for definition. In the present study, we have restricted analysis
to spines with clear heads hence excluding stubby spines
or filopodia. The division between small and large spines
would be roughly equivalent to thin and mushroom spines,
respectively, but the clear cut-off at mean diameter allows an
entirely objective division that has recently been preferred
in light microcopy studies [7]. The analysis here includes
all spines that could be well fitted by Imaris. This excludes
spines too small for resolution and some very large spines (see
Section 2). It is possible that additional changes of interest
would be seen if such spines could be included.

It has been previously reported that when stimulation is
applied to single spines in the CA1 apical dendrites, using
repetitive photolysis of MNI-glutamate, response to gluta-
mate and spine head size increases immediately, independent
of the starting size [7]. However, while this growth and the
resulting synaptic potentiation can be long-lasting for small
spines, it is only transient in large spines. This shows that
stimulation of individual synapses affects small and large
spines differently but does not clarify the question of different
functional entities, as it may reflect a continuum limited
by the maximum head size that an individual spine can
maintain. Moreover, single spines would rarely be activated
in isolation under physiological or indeed pathological con-
ditions and the response to stimulation of a spine may be
influenced by the responses of neighboring spines.

Here we report that responses in large and small spines
can be functionally differentiated when stimulated simulta-
neously. Our results in apical dendrites of CA1 pyramidal
cells are in agreement with a previous TEA study in CA1
of hippocampal organotypic slices, which also showed that
long-term changes are mostly related to small spines [9] as
is also true for individual spine stimulation [7]. However,
Hosokawa and colleagues [9] only investigated effects 2 hours
after TEA application and so the shrinkage of large spines
and stability of small spines observed here, in the presence
and during washout of TEA, would have been missed. We
suggest that the most likely reason for the immediate shrink-
age, which reverses during TEA washout, is a homeostatic
response to overstimulation. Although increased osmolarity
has been used to cause glutamate release in single boutons in

culture [21, 22], these studies used 6–10-fold the osmolarity
used in the present study and demonstrated that neighbour-
ing spines, which would have been exposed to lower level
osmolarity changes, were not affected. The suggestion that
changing osmolarity by 50mOsm is unlikely to have changed
glutamate release is supported by the stability of the PPR
when sorbitol was added in the osmolarity controls for the
present study. In another study, using electron microscopy,
Stewart and coworkers were unable to detect changes in
spine volume one hour after TEA washout [23]. In this study,
the stimulus was more extreme (25mM TEA applied for
20min in the presence of 10mM Ca2+ and 5mM K+ and
in the absence of Mg2+) and again, only a single time point
was observed. Clearly under such conditions recovery from
stimulation would be likely to occur later and so, even if
similar effects occurred to those observed in the present
study, it is possible that the point of sampling happened to
coincide with the time at which large spines recovered and
small spines had not yet started to grow.

The delay observed here, before small spines grow, is
also different from the immediate growth reported when a
small spine is stimulated individually [7]. This suggests that
the delay is the result of interaction between spines when
they are simultaneously stimulated. The delay is particularly
remarkable in the light of increased osmolarity apparently
causing a transient increase in the size of small spines in the
absence of changes in large spines, suggesting that either the
TEA-induced change in large spines or other effects of TEA
actively prevent this change. Possibly the head size of small
spines would also be seen to decrease similarly to the effect
seen in large spines if the osmolarity could be kept constant.

Considering the depressive effect of osmolarity on synap-
tic transmission in both CA1 and dentate gyrus, it is interest-
ing that this is not reflected in spine size. This is an example
where the generally close link between spine size and synaptic
response becomes dissociated. One possibility is that the
change in osmolarity alters the geometry of the synapse such
that pre- and postsynaptic sides temporarily lose their close
apposition.Thiswouldmean that, evenwith increased release
suggested by the changed PPR in the presence of TEA, the
response would remain depressed.

The application of TEA causes many effects including
broadening of the action potential, which likely influences
our electrophysiological measurement of synaptic response,
so that the relative contributions of pre- and postsynaptic
factors to the depression of the electrophysiological responses
in the presence of TEA are hard to assess. However, the
TEA-dependent decrease in PPR in both regions over the
first 20 minutes after TEA application would be expected
to correlate with an increase in the response. Hence, the
depression associated with the decrease in the size of large
spines is likely to be underestimated. The field recordings
do serve to indicate a time course of the maximal acute
effects of TEA however and the substantial shrinkage of
the large spines strongly suggests a postsynaptic component
in organotypic slices under these conditions. It is perhaps
surprising that the increased osmolarity does not contribute
to this shrinkage, although it clearly is a factor in the transient
synaptic depression. Indeed, shrinkagewould be the expected
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effect of osmolarity as H
2
Omoves towards the hyperosmotic

compartment; however, dendritic spines appear to be able to
resist any osmolarity-induced shrinkage within these limits.

The electrophysiological responses confirm the difference
in the effect of TEA on CA1 pyramidal cells and DG granule
cells. It is interesting to note that DG granule cells show a
similar immediate response to TEA but the depression is
greater and shows a very different long-term response both
electrically and in the changes seen in spine morphology.
The question arises whether the initial extreme depression
is irreversible in some large spines in the dentate gyrus
possibly reflecting lack of recovery of function in a subset of
synapses rather than a true long-term depression across the
population.The present observations that conditions causing
LTP in the CA1 region do not cause potentiation in the
dentate gyrus are in agreement with previous electrophys-
iological studies in acute rat hippocampal slices [10]. Note
that if stimulated separately, the synapses of the medial
and lateral perforant path have different characteristics in
relation to short-term plasticity but behave similarly in terms
of tetanus-induced LTP when recorded in the absence of
GABAA receptor antagonists [24]. Moreover, in organotypic
slices, these pathways are likely to be less clearly defined
and use of chemical LTP will stimulate all pathways equally.
Hence, while both pathways were stimulated, the results were
pooled in this study.

5. Conclusions

In conclusion, we suggest that, in the CA1 region, a subset
of spines has specific functions that do not represent a con-
tinuum across the spectrum of spine morphologies. In both
CA1 and DG, we propose that it is large spines that are
important for immediate short-term homeostatic protection
while, at least in the CA1 region, the delayed growth of small
spines follows the increase in synaptic response, stabilizing
the alteration in AMPA receptors that may underlie learning
and memory. Moreover, throughout this study in both CA1
and DG, small and large spines never change simultaneously.
Occurrence of LTD and LTP depend strongly on the Ca2+
dynamics in individual spines and have previously been
reported to be mutually inhibitory via the phosphorylation
and dephosphorylation of glycogen synthase kinase-3 [25,
26]. Such a mechanism may be involved in the interactions
reported here. Moreover, under normal physiological stimuli
onto individual spines, Ca2+ transients are large and rapid but
restricted to the spine [27], whereas, under a strong stimulus
such as that used here, the diffusion of Ca2+ between large
and small spines may contribute to communication between
spines of different sizes [28].

The network-wide stimulation used in this study could
be compared to the pathological effects of ischemia or epi-
lepsy rather than the more subtle stimuli required for the
specific laying down of memory. These observations could
thus be important in the well-established interactions that
occur between such pathological processes and memory
[29]. Moreover, the separation of these effects could have
important implications in relation to the link between
acute pathological insults and eventual long-term effects in

Alzheimer’s disease or other neurodegenerative conditions.
We suggest that the strong synaptic depression mediated by
shrinkage of large spines during and immediately after the
application of TEA and the resulting delay in small spine
growth combine to protect the neurone by decreasing the
influx of Ca2+ and the damage that this could cause, short-
and long-term, if uncontrolled (see [30] for review of impli-
cations in neurodegeneration). Indeed some of the earliest
changes suggested to occur in Alzheimer’s disease are related
to Ca2+ homeostasis [31]. Large spines are known to be
anatomically different from small spines, containing consid-
erably more smooth endoplasmic reticulum, often associated
with a spine apparatus that is not present in small spines
[32]. Although the reason for these differences is not clear,
such specialized organelles could be essential if large spines
serve specific functions in relation to protecting the neurone
from excessive Ca2+ influx in pathological situations. It may
therefore be possible to target the failure of such specialized
spines selectively without changing the memory supporting
functions of the small spines.
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Motoneurons develop extensive dendritic trees for receiving excitatory and inhibitory synaptic inputs to perform a variety of
complex motor tasks. At birth, the somatodendritic domains of mouse hypoglossal and lumbar motoneurons have dense filopodia
and spines. Consistent with Vaughn’s synaptotropic hypothesis, we propose a developmental unified-hybrid model implicating
filopodia in motoneuron spinogenesis/synaptogenesis and dendritic growth and branching critical for circuit formation and
synaptic plasticity at embryonic/prenatal/neonatal period. Filopodia density decreases and spine density initially increases until
postnatal day 15 (P15) and then decreases by P30. Spine distribution shifts towards the distal dendrites, and spines become
shorter (stubby), coinciding with decreases in frequency and increases in amplitude of excitatory postsynaptic currents with
maturation. In transgenic mice, either overexpressing the mutated human Cu/Zn-superoxide dismutase (hSOD1G93A) gene or
deficient in GABAergic/glycinergic synaptic transmission (gephyrin, GAD-67, or VGAT gene knockout), hypoglossal motoneurons
develop excitatory glutamatergic synaptic hyperactivity. Functional synaptic hyperactivity is associated with increased dendritic
growth, branching, and increased spine and filopodia density, involving actin-based cytoskeletal and structural remodelling.
Energy-dependent ionic pumps that maintain intracellular sodium/calcium homeostasis are chronically challenged by activity and
selectively overwhelmed by hyperactivity which eventually causes sustained membrane depolarization leading to excitotoxicity,
activating microglia to phagocytose degenerating neurons under neuropathological conditions.

1. Introduction

It has been well over 100 years since spines on dendrites
of cerebellar Purkinje cells of hen were first discovered by
Ramon y Cajal in 1888 [1, 2]. Subsequently he identified den-
dritic spines and filopodia in other neurons including cortical
and hippocampal pyramidal cells, cerebellar basket andGolgi
cells, and spinal motoneurons from various species including
humans, cats, dogs, birds, and rabbits at different develop-
mental stages from embryonic to adulthood [3], using the
Golgimethod [4]. Cajal noted that spine densitywas higher in
early postnatal development than at later stages. He made the
first observation of spine plasticity in pyramidal neurons and
proposed that the spines might help to increase and modify
synaptic connections. Dendritic spines have fascinated scien-
tists ever since andwere assumed to underlie the physical sub-
strate of long-term memory in the brain, after the first elec-
tron microscopic analysis of spines in cortical neurons [5].

Despite more than a century of research, a definitive role for
dendritic spines remains elusive: a recently emerging view
is that they are strategically positioned postsynaptic cellular
compartments likely to play key roles in neuronal functions
such as information processing and plasticity under normal
and neuropathological conditions [6–22].

Dendritic spines are protrusions from the dendritic shaft
of neurons (Figure 1) that comprise the receptive postsynaptic
compartment at most excitatory synapses in the brain [5, 6, 9,
23]. Time-lapse imaging of dendritic spines in hippocampal
slices has revealed an amazingly plastic structure that under-
goes continuous changes in shape and size, which are not
intuitively related to its assumed role in long-term memory
and neuroplasticity [7, 10]. The spine can dynamically form,
change its shape, and disappear in response to afferent stimu-
lation, indicating that spine morphology and density are an
important vehicle for structuring synaptic interactions and
plasticity [7, 9, 10, 12, 17, 20, 22, 24]. Functionally, the spine has
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Figure 1: (a and b) show formation of filopodia and spine-like processes (protospines) on neuritis and dendritic growth cones fromdeveloping
(immature) human cortical neuron-like cells derived from induced pluripotent stem (iPS) cells in culture without synaptic inputs.These cells
were dye-filled from their soma with a less invasive semiloose seal Neurobiotin electroporation method, and Neurobiotin was visualized
by incubating cells in Streptavidin Cy3 (for methods see Kanjhan and Vaney, 2008 [25]). (a) shows the formation of neurite branches
(“B-arrows”), filopodia (long arrows), and spine-like processes or protospines (short arrows) protruding from the soma and neurites in a
developing immature neuron-like cell. (b) shows a high-magnification image of a dendritic growth cone with filopodia (thin long processes)
and spine-like processes (shorter protrusions; short arrows) protruding from its circumference, in the absence of any synaptic inputs. The
same cell had a much longer axonal growth cone extending from soma in opposite direction (not shown). (c) shows the types of spines
found in the dendrites of a hypoglossal motoneuron from a 15-postnatal-day-old wild-type C57/Bl6 mouse. In this panel, all types of spines
previously reported in other neuronal types are evident.These include (p) pedunculated spines that are thin and longer with prominent necks
and heads resemblingmushrooms; (s) sessile spines that show stubby or short lacking clear necks; (t) thin spines that are longer filopodia-like
spines and lack clear necks and mushroom-like heads. All images were taken with a 100x oil objective (NA 1.35) using 2.5x (b) and 10x (c)
optical zoom using an Olympus BX61 (Olympus Fluoview ver. 1.7c) microscope. Each micrograph is a confocal image stack of 10 × 0.35 𝜇m
(a and b) and 3 × 0.35 𝜇m (c) thick optical sections. Scale bar = 10 𝜇m in (a-b) and 1 𝜇m in (c).

been shown to be an independent cellular compartment, able
to regulate calcium concentration independently of its parent
dendrite [8]. While this role is crucial in the developing
nervous system, large variations in spine shape and density
in the adult brain and under neuropathological conditions
indicate that tuning of synaptic inputs and plasticity may
be a role of spines throughout the life of a neuron [9, 11–
13, 17, 19, 20, 22].

Most of our knowledge today about dendritic spines
and filopodia has primarily come from studies on cortical,
hippocampal, and cerebellar neurons. Our recent research
suggests significant roles for dendritic spines and filopodia
in motoneuron function and plasticity, particularly during
embryonic-postnatal development and under neuropatho-
logical conditions. In the following sections, we will review
previous studies of filopodia and spines in motoneurons in
the light of these recent advances.

2. Morphological Studies of
Filopodia and Spines on Motoneurons:
A Historical Perspective

Motoneurons located in the lower brainstem (i.e., cranial
motor nuclei III to XII) and through the entire length of the
spinal cord play vital roles in the control of motor functions
such as respiration, posture, and locomotion. Humans pos-
sess more than 500 different skeletal muscles, capable of con-
tracting in a precise temporal and spatial coordination to exe-
cute many refined complex motor functions. Motoneurons
have developed elaborate dendritic structures to meet these
highly complex demands. Somatic and dendriticmotoneuron
morphology was first revealed in the drawings of Ramon y
Cajal using the Golgi method [1, 2]. Growth cones, filopodia,
and spines can be seen on dendrites of embryonic chicken
and adult cat spinal motoneurons [1–3].
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Subsequently a number of studies, primarily using the
Golgi method, described the presence of filopodia and spines
onmotoneurons [28–31]. In their early studies in the adult cat
and monkey, M. E. Scheibel and A. B. Scheibel described that
the majority of motoneuron dendrites were spine-bearing,
but their distribution was not nearly as regular as in cortical
neurons [28]. Scheibel and colleagues however in their fol-
lowing studies described spine-like processes as protospines
(filopodia-like long thin immature spines with no obvious
necks) on the soma and dendrites (proximal and distal), and
they argued that these or primitive polymorphic spines were
a feature of perinatal motoneuron dendrites, present only
during early development with a peak around postnatal day 11
(P11) and then declining in numbers due to resorption onto
the dendritic surface or shafts, almost entirely disappearing
with formation of dendritic bundles [29, 30, 32]. They sug-
gested that repository spinal programs involved in controlling
rhythmic behaviors such as respiration and locomotion were
originally loaded via an archaic system of presynaptic fibers
terminating on the polymorphic protospines covering most
of the dendrites and soma during the prenatal phase andwere
subsequently lost with rearrangement of dendrites in tightly
packed bundles around the fascicles of myelinated axons.The
programs were then conceived to function autonomously,
as loss of spines coincided with development of bundles,
throughout the organism’s existence, subject to modification
and override by newer systems [29, 30, 32].These conclusions
of M. E. Scheibel and A. B. Scheibel resulted in a loss of
interest in investigation of dendritic spines on motoneurons
bymany laboratories around the world. A significant number
of subsequent studies, some of which are mentioned above,
using various methods, including Golgi, retrograde tracing,
calcium imaging, and dye-filling, did not report or discuss
filopodia or spine presence on motoneurons in the adult or
during development [33–37]. This will be discussed in detail
later in this section (see below).

Despite this setback emanating from M. E. Scheibel and
A. B. Scheibel’s conclusions, at least some Golgi studies
consistently reported the presence of spines or filopodia
on motoneurons from various species studied. In the rat,
subtle differences were noted in the descriptions derived
from neonatal and young adult Golgi preparations [38]. For
example, in most of the neonatal materials, profuse spine-
like excrescences, the heteromorphic protospines were noted
on the somatodendritic domains of motoneurons. At P10-
to P14-day-old juvenile rats, the protospines became fewer
and were comparable numerically to the spines counted on
motoneurons of much older preparations (35 to 65 days post-
natally) [38]. Interestingly, this loss of protospines coincides
with the refinement of motor neuron circuit, namely, the loss
of polyneuronal innervation of muscle [39–41]. Following
this developmental period, occasional sessile (stubby and
short spines lacking clear necks) and rare pedunculated
(thin and longer spines with prominent necks and heads
resembling mushrooms) spines and appendages on the soma
and dendrites of hypoglossal motor neurons from adult
primates have been reported [42].

Development of electron microscopy techniques in the
1950s revealed morphological and synaptic properties of

spines at ultrastructural level [5]. In the 1970s and 1980s
Vaughn put forward his synaptotropic hypothesis on spine
and synapse formation based on his ultrastructural and
Golgi studies on embryonic and newborn mouse spinal
cord motoneurons, where he reported synaptic contacts
occurring on motoneurons as early as embryonic day 11
(E11) [43–46]. Vaughn’s synaptotropic hypothesis postulates
that dendritic filopodia, arising from growth cones capture
axons, establish synaptic contacts and then gradually turn
into spines or dendritic shafts and that filopodia also produce
motoneuron dendritic branches [3, 12, 45–47].This filopodial
model of spine, synapse, and dendrite formation will be
discussed in detail below in Section 4. Other scientists have
also studied synaptic density and contacts at ultrastructural
level in variousmotoneuron pools in adult animals, including
rat phrenic [48] and hypoglossal [49] and cat lumbosacral
motoneurons [50].

In the 1980s, development of neuroanatomical and ret-
rograde tracing of motoneurons from their target muscles
with wheat germ agglutinin (WGA) or cholera toxin- (CT-)
conjugated horseradish peroxidase (HRP) and biocytin and
fluorescent tracers (e.g., Fluorogold) provided a new tool
targeting of specific motoneuron populations or pools in
different species [31, 51–55]. However, most of these studies
like those indicated before barely mentioned dendritic spines
or filopodia in motoneurons.

Anothermajor development in the study of motoneurons
started in the early 1950s, with intracellular microelectrode
recordings from spinal motoneurons allowing a detailed
analysis of their electrophysiological properties [56]. Use
of sharp electrodes also allowed the development of dye-
filling methods of individual motoneurons in the 1960s [57].
Themorphology of functionally characterized different types
of mammalian spinal and brainstem motoneurons started
to emerge from this type of in vivo research [58, 59].
Subsequent studies, using dye-filling with HRP, fluorescent
dyes (e.g., Lucifer Yellow), and biocytin or Neurobiotin
revealed dendritic morphology of functionally characterized
motoneurons primarily from the in vivo adult cat studies [60–
65], followed by studies in the adult rat in vivo [66–69] and in
developing rat brainstem slices [70, 71].

Dye-filling studies of individual motoneurons reported
occasional sessile and rare pedunculated spines and append-
ages on the soma and dendrites of motoneurons from adult
animals including cat hypoglossal [65], phrenic [72], and
hind limb [62] motoneurons and rat phrenic motoneurons
[31]. A developmental study identified frequent growth cones,
filopodia, and lamellipodial and fusiform processes in kitten
at birth, most processes disappearing at P45 [62]. Therefore,
one possibility is that, in older animals, the spines or spine-
like processes (e.g., filopodia or appendages) are significantly
reduced compared to newborns; however, another study
reported a few spines in developing cat phrenic motoneurons
[73], with a similar spine density to that of adult cat phrenic
motoneurons [72]. By contrast, another dye-filling study
in developing rat (P1 to P30) hypoglossal motoneurons,
despite performing detailed morphometric analysis, did not
mention anything about dendritic spines or filopodia [70,
71].
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In the past 15 years mice have increasingly become the
species of choice for studying mammalian motoneurons, pri-
marily due to the availability of transgenicmice. Inmice,most
of the available information about motoneuron dendritic
structure comes from studies that used retrograde tracers
and immunochemical or Golgi staining to visualize and
draw projections of motoneuron dendrites in single sections
without full reconstruction [74–78]. The quantification of
motoneuron dendritic spines by Golgi or HRP staining
combined with light microscopy is limited due to dense and
dark reaction products, as significant number of spines under
or above the dendrites are likely to be unaccounted for [79].
Also with these dark reaction products, it would be hard
to detect some of the very short and stubby spines (0.1 to
0.4 𝜇m long), as shown in Figure 1(c) at high magnification.
Although some of these difficulties have been overcome
recently by using fluorescent molecules such as Fluorogold
in retrograde labeling studies [80] or using transgenic mice
with fluorescently (e.g., Green Fluorescent Protein (GFP) or
Yellow Fluorescent Protein (YFP)) expressing motoneurons
[81], there are still potential limitations with nonspecific and
partial uptake of labels not reaching intensities sufficient to
reveal fine structural detail such as dendritic spines in distal
dendrites (see below) [55]. Only a handful of studies have
carried out dye-filling studies of individual motoneurons in
mice using in vitro hemisected lumbar spinal cords from
P3 to P13 mice [82] and in brainstem spinal cord prepa-
rations from P3 to P9 mice [83, 84]. Dendritic elongation
and branching abnormalities of lumbar motoneurons were
reported in mutated human Cu/Zn-superoxide dismutase
(hSOD1G85R) overexpressing mice compared to wild-type
mice at P3–P9 [83, 84]. It is again surprising that there was
no mention of spines and filopodia on neonatal mice lumbar
motoneurons dye-filled with biocytin or Neurobiotin [82–
84] or Ca2+ Green-1 and Texas Red dextrans [37]. Of these
earlier studies in the mice, only one study reported and
quantified dendritic spines in cervical motoneurons using
a rapid Golgi method [74]. This study reported significant
reduction in dendritic length, branching, and spine density
in presumed alpha motoneurons from the 2–6-month-old
Wobblermouse (a model of human infantile spinal muscular
atrophy) compared to wild-type mice [74].

Recently, we have developed a highly sensitive and
less invasive (i.e., minimal cellular damage) dye electro-
poration method to fill individual cells using Neurobiotin,
a small molecule (molecular weight (MW) = 323) with
the advantage of comprehensive intracellular distribution
(Figures 1, 2, and 3) [25, 26, 85]. We have been using
voltage pulses to electroporate the membrane in giga-seal
or semiloose seal modes, instead of direct and variable
suction that can damage the plasma membrane and intra-
cellular organelles [25, 26, 85]. Combining our less-invasive
and sensitive Neurobiotin electroporation method with the
high magnification (100x objective with 2.5x to 10x optical
zoom) laser confocal and super resolution microscopy has
allowed detection and quantification of significant numbers
of dendritic spines and filopodia in developing hypoglos-
sal motoneurons from mouse brainstem slices (Figures
1(c) and 3) [26, 27]. Using this method we have recently

studied somatodendriticmorphology of over 100 hypoglossal
motoneurons in developing mice from E17 to P28 [86]. Our
most recent studies on 300–500𝜇m transverse spinal cord
slice preparations from newbornmice also indicate the abun-
dant presence of filopodia and spines on somatodendritic
domains of dye-filled lumbar motoneurons (Figures 2(a)–
2(c)) that received both excitatory glutamatergic NMDA (N-
methyl-D-aspartic acid) and AMPA (𝛼-amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid) and inhibitory gamma-
aminobutyric acid (GABA) and glycinergic synaptic currents,
based on their activation/inactivation kinetics (Figures 2(d)-
2(e)). In motoneurons we find all types of spines previously
reported in other neuronal types [6, 12, 23], including pedun-
culated (thin and longer spines with prominent necks and
heads resemblingmushrooms), sessile (stubby or short spines
lacking clear necks), and thin and longer filopodia-like spines
lacking clear necks (Figure 1(c)). We have also occasionally
seen branched spines with Y-shaped tips in dendrites of
developing motoneurons (see Figure 6(c), asterisk). General
understanding is that mushroom (pedunculated) and stubby
(sessile) spines represent more mature and stable spines,
while thin and branched spines tend to be more plastic
and immature [6, 12, 23]. In the following sections, we
will show examples and argue that the filopodia and spine-
like structures form the structural bases of motoneuron
plasticity during development and under neuropathological
conditions.

Reasons for lack of detection or reporting of spines and
filopodia onmotoneuronal somatodendritic domain bymany
previous morphological studies are not clear. We believe
there may be many contributing factors such as significant
neuronal injury and tissue damage during recording or dye-
filling, sensitivity of detection method and dye used, and
sufficient magnification (minimum 100x objective with 2.5x
optical zoom) to detect short and stubby spines (0.1 to
0.4 𝜇m long; Figure 1(c)) that are the most common type
in the adult. We noted that most previous morphological
studies mentioned above, especially prior to use of confocal
microscopy, did not image cells at high enoughmagnification
to identify spines and filopodia on motoneurons. From our
experience, any major physical damage to the cellular soma
or dendrites during whole-cell patch-clamping, electrode
pull-out, prolonged recordings with patch or sharp (high
impedance intracellular recordings in vivo) electrodes under
unstable conditions (i.e., movement), or using inappropri-
ate pipette solutions (e.g., osmolarity, ionic composition,
and pH), can result in membrane damage and subsequent
swelling, vacuolization, blebbing, or beading of cellularmem-
branes or compartments [25, 26, 85]. Under such conditions,
either filopodia and spines will become undetectable due
to retraction or they will simply integrate with swellings,
vacuoles, blebs, or beads and disguise upon losing their
structural support. Indeedwhenwe closely look at themost of
the previous morphological studies (see above), especially in
in vivo animal preparationswith intracellular filling including
our own work [68, 69], beading and blebbing are common in
somatodendritic domains of motoneurons. Dendritic spines
can also structurally restrict access of dyes, especially larger
molecules such as HRP (MW ∼ 44 kilo Dalton (kDa))
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Figure 2:The somatodendritic and synaptic properties of lumbarmotoneurons from a newbornwild-type C57/Bl6 (P0-WT)mouse. (a) Low-
power image showing a lumbar spinal cord slice in transverse plane and the location of dye-filled motoneurons (yellow cells). (b) Medium-
power confocal image showing two dye-coupled motoneurons located ventrolateral to the central canal (CC), with commissural dendrites
crossing themidline (dashed line) to the contralateral side of the spinal cord. (c)High-power confocal image of these twomotoneurons, which
displayed action potential firing uponmembrane depolarization (not shown), each displaying extensive filopodia (long arrows) and spine-like
processes (short arrows) present in their somatodendritic domains. (d) Excitatory postsynaptic currents (downward deflections) recorded at
a holding potential of −60mV. Fast inactivating excitatory currents may be AMPA receptor-mediated (asterisks), whereas slowly inactivating
excitatory currents likely include NMDA currents alone or together with AMPA (short arrows). (e) Inhibitory postsynaptic currents (upward
deflections) recorded at a holding potential of 0mV. Fast inactivating inhibitory currents may be glycine-mediated (asterisk), whereas slowly
inactivating currents likely include GABA-mediated currents (short arrows). Scale bar is 200𝜇m in (a), 50 𝜇m in (b), and 10𝜇m in (c). Scale
bars for (d and e) are 250ms and 25 pA.

compared to small size Neurobiotin (MW = 323) (Kanjhan,
unpublished observations). Furthermore, the intensity of dye
is alwaysmuchhigher in dendritic shafts, particularly in distal
dendrites, compared to spines protruding from them, even
with smaller dyes Neurobiotin, biocytin (MW= 372), Lucifer
Yellow (MW = 522), and Alexa Fluor (MW = 570) [25].
Another limitation is the working distance of the objectives
and penetration of light through the 300 𝜇m thick brain
tissue; the spines and filopodia can reliably be detected and
imaged only if they are located on the surface of the tissue
(ideally within the top 20𝜇m). The clarity and resolution of
the image are lost in dendrites deeper than 25–30𝜇m from
the surface of the brain slice and the spines become too blurry
for any reliable detection andmeasurement. One way around
this problem could be further slicing of the 300 𝜇m thick
brain slice to ≤20𝜇m sections following fixation of the tissue.

3. Molecular Mechanisms Involved in the
Development of Motoneuron Dendritic
Trees, Filopodia, and Spines: Remodeling
under Neuropathological Conditions

During early embryonic development, motoneurons emerge
from dividing progenitor cells located in the medial por-
tion of the ventral neural tube [87]. Motoneuron identities
are established by patterning cues working in cooperation
with intrinsic sets of transcription factors [87–92]. As the
embryo develops, motoneurons further differentiate in a
stepwisemanner to form compact anatomical groups, termed
motor pools or motor columns, connecting to a unique
muscle target [88, 92–94]. The lateral motor column (LMC),
positioned in the brachial and lumbar enlargements of the
spinal cord, contains motoneurons that innervate the skeletal
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Figure 3: Morphological properties of hypoglossal motoneurons in brainstem slices obtained from embryonic and adult C57/Bl6 wild-type
mice (for methodology see Kanjhan and Bellingham, 2013 [26, 27]). (a) Image showing 4 hypoglossal motoneurons filled with Neurobiotin
in a 300 𝜇m slice preparation obtained from a mice at embryonic day 18 (E18). Note that the motoneuron on the dorsal right-hand side is
dye-coupled to 4 adjacent motoneurons. Two motoneurons on the ventromedial portion of the hypoglossal nucleus have dendrites crossing
the midline (ml) to the contralateral side. Axon (A) of one of the motoneurons is clearly visible projecting in the ventrolateral direction to
join the hypoglossal nerve outlet. (b) A hypoglossal motoneuron from an adult mouse at postnatal day 30 (P30). Note a significantly larger
dendritic tree in the adult mice. (c) A high-power confocal image showing filopodia (long arrows) and spine-like processes (short arrows) at
the soma and primary dendrites of a motoneuron from a WT mouse at E18. (d) A rendered 3D reconstruction generated by Imaris software
illustrating an overlapping localization of the presynaptic vesicular glutamate transporter-2 (VGLUT-2) terminals (small spheres) and the
postsynaptic density protein-95 (PSD-95) (larger spheres) on filopodia (note as many as 4 excitatory synaptic contacts on a single filopodium
marked as ∗) and spine-like processes on the primary dendrites of a motoneuron from an E18 WT mouse. CC: central canal. Scale bars =
100𝜇m in (a and b); 10 𝜇m in (c and d).

muscles of the limbs, while themediomedial column (MMC),
positioned throughout the rostrocaudal extent of the spinal
cord, contains motoneurons that for the most part innervate
the axial trunk muscles [92–94].

Motoneurons are unique in the vertebrate central nervous
system, in the sense that they are arguably the only neurons
for which both function and precise target tissue innervation
are known. Since the pioneering work of Sir Charles Scott
Sherrington, it is widely recognized that motoneurons link
the central nervous system to the muscles [95]. Motoneurons
are thus the final common effector pathway, where all the
peripheral sensory and central premotor and interneuron
pathways converge to elicit motor output. A single motoneu-
ron drives a subset of muscle fibers within a muscle, forming
a motor unit [95].

Motoneuron pools are not homogeneous and comprise
diverse subtypes, according to the muscle fiber type they

innervate [41, 89, 96, 97]. Based on their somatoden-
dritic structure, synaptic inputs, axonal projection, and gene
expression profiles, every motor column consists of three
major motoneuron subtypes: the alpha, beta, and gamma
motoneurons; with further subdivision, seven categories of
motoneurons have been described based on their innervation
pattern [36, 89, 96, 97]. The large multipolar alpha motoneu-
rons innervate the extrafusal muscle fibers in the skeletal
muscle and receive input from the proprioceptive sensory
afferent neurons. Alpha motoneurons form three types of
motor units: (1) fast-twitch fatigable (FF) alpha motoneurons
have the biggest soma size and axon diameter, control a large
number of type IIB extrafusal muscle fibers, have large neu-
romuscular synapses, and display phasic/delayed firing pat-
terns; (2) fast-twitch fatigue-resistant (FR) alpha motoneu-
rons are slightly smaller than FF motoneurons, innervate
type IIA extrafusal muscle fibers, have large neuromuscular
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synapses, and display high-frequency tonic/delayed firing
patterns; (3) by contrast, slow-twitch (S) alpha motoneurons
are smaller than FF and FR types, innervate fewer type I
myosin heavy chain (MHC) muscle fibers, form smaller neu-
romuscular synapses, and produce tonic/immediate action
potential firing [36, 89, 96, 97].Themorphological properties
of beta motoneurons resemble alpha motoneurons, but they
are skeleton-fusimotor and innervate both the extrafusal
fibers in the skeletal muscle and the intrafusal muscle
fibers in the muscle spindle. There are two types of beta
motoneurons: (1) beta static motoneurons innervate type IIA
or IIB extrafusal fibers and the intrafusal nuclear bag2 fiber;
(2) beta dynamic motoneurons innervate type I extrafusal
muscle fibers and the intrafusal nuclear bag1 fiber [89, 96, 97].
We currently do not know much about specific properties
of the beta motoneurons. The gamma motoneurons, which
make up for ∼30% of all motoneurons, are the smallest of
all motoneuron types and innervate exclusively the intrafusal
muscle fibers in the muscle spindles, without a direct input
from proprioceptive afferents. There are two types of gamma
motoneurons: (1) gamma static motoneurons innervate the
intrafusal nuclear bag2 fiber and/or the nuclear chain fibers;
(2) gamma dynamic motoneurons innervate the intrafusal
nuclear bag1 fiber [89, 96, 97]. The gamma motoneurons
can also be distinguished from the neuronal nuclear antigen
(NeuN) expressing alpha motoneurons, on the basis of
expression of transcription factor Err3 (estrogen receptor-
related protein 3) or a muscle spindle-derived signaling
molecule Wnt-7a (wingless type 7a) [36, 89, 90].

Motoneurons are cholinergic neurons that receive excita-
tory glutamatergic and inhibitoryGABAergic and glycinergic
synaptic inputs, as well as many additional modulatory
inputs including noradrenergic, serotonergic, dopaminergic,
cholinergic, and purinergic inputs [33–35, 97–102]. The
intrinsic membrane properties of motoneurons are precisely
tuned within each category of motoneurons in order to pro-
duce an output that is adapted to the contractile properties of
their specific muscle targets [97, 103]. The voltage-dependent
delayed rectifier K+ channel (Kv2.1) contributing to neuronal
excitability has been specifically located at the postsynaptic
site of large cholinergic C-bouton inputs to somatodendritic
domains of alphamotoneurons [104].There is some evidence
that primarily large alpha motoneurons, especially FF type
phasic motor units, are selectively lost in aging andmotoneu-
ron diseases; their neuromuscular junctions (NMJs) become
first denervated (i.e., endplate denervation) and are then
partially reinnervated or compensated by the newly grown
axon collaterals of adjacent motoneurons [41, 89, 105–107].
Alpha motor axon terminals at NMJs have been shown to
undergo bouts of degeneration and regeneration in young
asymptomatic SOD1G93A mice, but later in life alpha motor
axons selectively degenerate via a process termed “dying
back,” resulting in the appearance of neurological symptoms
due to denervation ofmuscle fibers and loss ofmotor neurons
[41, 107, 108].

Intercellular communication is essential for the regula-
tion of embryonic development. During early development
at the time of cell division, immature neurons start to put

out processes known as growth cones that bear filopodia,
spine-like structures, and small branches, as shown here
with dye-filling byNeurobiotin electroporation of developing
human cortical neurons (equivalent of less than 90-day-old
fetal neurons) derived from induced pluripotent stem cells
(Figures 1(a)-1(b)). Note that isolated developing fetal cells in
culture conditions are able to form filopodia and spines from
their growth cones in the absence of synaptic inputs (Figures
1(a)-1(b)). Growth cones and filopodia on motoneurons were
first described by Ramon y Cajal [1–3].The growth cones give
rise to filopodia, which are composed largely of filamentous-
(F-) actin bundles or polymers [47, 109]. Filopodia are long
(∼2–20𝜇m) and thin (<0.3 𝜇m in diameter) protrusions or
stalks that lack a knobby head (Figures 1(a), 2(c), and 3(c)-
3(d)); they are present during development on the soma,
dendrites, and axons of neurons and are muchmore dynamic
than dendritic spines [3, 12, 47, 110–112]. It is rare to see
filopodia on mature neurons, and therefore their function
may be primarily developmental, except under pathologi-
cal conditions when they may reappear as a regenerative
response to injury [62, 111–114]. However, a number of
manipulations have also been shown to induce filopodia
growth including high-frequency focal synaptic stimulation
by activation of glutamatergic NMDA receptors, overexpres-
sion of glutamatergic AMPA receptor subtype 2 (GluR2) and
the transmembrane agrin (TM-agrin), proteolytic cleavage of
agrin by neurotrypsin, or activation of the small conductance
Ca2+-activated K+ channel subtype 3 (SK3) [3, 12, 47, 110].

Activation of the central regulators of actin dynamics
Ras (rat sarcoma) and Ras homolog (Rho) family of small
GTPases (guanosine triphosphatases), including most stud-
ied members RhoA, Rac1 (Ras-related C3 botulinum toxin
substrate 1), and cdc42 (cell division cycle 42), and their
downstream intermediates results in the polymerization of
actin fibers by enabled vasodilator-stimulated phosphopro-
tein (Ena/Vasp) homology proteins [112, 115]. Growth factors
bind to receptor tyrosine kinases resulting in the polymeriza-
tion of actin filaments, which, when cross-linked, make up
the supporting cytoskeletal elements of filopodia [112, 115–
118]. Rho activity also results in activation by phosphorylation
of ezrin-radixin-moesin (ERM) family proteins that link
actin filaments to the filopodia membrane [115]. Myosin-
X (Myo10) is a MyTH4-FERM (myosin tail homology 4-
for protein 4.1, ezrin, radixin, and moesin) myosin that is a
molecular motor localized to the tips of filopodia and func-
tions in filopodia formation by acting downstream of small
GTPase cdc42 [119]. Filopodia are much more dynamic than
dendritic spines, and issues that are not understood or clear
include the role of Ca2+ influx in filopodia dynamics [112].

Rats and mice are born with relatively immature fore-
brains, and spinogenesis in cortical pyramidal neurons
starts postnatally; at this stage these neurons are primarily
depolarized by GABA instead of glutamate, as excitatory
glutamatergic synapses are not formed yet [120]. By con-
trast, motoneurons and especially hypoglossal motoneurons,
which need to be functional at birth for the newborn to breath
and suckle, reach maturity at late embryonic stages (Figures
3 and 4). Our results show abundant filopodia and spine-like
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Figure 4: Electrophysiological recordings of hypoglossal motoneurons from C57/Bl6 WT mice compared to GAD67-KO mice at E18 (for
methodology see Kanjhan and Bellingham, 2013 [26]). (a-b) Somatic recordings of excitatory (downward deflections, long arrows, EPSCs)
and inhibitory (upward deflections, short arrows, IPSCs) postsynaptic currents using low resistance electrodes (3-4mΩ) at −60mV and 0mV
holding potentials, respectively. (c-d)Dendritic recording of EPSCs (downwarddeflections, long arrows) and IPSCs (upwarddeflections, short
arrows) at 0mV holding potential using higher impedance electrodes (10–15mΩ). (e-f) Current-clamp recording of membrane potential at
action potential (∗) firing threshold, showing subthreshold excitatory (long arrows, EPSPs) and inhibitory (short arrows, IPSPs) postsynaptic
potentials. (g-h) Magnified baseline traces of (e)-(f), respectively. Scale bars = (a-b) = 50 pA, 0.1 s; (c-d) = 25 pA, 0.1 s; (e-f) = 20mV, 1 s; and
(g-h) = 3mV, 1 s.
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processes at E17-E18 motoneurons, some of which contain
both pre- and postsynaptic components of glutamatergic
synapses: vesicular glutamate transporter 2 (VGLUT2) and
postsynaptic density 95 (PSD-95), respectively (Figures 3(c)-
3(d)). Some of the long filopodia hadmore than oneVGLUT2
and PSD-95 appositions (Figure 3(d)), suggesting multiple
potential synaptic sites. These observations are in agreement
with Vaughn’s ultrastructural findings that synaptic contacts
form in mice spinal motoneurons primarily on filopodia as
early as E11-E12 [44]. The spinal cord starts to convey first
synaptic activity recorded from motoneurons at E12.5, that
is, GABAergic [102]. GABAergic and cholinergic signaling
together generate earliest spontaneous spinal motor activity
[102]. GABAergic synaptic transmission to motoneurons
is soon supported by glycinergic synaptic transmission.
Glutamatergic synaptic transmission to motoneurons likely
activates at around E14.5 [102]. Functionality of excitatory
and inhibitory synapses at E18 has been confirmed by our
electrophysiological recordings from motoneurons, which
were subsequently filled by Neurobiotin electroporation
for morphological analysis (for methodological details see
Kanjhan and Vaney, 2008, and Kanjhan and Bellingham,
2013 [25, 26]). Somatic patch-clamp recordings show that at
E18 wild-type (WT) mice hypoglossal motoneurons receive
both glutamatergic excitatory postsynaptic currents (EPSCs)
and GABAergic/glycinergic inhibitory postsynaptic currents
(IPSCs) under voltage clamp (Figure 4(a)). EPSCs and IPSCs
are translated into excitatory postsynaptic potentials (EPSPs)
and inhibitory postsynaptic potentials (IPSPs) under current-
clamp conditions, respectively (Figures 4(e) and 4(g)). In
lumbar motoneurons, the earliest age we have tested was
P0, and at that age group we have seen well-developed exci-
tatory and inhibitory synaptic currents (Figures 2(d)-2(e)).
Activation and inactivation kinetics of these currents suggest
presence of fast-inactivating AMPA and slow-inactivating
NMDA receptor type-mediated excitatory synaptic currents
and fast inactivating glycinergic and slow inactivatingGABA-
mediated inhibitory synaptic currents (Figures 2(d)-2(e)).We
have also studied excitatory and inhibitory synaptic currents
in transgenic mice deficient in GABAergic inhibitory synap-
tic transmission, due to elimination of 67 kDa glutamic acid
decarboxylase (GAD-67) enzyme, which is themajor isoform
catalyzing the decarboxylation of glutamate to GABA in pre-
natal and neonatal brains. Inhibitory postsynaptic currents
are mostly lost in mice that lack GAD-67, while there is
an increase in the frequency of excitatory synaptic inputs
(Figure 4(b)). Patch-clamp recordings from the proximal
dendrites of motoneurons in WT and GAD-67 knockout
(KO) mice confirmed these results (Figures 4(c)-4(d)). In
addition, dendritic recordings show that at least some of the
inhibitory outward currents are generated in the dendrites.
While somatic and perisomatic inhibition of motoneurons
has been studied in detail [33–35, 121] and immunolabelling
studies suggest the presence of dendritic inhibition [122],
there is no functional data showing dendritic inhibition
in motoneurons [123]. We have recently shown that presy-
naptic vesicular inhibitory amino acid transporter (VGAT)
terminals and postsynaptic GABAA receptor alpha-1 sub-
units form close appositions on dendrites of hypoglossal

motoneurons [27]. Our functional and morphological evi-
dences suggest that inhibitory synaptic modulation may
be involved in dendritic integration of synaptic inputs
and localized regulation of neuronal Ca2+ signaling [124]
in motoneuronal information processing [33, 100, 101], as
shown in detail for other neuronal types such as retinal
ganglion cells [125] and hippocampal neurons [126]. In
current-clamp recordings, IPSPs were significantly reduced
in amplitude and frequency in hypoglossal motoneurons
from the mice deficient in inhibitory synaptic transmission;
instead an increase in the frequency and amplitude of EPSPs
was observed, which increased the action potential firing
probability and reduced the interspike interval (Figures 4(f)
and 4(h)). GABA and glycine can activate depolarizing
chloride currents in some neurons, such as hippocampal
pyramidal cells, during postnatal development due to high
intracellular chloride concentrations [102, 120]. Therefore,
the presence of IPSCs and IPSPs seen at E18 hypoglossal
motoneurons confirms thematurity of hypoglossalmotoneu-
rons, as suggested by previous studies [34, 127]. However,
the maturation of GABAergic/glycinergic responses from
depolarizing to hyperpolarizing may differ among various
motoneurons pools [102, 127].

We see filopodia and spine-like processes on the soma
and dendrites of developing lumbar (Figures 2(b)-2(c)) and
hypoglossal motoneurons frommice (Figures 3(c)-3(d), 5(a),
5(c), 5(d), 6(a)–6(c), and 6(e)) and rats (Figures 6(g)-6(h)).
These findings show that the localization of filopodia and
spines on motoneurons is not unique to a species or to
a specific motoneuron pool. Filopodia-like long processes
were also frequently observed on developing motoneuron
axons projecting ventrolaterally (not shown). We often saw a
variation in density, size, and shape of filopodia and spine-
like structures among neighboring motoneurons and even
between the dendrites originating from the same motoneu-
ron. In some motoneurons, dorsolaterally projecting den-
drites, that likely receive various sensory afferent inputs,
had more filopodia and spine-like processes compared to
the ventral dendrites. Such specific spine distribution may
be important in sensory experience-dependent plasticity of
large F type alpha motoneurons that receive sensory inputs.
This may have a potential involvement in the selective
degeneration of F-type motoneurons in amyotrophic lateral
sclerosis (ALS) or motoneuron disease, as well as in aging
[41, 89, 105–107]. In the spinal cord, nerve endings from
Ia/II proprioceptive sensory neurons, directly contacting
alpha motoneurons, are preferentially affected in ALS and
degenerate much earlier than those from Ib sensory neu-
rons in SOD1G93A and transactivation response element
(TAR) deoxyribonucleic acid- (DNA-) binding protein-43
(TDP-43A315T) mutant mice [107]. It is possible that the
sensory input changes to motoneurons, such as increases in
excitatory synaptic inputs, may be at least partly involved in
increases in frequency of excitatory synaptic inputs shown
in Figure 7. On motoneuron dendrites we observed both ter-
minal type (at the tips of distal dendrites; Figures 6(a)-6(b))
and collateral type (emerging from dendritic shafts; Figures
3(d), 6(a)–6(c), and 6(h)) filopodia. While the terminal
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Figure 5: Somatodendritic morphologies of hypoglossal motoneurons during postnatal development and under neuropathological
conditions. (a) Filopodia (long arrows) and spine-like processes (short arrows) in the somatodendritic domain of a motoneuron from a
P0 WT mouse. (b) Increased density and size of filopodia and spine-like processes from a P0 mice lacking vesicular inhibitory amino acid
transporter (VGAT-KO). (c-d) Filopodia and spine-like processes in the soma decrease in density and size during postnatal development from
WT mice at P15 (d) and P30 (c). (e-f) Density and size of filopodia and spine-like processes are higher in motoneuronal somatodendritic
domain in mice overexpressing the mutated human Cu/Zn-superoxide dismutase (hSOD1G93A) gene at P15 (e) and P30 (f). All micrographs
are assembled from confocal image stacks of 20 to 40 optical images collected at 0.35𝜇m steps using an Olympus BX61 (Olympus Fluoview
ver. 1.7c) microscope. Scale bar in (f) = 10 𝜇m (applies to all panels).

filopodiamay be involved in dendritic growth and branching,
the collateral filopodia may be involved in spinogenesis or
synaptogenesis, as suggested previously [47, 62, 128–130].
Spines on Purkinje and pyramidal cells show morphological
variability and have traditionally been classified based on
their appearances as stubby (sessile), thin, and mushroom
(pedunculated) types [12, 131]. In motoneuronal somatoden-
dritic domain, the mushroom-shaped pedunculated spines
were less frequent than the stubby (sessile) and thin and
filopodia-like spines (Figure 1(c)), the sessile (stubby) spines
being most common at P30.

In consistency with previous studies on other parts of the
brain, such as the pyramidal cells from the rat visual cortex
where transiently appearing filopodia mostly disappear after
P12 [111, 132], there was a gradual developmental decrease in
the filopodia density on the soma and dendrites of motoneu-
rons at P15 (Figures 5(d) and 6(c)) and P30 (Figures 5(c) and
6(e)) compared to E17/P0 WT mice (Figures 3(c)-3(d), 5(a),
and 6(a)-6(b)). This may coincide with the developmental
downregulation of the GluR1 subunit of AMPA receptors,

which has previously been shown to promote filopodia num-
bers in spinal motoneurons during postnatal development
[133]. Spine density on the other hand increased, especially
on the distal dendrites at P15 (Figures 5(d) and 6(c)), but then
showed a decline at P30 WT mice (Figures 5(c) and 6(e)),
especially on soma and proximal dendrites (Figure 6(e)).
Withmaturation, the proportion of shorter and stubby spines
on the soma and dendrites increased. One possibility is that
some of the taller spine-like processes during early devel-
opment may actually be shorter filopodia. However, longer
filopodia-like processes were still present on distal dendrites,
but not as common at P30 (Figure 6(e)). Other studies have
also shown that higher levels of spine formation and loss
occur in cortical and pyramidal cells from adolescent mice
versus adults [13, 22, 111, 134]. During postnatal development,
reduction in filopodia numbers in motoneurons may be
subsequently followed by a reduction in spine numbers. The
reduction in filopodia may limit the formation of new den-
dritic segments and synapses, promoting stabilized synaptic
connectivity during transition to adulthood.
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Figure 6: Developmental changes seen in filopodia (long arrows) and spine-like processes (short arrows) in distal dendrites of hypoglossal
motoneurons from C57/Bl6 WT mice, Wistar rat (P11; WT), and hSOD1G93A mutant mice. (a-b) The filopodia were long and common and
spine-like processes started to form along the distal dendrites at E17-P0. Long and very dense filopodia were seen in some distal dendrites at
late embryonic and newbornmice (b). (c, e) Filopodia density compared to E17/P0 gradually reduced with postnatal maturation at P15 (c) and
further reduced by P30 (e) WTmice. Spine-like processes decreased in length becoming gradually stubby shaped with postnatal maturation;
spine density increased by P15 (c) but decreased at P30 (e). A rare Y-shaped branched spine is marked with an asterisk ∗ (c). (d–f) Increased
density of spine-like processes in mice overexpressing the mutated human SOD1G93A gene at P15 (d) and P30 (f). (g-h) Similar filopodia
and spine distribution were seen in the P11 rat hypoglossal motoneuronal soma, primary (g) and distal dendrites (h). All micrographs are
assembled from confocal image stacks of 20 to 40 optical images collected at 0.35𝜇m steps. Scale bars in (e), (g), (h) = 10 𝜇m. Scale bar in (e)
applies to panels (a) to (f).

In mutant mice strains with impaired inhibitory synaptic
transmission (lacking VGAT, GAD-67, or gephyrin), we
saw an increase in the density and length of filopodia
and spine-like structures on the soma and primary den-
drites (Figure 5(b)) compared to WT littermates at E18-P0
(Figure 5(a)). Increases in density and length of filopodia
and spine density may be a compensatory reaction to form
functional GABAergic and glycinergic synapses. This also
implies that the filopodia may also be involved in formation
of GABAergic and glycinergic inhibitory synapses, not just

excitatory glutamatergic synapses. There is evidence for
GABA and glutamate corelease in the brain, and GABAer-
gic synapses can be formed not only on dendritic shafts
but also on dendritic spines of pyramidal neurons, where
GABA may play a key role in the localized regulation of
neuronal Ca2+ signaling [124]. It has been proposed that
the active excitatory inputs may specifically attract (or repel)
an inhibitory bouton; for example, GABAergic inputs may be
recruited by the presence of specific glutamatergic afferents,
as spines receiving a GABAergic synapse seem to be targeted
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by excitatory terminals expressing synaptic marker VGLUT2
[124]. We have shown that VGLUT2 is common in presy-
naptic terminals to motoneurons (Figure 3(d)), raising the
possibility that similar mechanisms may also be implicated
during motoneuron development and synaptogenesis. By
increasing the length and density of filopodial and spine-
like processes, and dendritic branching, motoneurons may
be trying to increase their chances of finding GABAergic
and glycinergic terminals. Given that themajority of synaptic
contacts are found on filopodia of spinalmotoneurons during
early development [43, 135] (Figure 3(d)), it is possible that,
after a long period of nascent inhibitory synaptogenesis,
these filopodial processes are ending up with extra excitatory
synapse formations. This is consistent with patch-clamp
recordings showing significant decrease in the frequency and
amplitude of inhibitory postsynaptic currents and potentials
and a significant increase in the frequency of excitatory post-
synaptic currents and potentials in mutant mice compared to
their WT littermates (Figure 4). These findings fit with sig-
nificant increases in hypoglossal nerve output in brainstem-
spinal cord preparations of gephyrin knockout mice, com-
pared to WT littermates [127]. Unfortunately, mice deficient
in inhibitory synaptic transmission (GAD-67-KO, VGAT-
KO, and gephyrin-KO) die soon after birth [127], preventing
the acquisition of data past P0 from any of these mutants.
Interestingly, mice overexpressing the mutated hSOD1G93A
gene, widely used as a mouse model of inherited ALS, also
show increased density of filopodia and spine-like structures
in their soma (Figures 5(e)-5(f)) and dendrites (Figures
6(d) and 6(f)) at P15–P30 of presymptomatic age, compared
to WT littermates at P15 (Figures 5(c) and 5(d)) and P30
(Figures 6(c) and 6(d)). As for mice deficient in inhibitory
synaptic transmission, thesemorphological changes correlate
with increases in the frequency of EPSCs in motoneurons
from mice overexpressing the hSOD1G93A gene (Figure 7).

We have found that increased filopodia and spine-like
processes were usually associated with increased dendritic
length and branching in hSOD1G93A mutants and inhibitory
synaptic transmission deficient strains of mice including
gephyrin, GAD67, and VGAT knockout mice compared to
WT littermates. InWTmice, dendritic growth and branching
and increases in spine density continued until about P15,
when the filopodia density was high; after loss of filopo-
dia, the growth of the motoneuronal dendritic length and
branching, as well as increases in dendritic spine density,
were reduced. Taken together these findings suggest that at
least some of the filopodia may be involved in dendritic
lengthening and branching and increased spine density dur-
ing normal motoneuron development and that exaggerated
filopodial formation leads to increased structural responses
in hSOD1G93A, gephyrin, GAD67, and VGAT mutants com-
pared to WT mice. The remaining fewer filopodia in WT
adult motoneuronsmay reflect a residual regeneration capac-
ity of motoneurons, while increases in filopodial number
following injury or under neuropathological conditions may
reflect reactivated capacity of motoneurons to regenerate.

Themechanisms driving increases in filopodial and spine
density and shape (i.e., shortening and thickening), as well as

dendritic branching and length, during normal development
and under neuropathological conditions or injury are not
clear. It is likely that multiple factors are involved: including
innate genetic factors, neurotrophic and growth factors,
hormones (e.g., androgens and estrogens), guidance cues,
neuronal cell adhesion molecules (NCAMs), extracellular
matrix, and neuronal activity regulated by the excitatory and
inhibitory synaptic inputs and intrinsic membrane proper-
ties. Each of these factors will be discussed in detail below.

Brain-derived neurotrophic factor (BDNF) is a strong
neuroplasticity candidate that can transform functional activ-
ity into morphological changes and dendritic complexity
and stability, either during development or as a consequence
of changed neuronal activity [20, 136–138]. BDNF can be
released from neuronal dendrites or axons in response
to neuronal activity or activation of glutamate receptors
[116, 136, 138, 139]. BDNF acts upon tyrosine kinase B
(or tropomyosin-related kinase B; TrkB) receptors or other
signaling pathways such as serum inducible kinase (SKN) to
regulate dendritic complexity, filopodial and spine density,
and stability of these structures [20, 116–118, 137, 138, 140].
TrkB receptor signaling pathways are well characterized and
involve the activation of rat sarcoma/extracellular signal-
regulated kinases (Ras/ERK), phosphatidylinositol 3-kinase
(PI3K)/Akt (protein kinase B), mitogen-activated protein
kinase (MAPK), and phospholipase C- (PLC-) gamma path-
ways [117, 137]. MAPK and PI3K play crucial roles in
translation and/or trafficking of proteins induced by synaptic
activity, whereas PLC-gamma regulates intracellular Ca2+
that can drive transcription via cyclic adenosine monophos-
phate (cAMP) and protein kinase C (PKC) [117, 137]. In the
neuromuscular system, androgens regulate BDNF and TrkB
expression levels in spinal motoneurons and BDNF levels in
target muscles [140, 141]. Androgen-BDNF interactions have
important implications in motoneuron dendritic morphol-
ogy [140, 141], possibly involving cytoskeletal proteins such as
actin and tubulin. Castration results in decreasedBDNF-TrkB
and subsequent regression in dendritic morphology [140,
141]. Estrogens can also have significant effect onmotoneuron
dendritic growth during early postnatal development [142].
Estrogens are also known to interact with BDNF and to
play important roles in brain neuroplasticity [143]; however
details of this interaction have not yet been explored in regard
to motoneuron plasticity [142]. Activation of BDNF-TrkB
complex has been implicated in motoneuron vulnerability
to SOD1G37R mutations and toxicity [144]. After spinal
cord injury, treadmill training induced lumbar motoneu-
ron dendritic plasticity and functional recovery have been
related to an increase in BDNF expression [145]. It has been
reported that glutamatergic and GABAergic synapses react
differently to postsynaptic BDNF: glutamatergic synaptic
inputs increase, whereas GABAergic inputs decrease in a
TrkB receptor-dependent manner [146].

NMDA receptors were originally considered to be
the sole source of glutamate-mediated Ca2+ influx. How-
ever, AMPA receptors lacking developmentally regulated
GluR2 subunit also allow a significant influx of Ca2+ ions
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Figure 7: Developmental changes in the amplitude and frequency of spontaneous excitatory postsynaptic currents (EPSCs; downward
deflections) in hypoglossal motoneurons recorded from the C57/Bl6WTmice (a), compared to the mice overexpressing the mutated human
SOD1G93A gene (b) at P0, P15, and P30. The amplitude of EPSCs increased by ∼3-fold, while the frequency of EPSCs reduced by ∼50% with
postnatal maturation (from P0 to P30) in WT mice. In the mutated hSOD1G93A mice the frequency of EPSCs was increased, without a clear
change in EPSC amplitude, compared to age-matched WT littermates. Scale bars = 100 pA, 0.1 s.

[124, 147]. AMPA receptors also contribute to Ca2+ signaling
by depolarizing the membrane, which activates voltage-gated
calcium channels and relieves Mg2+ block from NMDA
receptors [124]. Calcium influx activated by glutamate acting
via AMPA/kainate receptors has been shown to have distinct
and specific effects on the growth and development of
motoneuron dendrites in E15 rat embryos [147]. This study
suggested a potential physiological role for excitatory neu-
rotransmission in dendrite growth and morphology during
development when synaptic contacts are forming between
afferent neurons and spinal motoneurons [147]. Increased
glutamatergic synaptogenesis in other neuronal networks is
also thought to occur through alterations in Ca2+ dynamics
and/or glutamate-dependent synaptic plasticity [8, 12, 148].
For example, Ca2+ influx mediated by AMPA and NMDA
glutamate receptors promotes or restricts spine growth in
a concentration-dependent manner [9, 149], while overac-
tivation of neurons can elicit increases in spine number
and structure [7]. The complexity of dendritic arbor and
branching of spinal motoneurons are refined in an activity-
dependent manner that is sensitive to blockade of NMDA
receptors during postnatal development, but not during late-
adult postnatal life [75, 150]. However, NR3B subunit NMDA
receptor expression is upregulated in adult motoneurons,
and overexpression of NR3B increases dendritic complexity
and branching and filopodia numbers [151]. During early
postnatal life, synaptic activity promotes dendrite elabora-
tion and growth in spinal motoneurons utilizing GluR1-
containing AMPA receptors [152]. Overexpression of the
AMPA receptor GluR1 subunit also resulted in an increase
in filopodia numbers and in dendritic length and arbor
complexity [133]. In contrast, AMPA receptor GluR2 overex-
pression did not alter dendritic complexity but was associated
with increased arbor length and decreased filopodia numbers
[133].These authors concluded that downregulation of GluR1
during postnatal development might limit the formation of
new dendrite segments and synapses, promoting stabilized
synaptic connectivity with maturation [133]. Other stud-
ies have suggested a role for activity-regulated cytoskeletal
associated protein involvement in NR2A subtype NMDA,
GluR1 and GluR2 type AMPA receptor-mediated chronic
spontaneous functional recovery of the paralyzed diaphragm
muscle following cervical spinal cord hemisection [153].

Using genetic manipulations of plasma membrane K+
channel expression in Drosophila, it has previously been
shown that increased intrinsic neuronal excitability can cause
increased dendritic branch formation, whereas decreased
intrinsic excitability can cause increased dendrite branch
elongation of motoneurons [154]. Therefore, changes in
dendritic complexity and plasticity can also be driven by
alteration of intrinsic membrane excitability, independent of
excitatory glutamatergic synaptic inputs. Since increases in
excitatory synaptic inputs were common to motoneurons in
allmutantmice used in our studies (Figures 4 and 7), we think
it is likely that increases in dendritic branching, filopodia,
and spine numbers reported here in mice overexpressing
hSOD1G93A and in mice with impaired inhibitory synaptic
transmission (VGAT,GAD-67, and gephyrin knockouts)may
be driven by increases in glutamatergic synaptic inputs onto
motoneurons. Therefore, glutamate- and activity-dependent
pathways are likely to be major players in structural remod-
eling of dendrites, spines, and filopodia under these neu-
ropathological conditions.

However, the signal transduction mechanisms linking
glutamate receptor activation to intracellular effectors that
accomplish structural and functional plasticity are not well
understood. Ultrastructural studies have revealed that the
postsynaptic density (PSD) is a highly organized structure
that scaffolds the receptors (such as NMDA and AMPA),
enzymes, and signaling molecules required for synaptic
transduction [16, 20, 155]. Spines are enriched with a complex
network of actin, termed the actin spinoskeleton, which
supports and determines the physical structure and shape
of the dendritic spine [20, 155]. The actin spinoskeleton
also organizes the postsynaptic signaling machinery, drives
changes in spine structure, and maintains spine stability [16,
20, 156]. The highly dynamic actin cytoskeleton is regulated
by an abundance of actin-binding proteins and upstream
signaling pathways that modulate actin polymerization and
depolymerization [109]. A long list of actin-binding proteins
includes actin depolymerizing factor (ADF)/cofilin, actin-
related proteins 2/3 (Arp2/3) complex, brevin, calpactin,
cortactin, calcium/calmodulin-dependent protein kinase II
(CaMKII), calponin, cofilin, drebrin, dystrophin, epider-
mal growth factor (EGF) receptor, ERM proteins, gelsolin,
G-proteins, myosins, myelin basic protein, neurexins, plastin,
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phalloidin, PKC, rapsyn, suppressor of rasVal14 (srv2), synap-
topodin, spectrin, tau, tropomyosin, and Wiskott-Aldrich
syndrome protein (WASP) [109]. Glutamate receptor acti-
vation is one of the most characterized regulators of actin-
based dendritic spine plasticity [16, 20, 157, 158]. CaMKII-
dependent phosphorylation of kalirin-7 and subsequent acti-
vation of the small GTPase Rac1 are required for NMDA
receptor-dependent rapid changes in spine morphology (i.e.,
enlargement of existing spines) and GluR1 AMPA receptor
insertion into synapses of pyramidal neurons [159]. Inactive
CaMKII can bind F-actin, thereby limiting access of actin-
regulating proteins to F-actin and stabilizing spine structure
[156]. Activation of CaMKII dissociates CaMKII from F-
actin and permits F-actin remodeling by regulatory proteins
followed by reassociation and restabilization [156]. Thus
CaMKII kinase can regulate a transient interplay between
the kinase and structural functions during the induction of
synaptic plasticity.

Recent studies have also identified a neuronal cell adhe-
sion molecule, Dscam1 (Down’s syndrome cell adhesion
molecule 1), to be critical in regulating developmental den-
dritic arbor growth, spine and synapse formation, and circuit
wiring in mice cerebral cortical and hippocampal pyramidal
neurons [160, 161] and in dendritic arbor growth and branch-
ing of Drosophila motoneurons [162, 163]. Significant loss of
Dscam1 function in Drosophila prevented stable dendrites
from being formed and mutant motoneurons were devoid
of mature dendritic branches, instead of displaying a dense
meshwork of filopodia-like and lamellipodia-like processes,
normally seen during early pupal development [162]. There-
fore, Dscam1 may be required for the transformation of
actin-rich highly dynamic filopodia into stable dendrites,
although the underlyingmechanism remains to be elucidated
[162]. It is possible that Dscam1 affects intracellular signal-
ing pathways, such as small Rho GTPase, which regulate
dendritic growth cone dynamics and spine formation and
stability. The intracellular domains of Drosophila and human
Dscam interact with P21-activated kinase (PAK1), which, in
turn, provides a possible mechanistic link to Rho GTPases
and actin polymerization [162]. Dendritic translation of
Dscam1 is regulated by NMDA receptor activation, and
impairment of NMDA-mediated regulation of Dscam1 has
been implicated in alterations in dendritic morphology and
synaptic plasticity in Down’s syndrome [160]. Surprisingly,
Dscam1 deficient Drosophila flight motoneurons that lack
90% of their dendrites but have normal axonal structure
and membrane currents can still satisfactorily perform the
vast majority of basic motor functions [163]. Motoneurons
with significant dendritic defects can still be contacted by
appropriate synaptic partners and can produce qualitatively
normal firing patterns andwingmovements during flight and
courtship song behaviors [163]. However, a normal complex
3D dendritic architecture is essential for intricate regulation
and fine tuning of behavior and particularly challenging
tasks, such as the integration of optomotor input for adequate
control of flight power output or the temporal accuracy of
switching between different song elements during courtship
to ensure mating success [163].

In vertebrates, cadherins and catenins are the major
cell adhesion molecules involved in regulation of dendritic
branching and synaptic morphogenesis [164, 165]. The cad-
herins are glycosylated transmembrane proteins associated
with a group of cytosolic proteins, the catenins, and they
form cell adhesion complexes in various tissues [165]. A
recent study showed that the spine pruning and maturation
in the mouse somatosensory cortex are coordinated via the
cadherin/catenin cell adhesion complex and bidirectionally
regulated by sensory experience [166]. This study concluded
that activity-induced interspine competition for beta-catenin
provides specificity for concurrent spine maturation and
elimination and thus is critical for the molecular control of
spine pruning during neural circuit refinement as well as
under neuropathological conditions such as autism [166].
The cadherin family is composed of more than 100 members
and classified into several subfamilies, including classical
cadherins and protocadherins. Protocadherins constitute the
largest cadherin family, with 68 members in humans and 70
in murine [165]. Inhibition of cadherin function in cultured
hippocampal neurons using a dominant negative approach
resulted in abnormal morphogenesis of spines, including
filopodia-like elongation and spine head bifurcation, along
with disruptions at postsynaptic and presynaptic proteins and
synaptic vesicle recycling [164]. In the spinal cord, early stud-
ies showed that protocadherin gamma proteins were required
for survival of spinal interneurons, synaptic development,
and maturation of spinal neurons [167]. Mice lacking all 22
genes of the protocadherin gamma cluster have decreased
numbers of spinal cord synapses, are nearly immobile, and
die shortly after birth [167]. More recent study showed
that protocadherins were involved in mediating dendritic
self-avoidance process, in which branches arising from a
single neuron repel each other, in the mammalian retinal
starburst amacrine interneurons and cerebellar Purkinje cells,
mirroring those reported for Dscam1 function in Drosophila
mentioned above [168]. The clustered protocadherins reg-
ulate neuronal survival, as well as dendritic self-avoidance.
Nonclustered protocadherins promote cell motility rather
than the stabilization of cell adhesion, unlike the classic
cadherins, and mediate dynamic cellular processes, such
as growth cone migration [165, 169]. Cadherin superfam-
ily members are implicated in several neuronal disorders
including Alzheimer’s disease, schizophrenia, autism, mental
retardation, and epilepsy [165, 169].

Cell adhesion molecules also connect to both the presy-
naptic partner and the extracellular matrix (ECM), which
is composed of glycoproteins (e.g., laminins, tenascins, and
thrombospondins) and proteoglycans that form a complex
interactive meshwork in and around the synaptic cleft [170].
Theneurons, glial cells, and the space adjacent to and between
synapses are surrounded by ECM providing a “glue or gel”
to attach cells and processes to each other [170]. At the
synaptic cleft, pre- and postsynaptic cell adhesion molecules
associate with one another and with the ECM to initiate
and maintain synaptic contact [170]. These transmembrane
cell adhesion proteins connect to the intracellular dendritic
spine actin network and influence the activities of actin
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regulatory molecules, thereby controlling spine shape. The
ECM has therefore been implicated in spine and synapse
stability, remodeling, and plasticity during development and
adulthood [170]. These are important functions as loss of
spine stability has been implicated in a number of neurode-
generative diseases [170].

ECM also attaches signals with special domains docking
to cell surface receptors and presents soluble molecules such
as basic fibroblast growth factors (bFGFs) or wingless/Int-
1 (Wnt)—proteins critical for neuronal survival and iden-
tity determination [92]. The availability of these molecules
depends on the matrix composition and influences the
transcription factor code of each cell. Recent research has
also provided strong evidence that depletion of single matrix
molecules like Tenascin C (TnC) can lead to developmen-
tal changes within the motoneuron progenitor pools [92].
Modulation of pathways involving potently inhibitory ECM
may be critical in recovery from spinal cord injuries [171].
Following spinal injury, digestion with chondroitinase ABC
of the upregulated chondroitin sulphate proteoglycans, that
restrict functional plasticity and stabilize spines, is beneficial
in motoneuronal plasticity and functional recovery of para-
lyzed diaphragm [171].

Upon neuronal activation or stimulation, the actin
spinoskeleton is uniquely regulated within microdomains to
modulate spine morphology, PSD structure, and membrane
trafficking that involves the dynamic processes of exocyto-
sis, endocytosis, internalization, endosomal recycling, and
localization of molecules such as AMPA receptors important
in synaptic transmission and neuroplasticity [172]. Actin
dynamics generate forces that manipulate membranes in
the process of vesicle biogenesis and also for propelling
vesicles through the cytoplasm to reach their destination
[172]. In addition, traffickingmechanisms exploit more stable
aspects of the actin cytoskeleton by using actin-based motor
proteins such as myosins to traffic vesicular cargo along actin
filaments [172, 173]. Myosins are a large family of actin-based
cytoskeletal motors that use energy derived from adenosine
triphosphate (ATP) hydrolysis to generate movement and
force for functions such as regulation of actin cytoskeleton
dynamics in dendritic spines and powering of synaptic cargo
transport [173]. In summary, mounting evidence indicates
that the actin molecule with rapid dynamics is at the centre
stage of structural regulation, maintenance, and remodeling
of synaptic plasticity [16, 20, 155, 156].

Recent studies have found that alterations or disturbances
in the cytoskeletal actin pathway in motoneurons and redox
alterations in the inflammatory compartment contribute to
ALS pathogenesis and disease outcome [174–178]. Profilin
1 (PFN-1) is crucial for the conversation of monomeric
(globular)G-actin to polymermicrofilament (filamentous) F-
actin in response to extracellular signals [109], andmutations
in PFN-1 gene are shown to cause familial ALS [175, 177]. Pri-
mary motoneurons expressing mutant PFN-1 display smaller
growth cones with a reduced F/G-actin ratio [175]. Actin-
binding protein plastin 3 (PLS-3) levels are reduced in spinal
muscular atrophy (SMA), and transgenic reintroduction of
PLS-3 rescues functional defects in SMA [174, 178]. SMA is

due to gene mutations or deletions in the survival motor
neuron 1 (smn1) gene, decreasing the availability of SMN
protein, which in turn leads to an early degeneration of
lowermotor neurons in children [178]. SMNprotein regulates
actin dynamics, and SMN overexpression in cultured neu-
ronal cells promotes neurite outgrowth [174, 176, 178]. Small
GTPase Rac1 dysregulation or alterations in structure and
function have also been implicated in the pathogenesis ofALS
and SMA [176]. Rac1 plays a key regulatory function of both
actin and microtubule cytoskeletal dynamics and thus it is
central to axonal and dendritic growth and stability, as well as
dendritic and spine structural plasticity during development
andunder neuropathological conditions. Rac1 is also a crucial
regulator of nicotinamide adenine dinucleotide phosphate-
oxidase- (NADPH-) dependent membrane oxidase (NOX),
a prominent source of reactive oxygen species (ROS), thus
having a central role in the inflammatory response and
neurotoxicity mediated by microglia [176]. SOD1 directly
binds to Rac1 in a redox-sensitive manner: in reducing
conditions SOD1 binds to Rac1 and stimulates its activity;
conversely, in oxidizing conditions SOD1 dissociates from
Rac1 and inhibits its activity [176].

Figure 7 illustrates how these developmental and
neuropathological changes (in the case of hSOD1G93A-
mutatedmice) in dendritic, filopodial, and spinemorphology
are reflected in functional properties of motoneurons, as
recorded in the form of excitatory postsynaptic currents
(EPSCs) received by the motoneurons. At all age groups,
in particular at P15 and P30, the frequency of EPSCs is
significantly higher in large-sized hypoglossal motoneurons
from hSOD1G93A transgenic mice (Figure 7(b)), compared
to age-matched WT mice (Figure 7(a)). Amplitude of
EPSCs was slightly larger in hSOD1G93A overexpressing
motoneurons than WT motoneurons, but not as dramatic
as changes in EPSC frequency (Figure 7). This suggests that
changes at the synaptic level are primarily due to increases in
the total number of glutamatergic excitatory synapses on to
hSOD1G93A overexpressing hypoglossal motoneurons. This
is consistent with denser filopodia and spine numbers in
motoneurons from hSOD1G93A mice (Figures 5(e), 5(f),
6(d), and 6(f)) compared to WT (Figures 5(a), 5(c)-5(d),
6(a)–6(c), and 6(e)).

In WT motoneurons, there is an increase in motoneuron
EPSC amplitudes associated with a decrease in frequency
during motoneuron development (Figure 7(a)), coinciding
with decreases in dendritic spine numbers and transition
to shorter and stubby spines (Figures 5(c)-5(d), and 6(e)).
Indeed, these size and shape changes (i.e., shortening and
increase in thickness) in spines and filopodia during postna-
tal development may reflect the strengthening of synapses in
an activity-dependent manner, as shown for the pyramidal
neurons [20, 111, 179]. In particular, stubby spines seem to
be much more stable and persistent than longer and thinner
spines [179], and filopodial processes that are much more
dynamic than dendritic spines may also be less stable [111,
179]. These developmental changes in the size and density
of spines and increases in the amplitude of EPSCs reported
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here suggest an increase in synaptic strength and efficacy
with maturation of motoneurons. Spine size correlates with
synaptic strength and larger spines commonly contain larger
PSDs with more AMPA-type glutamate receptors and appose
axon terminals with larger readily releasable pools of neuro-
transmitter [6, 170, 179]. Therefore, the presence of stubby
and large diameter spines is more likely to produce strong
excitatory postsynaptic currents and has greater influence
on neuronal firing and network signaling. While small
amplitude excitatory synaptic inputs will need to summate
to cause firing, a large amplitude excitatory synaptic input
from a single presynaptic fiber can trigger action potentials
in the postsynaptic neuron [180, 181]. As excitatory synaptic
strength increases, the motoneuron may receive fewer but
larger amplitude (stronger) excitatory synaptic inputs to
bring the membrane potential at the axon initial segment
to firing threshold by activating voltage-gated sodium chan-
nels. Riluzole-sensitive persistent sodium current present
in motoneurons would be expected to further assist these
large synaptic depolarizations [26, 182]. This makes sense
as motoneurons, once activated, often have an intrinsic
tendency to fire tonically in rhythmic bursts of relatively
low frequencies (0.5–2Hz burst frequency), interrupted by
inhibitory inputs and after hyperpolarizations, such as during
walking and breathing [33, 68, 69, 98, 183–185].

In pyramidal and Purkinje cells, spines do not only
appear and disappear, but their basic morphology also seems
to change continuously [9, 157, 186], often in an activity-
or experience-dependent manner [10, 14, 17, 22, 187–191].
Although glutamatergic pyramidal cells and GABAergic
Purkinje cells are very different in their morphology and
function from cholinergic motoneurons, similar molecu-
lar mechanisms of plasticity, such as dynamic actin-based
cytoskeletal remodeling of dendritic spine structure, size,
and shape, can also take place in motoneurons in response
to experience and activity or under neuropathological con-
ditions. Such dynamic plasticity of sensory- and activity-
dependent development of the neuromotor system and the
modifications that take place after disease or injury have been
the focus of many studies [18, 76, 127, 145, 178, 192–194].

4. Spinogenesis/Synaptogenesis and Plasticity
during Motoneuron Development

Asmost spines are believed to be postsynaptic compartments
receiving excitatory synaptic inputs [8], spinogenesis is linked
to synaptogenesis [12]. An initial period of spine proliferation
during early development is probably intrinsic to the neuron,
as spines can emerge in the absence of axon terminals; the
activity of the synapse and the neuron regulates a later decline
in spinogenesis [12, 190]. A large proportion of spinogenesis
and synaptogenesis in the primary visual cortex occurs before
eye opening in mice, and the only morphological event that
seems to correlate with eye opening is the elongation of the
spine neck [132]. We also regularly observe filopodia and
spines on growth cones and dendritic processes of developing
human neurons derived from induced pluripotent stem
(iPS) cells, in culture prior to formation of synaptic inputs

(Figures 1(a)-1(b)).Therefore it is likely that the sensory input
or sensory evoked activity and axonal input are not essential
for ontogenetic spinogenesis/synaptogenesis in neurons, such
as visual cortical neurons, during embryonic/prenatal or even
neonatal period [12, 13, 132, 190]. Instead the robust sponta-
neous activity of the developing brain and spinal network in
utero is potentially important for normal spinogenesis [12, 13,
132, 190]. However, the spine stability and modifications to
spine shape and size can be strongly modulated by sensory
manipulations and activity [13, 20, 22, 24, 189–191, 195, 196].
Previous studies have shown spine [7] and filopodia [197]
generation after induction of synaptic potentiation using two-
photon laser microscopy. Using similar methods in mice in
vivo, others have shown that spines are remarkably stable
throughout life in cerebral cortical neurons [14, 15, 111, 134,
179, 189, 191, 198], including primary visual cortical layer
5 pyramidal neurons in the primary visual cortex of living
transgenic mice expressing yellow fluorescent protein [111,
134]. The turnover of spines is higher during the critical
period of postnatal development than in adult life [13, 22,
111, 134]. These in vivo studies also found that spines undergo
considerable changes in shape and size during development
and in the adult mice, as previously shown in in vitro
preparations [10, 134, 157, 158].

Numerous cell surface receptors, scaffold proteins, and
actin binding proteins present in spines engaged in spine
morphogenesis [156, 199–204]. Molecular studies indicate
that multiple signaling pathways, particularly those involving
Rho and Ras families of small GTPases, such as Rac1,
RhoA, and cdc42, play important roles in morphogenesis of
dendritic spines, spinogenesis, spine loss or retraction, and
synaptic plasticity, by converging on the actin cytoskeleton
to bidirectionally regulate spine morphology and dynamics
[199–204]. Overexpression of these small GTPase proteins
results in the creation of new spines in vivo and in vitro
in Purkinje cells and pyramidal neurons [199, 200, 205].
Spine density, size, and length are controlled by different
members of the Rho and Ras families in developing and
mature Purkinje cells and pyramidal neurons [201–205].
Therefore even mature neurons have the entire molecular
complement required for spinogenesis in response to injury
and neuropathological conditions.

Spine stability is most likely due to binding of inac-
tive CaMKII to F-actin, thereby limiting access of actin-
regulating proteins to F-actin [156], as well as contribution
from cell adhesion molecules and the extracellular matrix
[170]. Activation of CaMKII by sensory stimulation or
synaptic activity may be important in altering the structural
stability of actin and spines [156]. This role is critical as
most brain disorders and neurodegenerative diseases includ-
ing Alzheimer’s, Parkinson’s, and Huntington’s diseases and
schizophrenia involve loss of dendritic spine stability in
adulthood [170].

Despite our increasing understanding of the molecular
players in spinogenesis, the mechanism of spine formation
is still widely debated. Three major models of spinogenesis
in the nervous system have been put forward by previous
studies [3, 12]: these are proposed by Miller/Peters [132], by
Sotelo [206, 207], and by the filopodia model derived from
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Vaughn’s synaptotropic hypothesis [43–46] (Figure 8). The
Miller/Peters model is based on Golgi-electron microscopic
data from developing rat visual cortex pyramidal cells; in
this model, protrusions with a stubby appearance are first
formed on dendritic shafts; then an apposed presynaptic
region of the axon shows a swelling as synaptic vesicles
accumulate, inducing the dendritic shaft to initiate elongated
spine formation; in the final stage (at around P21 in mice),
many spines are thin or mushroom shaped [132]. However,
more recent studies have found that dendritic spines can
grow directly from a dendritic shaft in contact with an
axon which induces the clustering of Rac1, a small GTPase
from Rho family involved in dynamic regulation of actin
and the microtubule cytoskeleton, leading to spinogenesis
[208], so that spine formation precedes synapse formation
[190, 209]. The Sotelo model, based on data from cerebellar
Purkinje cells of normal and mutant mice, contradicts the
Miller/Peters model; as Purkinje cells from mutant mice
lacking parallel fibers form abundant spine, the Sotelo model
proposes that the presynaptic axonal terminal has only a
minor role in spinogenesis [206, 207].

The filopodia model is derived from Vaughn’s synap-
totropic hypothesis, based on ultrastructural and Golgi stud-
ies on embryonic andneonatalmice spinal cordmotoneurons
[43–46]. The filopodial model posits that spines arise by
transformation of existing filopodial precursors or proto-
spines, as has been shown by live confocal time-lapse imaging
studies [47, 129]. Studies of hippocampal and cortical pyra-
midal neurons have provided supporting evidence for this
model by confirming that existing filopodia can produce both
sessile and pedunculated spines [47, 129, 130].

A unifying model for synaptogenesis during differ-
ent developmental stages has recently been put forward
by Garćıa-López et al. [3], which incorporates elements
of these previous models and proposes that synaptogen-
esis may happen in three different modes, corresponding
to prenatal (Sotelo model), neonatal (filopodial model),
and mature (Miller/Peters model) age groups, respectively
(Figure 8). Our data spans this developmental spectrum,
and our observations fit most closely with the filopo-
dial model during embryonic/prenatal/neonatal periods;
although Sotelo model may also contribute particularly
in neonatal/juvenile period, Miller/Peters model is likely
involved primarily in adults. The unified model also overlaps
with our results obtained from developing motoneurons.
However our motoneuron-based model also differs from
the unified model [3] in the sequence of events, with
filopodial model, instead of Sotelo model, being dominant
during embryonic/prenatal/neonatal periods; then it is fol-
lowed by involvement of Sotelo model at neonatal/juvenile
periods, and the Miller/Peters model may get involved
much later at juvenile/adult stages (Figure 8). Our data
from embryonic/neonatal/juvenile motoneurons is least con-
sistent with the Miller/Peters model based on pyramidal
cells, as this model may be more applicable to spinogene-
sis/synaptogenesis in adult motoneurons (Figure 8). Spino-
genesis in motoneurons therefore seems to have a uniquely
sequenced unified-hybrid model differing in sequence of
events from previous models based on pyramidal and

Purkinje neurons, as summarized in Figure 8. This may be
due to major developmental differences between the pyra-
midal/Purkinje cells and hypoglossal/lumbar motoneurons.
These include the following. (1)Motoneurons are cholinergic,
receive excitatory glutamatergic synaptic inputs before birth,
and are inhibited by GABA and glycine prior to birth
(Figure 4); by contrast, pyramidal neurons do not have exci-
tatory glutamatergic synapses until after birth and are excited
byGABAduring prenatal and neonatal periods. (2) Filopodia
and long thin spine-like processes appear on embryonic
motoneurons forming synapses (Figures 3(c)-3(d), 5(a), and
6(a)-6(b)), as previously shown [43, 44]. We have seen
filopodia on motoneuron soma and dendrites at the earliest
age that we have examined (E16), and filopodia likely appear
earlier than that, as others have shown synapses forming on
dendritic filopodia as early as E11 inmice spinalmotoneurons
[44, 46]. Indeed, around 70% of synaptic contacts are found
on filopodia in the developing mice [43] and chicken [135]
spinal cord motoneurons. By contrast, in pyramidal cells,
filopodia of the collateral type are transient and appear
later postnatally at P3–P12 and rarely form synapses [132].
Synapses on dendritic shafts predominate in pyramidal cells
in early development, with spine formation beginning in
the first week after birth [132, 210]. (3) In motoneurons,
filopodia and spine-like processes are thin and longer at
late embryonic and early postnatal ages, becoming shorter
and stubby with postnatal development, and mushroom
spines are rare (Figures 5(c)-5(d), 6(c)–6(e)). In cerebral
pyramidal neurons during early postnatal development, short
and stubby spines are common, while in the adult, thin
and mushroom spines are more common, although many
stubby spines are still present [132, 211]. (4) Pyramidal and
Purkinje neurons are innervated by regular parallel fibers,
by contrast to developing presynaptic axon terminations
within the hypoglossal nucleus following convoluted routes
with many three-dimensional twists and turns in mouse and
rat (Kanjhan, unpublished observations), as shown for the
adult rat [69]. This suggests that formation of synapses on
filopodia during development follows contact with searching
axon terminations (Figure 3(d)) [43, 44, 135], before being
transformed into dendritic spines or incorporated into the
dendritic shaft by filopodial retraction. Filopodia contacting
several axons can distinguish between distinct inputs and
choose the most active ones [3].

It is possible that cholinergic motoneurons, which extend
long axonal projections to muscles in the periphery and
which receive descending premotor and local interneuron
inputs, use different spinogenesis strategies than inhibitory
(GABAergic) Purkinje cells and excitatory (glutamatergic)
pyramidal neurons. One feature that supports this is that
spine shapes in different cell types (e.g., pyramidal, Purkinje,
and motoneurons) fall into different dominant categories.
In the somatodendritic domain of mature motoneurons
(P30), stubby and short type spines are seen more frequently
than the relatively sparse longer mushroom-shaped spines,
which are the dominant spine shape in adult pyramidal and
Purkinje cells [12, 131, 132, 211]. While motoneuron spines get
shorter (stubby) with maturation, in contrast the pyramidal
and Purkinje neuron spines seem to be getting longer.
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Figure 8: A schematic presentation of a unified-hybrid model of spinogenesis/synaptogenesis in motoneurons compared to pyrami-
dal/Purkinje neurons at different developmental stages involving previously described models. (a) In motoneurons, the Vaughn/filopodial
model (left) predominates during embryonic, prenatal, and neonatal development but becomes less common during juvenile development,
where the Sotelo model (middle) becomes more frequent.TheMiller/Peters model (right) may play a role in adult plasticity. (b)The sequence
of spinogenesis/synaptogenesis in motoneurons seems to significantly differ from that described for pyramidal and Purkinje cells. The Sotelo
model predominates in spinogenesis in pyramidal/Purkinje cells during embryonic/prenatal period. The filopodial model is less involved
in all cell types in the adult but is likely reactivated as part of the regenerative/remodelling processes following injury/neuropathological
conditions (red lines). 1, 2, and 3 indicate the sequence of pre- and postsynaptic development; filled circles represent postsynaptic receptor
clusters.
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Unfortunately there are no specificmarkers, which candistin-
guish different spine types or differentiate spines from filopo-
dia. The filopodial model of spinogenesis, which is relatively
less active in juvenile/adult period, may become reactivated
following neuronal injury/neuropathological events as part
of the structural regenerative remodelling of the neuronal
morphology (Figure 8).

We have noted differences in filopodia and spine density
between motoneurons from the same slice preparation, as
well as between the dendrites of the same motoneuron.
Morphological differences, such as spine density and shape
(short and stubby spines) and dendritic branching, among
categories of motoneurons may also be important in provid-
ing structural bases for synaptic hyperexcitability leading to
neuropathological conditions, such as selective degeneration
of certain types of motoneurons (e.g., vulnerable F type pha-
sic large alpha motoneurons) in ALS [89, 106, 107, 194, 212–
214]. The potential neuropathological roles of morphological
changes will be discussed below.

5. Excitatory Hypersynaptogenesis and
Intrinsic Membrane Hyperexcitability Are
Linked to Insufficiencies in Cellular Energy
Metabolism and Selective Motoneuron
Degeneration

Amyotrophic lateral sclerosis (ALS) and spinal muscular
atrophy (SMA) are neurodegenerative disorders character-
ized by selective loss ofmotoneurons,most likely due to cellu-
lar excitotoxicity and oxidative stress caused by accumulation
or deregulation of intracellular Ca2+ levels resulting primarily
from glutamate receptor activation [107, 178, 193, 194, 212–
218]. Elevated intracellular Ca2+ can activate cytoplasmic
apoptotic proteins such as calcineurin and calpain, deregulate
of Ca2+ in the endoplasmic reticulum, and overload themito-
chondria with Ca2+, resulting in mitochondrial dysfunction
and oxidative stress ultimately promoting neuronal death
[216, 218, 219]. Most cases of ALS are sporadic with no known
genetic linkage, while approximately 10% are associated with
familial forms, presenting mutations in over 20 genes encod-
ing for distinct proteins with varied functions, including
SOD1, fused in sarcoma (FUS), TDP-43, chromosome 9
open reading frame 72 (C9ORF72), PFN-1, vacuolar protein
sorting-associated protein 9- (VPS9-) ankyrin repeat protein
(VARP), alsin, ataxin-2, and matrin-3 [194, 218]. Mutations
in these proteins may increase the susceptibility for the
dysregulated intracellular Ca2+-mediated degenerative pro-
cesses to occur, suggesting existence of a common pathogenic
pathway centered around intracellular Ca2+ and its handling
[194, 216, 218]. For example, misfolded and aggregated SOD1
mutants localized within the mitochondrial membrane of
spinal cord motoneurons cause dysfunction in oxidative
phosphorylation and lead to endoplasmic reticulum stress
[194, 216, 218, 219].

Consistent with glutamate-mediated excitotoxicity
hypothesis, our studies of motoneurons from hSOD1G93A
mutant mice show that increases in dendritic spine density

compared to age-matched littermates are associated with
increased frequency of EPSCs, as well as an enhanced
developmental increase in EPSC amplitudes (Figure 7(b)).
Increased frequency of excitatory and inhibitory synaptic
inputs to hypoglossal motoneurons, together with increased
intrinsic persistent sodium currents resulting in increased
action potential firing rates, was previously reported in
hSOD1G93A mutant mice as early as P4 to P10 [192].
These modifications in incoming excitatory synaptic
inputs interact with changes in the intrinsic membrane
properties of the motoneurons. For example, increases in
persistent sodium and calcium currents may result in longer
lasting depolarizations following excitatory synaptic inputs
[97, 215, 217, 220], leading to excessive sodium and calcium
loading of the cytoplasm and specific compartments such as
spine heads. Such longer depolarizations may in turn reduce
the excitability and firing properties of motoneurons, by
depolarization block or partial inactivation of the voltage-
gated sodium channels [217]. This may be the mechanism of
hypoexcitability of lumbar motoneurons reported in adult
hSOD1G93A mutantmice [221]. Accumulation of intracellular
calcium will also result in disturbances in calcium
homeostasis and protein folding, endoplasmic reticulum
stress [194, 212, 215, 217, 219, 222], and perturbations in the
function and motility of the actin-based cytoskeleton and
spinoskeleton [10, 16, 20, 155, 158, 174, 175, 177, 178, 203].
However, recent studies have questioned the role of
hyperexcitability in motoneuron degeneration [36, 37, 221].
The excitability of large F-type motoneurons was unchanged
in the mSOD1G93A mutant neonatal mice, but, surprisingly,
the small S-type motoneurons displayed intrinsic
hyperexcitability [36]. Another study using two-photon
imaging found that calcium transients in motoneuron
dendrites of hSOD1G93A mutants are smaller, compared
to WT mice at P4–P11 [37]. These findings may not be
conclusive, given the wide variability in their Ca2+ responses
and the inability to measure the total Ca2+ entry into the cell.
However, data presented here and overwhelming evidence
from various labs around the world, including recent studies
fromhumanmotoneurons derived fromALS patient induced
pluripotent stem cells (iPS cells, see below), support a role
for hyperexcitability in the development of motoneuron
degeneration [91, 223].

A reduction or depletion of intracellular ATP will have
further consequences on neuronal activity, by cyclical acti-
vation ATP-sensitive potassium (KATP) channels that set
burst frequency and duration in motoneurons [184, 215, 217].
Motoneuronal bursting under neuropathological conditions,
such as inhibition of glutamate uptake by astrocytes, may
involve persistent glutamatergic activation of NMDA, AMPA
(GluR2 lacking Ca2+ permeable), and metabotropic gluta-
mate receptor type-1 (mGluR1) receptors to cyclical activation
of KATP conductances, linking electrical discharge properties
to the cellular energy metabolism in motoneurons [215, 217].
Firing properties of motoneurons may be further boosted
by activity-dependent increases in extracellular K+ levels
(∼6mM) and decreases in Ca2+ levels (∼0.9mM) consequent
to increased locomotion or hyperactivity [224].



20 Neural Plasticity

Another intrinsic factor that is critical in motoneuron
excitability is the relative contribution from various K+
channels including the delayed-rectifier K+ current (Kv7 or
M-current) [225, 226] and TASK-1 two-pore domain leak
K+ channels that are regulated by many extracellular and
intracellular factors including several neurotransmitters such
as glutamate, serotonin, and noradrenaline [33, 227, 228]. A
reduction in K+ currents would increase the input resistance
and the intrinsic excitability of motoneurons, potentially
increasing the effects of excitatory synaptic inputs. Similar
mechanisms have been implicated in a mouse model of
neuronal atrophy in spinocerebellar ataxia type 1, involving
abnormal membrane depolarizations due to a reduction in
K+ channels, including TASK-1-like background K+ cur-
rents [229]. Postnatal increases in expression of TASK-1
channels likely dampen the excitability of motoneurons,
perhaps serving to increase precision in muscle control
and to reduce involuntary muscle contractions, as well as
serving as a neuroprotector by letting K+ out of the cell
in a voltage-independent manner [228]. Activation of glu-
tamatergic metabotropic mGluR1 receptors inhibits TASK-1
like background K+ channels, subsequently increasing input
resistance, motoneuronal excitability, and bursting activity
[217]. Motoneurons may become more reliant on these
TASK-1 leak K+ channels with aging [228], and changes such
as increased inhibition of these channels via glutamatergic
mGluR1 or peroxide-mediated oxidative stress may have
undesired effects [217]. The role of K+ channels may become
more critical when the extracellular K+ levels are raised to
∼6mM by increased locomotion in an activity-dependent
manner [224]. Another important role is also played by astro-
cytes surrounding motoneurons, as they can clear extracellu-
lar K+ and glutamate in an activity-dependent manner using
their ionic pumps (e.g., Na+-K+ ATPase, Na+-K+-2Cl−), K+
channels (e.g., inwardly rectifying K+ channels, especially
Kir4.1), excitatory amino acid transporters EAAT1 (GLAST)
and EAAT2 (GLT-1), and gap junctions made of connexins,
Cx43 and Cx30 [230, 231].

Thus, reduced intracellular ATP availability increases the
metabolic cost of a single action potential and disrupts K+
and Na+ homeostasis, resulting in a chronic depolarization
and mitochondrial stress and dysfunction, which subse-
quently leads a cascade of events to selective degeneration
of motoneurons [232]. Distinct subsets of motoneurons may
also have variable bioenergetics needs. Motoneurons are
large neurons with extensive dendritic trees and longest
axonal projections requiring continuous and metabolically
demanding transport of various molecules and mitochon-
dria to the terminals [232]. Motoneurons are extremely
active, continuously firing action potentials to maintain
tonic posture or to generate the complex firing patterns
needed for muscle contraction during specific movements,
adding to the metabolic burden that must be met by ATP,
produced both via oxidative phosphorylation and glycolysis
[232]. Increased synaptic hyperactivity and longer lasting
depolarizations will increase this metabolic demand, putting
stress on mitochondria, as cellular Na+ and Ca2+ overload-
ing increase energy use by many homeostatic exchangers,

such as plasma membrane Na+-K+ ATPase (sodium pump),
plasma membrane and sarcoplasmic Ca2+-ATPase (calcium
pumps), and plasma membrane and mitochondrial Na+-
Ca2+ exchangers to maintain the ionic homeostasis critical
for neuronal survival [232]. Interestingly, the 𝛼1 isoform
of Na+-K+ ATPase is differentially expressed in large alpha
motoneurons, compared to small gamma motoneurons,
which express the 𝛼3 isoform [233]. The 𝛼1 isoform of Na+-
K+ ATPase extrudes intracellular Na+ at a slower rate than 𝛼3
[234], and this may well be a factor relevant to the selective
degeneration of larger F-type alpha motoneurons in ALS
patients and hSOD1G93A mutant mice [89, 106, 107, 194, 214].
Na+-K+ ATPase is vulnerable to aberrant SOD1 activity, and
global loss of Na+-K+ ATPase and its nitric oxide-mediated
regulation occur in mice overexpressing hSOD1G93A [235].

Defects in mitochondrial transport are implicated in the
pathogenesis of several major neurological disorders [236].
Recent studies have identified mitochondrial Rho1 (Miro1)
GTPases, a mitochondrial calcium sensor for glutamate
receptor-dependent localization ofmitochondria at synapses,
as a key determinant of how energy supply is matched to
energy usage in neurons [236, 237]. Trafficking of mitochon-
dria to dendritic and axonal locations in neurons, where
there are large Na+ and Ca2+ fluxes requiring active function
of pumps, is essential for maintaining neuronal function
and health. In fact, mitochondrial trafficking is regulated
by Ca2+ flux through ionotropic glutamate receptors [237].
Miro1 links mitochondria to kinesin-1 family 5 (KIF5) motor
proteins in a Ca2+-dependent manner (i.e., inhibited by
micromolar Ca2+ binding to Miro1), allowing mitochondria
to move along microtubules (anterograde or retrograde)
until mitochondrial stopping induced by glutamate or neu-
ronal activity [236, 237]. For example, activation of NMDA
receptors leads to Miro1 positioning mitochondria at the
postsynaptic side of synapses [237]. Miro1 is essential for
development of cranial motor nuclei and maintenance of
upper motor neurons, and neuron-specific loss of Miro1
causes depletion of mitochondria from corticospinal tract
axons and progressive neurological deficits [238]. Defects
in Miro1-mediated mitochondrial motility and distribution
are sufficient to cause neurological disease such as upper
motoneuron disease [238]. A significant reduction in Miro1
levels in the spinal cord tissue of ALS patients and trans-
genic models of ALS (SOD1G93A, TDP-43M337V) was recently
shown by immunoblot analysis [239]. The same study also
showed that excessive glutamate challenge leads to a signif-
icant reduction in Miro1 expression in spinal motoneurons
of mice, suggesting that glutamate excitotoxicity may cause
Miro1 deficiency leading to motoneuron degeneration [239].

These studies together suggest that excessive glutamater-
gic synaptic activity and changes in intrinsic membrane
properties leading to sustainedmembrane depolarizationwill
increase the energy demand of a motoneuron. If the supply
of energy falls behind the consumption of energy required to
maintain physiological levels of cytoplasmic Ca2+ and Na+,
the rise in the intracellular levels of these ions will activate
process that will lead to motoneuron degeneration.
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Recent developments in stem cell technologies have
allowed generation of human motoneurons from somatic
or skin cells of normal and patients with ALS, paving the
way for opportunities to develop patient-specific treatments
[91, 223]. Motoneurons derived from induced pluripotent
stem cells (iPS cells) from ALS patients, harboring SOD1,
C9orf72, and fused-in-sarcoma (FUS) mutations, have been
reported to display reduced delayed-rectifier K+ current (Kv7
or M-current) amplitudes relative to control-derived motor
neurons [91]. TheM-current activator retigabine both blocks
the hyperexcitability and improves motor neuron survival
in vitro when tested in SOD1 mutant ALS patient iPS cell-
derived motoneurons in culture [91]. A more recent study
also reported initial hyperexcitability followed by progressive
loss of action potential output and synaptic activity, due
to a progressive decrease in voltage-activated Na+ and K+
currents, in patient iPS cell-derived motoneurons, harboring
transactivation response element (TAR) DNA-binding pro-
tein (TARDBP) or C9ORF72 ALS-causing mutations [223].
These studies from human iPS cell-derived motoneurons
are consistent with our results, discussion, and conclusions
primarily based on mice models of ALS.

6. Potential Roles of Microglia in Motoneuron
Plasticity and Neurodegeneration

It is increasingly accepted that ALS is a complex neurode-
generative syndrome that involves not only motoneurons but
also a wide range of different tissues and cell types, includ-
ing interneurons, muscle cells, astrocytes, oligodendrocytes,
and microglia [178, 193, 194, 214, 230, 240, 241]. Although
ALS primarily affects motoneurons, astrocyte and microglia
activation and skeletal muscle atrophy (sarcopenia) are also
typical hallmarks of the disease. However, the functional rela-
tionship between motoneurons, astrocytes, microglia, and
skeletal muscle in the pathogenic process remains unclear.
Neuroinflammation is evident in rodent models of inherited
ALS overexpressingmutant SOD1 and inALS humanpatients
[176, 240–246]. A consistent neuropathologic feature of
ALS is the extensive inflammation around motor neurons
evidenced by the accumulation of reactive astrocytes and
activated microglia [240–244].

Microglia are the resident macrophages in the ner-
vous system where they form a nonoverlapping mosaic
or microglial network, which monitors and controls the
environment and activity of neurons (Figure 9(a)) [247–
249]. Microglia are considered the most susceptible sensors
of neuronal environment and brain pathology and have
additional roles in providing cytokines, growth factors, and
neurotransmitters during development and neuronal plas-
ticity [247–249]. Microglia are located in close proximity to
synapses; with their highly dynamic and motile processes
containing actin-based cytoskeleton, they can scan their
territorial domains and display transient interactions with
the synapses [247–249]. Microglial surveillance and synaptic
pruning have been shown to be important in normal brain
development and synaptic maturation [248, 250, 251]. There-
fore deficits or changes inmicroglial functionmay contribute

to synaptic abnormalities seen in neurodegenerative and
neurodevelopmental diseases [246, 248, 250–252]. Signs of
nervous tissue damage, lesion, or dysfunction result in a com-
plex and multistage activation process that converts resident
microglial cells to their activated form [247, 249]. Once acti-
vated, microglia can migrate to the injured or dysfunctional
site, proliferate, and form new processes; and then they are
able to destroy neurons either by direct phagocytosis or by
indirectly secreting neurotoxic substances [245, 247, 249].
Selective changes in motoneuronal activity, such as synap-
tic hyperactivity in hSOD1G93A mutants (Figure 7(b)), or
pharmacologic block of the inhibitory synaptic transmission
leading to disinhibited motoneuron bursting [184, 217] will
increase metabolic and energy demand by depleting intra-
cellular ATP (see above) and this will subsequently activate
microglia to attack and phagocytose the motoneuronal soma
and dendrites (Figure 9). Microglial attack and phagocytosis
were seen in presymptomatic hSOD1G93A mutant mice in a
minority (∼5%) of cells dye-filled with Neurobiotin (Figures
9(a)-9(b)). By contrast, microglial attack and phagocytosis
were never observed inWT hypoglossal motoneurons under
normal conditions. However, pharmacological blocking of
inhibitory synaptic transmission activated microglia acutely
(withinminutes) and themicroglial response was intense and
seen in all the cells tested (𝑛 = 6) from the hSOD1G93A
mutant or WT mice (Figures 9(c)-9(d)). Therefore it is likely
that the intensity of microglial response correlates with the
level of motoneuronal activity and metabolic demand due to
intracellular ATP depletion. Although our example shown
here is acute, as blocking inhibitory synaptic transmission
occurs within minutes (Figures 9(c)-9(d)), it is possible
that lower levels of chronically increased activity may also
cause significant damage over time [240, 242–244]. Once
microglia are activated, we see swelling and vacuolization
in soma, dendrites, filopodia, and spines of motoneurons
(Figure 9), subsequently resulting in rapid disintegration of
affected motoneurons. In support of this idea, a recent study
has shown that the modulation of microglial activation by
Fasudil, a Rho kinase inhibitor drug, prolongs survival and
improves motor function in hSOD1G93A mice [253].

7. Conclusions

Previous studies and our observations suggest that filopo-
dia and dendritic spines are central structural elements
of motoneuronal development and plasticity under both
normal and neuropathological conditions. Both lumbar and
hypoglossal motoneurons display dense filopodia and spine-
like structures in their somatodendritic domains at late
embryonic (prenatal) and newborn stages. During normal
postnatal maturation of motoneurons, the density of filopo-
dia reduced whilst spine-like stubby processes increased
until around P15 and then decreased by P30. Spine distribu-
tion shifted towards the distal dendrites, and spine density
decreased and spines became shorter and thick (stubby; 0.1 to
0.4 𝜇m long) with postnatal maturation. This coincided with
a decreased frequency and increased amplitude of excitatory
postsynaptic currents in motoneurons by ∼2- to 3-fold at
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Figure 9: Microglial control of motoneuronal territory. Microglia were indirectly labeled by Neurobiotin, which they engulfed by
phagocytosis from Neurobiotin-filled motoneurons, evident from detection of Neurobiotin both in dye-filled motoneuron and microglia.
Neurobiotin was visualized by incubating brain slices in Streptavidin Cy3, as usual (standard) in all our preparations presented in this
study (for details see Kanjhan and Vaney, 2008 [25], and Kanjhan and Bellingham, 2013 [26]). (a) A mosaic of activated microglia (arrows;
with amoeboid appearance and loss of stellate processes) seen in close contact to the Neurobiotin-filled distal dendrites of a hypoglossal
motoneuron in a brain slice from a P20 mice overexpressing the mutated human SOD1G93A gene. (b) An example of resident microglia
(arrow) engulfing distal dendrites (D) of a dye-filled hypoglossal motoneuron from hSOD1G93A mutant mouse, as indicated by the blebbing
of the dendrite and that both dendrite andmicroglia contain Neurobiotin. (c-d) Resident microglia (arrows), activated by blocking inhibitory
synaptic transmission by addition of 5 𝜇M bicuculline and 2 𝜇M strychnine for >15 minutes, engulfing the soma (c) and dendrites (d) of a
dye-filled hypoglossal motoneuron in brainstem slices from P15 WT mice. Bright appearance of microglia is due to Neurobiotin taken by
phagocytosis from the soma and dendrites of motoneuron. Note swelling, beading, blebbing, and vacuolization in soma (c), dendrites (b, d),
and spines (b). Scale bars = 10𝜇m.

P30. Our findings, consistent with Vaughn’s synaptotropic
hypothesis, suggest that filopodia may be involved in spino-
genesis and synaptogenesis, as well as dendritic growth and
branching critical for circuit formation and synaptic plasticity
during embryonic/prenatal and neonatal development. The
sequences of spinogenesis/synaptogenesis in motoneurons
differ from pyramidal and Purkinje cells and fit with a
unique unified-hybrid model (Figure 8). Dendritic length
and branching and filopodia and spine density, shape, and
length are all dynamic and regulated by development (e.g.,
genetics) and by neuronal activity determined by synap-
tic or intrinsic properties. The soma and dendritic trees
of motoneurons receive highly orchestrated excitatory and
inhibitory synaptic inputs, allowing motoneurons to control

and coordinate highly complex and refined motor tasks.
Any significant and prolonged changes to the balance of
excitatory-inhibitory synaptic inputs can result in synaptic
hyperactivity and changes in intrinsic membrane properties
(i.e., hyperexcitability), with associated changes in neuronal
dendritic tree, filopodia, and spine morphology. Remodeling
of synaptic, intrinsic membrane, and morphological proper-
ties of motoneurons can ultimately lead to excitotoxicity and
subsequentmotoneuronal damage.Microglial synaptic prun-
ing and phagocytosis may shape this remodeling process.
Future studies need to address the molecular mechanisms
driving the changes in microglia and motoneurons during
normal development, in the genesis of synaptic hyperactivity,
and in subsequent motoneuron loss in neurodegenerative
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and neurodevelopmental diseases. Finally, we are hoping that
this contribution will make an impact and stimulate new
research on dendritic spine structure and function during
development and disease, particularly in the motoneuron
field.
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The asymmetric distribution of various proteins and RNAs is essential for all stages of animal development, and establishment and
maintenance of this cellular polarity are regulated by a group of conserved polarity determinants. Studies over the last 10 years
highlight important functions for polarity proteins, including apical-basal polarity and planar cell polarity regulators, in dendritic
spine development and plasticity. Remarkably, many of the conserved polarity machineries function in similar manners in the
context of spine development as they do in epithelial morphogenesis. Interestingly, some polarity proteins also utilize neuronal-
specific mechanisms. Although many questions remain unanswered in our understanding of how polarity proteins regulate spine
development and plasticity, current and future research will undoubtedly shed more light on how this conserved group of proteins
orchestrates different pathways to shape the neuronal circuitry.

1. Introduction

Neurons are probably themost polarized/compartmentalized
cell type in the human body. Their polarity establishment
starts with the specification of dendrites and axons. Further
compartmentalization occurs during the formation of den-
dritic spines, which receive most of the excitatory synaptic
inputs in the brain. Thus, the formation and maintenance of
dendritic spines can be seen as a localized form of polarity
establishment, where separation andmaintenance of different
membrane and cytoplasmic domains are needed.This makes
proteins regulating cellular polarity ideally suited to function
in dendritic spine development. Indeed, recent studies from a
number of laboratories highlight key roles for different classes
of polarity proteins in dendritic spine development and
plasticity. In this review, I will summarize recent advances in
studying the role of cell polarity regulators, including apical-
basal polarity and planar polarity determinants, in dendritic
spine development and plasticity, and discuss possible future
avenues of investigation.

2. The Spine Cytoskeleton

The actin and microtubule cytoskeleton provides the struc-
tural basis for cell polarity in most cell types. For exam-
ple, asymmetric actin polymerization allows a migrating
cell to polarize and extend lamellipodia in the direction
of movement. In addition, polarized vesicular trafficking
along microtubules is essential for the establishment and
maintenance of apical versus basolateral domains in epithelial
cells [1]. Similarly, dendritic spines depend on the unique
organization of the cytoskeleton to maintain their polarized
morphology.Dendritic spines are highly actin-rich structures
that extend from the microtubule-rich dendritic shaft. Spines
typically consist of an enlarged spine head containing a
dense network of short branched actin filaments. The spine
head is connected to the main dendritic shaft through
the spine neck, which contains both long linear and short
branched actin filaments [2–4]. Although actin constitutes
the main cytoskeletal element of dendritic spines, dynamic
microtubules do enter spines, a process that is regulated by
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neuronal activity [5, 6]. This activity-dependent microtubule
invasion is important for synaptic plasticity [7–9]. Thus, the
dynamic actin andmicrotubule cytoskeleton is important for
the morphogenesis and plasticity of dendritic spines. Not
surprisingly, many of the upstream polarity regulators target
the cytoskeleton to regulate spine growth, maturation, and
function, as will be discussed in the following sections.

3. Partitioning-Defective (Par) Proteins

The partitioning-defective (Par) proteins play an essential
role in various contexts of polarity establishment, including
embryogenesis, directional motility, epithelial morphogene-
sis, and axon specification [10]. These proteins were initially
discovered in the C. elegans zygote, where mutations in the
par genes cause defects in partitioning of the zygote into
asymmetric daughter cells [11]. The Par proteins (except
for Par2) are conserved from worms to mammals. Par1
and Par4 are Ser/Thr kinases. Par3 and Par6 are PDZ
domain-containing scaffolding/adaptor proteins. Par5 is a
member of the 14-3-3 family of proteins, which binds to
phosphorylated Ser/Thr residues [12]. Par proteins can have
distinct distribution patterns. For example, in the developing
zygote, Par3 and Par6, which form a complex with atypical
PKC (aPKC), are localized to the anterior pole while Par1
is localized to the posterior pole. In epithelial cells, the
Par3/Par6/aPKC complex is localized apically, while Par1 is
localized basolaterally. This polarized distribution is partially
achieved by the two complexesmutually excluding each other
from their respective domains [13]. Par1 is phosphorylated
by aPKC, which leads to the binding of Par1 with Par5. This
interaction will lead to the inhibition of Par1 membrane
binding and kinase activity. In this way, Par1 is excluded from
the membrane domain occupied by the Par3/Par6/aPKC
complex [14, 15]. Conversely, Par1 can phosphorylate Par3,
which leads to Par5/14-3-3 binding and triggers the release of
Par3 from the cell membrane [16], thus preventing the Par3/6
complex from localizing to the lateral membrane (Figure 1).
This mutual exclusion mechanism helps cells establish and
maintain polarity by compartmentalizing signaling processes
in a spatially specific manner.

The highly compartmentalized nature of neurons and
their dendritic spines makes Par proteins ideal candidates
to function in spine morphogenesis and plasticity. Indeed,
the Par3/Par6/aPKC complex was found to play an impor-
tant role in dendritic spine morphogenesis in hippocampal
neurons. Depletion of Par3 results in immature spines that
are filopodial- and lamellipodial-like [17]. This phenotype
is mediated by the guanine nucleotide exchange factor
TIAM1, which activates the small GTPase Rac1. TIAM1
interacts directly with the C-terminus of Par3 [18, 19]. Further
experiments show that Par3 functions by spatially restricting
Rac activation to dendritic spines through targeting TIAM1.
Since Rac is a key regulator of actin dynamics, it was
proposed that Par3 and TIAM1 locally modulate the actin
cytoskeleton, which is important for proper spine devel-
opment. In the absence of Par3, TIAM1 becomes mislo-
calized causing aberrant activation of Rac, which disrupts
normal spine morphogenesis [17]. Recently, the adhesion

G-protein coupled receptor (GPCR) brain-specific angiogen-
esis inhibitor 1 (BAI1) was found to be the upstream regulator
of the Par3/TIAM1 complex [20]. BAI1 interacts with the
Par3/TIAM1 complex and targets it to dendritic spines. In the
absence of BAI1, the Par3/TIAM1 complex is mislocalized,
and Rac activation is lost in dendritic spines. These recent
results elegantly demonstrate for the first time a cell surface
receptor that targets and regulates the Par polarity complex
at the postsynapse. It also positions the Par3/TIAM1 complex
in a key position to link a synaptic adhesion receptor to local
modulation of actin dynamics.

While Par3 functions through TIAM1 and Rac in spine
morphogenesis [17], the Par6/aPKC complex was also found
to play a distinct role in spine development. Overexpression
of Par6 or enzymatic activation of aPKC promotes spine
development, while depletion of Par6 or inhibiting aPKC
disrupts spine morphogenesis. Unexpectedly, the Par6/aPKC
complex was found to function through p190 RhoGAP and
the small GTPase RhoA. Overexpression of Par6 inhibits
RhoA activation while knockdown of Par6 elevates RhoA
activity [21]. Since prolonged activation of RhoA negatively
regulates spine development [22, 23], the Par6/aPKC complex
promotes spine development by keeping RhoA activity low in
dendritic spines. It is interesting to note that inDrosophila the
Par3/Par6/aPKC complex regulates glutamatergic synapse
formation at the neuromuscular junction (NMJ) by modu-
lating actin and microtubule dynamics [24, 25]. Moreover,
the localization of Par3 and Par6 to the NMJ is dependent
on aPKC kinase activity [24, 25], and the retention of
Par3 at the NMJ depends on its dephosphorylation by the
lipid and protein phosphatase PTEN [24]. Whether similar
mechanisms are involved in the mammalian dendritic spines
remains to be determined.

As mentioned above, in developing zygotes and epithelia,
the Par3/Par6/aPKC complex antagonizes the function of
another polarity protein, Ser/Thr kinase Par1, also known
as the Microtubule Affinity Regulating Kinase (MARK).
The mammalian Par1/MARK was originally discovered as a
family of kinases that phosphorylatesmicrotubule-associated
proteins (MAPs), such as MAP2 and tau, leading to the
disassembly of microtubules [26]. There are four members of
themammalianPar1/MARK family, includingPar1c/MARK1,
Par1b/MARK2, Par1a/MARK3, and Par1d/MARK4. A num-
ber of other substrates have since been identified, including
doublecortin [27, 28], histone deacetylase 7 (HDAC7) [29],
plakophilin 2 [30], Cdc25 [31], and Par3 [16, 32]. In rat
hippocampal neurons, depletion of Par1b/MARK2 inhibits
dendritic spine maturation, resulting in elongated filopodia-
like protrusions. Live imaging studies revealed that in Par1b
depleted neurons microtubule growth is reduced. Further,
it was found that the microtubule plus end binding pro-
tein p140Cap showed reduced accumulation in dendritic
spines when Par1b was depleted [33]. Together these studies
suggest that Par1 promotes dendritic spine development
through modulating microtubule dynamics. Interestingly,
in Drosophila, the Par1/MARK homolog dPar1 phosphory-
lates discs large (Dlg) and regulates neuromuscular junc-
tion formation [34]. This phosphorylation mechanism is
conserved as the mammalian Par1/MARK phosphorylates
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the Dlg homolog PSD-95 on the conserved Ser561 site.
Phosphorylation of this site is important for the function of
Par1 in dendritic spine morphogenesis, as a phosphomimetic
mutant of PSD-95 can rescue the spine formation defects in
hippocampal neurons expressing kinase-dead Par1 [35]. In
addition, Par1/MARK was found to function downstream of
NMDAreceptors through amechanism that depends onPKA
and another member of the Par proteins, Par4, also known as
LKB1 [36]. Together, these studies show that Par1 is important
for spine development through regulating both microtubule
dynamics and the synaptic scaffolding protein PSD-95. It
will be interesting to examine whether Par1 participates in
NMDA receptor-dependent synaptic plasticity and whether
the known antagonistic effects of the Par4/Par1 and Par3/Par6
complexes play any role in spine development (Figure 2).

4. The Septin GTPases

Septins are cytoskeletal proteins that regulate cell polarity
by forming filamentous structures underneath the plasma
membrane to function as diffusion barriers. They belong to
the GTPase family that binds to and hydrolyzes GTP into
GDP. There are 13 mammalian septin genes, many of which
exist in multiple isoforms [37]. Different septins interact
with each other to form heterooligomeric complexes. These
oligomers then assemble end-to-end to form filamentous
structures. Septin filaments can be straight, curved, or circu-
lar and function as scaffolds and/or diffusion barriers [38].
For example, in the budding yeast Saccharomyces cerevisiae,

where these proteins were initially discovered over 40 years
ago, septins form a ring around the neck between mother
and bud [37, 38]. More recent studies show that this septin
diffusion barrier is important for the asymmetric segregation
of age during yeast budding. Aging factor such as circular
DNA is retained in the mother cell by a septin-dependent
lateral diffusion barrier. This ensures that age is reset in the
newborn bud so species propagation can be achieved [39].

Given the geometrical similarities between a yeast bud
and a dendritic spine, different groups hypothesized that
septins may form a ring around the spine neck to limit
diffusion in and out of dendritic spines, thus biochemi-
cally compartmentalizing the spine (Figure 3). Indeed it was
known that a fraction of dendritic spines are diffusionally
isolated [40]; however the molecular identity of this barrier
was not clear at the time. In 2007, two groups discovered
that septins are indeed present at the spine neck and play
an important role in dendritic spine morphogenesis. Both
groups independently found that septin 7 (Sept7) is localized
to the base of dendritic filopodia, branch points, and the
base of dendritic spines. Overexpression of Sept7 increases
dendritic branching and protrusion density [41], while deple-
tion of Sept7 results in reduced dendritic arborization and
immature, elongated spines [41, 42], suggesting that Sept7 is
important for spine maturation.

While the localization of Sept7 to spine neck indicates
a role in barrier function, this was not experimentally
demonstrated until a recent study by the Choquet group
[43]. They measured diffusion of the GluA2 receptor, bulk
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membrane, and cytoplasmic proteins across the spine neck,
using fluorescence recovery after photobleaching (FRAP)
imaging. Diffusion of GluA2 and membrane-bound mRFP is
slower in spines containing the septin barrier, while diffusion
of cytoplasmic mRFP is not affected [43]. This suggests that
Sept7 regulates the lateral diffusion of membrane proteins
in and out of spines, which is in line with known septin
functions in other organisms. It is intriguing to speculate
that septins contribute to the heterogeneity of dendritic
spines by forming a barrier on certain spine necks but
not others. Further research is needed to elucidate how

septin-containing spines and septin-free spines differ in their
physiological functions.

5. Planar Cell Polarity Proteins

Planar cell polarity (PCP) is a phenomenon in which coor-
dinated orientation of cells and their appendages, such as
stereocilia or hair, occurs within the plane of the epithelial
sheet. Thus in the case of PCP, asymmetry is established at
the tissue level rather than the cellular level. Genetic studies
in Drosophila have revealed conserved PCP proteins such
as Frizzled (Fz), Dishevelled (Dvl), and Van Gogh (Vang).
Studies in the mammalian cochlea have identified additional
PCP factors including Vangl2 (a mammalian homologue of
the Drosophila Vang) and Scrb1 (mammalian homologue of
the Drosophila Scribble) [44]. From a basic cell biological
perspective, the core function of PCP proteins is similar to
other polarity proteins, which is to compartmentalize the
membrane, except that the compartmentalization occurs on
the anterior-posterior body axis instead of the apical-basal
axis.Thus, it is perhaps not surprising that several of the PCP
proteins are also found to be important for dendritic spine
morphogenesis.

5.1. Scribble. Scribble (Scrib) is a large scaffolding protein
containing 16 leucine-rich repeats (LRR) on the N-terminus
followed by four PDZ domains. It was originally identified
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in Drosophila as a determinant of apical-basolateral polarity
[45] and a tumor suppressor [46]. Scrib localizes to the
basolateral domain of epithelial cells and promotes basolat-
eral membrane identity together with its binding partners
lethal giant larvae (Lgl) and discs large (Dlg). Depletion
of Scrib disrupts E-cadherin mediated adhesion in Madin-
Darby Canine Kidney epithelial cells [47, 48]. In mammalian
cochlear hair cells, amutation in the Scrib gene causes defects
in PCP as reflected by disrupted orientation of stereociliary
bundles of hair cells [49]. Furthermore, Scrib genetically
and physically interacts with the PCP core protein Vang
and functions as its effector during PCP establishment in
Drosophila [50]. Thus Scrib is a determinant of both apical-
basal polarity and planar polarity.

In Drosophila, Scrib regulates the architecture of the
presynaptic terminal. Scrib mutant flies show fewer synaptic
vesicles in the active zone and more in the reserve pool,
resulting in defects in short-term synaptic plasticity [51].
In mammals, this presynaptic effect of Scrib is believed
to be downstream of 𝛽-catenin [52]. On the postsynaptic
side, Scrib recruits the neuronal nitric oxide synthase 1
adaptor protein (NOS1AP) to the G-protein coupled receptor
interacting protein 1 (GIT1)/𝛽-p21-activated kinase- (PAK-)
interacting exchange factor (𝛽-PIX)/PAK complex to regulate
dendritic spine morphogenesis. As the GIT1/𝛽-PIX complex
functions to regulate PAK activity through Rac [53, 54], the
Scrib-NOS1AP complex also regulates spine morphogenesis
through influencing Rac activity [55]. Indeed Scrib mutant
mice show increased Rac activation [56]. Furthermore, these
mutant mice show impaired synaptic transmission and plas-
ticity in the hippocampus. Overall dendritic spine density is
reduced in Scrib mutant mice; however individual spines are
enlarged [56]. Together these studies suggest that Scrib func-
tions through Rac to regulate dendritic spine development
and plasticity.

5.2.TheWnt/Fz/Dvl Pathway and Vangl. Wnts are a family of
secreted proteins that are important formany aspects of tissue
development. Wnt proteins function through the seven-
transmembrane Frizzled receptor (Fz) and the cytoplas-
mic adaptor protein Disheveled (Dvl). There are two main
branches of the Wnt signaling pathway. The canonical Wnt
pathway involves downstream phosphorylation of 𝛽-catenin
and regulation of gene transcription. The noncanonical Wnt
PCP pathway involves regulation of RhoA and actomyosin
contractility [57]. During animal development, the Wnt
PCP pathway regulates key processes such as convergent
extension and neural tube closure [58]. The Wnt pathway
is also crucial for multiple cellular processes during brain
development, including proliferation and differentiation of
neuronal precursors [59], neuronal migration [60], and axon
guidance [61]. More recent studies show that Wnt signaling
promotes dendritic spine formation in hippocampal neurons
[62]. Several different Wnts, including Wnt2, Wnt5a, and
Wnt7a, have been shown to increase dendritic spine density
[63–65]. Wnt5a increases synaptic transmission [64] and
clustering of PSD-95 [66], and Wnt7a increases excitatory,
but not inhibitory, synaptic transmission through Dvl1 and
the calcium-calmodulin dependent kinase II (CaMKII) [65].

The specific receptors mediating these effects include Fz5,
which may act both pre- and postsynaptically [67]. Other
Fz receptors involved may include Fz1 and Fz3, both of
which are highly localized to synaptic sites [68]. It will
be interesting to examine the involvement of other Wnt
receptors, including the receptor tyrosine kinase Ryk and
receptor tyrosine kinase-like orphan receptor 2 (ROR2).
Indeed a recent study shows that depletion of ROR2 inhibits
dendritic spine maturation [69].

The Drosophila Vang and its mammalian homologue
Vangl are tetramembrane spanning proteins that function
as core components of the PCP pathway. In the Drosophila
wing epithelia, Fz and Vang segregate into distinct domains
[70]. Fz concentrates on the distal edges of cells while Vang
localizes to the proximal edges. How this spatial segregation
is achieved is unclear and several different models have been
proposed [71]; however the direct transcellular interaction
between Fz and Vang is likely involved [72, 73] (Figure 4).
In vertebrates, there are two Vangl genes, Vangl1 and Vangl2.
Vangl2 is highly expressed in neuronal tissues and regulates
various aspects of brain development including neurulation
[74, 75], neuronal migration [76, 77], and growth cone
guidance [78]. Recent studies show that Vangl2 is also
important for dendritic spine development. Vangl2 forms a
direct interaction through its C-terminal PDZ-binding motif
with PSD-95 on the third PDZ domain [79]. In addition,
Vangl2 directly interacts with N-cadherin and enhances
its internalization [80]. In hippocampal neurons depleted
of Vangl2, both dendritic branching and spine density are
reduced [81]. Formation of synapses is also reduced as
shown by the decreased clustering of pre- and postsynaptic
markers [80]. These studies show that Vangl2 is important
for dendritic spine development. It will be interesting to
determine how interactions between different PCP proteins
contribute to spine development and plasticity (Figure 5).

6. Crosstalk between Polarity Proteins

The interplay within and between different groups of polarity
proteins has been most extensively examined in epithelial
cells of Drosophila and mammals. As described above, the
reciprocal exclusions of the Par1-Par3/Par6/aPKC complexes
and the Fz-Vang complexes are important for the establish-
ment of apical-basal and planar cell polarity, respectively.
However how interactions within different groups of polarity
proteins contribute to dendritic spine development and
function is largely unknown. Since the interplay between
polarity proteins is important for establishing different cellu-
lar domains in nonneuronal cells, it is intriguing to speculate
that these reciprocal interactions are involved in establish-
ing different spine domains or subdomains. Recent studies
using superresolution microscopy have revealed interesting
microdomain organizations within dendritic spines [82]. It
will be interesting to see whether the organization of these
microdomains depends on the balancing acts of the polarity
complexes.

Crosstalk between different groups of polarity proteins
also occurs. As described above, Scribble interacts with
both apical-basal polarity determinants like Lgl and PCP
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determinants like Vang. Interestingly, recent studies show
that the apical-basal polarity determinants Par3/Par6/aPKC
can become planar polarized [83, 84], which leads to different
fates of the daughter cells [84]. This indicates crosstalk
between the Par complex and the PCP machinery. Indeed
the Wnt/Dvl pathway has been shown to regulate the Par
complex through the interaction between Dvl and aPKC

[85]. Finally, Par4/LKB1 and Par1/MARK can regulate the
basolateral localization of Scribble [86]. How these crosstalks
are involved in dendritic spine development and function
remains to be determined.

Interestingly, many of these polarity determinants target
the actin and microtubule cytoskeleton to regulate spine
development and plasticity. For example, the Par complex,
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Scribble, and the Wnt/Dvl complex all target the Rho family
GTPases, which are core regulators of the actin cytoskeleton.
Rho GTPases have also been shown tomodulate microtubule
dynamics [87]. Moreover, Par1 and Wnt/Dvl are known
regulators of microtubule dynamics [88, 89]. Further studies
will shed light on how signals from diverse groups of polarity
determinants converge on the cytoskeleton to modulate
dendritic spine development and function.

7. Conclusions

The establishment of cell polarity is essential at all stages
of animal development, as segregation of different cellular
domains is key to the physiological functions of all cell
types. Studies from traditional model systems, such as S.
cerevisiae, C. elegans, and D. melanogaster, have provided
significant insight into themechanisms by which a conserved
group of polarity proteins, including apical-basal polarity
proteins and planer polarity proteins, functions in different
contexts of polarity establishment. Recent studies in mam-
malian neurons have highlighted the remarkable diversity of
functions for this conserved group of cell polarity proteins.
Evolution has bestowed novel roles upon these polarity
regulators in the development of dendritic spines, which is
a more complex level of neuronal compartmentalization that
occurs primarily in vertebrates. While great progress has
been made in understanding the function of this important
group of proteins in spine development, many questions
remain. For example, dendritic spines are heterogeneous in
both their morphology and function. Do polarity proteins
regulate this heterogeneity? Some polarity proteins show
segregated distribution in epithelial cells. Do they distribute
to different spine subdomains in neurons? If so, how does
this contribute to synaptic functions? Recent advances in
imaging techniques, including superresolution imaging, will
help address some of these questions. Future research will
pave the way to understanding of how these conserved
polarity proteins help shape the synaptic connections and
how they contribute to cognitive functions of the brain.
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Proper density and morphology of dendritic spines are important for higher brain functions such as learning and memory.
However, our knowledge about molecular mechanisms that regulate the development and maintenance of dendritic spines is
limited. We recently reported that cyclin-dependent kinase 5 (Cdk5) is required for the development and maintenance of dendritic
spines of cortical neurons in the mouse brain. Previous in vitro studies have suggested the involvement of Cdk5 substrates in the
formation of dendritic spines; however, their role in spine development has not been tested in vivo. Here, we demonstrate that Cdk5
phosphorylates collapsin response mediator protein 2 (CRMP2) in the dendritic spines of cultured hippocampal neurons and in
vivo in the mouse brain. When we eliminated CRMP2 phosphorylation in CRMP2KI/KI mice, the densities of dendritic spines
significantly decreased in hippocampal CA1 pyramidal neurons in the mouse brain. These results indicate that phosphorylation of
CRMP2 by Cdk5 is important for dendritic spine development in cortical neurons in the mouse hippocampus.

1. Introduction

For the development of functional neural circuitry, the for-
mation of synapses between appropriate partners is a critical
step.Themajority of excitatory synapses of postsynaptic neu-
rons are localized in specialized cellular structures called den-
dritic spines. The formation, maturation, and maintenance
of dendritic spines are tightly regulated by different extracel-
lular signals including semaphorin 3A (Sema3A). Collapsin
response mediator proteins (CRMPs), initially identified as
a signaling molecule of Sema3A [1], are composed of five
homologous cytosolic phosphoproteins (CRMP1–5) and are
highly expressed in developing and adult nervous systems
[2–5]. CRMPs bind with tubulin heterodimers, whereas the
sequential phosphorylation of CRMPs lowers their binding
affinity to tubulin [6]. CRMP2 also colocalizes with the actin
cytoskeleton [7] and coimmunoprecipitates with actin [8, 9].

Phosphorylation of CRMP1 and CRMP2 by Cdk5 and
sequential phosphorylation of CRMP2 by GSK-3𝛽 are crucial
for Sema3A-induced growth cone collapse response in dorsal
root ganglia (DRG) neurons [10, 11].

Recently, we demonstrated that Cdk5/p35 is necessary
for dendritic spine development and maintenance [12].
Additionally, we previously showed that Sema3A-induced
spine development is mediated through phosphorylation
of CRMP1 by Cdk5 [13] and that CRMP1 and CRMP2
have functional redundancy in neuronal development [14].
Therefore, we hypothesized that phosphorylation of CRMP2
by Cdk5 is also important for the development of dendritic
spines in vivo. To test this, we first analyzed the localization
of phosphorylated forms of CRMP2 in the synapses of
cultured hippocampal neurons and in vivo in the mouse
hippocampus. We observed phosphorylation of CRMP2 by
Cdk5 in the dendritic spines of hippocampal neurons in vitro
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and in vivo. We then analyzed spine densities of hippocampal
CA1 pyramidal neurons in CRMP2KI/KI mice in which the
Cdk5 phosphorylation site of CRMP2 at amino acid 522 was
changed from Ser to Ala [14]. We found reduced dendritic
spine densities in hippocampal neurons in CRMP2KI/KI mice.
These results indicate that CRMP2 phosphorylation by Cdk5
is important for the development of dendritic spines in
hippocampal neurons in vivo.

2. Materials and Methods

2.1. Mice. The mice used in our experiments were housed
in accordance with protocols approved by the Institu-
tional Animal Care and Use Committee at Waseda Uni-
versity. CRMP2KI/KI mice were generated and genotyped as
described previously [14]. GFP-M mice, a gift from J. Sanes
[15], were crossed with these mutant mice for the present
study.

2.2. Neuronal Culture and Immunocytochemistry. Primary
cultures of hippocampal neurons were prepared from E18
Wistar rats as described previously [16], with the follow-
ing modifications: cells were plated at a density of 5.0 ×
104 cells/well on coverslips coated with 200𝜇g/mL poly-L-
lysine (Sigma Japan, Tokyo) in 24-well plates. Neurobasal-
A (Life Technologies Japan, Tokyo), B27-supplement (Mil-
tenyi Biotec, Tokyo), 2mM L-glutamine (Life Technologies
Japan), and penicillin/streptomycin (Nacalai Tesque, Kyoto)
were used as culture medium. Immunocytochemistry was
performed as previously described [17]. Briefly, after washing
with phosphate-buffered saline (PBS), cells were fixed with
4% paraformaldehyde (PFA) for 15min at room temperature
(RT). After washing with PBS, cells were incubated with
primary antibodies, which were diluted in PBS/0.01% Triton
X-100, at 4∘C overnight. They were then washed 3 times
with PBS and incubated with Alexa-Fluor 488 (1 : 1000) or
Alexa-Fluor 568 (1 : 1000) secondary antibodies for 1 h. After
3 further washes with PBS, the sections were embedded
in Vectashield mounting media (Vector Labs, Burlingame,
CA). Images were obtained using a laser scanning confocal
microscope based on an FV1000 scanning unit (Olympus,
Japan). Primary antibodies used in this study are anti-
PSD95 (mouse monoclonal, Millipore), anti-synaptophysin
(mouse monoclonal, Millipore), and pCRMP2(S522), which
recognizes phospho-CRMP2 at Ser522 (rabbit polyclonal,
EMC Biosciences).

2.3. Histological Analysis

2.3.1. Immunohistochemistry. Mice were anesthetized using
diethyl ether and then perfused transcardially with 4% PFA
in PBS. Brain samples were fixed in 4% PFA in PBS overnight
at 4∘C. GFP-M mice used in this study were 4–6 weeks
of age. After dehydration in 20% sucrose in PBS, samples
were embedded in OCT compound (Sakura Finetek, Japan).
Cryosections were cut at 14 𝜇m thickness. For immunos-
taining, sections were incubated with anti-pCRMP2(S522)
antibody at 4∘C overnight. After washing with PBS, the
secondary antibody, AlexaFluor, was applied, and sections

were mounted with Vectashield. All immunostaining images
were captured with a confocal microscope (FV1000).

2.3.2. RapidGolgi Staining. Male CRMP2KI/KI andCRMP2+/+
mice at P18 and at 5 weeks of age (𝑛 = 3 for each genotype and
age)were used in this study. FormodifiedGolgi-Cox staining,
an FDRapidGolgiStain kitwas used (FDNeuroTechnologies,
MD). Stained slices were sectioned at a thickness of 200𝜇m.
Pyramidal hippocampal CA1 neurons in each mouse were
selected for the analysis as described in our previouswork [12,
13]. Dendritic spines of CA1 pyramidal neurons were counted
in 50 𝜇m segments of proximal branches of apical dendrites
under a BX50 microscope (Olympus) with a UPlanSApo
40x (NA = 0.95) objective. In a typical experiment, more
than 2000 spines were counted on more than 50 dendritic
segments in 25 neurons. Average spine densities per 50𝜇m
dendritic segments were then calculated for each genotype
group. Groups of spines were compared using Student’s 𝑡-test.

3. Results

3.1. CRMP2 Is Phosphorylated in Dendritic Spines of Cultured
Hippocampal Neurons. We tested the possible function of
CRMP2 phosphorylation in synapses. We first examined the
subcellular localization of phospho-CRMP2 (pCRMP2) in
cultured hippocampal neurons. We used anti-synaptophysin
or anti-PSD-95 antibodies as presynaptic and postsynaptic
markers, respectively. Double staining with anti-pCRMP2
and anti-synaptophysin or anti-PSD-95 antibodies showed
that pCRMP2 colocalized with both synaptophysin and
PSD-95 in dendritic protrusions (Figure 1). These results
demonstrate that CRMP2 is phosphorylated by Cdk5 in the
presynapse and dendritic spines in cultured hippocampal
neurons, suggesting the possible involvement of CRMP2
phosphorylation in the development of dendritic spines in
hippocampal neurons.

3.2. Reduced Spine Densities of Hippocampal CA1 Pyramidal
Neurons in Juvenile CRMP2𝐾𝐼/𝐾𝐼 Mice. We examined den-
dritic spine density by Golgi staining in P18 CRMP2KI/KI
mice. Golgi staining of forebrain slices showed a reduction in
the number of spines in hippocampal CA1 pyramidal neurons
inCRMP2KI/KImice comparedwith those inCRMP2+/+mice
(Figure 2). These results indicate that phosphorylation of
CRMP2byCdk5 is required for proper formation of dendritic
spines in the mouse brain.

3.3. CRMP2 Is Phosphorylated in Dendritic Spines of Hip-
pocampal CA1 Pyramidal Neurons in Mouse Brains. CRMP2
is expressed in hippocampal neurons in adult mice [2].
Thus, we examined its phosphorylation in dendritic spines
in hippocampal CA1 pyramidal neurons. For this purpose,
we performed immunostaining of hippocampal sections
from GFP-M mice at 4–6 weeks of age with anti-pCRMP2
antibody. In GFP-M mice, some hippocampal CA1 pyra-
midal neurons express GFP [15]. As shown in Figure 3, we
detected pCRMP2 immunoreactivity in dendritic spines in
hippocampal CA1 pyramidal neurons of GFP-M mice. In
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Figure 1: Subcellular localization of phospho-CRMP2 in cultured hippocampal neurons. (a) Immunocytochemistry with anti-phospho-
CRMP2 and synaptophysin antibodies. Higher magnification is shown in (a󸀠). (b) Immunocytochemistry with anti-phospho-CRMP2 and
PSD95 antibodies in cultured rat hippocampal neurons 28 days in vitro (DIV). Merged images are shown. Higher magnification shown in
(b󸀠). Scale bar, 20 𝜇m.

contrast its immunoreactivity was very low in those of GFP-
M, CRMP2KI/KI double mutant, which is attributable to a
cross reactivity of this antibody to pCRMP1 [14].These results
suggest that Cdk5 phosphorylates CRMP2 in dendritic spines
of hippocampal CA1 pyramidal neurons in the mouse brain.

3.4. Reduced Spine Densities of Hippocampal CA1 Pyramidal
Neurons in 5-Week-Old CRMP2𝐾𝐼/𝐾𝐼 Mice. We examined
dendritic spine density by Golgi staining in 5-week-old
CRMP2KI/KI mice. Golgi staining of forebrain slices showed
a reduction in the numbers of spines in hippocampal CA1
pyramidal neurons in CRMP2KI/KI mice compared with
those in CRMP2+/+ mice (Figure 4). These results indicate
that phosphorylation of CRMP2 by Cdk5 is required for the
development of proper dendritic spine density in the adult
mouse brain.

4. Discussion

Recent studies have demonstrated that Cdk5 substrates are
involved in the regulation of spine formation. Synaptic
proteins phosphorylated by Cdk5 including ephexin1 [18],
WAVE1 [19], CRMP1 [13], TrkB [20], PSD95 [21], drebrin
[22], and p70 ribosomal S6 kinase (S6K) [23] have been
shown to play a role in spine formation [13, 19, 21, 23]
and maintenance [18, 20]. However, their functions differ
such that some of them are crucial for spine formation [13]
and some for spine retraction [18]. We recently reported
reductions of dendritic spine densities in hippocampal CA1
pyramidal neurons of inducible-p35 cKO, p39 KO mice and
CA1-p35 cKO, p39 KO mice with a p35 deletion in the CA1
region of the hippocampus after P17 [12]. We also reported
reduction of spine densities in cerebral layer V neurons and
hippocampal CA1 pyramidal neurons in inducible-p35 cKO,
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Figure 2: Reduction of dendritic spine density in hippocampal CA1 pyramidal neurons in CRMP2KI/KI mice at P18. (a) Representative
photographs of dendritic segments of hippocampal CA1 pyramidal neurons at P18. Scale bar, 10 𝜇m. (b) Reduced dendritic spine density
was observed in hippocampal CA1 pyramidal neurons of CRMP2KI/KI mice compared to those of control mice. 50 neurons in each area from
three mice in each genotype were analyzed. ∗𝑃 < 0.05.
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Figure 3: Localization of phospho-CRMP2 at dendritic spines of hippocampal CA1 pyramidal neurons. (a) Representative images of
immunostaining of apical dendrites and their branches with phospho-CRMP2(S522) (pCRMP2S522) antibody in hippocampal CA1
pyramidal neurons from GFP-M mice. Magnified images of the areas indicated in (a) are shown in (a󸀠). Scale bar, 10 𝜇m. (b) Representative
images of immunostaining of apical dendrites and their branches with pCRMP2S522 antibody of hippocampal CA1 pyramidal neurons in
GFP-M, CRMP2KI/KI mice. Magnified images of the areas indicated in (b) are shown in (b󸀠). Scale bar, 10 𝜇m.
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Figure 4: Reduction of dendritic spine density in hippocampal CA1 pyramidal neurons in 5 week-old CRMP2KI/KI mice. (a) Representative
photographs of dendritic segments of hippocampal CA1 pyramidal neurons at 5 weeks old. Scale bar, 10 𝜇m. (b) Reduced dendritic spine
density was observed in hippocampal CA1 pyramidal neurons of CRMP2KI/KI mice compared to those of control mice. 50 neurons in each
area from three mice in each genotype were analyzed. ∗∗𝑃 < 0.01.

p39 KO mice when we deleted the p35 gene in 4-month-old
animals [12].These findings indicate that spine formation and
maintenance are dependent on Cdk5 kinase activity in the
mouse brain.

Our previous study showed that Sema3A-induced spine
development is mediated by phosphorylation of CRMP1 by
Cdk5 [13]. Because CRMP1 and CRMP2 have functional
similarities in brain development [14], we examined whether
phosphorylation of CRMP2 by Cdk5 is also important for
the development andmaintenance of dendritic spines in vivo.
Cdk5 specifically phosphorylates Ser residue of CRMP2 at
522 [10]. We previously generated CRMP2KI/KI mice to study
the function of Cdk5-mediated CRMP2 phosphorylation
by replacing Ser at 522 to Ala [14]. Our present analysis
of dendritic spine densities in hippocampal CA1 pyramidal
neurons in CRMP2KI/KI mice at P18 showed reduced spine
densities in these neurons compared to those of controls
(Figure 2). Along with our previous study on CRMP1KO
mice [13], these results indicate that CRMPs are important
substrates of Cdk5 for spine formation. The results obtained
in the present study will provide a new insight into the
regulatory mechanisms underlying the effect of Cdk5 on
dendritic spine density.

Our analysis of 5-week-old CRMP2KI/KI mice showed
further reduction of spine densities in hippocampal CA1
pyramidal neurons (Figure 4). These results exclude the pos-
sibility that reduced spine densities of hippocampal neurons
in CRMP2KI/KI mice at P18 (Figure 2) are due to the delay
of brain development. In the cerebral cortex of macaque
monkeys and humans, the number of dendritic spines rapidly

increases after birth and peaks in an early phase of the
infantile period [24]. Spine density then decreases during
the later infantile period and adolescence period to reach
the adult level [25]. Decrease of dendritic spine density
during the transition from puberty to adulthood has also
been reported in the mouse hippocampus [26].These studies
indicate ontogenetic similarity between rodent, primate, and
human in spine formation and pruning. This overshoot-type
time course of spine formation and pruning is attractive
for researchers because it is possibly involved in develop-
mental and psychiatric disorders [27]. Further studies are
also required for the analysis of the involvement of CRMP2
phosphorylation in spine pruning and maintenance.

Cdk5 and its activator p35 play multiple roles in brain
development, especially in neuronal migration [28]. Emerg-
ing evidence suggests that Cdk5/p35 is also involved in
synaptic plasticity [29]. Cdk5/p35 is localized at neuronal
synapses and phosphorylates many synaptic proteins [21, 30–
33]. Furthermore, the induction of synaptic plasticity and
spatial learning are impaired in Cdk5/p35 mutant mice [34–
36]. The role of Cdk5 in synaptic plasticity and learning was
initially studied using Cdk5 inhibitors, which showed inhibi-
tion of hippocampal LTP induction and context-dependent
fear conditioning [30, 37]. We have previously reported the
impairment of long-term depression (LTD) induction and
spatial learning and memory in p35 KO mice [36]. Our
recent study of p35 conditional KO (cKO) mice, which lack
histological abnormalities in the brain, also showed impair-
ment of spatial learning and memory and LTD induction
[38]. Importantly, electrophysiological analysis of hippocam-
pal slices from p35 cKO mice revealed reduced synaptic
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transmission in hippocampal CA1 pyramidal neurons [38].
Since we observed reduced spine densities of hippocampal
CA1 pyramidal neurons inCRMP2KI/KImice, further electro-
physiological studies of hippocampal synaptic plasticity and
behavioral analysis in CRMP2KI/KI mice will provide further
knowledge of the significance of Cdk5-mediated CRMP2
phosphorylation in synaptic plasticity and in learning and
memory.

5. Conclusions

CRMP2 is phosphorylated in dendritic spines of rodent hip-
pocampal neurons in vitro and in vivo. When we eliminated
Cdk5-mediated phosphorylation of CRMP2 at S522 in the
mouse brain, the densities of dendritic spines of hippocampal
neurons were reduced in the mouse brain. These results sug-
gest the regulation of spine density of hippocampal neurons
by CRMP2 phosphorylation.
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Dendritic spines are the location of excitatory synapses in the mammalian nervous system and are neuron-specific subcellular
structures essential for neural circuitry and function. Dendritic spine morphology is determined by the F-actin cytoskeleton. F-
actin remodeling must coordinate with different stages of dendritic spinogenesis, starting from dendritic filopodia formation to the
filopodia-spines transition and dendritic spine maturation and maintenance. Hundreds of genes, including F-actin cytoskeleton
regulators, membrane proteins, adaptor proteins, and signaling molecules, are known to be involved in regulating synapse
formation.Many of these genes are not neuron-specific, but how they specifically control dendritic spine formation in neurons is an
intriguing question. Here, we summarize how ubiquitously expressed genes, including syndecan-2, NF1 (encoding neurofibromin
protein), VCP, andCASK, and the neuron-specific geneCTTNBP2 coordinatewith neurotransmission, transsynaptic signaling, and
cytoskeleton rearrangement to control dendritic filopodia formation, filopodia-spines transition, and dendritic spine maturation
and maintenance. The aforementioned genes have been associated with neurological disorders, such as autism spectrum disorders
(ASDs), mental retardation, learning difficulty, and frontotemporal dementia. We also summarize the corresponding disorders in
this report.

1. Introduction

The tiny protrusions emerging from dendrites known as
dendritic spines are the primary subcellular locations of exci-
tatory synapses in themammalian central nervous system [1].
Dendritic spines are typically ∼1-2𝜇m in length and 0.5–1 𝜇m
inwidth of the spine head, with diversemorphologies, such as
mushroomlike, stubby, and thin spines. These structures are
mainly supported by the F-actin cytoskeleton. Thus, F-actin
cytoskeletal proteins and regulators are important factors
for generating dendritic spines. Many membrane proteins
and adaptor and signaling molecules are also involved in
controlling dendritic spine formation and maintenance [2].
Several mechanisms have been described to form dendritic
spines [3]. The most popular mechanism is that dendritic
filopodia serve as precursors for dendritic spine formation.
Interestingly, filopodia are ubiquitously found on various cell

types. In contrast, dendritic spines are neuron-specific struc-
tures. Thus, the transition from filopodia to spines should
be controlled by neuron-specific factors.

Neuron-specific factors controlling dendritic spinogene-
sis fall into two categories. The first group is proteins specif-
ically expressed in neurons. The second group is neuron-
specific cellular responses or processes. These proteins or
responses directly or indirectly regulate F-actin rearrange-
ment and dynamics to promote dendritic spine formation.
Studies of cytoskeleton-associated cortactin-binding protein
2 (CTTNBP2) and heparan sulfate transmembrane prot-
eoglycan (HSPG) syndecan-2 serve as examples for these two
categories, respectively. CTTNBP2 is a neuron-specific cyto-
skeleton-associated protein and that is enriched at dendritic
spines of mature neurons. Although syndecan-2 is widely
expressed in many cell types, it is highly concentrated at
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Figure 1: Schematic structure and amino acid sequences of syndecans. C1, conserved domain 1; C2, conserved domain 2; Cyto, cytoplasmic
domain; SDC2, syndecan-2; SDC1, syndecan-1; SDC3, syndecan-3; SDC4, syndecan-4; TM, transmembrane; V, variable region.

synapses in neurons. Syndecan-2 cooperates with other pro-
teins to trigger neurotransmission through a neuron-specific
signal to induce dendritic spine formation. Genomic analyses
of patients with autism spectrum disorders (ASDs) indicated
that both CTTNBP2 and syndecan-2 were associated with
ASDs [4, 5]. Additionally, neurofibromin, CASK, and VCP
coordinate with syndecan-2 to control dendritic spinogenesis
and were also associated with neurological disorders. These
findings suggest that these genes are critical for neuronal
function, likely through their regulation of dendritic spine
formation. In this review, we will summarize the functions
of these proteins in dendritic spinogenesis and use these pro-
teins as examples to discuss how neuron-specific molecules
coordinate with ubiquitously expressed proteins to generate
neuron-specific signals for dendritic spine formation.

2. The HSPG Syndecan-2 Triggers
Dendritic Spine Formation

2.1. Syndecan-2 Is Enriched at Dendritic Spines and Is Required
for Dendritic Spine Formation. Syndecan-2 is a type I mem-
brane protein with a heparan sulfate modification at its
ectodomain (Figure 1) [6]. In mammals, the syndecan pro-
tein family contains four members, syndecan-1, syndecan-2,
syndecan-3, and syndecan-4 [7]. In rodent brains, syndecan-
2 and syndecan-3 are the two major syndecans expressed in
neurons with differential distribution; syndecan-2 is highly
concentrated at synapses, while syndecan-3 is distributed
along the axonal shaft [8]. Syndecan-2 is involved in cell-
cell and cell-matrix interactions through its heparan sul-
fate modification. It can also bind growth factors, such as
fibroblast growth factor (FGF) and epidermal cell growth
factor, and it acts as a coreceptor for these growth factors [7].
Syndecan-2 is broadly and dynamically expressed in several
tissues and cell types [7, 8]. During neural development,
its expression gradually increases concurrent with synapse
formation [8, 9]. In mature neurons, such as cultured rat
hippocampal neurons at 18 days after plating in vitro (DIV)
or later, syndecan-2 is highly enriched at dendritic spines
[9, 10]. More importantly, overexpression of syndecan-2 in

immature rat hippocampal cultured neurons, such as 1-2 DIV,
when endogenous syndecan-2 is not yet expressed, dendritic
filopodia are massively induced at 4-5 DIV and dendritic
filopodia are then transformed to dendritic spines at 8-9 DIV
[9, 11]. Those dendritic spines are expected to be functional,
as they are adjacent to the presynaptic marker synaptophysin
based on confocal microscopy [11, 12]. Syndecan-2-induced
dendritic spinogenesis serves as a model to explore the
mechanisms underlying the initiation of dendritic spinogen-
esis (namely, dendritic filopodia formation), the transition
from filopodia to spines, and dendritic spine maturation and
maintenance.

2.2. The C1 and C2 Motifs of Syndecan-2 Work Sequen-
tially to Promote Dendritic Spinogenesis. The ectodomain
of syndecan-2 heparan sulfate modification is involved in
cell-cell and cell-matrix interactions [7]. Its transmembrane
domain is required for homodimerization or oligomerization
[13], which is critical for the protein-protein interactions
of syndecan-2 [14]. The cytoplasmic domain of syndecan-2
contains only 32 amino acid residues (Figure 1). Although it
is short, it is divided into three motifs, conserved domain 1
(C1), the variable region (V), and conserved domain 2 (C2).
The C1 and C2 motifs are conserved among different synde-
cans, while the sequences of the V regions vary (Figure 1).
The C1 motif is essential for syndecan-2-induced dendritic
filopodia formation of rat hippocampal cultured neurons,
as the syndecan-2ΔC1 mutant completely loses the ability
to promote filopodia formation and spine formation at 5 as
well as 9 DIV [11, 15]. The C2 is required for the dendritic
filopodia-spines transition and dendritic spine maintenance
[15, 16]. Expression of the C2 deletion mutant syndecan-
2ΔC2 at 2 DIV promotes dendritic filopodia formation at 5
DIV. However, those filopodia are unable to transform into
dendritic spine at 9 DIV [11, 15, 16]. These analyses indicate
that the function of syndecan-2 in dendritic spinogenesis can
be separated into two sequential steps, namely, filopodia and
spine formation, which are controlled by two distinct motifs
in syndecan-2.
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Because both C1 and C2 motifs are short and lack rec-
ognizable enzymatic domains, syndecan-2 binding partners
have been identified to determine its molecular mechanism
underlying dendritic spine formation. Several direct binding
partners (summarized in Table 1) have been identified for
the C1 domains of syndecan-2, including neurofibromin [17]
and ezrin [18]. The C2 motif directly interacts with syntenin
[19], CASK [10], and synbindin [20]. Among these, the inter-
actions between syndecan-2 and neurofibromin and CASK
have been shown to be relevant in dendritic spine formation.
Because the cytoplasmic tail of syndecan-2 is very short, it
is unlikely that a single syndecan-2 molecule can simultane-
ously interact with all of its binding partners. Because the C1
and C2 motifs are involved in two sequential processes, it
is likely that neurofibromin and CASK sequentially interact
with syndecan-2. Alternatively, it is possible that because
syndecan-2 forms at least a dimer through its transmem-
brane domain, different syndecan-2 molecules in dimers or
oligomers separately interact with neurofibromin and CASK.
This would suggest that syndecan-2, neurofibromin, and
CASK form a single large complex. Further investigation,
including coimmunoprecipitation experiments, is required to
address this question.

2.3. Neurofibromin Interacts with the C1 Motif of Syndecan-
2 and Promotes Syndecan-2-Induced Dendritic Filopodia For-
mation. Neurofibromin encoded by the neurofibromato-
sis type I (NF1) gene is characterized by its RasGAP-
(Ras GTPase activating protein-) related domain (GRD)

Table 1: SDC2 interacting proteins.

Binding site
in SDC2

Binding site
for SDC2 Function

NF1 C1 LRD Filopodia formation

Ezrin C1 N-ter. Links to actin
cytoskeleton

Syntenin C2 PDZ Cell adhesion and
migration

CASK C2 PDZ Dendritic spine
formation

Synbindin C2 PDZ-like Vesicle transport

(Figure 2(a)) [21–24]. Similar to syndecan-2, neurofibromin is
widely expressed in different cell types, though its expression
level is much higher in the nervous system [25]. NF1 is one
of the most common human inherited disorders featured
by changes in skin pigmentation, benign tumor growth, and
learning difficulty [26, 27]. Neurofibromin suppresses tumor
growth through its ability to downregulate the RAS pathway
[28]. In addition to its RAS activity, neurofibromin can
increase cAMP concentration by activating adenylate cyclase
[29]. Although the molecular mechanisms are less clear, the
GRD and C-terminal region of neurofibromin are required
for cAMP pathway activation (Figure 2(a)) [30]. Both Gs-
dependent and Gs-independent pathways are involved in
neurofibromin-regulated adenylate cyclase activation [30].
The cAMPpathway has been shown to be involved in learning
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andmemory inDrosophila [31] and dendritic spine formation
in the mammalian nervous system [11].

In a yeast two-hybrid screen using different fragments of
neurofibromin as baits, syndecan-2 was identified as a neu-
rofibromin binding partner [17]. Notably, neurofibromin has
two independent interacting domains for the C1 motif of
syndecan-2. One is the Jn fragment corresponding to amino
acid residues 1357–1473 in the GRD of human neurofibromin;
the other is the Pn fragment containing amino acid residues
2619–2719 (Figure 2(a)) [17].The Jn and Pn compete for bind-
ing to the C1 motif of syndecan-2. In addition to biochem-
ical studies demonstrating the direct interaction between
syndecan-2 and neurofibromin, fluorescence immunostain-
ing further demonstrated the colocalization of syndecan-
2 and neurofibromin at synapses in cultured hippocampal
neurons [17]. Moreover, both Nf1 knockdown and haploin-
sufficiency reduce the density of dendritic spines in both rat
hippocampal and mouse cortical cultured neurons and in
brains [11, 32], consistent with a function of neurofibromin
in regulating dendritic spine formation.

The next question is how the syndecan-2-neurofibromin
complex regulates dendritic spine formation. One study
examined syndecan-2 downstream signaling for triggering
filopodia formation. Using a panel of inhibitors to sup-
press various kinase activities, protein kinase A (PKA) was
identified to be required for syndecan-2-induced filopodia
formation [11]. Combined with the analysis using different
motif deletion mutants of syndecan-2, we found that the C1
motif of syndecan-2 is essential for PKA-dependent filopodia
formation [11]. Because neurofibromin interacts with the
C1 motif and also activates the cAMP pathway, cultured
hippocampal neurons were then used to investigate whether
neurofibromin mediates syndecan-2-induced filopodia for-
mation. Both Nf1 knockdown and Jn fragment expression,
which acts as a dominant-negative to disrupt the interac-
tion between endogenous neurofibromin and syndecan-2,
suppress syndecan-2-induced dendritic filopodia formation
of rat hippocampal cultured neurons at 5 DIV [11]. Thus,
neurofibromin mediates the signal from syndecan-2 to the
cAMP pathway to initiate dendritic spinogenesis.

Because filopodia are supported by F-actin bundles, the
syndecan-2-neurofibromin-cAMP pathway has to induce
F-actin polymerization and bundle formation to promote
dendritic filopodia formation. The Ena (Enabled)/VASP
(Vasodilator-Stimulated Phosphoprotein) protein family is
a group of F-actin regulators that initiate actin polymer-
ization and bundling [33]. PKA phosphorylation promotes
Ena/VASP protein activity to regulate the F-actin cytoskele-
ton [34]. Upon syndecan-2 overexpression, Ena/VASP phos-
phorylation increases, consistent with cAMP pathway acti-
vation. Moreover, disruption of Ena/VASP activity impairs
syndecan-2-induced dendritic filopodia formation [11]. In
summary, these studies indicate that syndecan-2 overexpres-
sion enhances the ability of neurofibromin to activate the
PKA pathway, which then induces the Ena/VASP activity to
promote F-actin bundling and filopodia formation.

Although the PKA pathway is required for dendritic
filopodia formation, increased intracellular cAMP concen-
trations alone cannot induce dendritic filopodia formation

[11], suggesting that other factor(s) are involved. From
an immunoprecipitation-mass spectrometry study, valosin-
containing protein (VCP, also known as P97) was identified
as a neurofibromin-binding protein [32]. The entire D1 and
D2 ATPase domains of VCP are required for the interac-
tion with the leucine-rich domain (LRD) of neurofibromin
[32]. VCP is a causative gene of inclusion body myopathy
associated with Paget’s disease of bone and frontotemporal
dementia (IBMPFD) [35]. IBMPFD patients frequently suffer
from dementia. In addition, VCP mutations are associated
with ASDs and amyotrophic lateral sclerosis [36, 37]. These
evidences suggest that VCPmutations impair brain function.
A combination of human genetic studies, mouse genetic
models, and cultured hippocampal and cortical neurons have
indicated that neurofibromin interacts with VCP and guides
VCP to promote dendritic spinogenesis [32]. The roles of
VCP and neurofibromin in dendritic spine formation may
account for the neural phenotypes in patients with mutations
in the NF1 and VCP genes. However, it is still unclear how
VCP regulates dendritic spine formation. To fully address the
molecular regulation of neurofibromin and VCP in dendritic
spinogenesis, further studies are required.

The function of the syndecan-2-neurofibromin interac-
tion in dendritic spine formation is summarized in
Figure 2(b).

2.4. CASK and Syndecan-2 Interactions Regulate Dendritic
Spine Maturation. CASK is a ubiquitously expressed gene
and is critical for brain development and function [38].
Mutations in the human CASK gene result in X-linked
mental retardation and microcephaly with pontine and cere-
bellar hypoplasia [39–43]. CASK belongs to the membrane-
associated guanylate kinase (MAGUK) family and functions
as a scaffold protein to interact with more than two dozen
cellular proteins [44]. It is widely distributed in neurons,
including synapses, dendrites, axons, and soma [10]. At
synapses, it localizes to both pre- and postsynaptic sites [10].
In mouse pontine explants and rat hippocampal cultured
neurons, CASK knockdown impairs synapse formation at the
pre- and postsynapse, respectively [16, 45]. At presynaptic
sites, it binds the membrane protein neurexin and other
scaffold proteins, such as Mint1, mLin7, and liprin, to control
presynaptic button formation [45–48]. CASK uses its PDZ
domain at the postsynaptic site to interact with the C2
motif of syndecan-2 [10]. In cultured hippocampal neurons,
expression of the PDZ alone of CASK or the C-terminal
tail of syndecan-2 that disrupts the interaction between
endogenous CASK and syndecan-2 reduces dendritic spine
density, narrows spine heads, and shortens spine length at
18 DIV, suggesting that the CASK-syndecan-2 interaction is
critical for dendritic spine formation [16].

To investigate whether CASK is involved in dendritic
spinogenesis initiation or dendritic spine stabilization, a
time course study using a knockdown approach in cultured
hippocampal neurons has been performed [16]. The time
window of 15–18 DIV covering the initiation toward matura-
tion of dendritic spinogenesiswas used for analysis. At 15DIV,
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Figure 3: Syndecan-2 coordinates with calcium influx to control
dendritic spine formation and maturation. Syndecan-2 links the
CASK-mLIN7-NMDAR complex through its C2 motif and directs
this complex to target to filopodial tips. It increases the accessibility
of postsynaptic filopodia to presynaptic stimulation, which is critical
for calcium influx to induce the filopodia-spines transition. In
addition to linking mLIN7 and NMDAR, CASK interacts with
the protein 4.1-F-actin cytoskeleton. This interaction provides a
physical link between the membrane and cytoskeleton to stabilize
the dendritic spine structure. GSN, gelsolin.

wild-type dendritic spines are immature, long, and thin, and
they are present at a low density. As they mature at 18 DIV,
dendritic spine density increases, spine length decreases, and
spine width increases. Compared to control neurons, CASK
knockdown does not affect spine density, length, or size at
15 DIV, suggesting that CASK is not critical for dendritic
spinogenesis initiation. At 18 DIV, CASK knockdown induces
dendritic spines withdraw and the spine heads fail to enlarge.
The spine density is decreased compared to control neurons
[16]. The data indicate that CASK is important for dendritic
spine maturation, likely by linking the membrane protein
syndecan-2 to the F-actin cytoskeleton via protein 4.1 to
stabilize dendritic spines (Figure 3) [16].

2.5. Neurotransmission-Induced Calcium Influx Is Critical
for the Syndecan-2-Induced Filopodia-Spines Transition. In
human embryonic kidney HEK293 cells, syndecan-2 over-
expression induced numerous filopodia on the cell surface
[11]. However, these filopodia cannot mature into spines.
Because neurofibromin and CASK are also expressed in
HEK293 cells, the aforementioned studies cannot explain
why syndecan-2-induced dendritic spines are only present in
neurons. A neuron-specific factor must be present to control
dendritic spine formation. Because neurotransmission is a
neuron-specific event and because dendritic filopodia are

able to receive neurotransmission signals from presynaptic
buttons [49], neurotransmission seems a likely factor that
triggers the filopodia-spines transformation in a neuron-
specific manner. Indeed, EGTA treatment to chelate extra-
cellular calcium or AP5 treatment to block NMDAR activity,
a major neurotransmitter gated calcium channel, impairs
the endogenous filopodia-spines transition at 15–17 DIV
and syndecan-2-induced filopodia-spines transition at 5–9
DIV [15]. In syndecan-2-overexpressing neurons, intracellu-
lar calcium concentration is increased compared to control
neurons at 5 DIV. This increase is due to NMDAR-regulated
calcium influx because AP5 treatment effectively reduced the
intracellular calcium concentration induced by syndecan-2
[15]. The C2 motif of syndecan-2 is required for syndecan-2
overexpression-induced calcium influx [15], suggesting that
the interaction with CASK is involved in calcium influx.
Previous studies have shown thatCASK interactswithmLIN7
via the L27 domains in both proteins [50–52] and thatmLIN7
interacts with the C-terminal tail of NMDAR subunit 2b
(NMDAR2b) through its PDZ domain [53].Thus, the CASK-
mLIN7 complex links NMDAR to syndecan-2. The interac-
tion between syndecan-2, CASK, mLIN7, and NMDAR2b
facilitates NMDAR localization to the tips of dendritic
filopodia, where NMDAR may be activated by presynaptic
stimulation, namely, glutamate, and induce calcium influx.
Disruption of the syndecan-2, CASK, mLIN7, and NMDAR
complex by overexpressing the interacting domains impairs
NMDAR filopodial distribution, calcium influx, and the
filopodia-spines transition [15], suggesting that syndecan-2
triggers calcium influx via the CASK-mLIN7-NMDAR com-
plex and induces the filopodia-spines transition (Figure 3).

The morphological feature of the filopodia-spines tran-
sition is dendritic spine head enlargement and spine length
shortening. The F-actin cytoskeleton must be rearranged to
allow for this morphological change. Calcium is known to
regulate F-actin dynamics in dendritic spines [54–56], and
gelsolin is a calcium-activated F-actin regulator. It acts as
an F-actin severing and capping protein [57–59]. Gelsolin
deficiency impairs filopodial retraction of developing neu-
rons [60] and inhibits activity-dependent F-actin remodel-
ing in mature dendritic spines [61]. It is also critical for
the filopodia-spines transition induced by the syndecan-
2-CASK-mLIN7-NMDAR complex, as gelsolin knockdown
maintains syndecan-2-induced protrusions at the filopodial
stage [15]. It is possible that other calcium regulated F-actin
regulators also act downstream of syndecan-2 to control the
filopodia-spines transition. More investigations are required
to further elucidate the regulation.

2.6. Conclusion of the Role of Syndecan-2 Signaling in Den-
dritic Spine Formation. Through its interactions with intra-
cellular binding partners, the ubiquitously expressing protein
syndecan-2 modulates the F-actin cytoskeleton, triggers neu-
rotransmission, and promotes neuron-specific synapse for-
mation. From dendritic filopodia formation, filopodia-spines
transition to dendritic spinematuration, syndecan-2 interacts
with different binding partners to control F-actin behaviors.
Syndecan-2 first activates the PKA pathway via neurofi-
bromin to promote F-actin polymerization and bundling for
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dendritic filopodia formation [11]. It recruits NMDAR to
filopodial tips through its interaction with the CASK-mLIN7
complex and increases the postsynaptic responsiveness to
presynaptic stimulation [15]. Calcium influx induces F-actin
cytoskeleton rearrangement to allow for the morphological
change from filopodia to spines [15]. To further promote
dendritic spine maturation and maintenance, syndecan-2
binds to the protein 4.1 through interactions with CASK [16].
Throughout the entire process, neuron specificity falls within
NMDAR-mediated calcium influx, which induces F-actin
cytoskeleton remodeling to result in morphological changes
to the dendritic spine.These studies provide a comprehensive
example of how a neuron-specific ion channel coordinates
with other adhesion molecules and synaptic proteins to
control dendritic spine formation.

3. The Neuron-Specific Cytoskeleton
Regulator CTTNBP2 Is Highly Associated
with Autism Spectrum Disorders

To identify a neuron-specific F-actin regulator involved in
dendritic spinogenesis, we searched the database and litera-
ture and focused on cortactin-binding protein 2 (CTTNBP2).
CTTNBP2 gene encodes a brain-specific protein that inter-
acts with the SH3 domain of cortactin through its proline-
rich domain [62]. Cortactin promotes and stabilizes F-
actin branching [63, 64] and thus plays a critical role for
dendritic spine morphological maintenance [65]. Because
cortactin is a ubiquitously expressed protein, its function in
controlling dendritic spinogenesis must be regulated by a
neuron-specific factor. The specific expression of CTTNBP2
in the brain makes it a good candidate to control cortactin
in dendritic spinogenesis. Furthermore, de novo mutations
in the CTTNBP2 gene have been repeatedly identified in
ASD patients [5, 37, 66]. In a genomic analysis covering 3871
ASD patients, results indicated that CTTNBP2 is a high-
confidence risk factor for ASDswith a false discovery rate less
than 0.05% [5]. These genetic data support a critical role for
CTTNBP2 in brain development and function.

3.1. CTTNBP2Variant Transcripts andASDMutations. In the
expression tag sequence (EST) database (http://www.ncbi
.nlm.nih.gov/), three variants have been identified as
CTTNBP2transcripts,namely,CTTNBP2-Short (CTTNBP2-
S), CTTNBP2-Intron (CTTNBP2-I), and CTTNBP2-Long
(CTTNBP2-L). Based on the nucleotide sequence, the first
625 predicted amino acid residues are shared among all
variants [67]. Using an antibody against the common region
of the CTTNBP variants, immunoblotting revealed that the
Short form of CTTNBP2 is the predominant protein product
in brains. The protein products of the Intron and Long forms
are undetectable in adult brains [67]. Thus, the following
studies of CTTNBP2 in neurons focused on CTTNBP2-S.
It is still unclear whether the CTTNBP2-I and CTTNBP2-L
variants play any role in neurons. Therefore, mutation
analysis of ASD patients is meaningful when the mutation
was located within the CTTNBP2-S variant sequences.
Seven de novo ASD mutations in the CTTNBP2 gene have

been identified in the exons encoding CTTNBP2-S [5]. To
further explore the association of CTTNBP2 with ASD,
these mutations should be investigated in detail to determine
their effects on CTTNBP2 molecular function and neuronal
morphogenesis.

Analysis of the amino acid sequence of CTTNBP2-S
predicts a coiled-coil domain at the N-terminal region and
proline-rich domain at the C-terminus. The middle region
does not contain any recognizable protein structure [67].The
N-terminal coiled-coil domain mediates CTTNBP2-S
homooligomerization and heterooligomerization of
CTTNBP2-S and the striatin family [68, 69]. The C-termi-
nal proline-rich domain interacts with cortactin [62]. The
middle region is required for the protein’s associationwith the
microtubule cytoskeleton [69]. The functions of these inter-
actions are discussed below (Figure 4).

3.2. CTTNBP2-S Controls Cortactin Mobility and Regulates
Dendritic Spine Formation and Maintenance. CTTNBP2-
S localizes to dendritic spines to control the cortactin-
F-actin cytoskeleton. Both endogenous CTTNBP2-S and
overexpressed Myc-tagged CTTNBP2-S were found to be
highly concentrated at dendritic spines in mature cultured
hippocampal neurons. Immunofluorescence analysis of adult
brains also indicated that CTTNBP2-S colocalized with F-
actin puncta in vivo, presumably to dendritic spines [67].
CTTNBP2-S is critical for dendritic spine formation, as
CTTNBP2 knockdown right before dendritic spinogenesis
at 12 DIV reduces spine density and spine head width mea-
sured at 18 DIV. Consistent with the morphological changes,
the frequency of mEPSC (miniature excitatory postsynaptic
synaptic current) is lower in CTTNBP2 knockdown neurons
at 18 DIV [67]. In addition to dendritic spine formation,
CTTNBP2-S is involved in dendritic spine maintenance, as
CTTNBP2-S knockdown in mature neurons, such as 20 DIV,
still reduces dendritic spine density at 26 DIV [67]. Cor-
tactin is required for CTTNBP2-S’s regulation of dendritic
spinogenesis, as a CTTNBP2-S mutant that cannot interact
with cortactin cannot rescueCTTNBP2 knockdown-induced
spine deficiency [67]. Moreover, fluorescence recovery after
photobleaching (FRAP) analysis indicates that CTTNBP2-S
regulates cortactinmobility inmature dendritic spines. In the
presence of CTTNBP2-S, cortactin more stably localizes to
dendritic spines. The data suggest that CTTNBP2-S retains
cortactin in dendritic spines and controls dendritic spine
formation and maintenance [67].

CTTNBP2-S also controls distribution of striatin family
proteins in dendritic spines [68]. The striatin protein fam-
ily contains three mammalian members, namely, striatin,
zinedin, and SG2NA. They function as B-type regulatory
subunits of protein phosphatase 2A (PP2A) to control PP2A
subcellular location and substrate specificity [70, 71]. All
three striatin family members are highly enriched in den-
dritic spines [72]. Striatin protein distribution to synapses
is mediated by its interactions with CTTNBP2-S through
the N-terminal coiled-coil domains of both CTTNBP2-S
and striatin family members. Similar to cortactin, CTTNBP2
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Figure 4: CTTNBP2 and neuronal differentiation. (a) Schematic domain structure and CTTNBP2-S-interacting proteins. CC, coiled-coil
domain;Mid,middle region; P-rich, proline-rich domain. (b)The function of CTTNBP2-S in neuronalmorphogenesis. CTTNBP2-S controls
microtubule stability in the dendritic shafts and cortactin mobility in dendritic spines. Upon CTTNBP2 knockdown during dendritic
extension, dendritic complexity decreases. During synaptogenesis, CTTNBP2-S helps maintain cortactin in dendritic spines and promotes
dendritic spine formation and maintenance.

knockdown impairs dendritic spine targeting of striatins [68].
In conclusion, CTTNBP2-S regulates F-actin dynamics and
PP2A signaling at dendritic spines.

3.3. CTTNBP2-S Modulates Microtubule Stability and
Regulates Dendritic Arborization. In COS cells, exogenous
CTTNBP2-S was unexpectedly associated with the micro-
tubule cytoskeleton in addition to the cortactin-F-actin cyto-
skeleton [69]. Cell-matrix interactions influence the cyto-
skeleton association of CTTNBP2-S. In COS cells,
CTTNBP2-S preferentially associates with the F-actin cyto-
skeletonwithin one hour after plating. CTTNBP2-S gradually
shifts its preference to the microtubule cytoskeleton when
establishing cell-matrix interactions [69]. CTTNBP2-S cyto
skeletal associations also change in neurons. CTTNBP2-S is
highly concentrated at dendritic spines in mature neurons
where CTTNBP2-S interacts with F-actin cytoskeletons.
In the premature stages when dendritic spines have not
yet formed, CTTNBP2-S is already expressed and forms
puncta attached on microtubule bundles along the dendritic
shaft [69].The association of CTTNBP2-S with microtubules
increasesmicrotubule stability by bundling themicrotubules.
Two CTTNBP2-S domains are required for microtubule
bundling. The Mid domain is required for the association
of microtubule, and the N-terminal coiled-coil domain is
involved in CTTNBP2-S oligomerization. Oligomerization

allows the CTTNBP2-S oligomer to contain multiple micro-
tubule binding sites to induce microtubule bundling [69].
During the dendritic extension stage, CTTNBP2-S knock-
down or disruption of microtubule bundling by overexpres-
sion of the N-terminal coiled-coil domain or Mid domain
impairs dendritic arborization [69]. The studies suggest that,
in addition to controlling the F-actin cytoskeleton,
CTTNBP2-S regulates microtubule stability to influence
dendrite morphology.

3.4. Outstanding Questions about CTTNBP2. The dual roles
of CTTNBP2-S in controlling F-actin and the microtubule
cytoskeletons require further investigation. As a neuron-
specific morphology regulator and a high-confidence risk
factor for ASDs, CTTNBP2 deserves further study. Several
questions remain to be addressed. For instance, what is the
molecular mechanism regulating the association between
CTTNBP2-S and F-actin and microtubules? Are the associa-
tions of CTTNBP2-S with F-actin andmicrotubulesmutually
exclusive? Alternatively, can CTTNBP2-S act as a bridge to
link F-actin and microtubules? Only cultured hippocam-
pal neurons have been examined in functional studies of
CTTNBP2-S. In the future, in vivo studies should be con-
sidered. Particularly, to address the association of CTTNBP2
with ASDs, a mouse genetic model is required. The impact
of CTTNBP2 ASD mutations on the molecular function
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of CTTNBP2-S, brain development, and cognition must be
studied to further understand the biological significance of
CTTNBP2.

4. Conclusions

Although hundreds of genes are involved in dendritic spine
formation, they should be either neuron-specific or directly
or indirectly controlled by or linked to neuron-specific
signaling or proteins to specifically regulate dendritic spine
formation in neurons. In this review, syndecan-2-induced
dendritic spine formation and the role of CTTNBP2-S in con-
trolling neuronal morphology provide two distinct examples
of how neuronal morphology can be regulated in a neuron-
specific manner. The regulation of neuronal morphology
is critical for normal brain function. Understanding these
regulations is crucial for basic research and for understanding
neurological disorder etiology, which could contribute to
potential therapeutic treatments of the diseases.
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Associative fear learning, in which stimulation of whiskers is paired with mild electric shock to the tail, modifies the barrel
cortex, the functional representation of sensory receptors involved in the conditioning, by inducing formation of new inhibitory
synapses on single-synapse spines of the cognate barrel hollows and thus producing double-synapse spines. In the barrel cortex
of conditioned, pseudoconditioned, and untreated mice, we analyzed the number and morphological features of dendritic spines
at various maturation and stability levels: sER-free spines, spines containing smooth endoplasmic reticulum (sER), and spines
containing spine apparatus. Using stereological analysis of serial sections examined by transmission electronmicroscopy, we found
that the density of double-synapse spines containing spine apparatus was significantly increased in the conditioned mice. Learning
also induced enhancement of the postsynaptic density area of inhibitory synapses aswell as increase in the number of polyribosomes
in such spines. In single-synapse spines, the effects of conditioning were less pronounced and included increase in the number of
polyribosomes in sER-free spines. The results suggest that fear learning differentially affects single- and double-synapse spines in
the barrel cortex: it promotes maturation and stabilization of double-synapse spines, whichmight possibly contribute to permanent
memory formation, and upregulates protein synthesis in single-synapse spines.

1. Introduction

It is now widely accepted that behavioral experience altering
the neuronal activity induces changes in the density of
synapses and dendritic spines [1–3]. Synaptic plasticity has
also been shown to alter synaptic efficiency by remodeling of
the existing synapses [4–7].

The barrel cortex of rodents as sensory representation of
whiskers as well as its afferent pathway is a useful model for
studying associative learning-dependent neuronal plasticity.
Classical conditioning, in which stimulation of a row of
whiskers (conditioned stimulus) is paired with mild electric
shock to the tail (unconditioned stimulus), changes themotor

behavior of the animals and modifies the cortical representa-
tion of sensory receptors involved in the conditioning [8].

Mapping of brain activation pattern with [14C]2-deoxy-
glucose autoradiography showed learning-dependent expan-
sion of functional cortical representation of the whisker row
stimulated during conditioning [8]. This plasticity is associ-
ated with changes in both excitatory and inhibitory neuro-
transmission.

The plasticity of excitatory circuits was manifested by an
increase in expression of NR2A (subunit of NMDA receptor
specific for excitatory synapses) mRNA and protein [9]. In
spite of that, the density of excitatory synapses or single-syn-
apse spines did not change after conditioning [3]. However,
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we observed an upregulation of the number of polyribosomes
associated with both excitatory and inhibitory synapses
accompanied by an increase in postsynaptic density (PSD)
area that suggested synaptic potentiation [7].

Conditioning also affected inhibitory transmission,
inducing upregulation of GAD 67 mRNA and protein, a
marker of inhibitory synapses, within the affected barrels [10],
accompanied by an increase in the density of GABAergic
neurons [11]. Our previous electron microscopic studies
demonstrated that conditioning caused the formation of new
inhibitory synapses, producing double-synapse spines in the
cognate barrel hollows [3], and remodeled the morphology
of double-synapse spines towards mushroom-shaped spines
with shorter but thicker necks [12].

The stepwise morphological transformation of dendritic
spines during their plastic remodeling that leads to formation
of stable spines includes shape and size change [13, 14], acqui-
sition of smooth ER (sER) to the spine, and formation of spine
apparatus (SA) [15]. The spines containing SA are the largest
[16] and it has been established that the largest spines have
the longest half-life in vivo [17–19]. SA is a smooth ER-related
membrane structure [16, 20] containing synaptopodin,
a SA-specific actin-binding protein [21]. It is believed that
SA is associated with the regulation of calcium storage and
release [22–24] and that together with polyribosomes it can
participate in the local protein synthesis [25–27]. SA is also
postulated to play a role in the potentiation of synapses
located on dendritic spines and in the formation of stable
spines involved in memory storage and therefore called
“memory spines” [23, 27, 28].

Although their function is still unknown, it seems prob-
able that spines containing SA are involved in the synaptic
plasticity [4, 29]. Inactivation of synaptopodin gene leading to
the total absence of SA limited induction of long-term poten-
tiation (LTP) and caused deficits in spatial learning [27, 30]. It
was observed that fear conditioning increased the number of
such spines and the number of SA-associated polyribosomes
in the lateral amygdala [4].

Since the data concerning involvement of dendritic spines
and spine apparatus in conditioning-induced plasticity of
the somatosensory cortex are scarce, the aim of this study
was to investigate the effect of short-lasting fear learning on
the number and morphological features of dendritic spines
in the barrel cortex by using the whisker-to-barrel pathway
model and serial section transmission electron microscopy-
based stereology. The barrel cortex contains two types of
spines: single-synapse spines with single excitatory synapses
which account for about 90% of all spines in this region
and double-synapse spines with two different synapses: one
excitatory and one inhibitory [12]. In each type, we separately
analyzed three categories of spines, presumably representing
successive levels of spine maturity: sER-free, containing sER,
and containing SA.

2. Materials and Methods

2.1. Animals. The experiments were performed on Swiss
Webster female mice aged 6-7 weeks, kept in standard condi-
tions. All experiments were compliant with the Council

Directive 2010/63EU of the European Parliament and the
Council of 22 September 2010 on the protection of animals
used for scientific purposes and approved by the Animal Care
and Use Committees of the Polish Academy of Sciences and
the Jagiellonian University.

2.2. Behavior Training. The mice (𝑛 = 15) were divided into
conditioned group (𝑛 = 5), pseudoconditioned group (𝑛 =
5), and control, untreated group (𝑛 = 5). Before the onset of
the conditioning procedure, all animals were habituated in a
homemade restrainer which holds themouse neck stationary,
leaving the rest of the body, including the head, free. During
the habituation period, mice spent 10min per day for 3 weeks
in the restrainer.

After habituation,mice were conditioned using a classical
conditioning paradigm. Manual stimulation of the selected
whiskers (B row; conditioned stimulus, CS) on the left side
of the snout was paired with a mild electric shock to the tail
(unconditioned stimulus, UCS) [8]. The pairing procedure
included three sweeps back and forth along the entire whisker
row with a small paintbrush lasting 3 s each, repeated at a
frequency of four times per minute for 10min, applied for
3 consecutive days. The UCS was a weak, 0.5mA electric
current applied to the tail for 0.5 s at the end of the last sweep
in the series. In pseudoconditioned animals (random pairing
of CS andUCS), the number and frequency of stimuli applied
were the same.

2.3. Transmission Electron Microscopy. Twenty-four hours
after completion of the conditioning, the mice were anes-
thetized with Vetbutal (100mg/kg body weight; Biowet,
Puławy) and perfused through the heart with 20mL of rinse
buffer (0.2% glutaraldehyde and 2% paraformaldehyde in
0.1M phosphate buffer, pH 7.4) followed by 100–150mL of
fixative (2.5% glutaraldehyde and 2% paraformaldehyde in
0.1M phosphate buffer, pH 7.4). The brains were removed
immediately after perfusion and left in the same fixative for
24 h at 4∘C.

The next day, after washing in 0.1M phosphate buffer (pH
7.4), 60𝜇m tangential vibratome sections were cut from the
right barrel cortex. Sections were examined under a stere-
omicroscope (Nikon Optiphot, Japan) and those containing
the barrel field cortex were collected for further processing.
The sections were washed in 0.1M cacodylate buffer (pH 7.4),
postfixed twice with 1% osmium tetroxide in 0.1M cacodylate
buffer (the first time with 1.5% potassium ferrocyanide),
washed in 70% ethanol containing 1% uranyl acetate, and,
after dehydration in graded series of ethanol, embedded in
Epon resin (Polysciences Inc., USA) between two silicone-
coated glass slides.

The region of B2 and B3 barrels was trimmed for
ultrathin sectioning. Series of 30 to 50 successive sections
(65–70 nm thick) were cut from each sample. The sections
were collected on formvar-coated copper-palladium slots
and contrasted with 1% lead citrate.The central regions of the
B2 barrel, layer 4, in which cell bodies are sparse and the vast
majority of structures observed under TEM are dendrites,
axons, and synapses were photographed at 7 K using JEOL
100SX transmission electron microscope (JEOL, Japan). We
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examined the collection of ultrathin sections used in our
previous study [3].

Ten to twelve serial electronmicrographswere taken from
successive sections for 3D reconstruction of dendritic spines.
The micrographs were initially aligned in Adobe Photoshop
CS software, in which stacks of serial images were taken at the
final magnification of 30K.

2.4. Quantitative Analysis of Dendritic Spines. Quantitative
analysis of dendritic spines was carried out using NIH Image
J Cell Counter software (http://rsb.info.nih.gov/ij/) by placing
a grid of two-dimensional sampling frame over the stack
of serial sections. The dendritic spines were counted per
volume unit (𝜇m3). Each spine was counted only once in
the stack and only spines located fully within the frame or
intersecting the left and the upper borderlines of the frame
were included. Synapses and spines were defined according
to Knott et al. [2]. The density of single- and double-synapse
spines containing smooth endoplasmic reticulum (sER) and
spine apparatus (SA) and sER-free spines was calculated
according to the stereological formula 𝑁

𝐴
= Σ𝑄

−

/𝑎, where
Σ𝑄
− is the number of dendritic spines found in the volume
𝑎 [31]. The counting was done blind: the observer did not
knowwhether themicrographswere taken from conditioned,
pseudoconditioned, or control animal.

2.5. Morphological Analysis of Spines. Serial images of 180
spines (90 single-synapse spines and 90 double-synapse
spines) from control group, conditioned group, and pseu-
doconditioned group were selected. The selection criteria
included (1) complete series of successive sections (micro-
graphs) allowing 3D reconstruction of the spine, (2) well
visible synapses, and (3) the content: SA, sER only, and none.
Twelve dendritic spines meeting the above criteria, two in
each group (sER-free, sER, and SA), in case of both single-
synapse and double-synapse spines, were randomly selected
from each animal to yield 10 single-synapse spines and 10
double-synapse spines of each category (sER-free, sER, and
SA) per each experimental group (control, conditioned, and
pseudoconditioned).

In every spine, length of the spine and diameter of the
spine head and neck as well as excitatory and inhibitory (only
in double-synapse spines) PSD areas were measured. PSD
area was calculated according to Ostroff et al. [32]. Length of
the spine was measured after 3D reconstruction. Spine head
diameter wasmeasured at the widest part of the head, parallel
to the PSD [6]. Three measurements of the neck width at
different levels were made and the mean value was calculated
as neck diameter. Volume of SA was calculated by summing
the values of area of SA multiplied by section thickness of all
serial sections in which it appeared.

Three measurements of all parameters from every micro-
graph containing profiles of the selected spines were made
using NIH Image J software. 3D reconstructions of the spines
were performed using 3D Studio Max software (Discreet
Logic, Montreal, Canada) and the location of spine apparatus
(head, head/neck, or neck of the spine) as well as the number
of polyribosomes in the dendritic spine was estimated.

The shapes of spines were defined according to Harris et
al. [15]. Spines were divided into three shape categories on
the basis of their length (𝑙), diameter of the spine head (dh),
and diameter of the neck (dn). Very long spines (𝑙 ≥ 3 × dn)
with similar diameters of the head and neck (dh ≈ dn) were
termed thin spines. Spine with large heads and narrow necks
(dh ≥ 2.5 × dn) were termed mushroom spines. Very short
spines with the length close to diameter of the neck (𝑙 ≈ dn)
were termed stubby spines. Spines with more than one head
were not observed.

2.6. Statistical Analysis. All data were analysed using Graph-
Pad Prism 5.01 software (GraphPad Software Inc., USA).
Differences in the densities of dendritic spines containing SA,
containing sER, and sER-free as well as the SA volume across
the experimental groups were analysed by Kolmogorov-
Smirnov normality test and homogeneity Bartlett’s test for
equal variances, followed by one-way ANOVA test with
post hoc Tukey’s test. To compare the combined effect of
training and spine content on the morphological measure-
ments across the experimental groups, two-way ANOVA
with post hoc Bonferroni test was used. Differences in shapes
of spines and in the location of SA in dendritic spines between
control, pseudoconditioned, and conditioned groups and
cooccurrence of SA and polyribosomes were assessed by chi
square test. In the text of results and in graphs, data are
presented as means ± SEM.

3. Results

3.1. Sampling Areas. Dendritic spines were counted in the fol-
lowing total tissue volumes: control group, 484.51± 10.92𝜇m3
(mean volume per animal 96.90 ± 7.13 𝜇m3); conditioned
group, 457.92 ± 12.78 𝜇m3 (mean volume per animal 91.58 ±
7.26 𝜇m3); pseudoconditioned group, 479.93 ± 15.16 𝜇m3
(mean volume per animal 95.99 ± 8.94 𝜇m3). The sampling
volumes were not significantly different across the groups
(𝐹
(1,14)

= 0.13, 𝑃 = 0.88).

3.2. Density of Dendritic Spines. Dendritic spines were clas-
sified into three categories according to their content: sER-
free spines (Figures 1(a) and 1(d)), spines containing sER only
(Figures 1(b) and 1(e)), and spines containing SA (Figures 1(c)
and 1(f)).The sERwas visible asmembranous cisternae inside
the spines (Figure 1(b)). The SA was identified as an array of
membranous cisternae interleaved with electron-dense plates
(Figure 1(c)), as described by Ostroff et al. [4].

3.2.1. Density of Single-Synapse Spines. The density of sER-
free single-synapse spines increased approximately twofold
after pseudoconditioning (pseudoconditioned group: 0.96 ±
0.08/𝜇m3; control group: 0.54 ± 0.04/𝜇m3; 𝐹

(1,44)
= 29.12, 𝑃 <

0.0001) but did not show any significant change after con-
ditioning (0.44 ± 0.01/𝜇m3; Figure 2(a)). In the conditioned
andpseudoconditioned animals, themeandensities of single-
synapse spines containing sER and SA did not significantly
change (sER: 0.21 ± 0.02/𝜇m3 and 0.47 ± 0.09/𝜇m3, SA:
0.18 ± 0.03/𝜇m3 and 0.26 ± 0.04/𝜇m3, resp.) compared to
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(a) (b) (c)

(d) (e) (f)

Figure 1: 3D serial section EM reconstruction of three spine types from B2 barrel hollow, also shown in single electron micrographs: sER-
free spine (a), spine containing sER (b), and spine containing spine apparatus (c). White arrows indicate sER ((b) and (c)) and black arrow
indicates spine apparatus (c). (d)–(f) show reconstruction of dendritic spines (blue): excitatory synapses (green), inhibitory synapse (red;
only (e)), smooth endoplasmic reticulum (yellow; (e)), and spine apparatus (red; (f)). Scale bars: 0.5 𝜇m.
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Figure 2: Density of single- (a) and double-synapse spines (b): sER-free, containing sER, and containing spine apparatus (SA). The graphs
show means ± SEM (one-way ANOVA with post hoc Tukey’s test, ∗∗∗𝑃 < 0.001).
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Figure 3: PSD area of excitatory ((a) and (b)) and inhibitory (c) synapses of single- and double-synapse spines: sER-free, containing sER, and
containing SA. The graphs show means ± SEM (two-way ANOVA with post hoc Bonferroni test; ∗∗∗𝑃 < 0.001, ∗∗𝑃 < 0.01, and ∗𝑃 < 0.05).

control group (sER: 0.27 ± 0.03/𝜇m3, SA: 0.16 ± 0.02/𝜇m3;
Figure 2(a)).

3.2.2. Density of Double-Synapse Spines. A twofold increase
and a fourfold increase in the density of double-synapse
spines containing SA and sER-free spines, respectively, were
found in the conditioned animals (SA: 0.13 ± 0.02/𝜇m3, sER-
free: 0.11 ± 0.01/𝜇m3) when compared with control animals
(SA: 0.05 ± 0.004/𝜇m3, sER-free: 0.02 ± 0.005/𝜇m3; 𝐹

(1,44)
=

11.26,𝑃 < 0.0001), whereas statistically significant differences
were not observed between the pseudoconditioned (SA:
0.05 ± 0.006/𝜇m3, sER-free: 0.05 ± 0.005/𝜇m3) and control
mice (Figure 2(b)). The density of spines containing sER
was the highest in the conditioned group, but differences
between the groups failed to reach significance (control:

0.03 ± 0.005/𝜇m3; conditioned: 0.06 ± 0.01/𝜇m3; pseudocon-
ditioned: 0.04 ± 0.01/𝜇m3; Figure 2(b)).

3.3. Morphological Analysis of Spines. Results of themeasure-
ments are presented in supplementary Table 1 in Supplemen-
tary Material available online at http://dx.doi.org/10.1155/
2016/9828517.

3.3.1. Area of Postsynaptic Density (PSD)

PSD of Excitatory Synapses. In all groups, single- and double-
synapse spines containing SA had larger PSD area of exci-
tatory synapses as compared to sER-free spines and spines
containing sER in the same group of animals (Figures 3(a)
and 3(b)). sER-free spines had similar PSD area of excitatory
synapses in the control, conditioned, and pseudoconditioned
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Figure 4: Volume of spine apparatus in single- (a) and double-synapse spines (b). The graphs show means ± SEM (one-way ANOVA with
post hoc Tukey’s test).

(a) (b)

Figure 5: Electron micrographs showing polyribosomes in sER-free, sER-containing (a), and SA-containing (b) spines. Arrows:
polyribosomes; arrowhead: sER (a) and spine apparatus (b).

animals. Similarly, spines containing sER had the same PSD
area of excitatory synapses in control, conditioned, and
pseudoconditioned animals.

PSDof Inhibitory Synapses.Conditioning induced asignificant
increase in the PSD area of inhibitory synapses located on
double-synapse spines containing sER and SA (Figure 3(c)).
The PSD area in sER-free spines did not significantly change
in conditioned and pseudoconditioned animals as compared
with the control group.

3.3.2. Volume and Location of Spine Apparatus in Dendritic
Spines. TheSAusually included 2–6 cisternae and condition-
ing did not influence that number. No differences were also
observed in the volume of SA between the groups of animals
(Figures 4(a) and 4(b)).

The vast majority of SA (single: 56.67%; double: 63.33%)
was located on the border between spine head and neck and
this location did not change after conditioning or pseudocon-
ditioning.

3.3.3. Occurrence of Polyribosomes in Dendritic Spines. Polyr-
ibosomes (Figure 5) were identified as described previously
[7] and the mean number of polyribosomes per spine

was assessed. Almost all single- and double-synapse spines
(96.67%) containing spine apparatus also contained polyri-
bosomes in all experimental groups.

Polyribosomes located in the single-synapse spines were
more frequent in the sER-free spines of conditioned and
pseudoconditioned animals, and, conversely, the density of
polyribosomes located in single-synapse spines containing
sER decreased after training. There were no changes in the
number of polyribosomes located in single-synapse spines
containing SA (Figure 6(a)). Conditioning increased the
number of polyribosomes located in double-synapse spines
containing SA,while pseudoconditioning increased the num-
ber of polyribosomes located in the sER-free spines. There
were no changes in the number of polyribosomes located in
double-synapse spines containing sER (Figure 6(b)).

3.4. Shape of Spines. Among 60 spines selected for reconstruc-
tion (Figure 7), in the control group, the rarest were stubby
spines (Figure 7(a)), constituting 23.33% of single-synapse
spines and only 3.33% of double-synapse spines. The propor-
tions of other spine shapes were also dependent on type of
spine. Single-synapse spines showed predominance of thin
spines (Figure 7(b)) that constituted almost half of all such
spines (46.67%), while among double-synapse spines about
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Figure 6: Number of polyribosomes in the single- (a) and double-synapse spines (b): sER-free, containing sER, and containing SA. The
graphs show means ± SEM (chi square test and one-way ANOVA with post hoc Tukey’s test: ∗∗∗𝑃 < 0.001, ∗∗𝑃 < 0.01, and ∗𝑃 < 0.05).

(a) (b)

(c) (d)

Figure 7: 3D reconstruction of single- and double-synapse spines from serial micrographs showing different shapes of spines: stubby (a),
thin (b), mushroom (c), and intermediate (d). Color areas as in Figure 1.

one-third were thin spines (36.67%). Mushroom-shaped
spines (Figure 7(c)) accounted for 30% of single-synapse
spines and for 60% of double-synapse spines (Figure 8).

The majority of stubby spines were sER-free (single:
57.14%; double: 100%). Thin spines mostly contained sER
(single: 42.86%; double: 54.55), while mushroom spines pre-
dominantly contained SA (single: 66.67%; double: 44.44%).

Conditioning and pseudoconditioning induced an
increase in the proportion of mushroom single-synapse

spines at the expense of stubby and thin (only conditioning)
single-synapse spines (𝜒2

(4)

= 10.31, 𝑃 = 0.0356; Figure 8(a)).
There were no experience-dependent changes in shapes of
double-synapse spines (𝜒2

(4)

= 3.716, 𝑃 = 0.4458).
We also observed intermediate shapes of spines [33]: short

thin spines (the length of spine being 2-3 times longer than
the diameter of neck and similar diameters of head and neck)
or stubby-mushroom spines (the diameter of spine head
being 1.5–2.5 times bigger than the diameter of neck and



8 Neural Plasticity

Table 1: Statistically significant effects of conditioning and pseudoconditioning on dendritic spines in the barrel cortex.

Single-synapse spines Double-synapse spines

Effects after conditioning Decrease in the number of thin spines

Increase in the number of sER-free and
SA-containing spines
Increase in inhibitory PSD area in sER- and
SA-containing spines
Increase in the number of polyribosomes in
SA-containing spines

Effects after conditioning and
pseudoconditioning

Increase in the number of polyribosomes in
sER-free spines
Decrease in the number of polyribosomes in
sER-containing spines
Increase in the number of mushroom spines
Decrease in the number of stubby spines

Effects after pseudoconditioning only Increase in the number of sER-free spines Increase in the number of polyribosomes in
sER-free spines
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Figure 8: Shapes of single- (a) and double-synapse spines (b): thin, mushroom, and stubby. The graphs show percentages of spine types and
their numbers inside the bars (chi square test: ∗𝑃 < 0.05).

the length of spine being about 1.5–2.5 times longer than
the diameter of neck) (Figure 7(d)). Intermediate spines were
rare (3.89% of all spines).

Results of the study are summarized in Table 1.

4. Discussion

This study presents for the first time the effect of fear
conditioning on a broad range of morphological parameters
of dendritic spines in the somatosensory cortex. Some of its
results obtained in control animals confirm findings reported
from other areas of the central nervous system, demonstrat-
ing that the spines containing spine apparatus (SA) aremostly
mushroom-shaped [4, 15, 34]—in the barrel cortex about
80% of double-synapse spines and 77% of single—synapse
spines—and that they almost always contain polyribosomes
[4]. However, proportions of spine shapes found in the
somatosensory cortex differ from that observed in other brain

regions; for example, in the hippocampus of adult rat, about
65%of spineswere thin, 25%weremushroom, and only about
10%were stubby spines [15].These apparent differencesmight
reflect differences in spine types in different brain regions.

The percentage of sER-free spines, spines containing sER,
and spines containing SA is similar in all analyzed groups of
animals. In the lateral amygdala, about 20% spines contained
SA, and approximately 10% spines contained sER but not
SA [4], while in the hippocampus, depending on different
location, from 14% to 37% spines expressed synaptopodin, a
marker of SA [27]. The above results are the most consistent
with our findings in somatosensory cortex, where about
20% of single-synapse spines and almost a half of double-
synapse spines constituting only about 10% of all spines [2,
12] contained SA. Our 3D reconstruction analysis of spine
shapes showed thatmushroom spinesmostly contained spine
apparatus and thin spinesmostly contained sER, while stubby
spines were predominantly sER-free.
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We have found that associative fear learning differentially
regulates the density of single- and double-synapse spines
and exerts a more profound effect on the latter spines. An
increase in density was observed in case of sER-free and SA-
containing double-synapse spines in somatosensory cortex
always bearing an excitatory and an inhibitory synapse [2,
12, 35]. There were no changes, however, in the density of
single-synapse spines, associated exclusively with excitatory
synapses. Other effects of learning on double-synapse spines
included an increase in PSD area of inhibitory synapses in
spines containing sER and SA as well as an increase in the
number of polyribosomes in SA-containing spines. Single-
synapse spines responded to conditioning by a decrease in the
number of thin spines.

These findings are consistent with the results of our previ-
ous studies demonstrating conditioning-induced formation
of inhibitory synapses on double-synapse spines in the barrel
cortex [3] and increase in the density of polyribosomes
associated with both excitatory and inhibitory synapses
located on dendritic spines [7]. The present study shows that
the learning-associated changes of double-synapse spines
mainly involve sER-free and SA-containing spines. The sER-
free spines are the smallest and are considered to be the
most unstable, transient spines with the highest motility and
very short half-life in vivo [17, 23, 28], whereas the spines
containing SA are the largest spines; they form stable synaptic
connections [23]. These spines have larger PSD areas, as also
observed in the present study, and more numerous AMPA
glutamate receptors, which could enhance the strength of
their synapses [28, 36, 37], and they contain more frequent
polyribosomes, suggesting local protein synthesis [4, 26].
Hence, in case of double-synapse spines, associative learning
seems to act bidirectionally: it temporarily enhances learning
capacity by adding sER-free transient spines and promotes
transformation of preexisting spines into the most stable SA-
containing spines to stabilize connectivity.

Ostroff et al. [4] proposed that SAmay be required for the
induction of local translation or for posttranslational protein
changes. Memory formation seems to involve strengthening
and stabilization of synapses requiring newly produced pro-
teins. In the barrel cortex, conditioning upregulates the local
protein synthesis in both single-synapse spines and double-
synapse spines but this effect seems to be more effective in
double-synapse spines containing SA, as it is accompanied
by increase in PSD area. Hence, double-synapse spines are
the preferential candidates for participation in learning-
associated memory pathways in the barrel cortex.

Learning-induced increase in the number of polyribo-
somes in single-synapse spines is accompanied by enhanced
frequency of mushroom-shaped spines but not of spines
containing SA. On the other hand, in double-synapse spines,
the response to conditioning includes increased incidence
of SA but not increase in the number of mushroom spines.
In a previous study we suggested that during conditioning
inhibitory inputs could be added to preexisting single-
synapse spines [3]. Now, we propose that only those single-
synapse spines, which undergo special “preparation” during
the learning process, including increase in the density of
polyribosomes, increased PSD areas of excitatory synapses,

and the spine shapes changing toward mushroom spines,
are ready for the acquisition of new inhibitory synapses and
formation of SA, which might complete their transformation
into “memory spines.”

These observations suggest that differential regulation of
single- and double-synapse spines by associative learning
might involve local synthesis of proteins participating in
shape remodeling of single-synapse spines and involved in
formation of SA in double-synapse spines.

Other morphological parameters of dendritic spines did
not seem to be influenced by learning, neither total spine area
(results not shown) nor location of SA and its volume.

We also used the pseudoconditioned group to test
whether the observed changes were directly associated with
the influence of learning or resulted only from the random
application of two kinds of sensory stimuli. Pseudocondition-
ing is believed to induce a general sensitization of the animal
to the conditioned stimulus [38]. Some effects observed in
this study (increase in the number of polyribosomes in sER-
free spines, decrease in the number of polyribosomes in
sER-containing spines, increase in the number of mushroom
spines, and decrease in the number of stubby spines) were
observed after both, conditioning and pseudoconditioning,
so they should be attributed to such sensitization. How-
ever, pseudoconditioning alone brought about a significant
increase in the density of sER-free single-synapse spines. Such
effects of pseudoconditioning alone were only occasionally
reported. Cybulska-Klosowicz and Kossut [38] observed that
pseudoconditioning activated the contralateral and ipsilateral
barrel field, in contrast to a decrease in bilateral activation
seen in the conditioned groups. In our previous studies on the
barrel cortex we found pseudoconditioning-induced increase
in the density of single-synapse spines [3] and a decrease
in the density of polyribosomes in dendritic shafts not
associated with synapses [7]. The explanation of a sole effect
of pseudoconditioning can only be speculative: in contrast to
the situation in which an animal learns a sequence of events,
a random application of an unpleasant stimulus seems to
induce some kind of stress, influencing brain plasticity in a
different manner.The present finding suggests that this effect
mainly concerns the smallest and most transient spines.

5. Conclusions

Results of the present study demonstrate that associative fear
learning produces different effects on single- and double-
synapse spines in the barrel cortex: it promotes maturation
and stabilization of double-synapse spines, which might
possibly contribute to permanent memory formation, and
upregulates protein synthesis in single-synapse spines, which
might prepare them to accept new inhibitory synapses and
transform into double-synapse spines.
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