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In this paper, we propose multi-tag selection schemes to improve achievable rate of a secondary ambient backscatter com-
munication (ABC) system with multiple tags and a single power beacon in cognitive radio (CR) environments. Using the
secondary power beacon, which plays a role as radio frequency (RF) source when there is no ambient RF source signals, with
spectrum sensing capability, the secondary ABC system determines operation modes according to activity of the licensed primary
system. When the primary system is active, a tag is randomly selected due to a lack of channel information, while when it is
inactive, the best tag maximizing achievable rate is selected using the secondary power beacon. Moreover, we apply a successive
interference cancellation (SIC) technique when the secondary power beacon is able to work. *e performance of the proposed
multi-tag selection schemes is mathematically analyzed in terms of bit error rate (BER) and achievable rate. Finally, the per-
formance of the proposed schemes is evaluated through simulations in terms of BER and achievable rate. It is shown that our
approach can significantly outperform a conventional ABC system in CR environments, especially under a low-active primary
system regime.

1. Introduction

As Internet of things (IoT) era is coming, the number of
wireless devices constructing IoT networks is explosively
increasing. *is causes a serious shortage in spectrum re-
source which is necessarily required for wireless connec-
tivity. In order to solve this problem, many researchers have
been conducting studies to improve spectral efficiency for
large-scale wireless communications.

Recently, an ambient backscatter communication
(ABC) system exploiting existing radio frequency (RF)
signals such as TV, FM radio, and Wi-Fi was proposed
[1]. It is a very promising IoT technology to solve the
spectrum shortage problem as it does not require addi-
tional spectrum for communications [2]. Moreover, it
enables wireless transmissions with very low power since
ABC devices do not require an RF transceiver at trans-
mitter side. *erefore, it is also promising to solve a
battery problem of wireless IoTdevices with combination
of energy harvesting technologies [3–7].

In the ABC system, a tag, a passive transmitter that is not
equipped with an RF transceiver, can modulate and transmit
wireless signals by adjusting antenna impedance.*at is, if it
adjusts the impedance to absorb or reflect the ambient RF
signals, a bit “0” or “1” is modulated, respectively. More
specifically, in reflecting state, the tag maximally reflects the
ambient signals so that the received power level is high at the
receiver, where it is regarded as bit “1.” On the contrary, in
absorbing state, the tag absorbs the ambient signals as much
as possible so that the received power level at the receiver is
low, which leads to decide bit “0.”

So far, there have been many studies on the ABC
systems with various ambient RF signals such as FM radio
[1], Wi-Fi [8–10], Bluetooth [11], ultra-wideband (UWB)
[12], OFDM signals [13], and so on. For a variety of
ambient signals, many researchers have been studying on
signal modulation and coding [13, 14], semi-coherent
[15] and non-coherent [16] detections, and performance
analysis and approximation [17–19]. *ereafter, they are
extended to multi-antenna systems [20, 21], cooperative
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communications [22, 23], and multi-tag environments
[24–30].

So far, there have been several studies on multi-tag ABC
systems. In [24], a location-based tag-reader paring scheme
was proposed to enhance bit error rate (BER) performance
of the proposed ABC system. In [25], employing a multiple-
inputmultiple-output (MIMO) reader, a least-squares-based
channel estimation protocol and a low complexity algorithm
were proposed in order to obtain the optimal transceiver
designs to maximize backscattered throughput among
multiple single-antenna tags. To exploit a multi-user di-
versity gain, several tag selection schemes have been pro-
posed. In [19], a tag selection scheme was proposed to
maximize BER at the receiver and its BER performance is
mathematically analyzed. In [27, 28], tag selection schemes
were proposed to improve secrecy outage and data rate in a
wire-tap channel with a single eavesdropper. In [29, 30],
artificial noise-aided tag scheduling schemes were proposed
in order to maximize the secrecy rate. *ese studies mainly
focus on performance improvements in the perspective of
physical layer security in wire-tap channels.

On the other hand, cognitive radio (CR) communica-
tion, which allows unlicensed systems to share and utilize the
spectrum bands of the licensed primary system when it is
idle, is another promising technology to solve the spectrum
shortage problem [31, 32]. *ere have been many studies on
resource allocation and management in CR networks [33].
Among them, medium access control (MAC) protocols are
designed and proposed for multi-user environments in both
centralized and distributed manners [34–37]. In CR net-
works, sensing the primary system and reporting the sensing
results to a secondary fusion node are important issues.
Accordingly, there are several studies on the performance
improvements in primary sensing [38] and reporting [39].
Recently, there are also a few studies on ABC systems under
CR environments [40–42]. In these studies, the ABC system
plays a role as an unlicensed secondary system under CR
restrictions, where the secondary system is able to access the
primary channel when it is only allowed by the primary
system.

More specifically, in [40], an adaptive harvest-then-
transmit protocol was proposed for an RF-powered cog-
nitive radio network. In the proposed protocol, backscat-
tering, harvesting, and transmitting modes are adaptively
controlled to enhance transmission rate. In [41], error-floor-
free detectors were proposed to tackle direct link interfer-
ence using a multi-antenna receive beamforming technique
in a cognitive ABC network which consists of a single tag
and a single receiver as a secondary ABC system in a CR
environment. Most recently, in [42], a novel spectrum
sharing system was proposed to maximize data rate of
secondary backscatter transmission subject to a minimum
rate requirement of the primary system by jointly optimizing
the time sharing and power allocation parameters. *e
previous work considers a new paradigm for IoTnetworks as
cognitive backscatter communications where the secondary
system exploits existing RF signals transmitted from the
primary system. However, its performance can be limited by
activity of the primary system since if there is no RF source

signals, no backscatter information can be transmitted.
Moreover, in previous work, only a single tag is considered
although a basic feature of IoTnetworks is to require massive
number of IoT devices in the network.

In this paper, we consider a secondary ABC system with
multiple tags and a single power beacon, which can op-
portunistically access wireless channel of the licensed pri-
mary system under CR requirements. In this concept,
according to the activity of the primary system, we propose
adaptive multi-tag selection schemes to improve the per-
formance of the secondary ABC system in terms of bit error
rate (BER) and achievable rate. *erefore, the proposed
schemes can significantly improve the performance of the
secondary ABC system, especially under a low-active pri-
mary system regime. *e contributions of this paper are
summarized as follows:

(i) Employing a power beacon in the secondary CR
system, a novel multi-tag selection scheme is pro-
posed in order to improve the achievable rate of the
secondary system in overlay CR environments.

(ii) *e performance of the proposed multi-tag selec-
tion scheme is mathematically analyzed in terms of
BER and achievable rate of the secondary system.

(iii) *rough extensive simulations, the performance of
the proposed multi-tag selection scheme is evalu-
ated. It is shown that the proposed scheme can
obtain additional spectral efficiency by improving
average BER and activity of the secondary system.

*e rest of this paper is organized as follows. In Section
2, the system model considered is illustrated. *e proposed
multi-tag selection schemes are presented in Section 3, and
their performance analysis is provided in Section 4. In
Section 5, numerical results for performance evaluation are
shown. Finally, we conclude this paper in Section 6.

2. System Model

Figure 1 shows a secondary ABC system in a CR environ-
ment where primary and secondary systems coexist. *e
licensed primary system consists of a single transmitter
generating RF signals and a single receiver. *e secondary
system consists of a single power beacon that transmits
additional RF signals, K tags, and a single receiver. *e
activity of the primary system, which is a ratio of busy and
idle states, is denoted by ] ∈ [0, 1]. In the secondary ABC
system, there are two operation modes according to the
primary activity. If the primary system is active, the sec-
ondary ABC system modulates backscatter bits using the RF
signals sent from the primary transmitter, while if the
primary system is idle, it modulates backscatter bits using
the RF signals generated by the secondary power beacon.

By employing a new power beacon as a part of the sec-
ondary ABC system, the secondary tags are still able to mod-
ulate and transmit their information to the secondary receiver
by using the RF signals from the secondary power beacon, even
if the primary system is idle. To this end, the secondary power
beacon is capable to sense the primary channel and it generates
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and transmits its own RF signals when the primary channel is
decided as idle. Since the secondary power beacon is a part of
the secondary system, the channel gains can be estimated at the
secondary receiver using pilot signals, while it is impossible for
the primary channel. *us, we assume known channel infor-
mation for the secondary power beacon and unknown channel
information for the primary channel in this paper. It is worth
noting that known channel information enables to apply for
interference cancellation techniques.

In this system model, hP, hTi
, and hR denote the channel

gains between the primary transmitter and the primary
receiver, the i-th tag, and the secondary receiver, respec-
tively, αTi

and αR denote the channel gains between the
secondary beacon and the i-th tag and the secondary re-
ceiver, respectively, and gRi

denotes the channel gain be-
tween the i-th tag and the secondary receiver. We assume
that all the channels suffer from i.i.d. block Rayleigh fading,
i.e., hx ∼ cn(0, σ2hx

), αx ∼ cn(0, σ2αx
), gx ∼ cn(0, σ2gx

),
x ∈ R, Ti, Ri􏼈 􏼉, and i ∈ 1, 2, . . . , K{ }, as in [26].

Figure 2 shows the frame structure of the secondary ABC
system. In the training period, a preamble signal is transmitted
to determine bit decision threshold values, Φ0 and Φ1, which
imply the average received power values at the receiver when
B(n) � 0 andB(n) � 1.*at is, we consider a binary phase shift
keying (BPSK) modulation for the secondary ABC system. A
data frame consists of sensing, channel estimation, tag selection,
and data transmission periods. In the sensing period, the sec-
ondary power beacon senses the primary channel using an
energy detector (in this paper, we assume perfect sensing at the
secondary power beacon; therefore, the performance of the
proposed multi-tag selection scheme evaluated in this paper
corresponds to the upper bound). Based on this, the primary
activity is determined as either busy or idle.*e channel gains hx

and αx are estimated in the channel estimation period [43]. In
the tag selection period, a single tag to transmit is scheduled.*e
channel estimation and tag selection are performed at the
secondary receiver, and it is imformed to tags during the tag

selection period. Finally, data transmission and detection are
performed in the data transmission period. Note that since the
secondary ABC system operates based on sensing at the sec-
ondary beacon, the secondary ABC system does not require
synchronization with the primary system. However, the syn-
chronization among the secondary beacon, multiple tags, and
the secondary receiver is possible based on the frame structure in
Figure 2.

3. Proposed Multi-Tag Selection Schemes

In this section, we propose multi-tag selection schemes to
maximize achievable rate of the secondary ABC system
considering the primary activity.

3.1. Tag Selection Schemes according to the Primary Activity

3.1.1. Status of the Primary System Is Busy. When the pri-
mary system is busy, the received signal at the secondary
ABC receiver for the i-th tag and the n-th sample is given by

y(n) � hRs(n) + ηgRi
hTi

s(n)B(n) + ω(n)

�
hRs(n) + ω(n), if B(n) � 0,

hR + ηgRi
hTi

􏼐 􏼑s(n) + ω(n), if B(n) � 1,

⎧⎨

⎩

(1)

where s(n) denotes the primary RF signal, η denotes the an-
tenna efficiency factor, B(n) denotes the secondary backscatter
bit, and ω(n) denotes the additive white Gaussian noise
(AWGN) with zero mean and unit variance, i.e.,
ω(n) ∼ cn(0, σ2ω). For this case, the channel estimation is
impossible since the primary signal s(n) is unknown at the
secondary system. *us, we randomly select a tag as follows:

i
∗

� Uniform( 1, . . . , K{ }). (2)

3.1.2. Status of the Primary System Is Idle. When the primary
system is idle, we operate the secondary power beacon to

Primary System

Primary Rx Primary Tx Activity: v

Secondary Tx
(Backscatter Tag)

Secondary Rx
(Backscatter Reader)

Secondary
Beacon

hp

hT1 hT2 hTK hR

gRK
gR2gR1

B (n)

x (n)

s (n)

αT1 αT2
αTK

αR

1 2 K

Figure 1: A cognitive ambient backscatter communication system with multiple tags and a single power beacon.
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generate ambient RF signals artificially. *us, the received
signal at the secondary receiver for the i-th tag and the n-th
sample is rewritten by

y(n) � αRx(n) + ηgRi
αTi

x(n)B(n) + ω(n)

�
αRx(n) + ω(n), if B(n) � 0,

αR + ηgRi
αTi

􏼐 􏼑x(n) + ω(n), if B(n) � 1,

⎧⎨

⎩

(3)

where x(n) denotes the RF signal transmitted by the sec-
ondary power beacon.

Since the secondary power beacon is a part of the sec-
ondary system, the channel gains can be estimated for this
case and we can employ a successive interference cancel-
lation (SIC) technique at the secondary receiver. In the
following, we present the proposed multi-tag selection
schemes for both SIC-disabled and SIC-enabled cases.

(i) Tag selection without SIC: for this case, we apply a
tag selection scheme maximizing BER proposed in
[19]. *en, the selected tag is determined by

i
∗

� argmax
i∈ 1,...,K{ }

αR + ηαTi
gRi

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

− αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌. (4)

(ii) Tag selection with SIC: for known x(n), we can
eliminate the interference term from the secondary
power beacon based on the channel estimation [44].
*is is possible since the power beacon is a part of
the secondary system. Additionally, we assume the
perfect channel estimation in order to investigate the
performance upper bound. *en, the received signal
for the i-th tag can be rewritten by

z(n) � y(n) − 􏽢αRx(n) � ηgRi
αTi

x(n)B(n) + ω(n)

�
ω(n), if B(n) � 0,

ηgRi
αTi

x(n) + ω(n), if B(n) � 1,

⎧⎨

⎩

(5)

where 􏽢αR is the estimated channel gain and with the perfect
estimation, 􏽢αR � αR. For this case, the best tag maximizing
achievable rate is selected as follows:

i
∗

� argmax
i∈ 1,...,K{ }

ηαTi
gRi

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
. (6)

3.2. Detection Mechanism

3.2.1. Status of the Primary System Is Busy. When the pri-
mary system is busy, the decision thresholds, average re-
ceived power levels during training period, for the i-th tag
are determined by

Φ0,i �
1

N0
􏽘

N0

n�1
hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Ps + σ2ω + 2hRs(n)ω(n)􏽨 􏽩, (7)

Φ1,i �
1

N0
􏽘

N0

n�1
μi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Ps + σ2ω + 2μis(n)ω(n)􏽨 􏽩, (8)

where N0 is the number of transmitted samples for a single
backscatter bit during the training period, Ps is the average
transmit power of the RF source signal s(n), σ2ω is the noise
variance, and μi ≜ hR + ηgRi

hTi
. In the data transmission

period, the selected i∗-th tag modulates and transmits a
backscatter bit B(n), and then the received signal at the
secondary receiver is written by

y(n) � hRs(n) + ηgRi∗
hTi∗

s(n)B(n) + ω(n). (9)

*e average received power at the secondary receiver
during data transmission period can be calculated as

ΦB �
1

NB

􏽘

NB

n�1
|y(n)|

2

�

hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Ps + σ2ω +ΩB0

, if B(n) � 0,

μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Ps + σ2ω +ΩB1

, if B(n) � 1,

⎧⎪⎪⎨

⎪⎪⎩

(10)

where

ΩB0
�

2
NB

􏽘

NB

n�1
R hRs(n)ω(n)

H
􏽮 􏽯, (11)

ΩB1
�

2
NB

􏽘

NB

n�1
R μi∗s(n)ω(n)

H
􏽮 􏽯, (12)

where NB denotes the number of samples while transmitting
a backscatter bit B(n), R(·) denotes the real part of a
complex number, and (·)H is the conjugate and transpose
operation. Note that the cross-correlation terms in (7), (8),
(11), and (12) can be negligible for sufficiently large N0 and
NB since s(n) and ω(n) are statistically uncorrelated.

Finally, the backscattered bit B(n) can be decoded at the
secondary receiver with a comparison between the instan-
taneous average received power, ΦB, and the threshold
values, Φ0 and Φ1, as follows [17]:

􏽢B(n) �
0, if ΦB − Φ0,i∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≤ ΦB − Φ1,i∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌,

1, if ΦB − Φ0,i∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌> ΦB − Φ1,i∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌,

⎧⎨

⎩

�
0, if ΦB ≤ ξ,

1, if ΦB > ξ.
􏼨

(13)

where ξ � |hR|2 + |μi∗ |
2/2Ps.

3.2.2. Status of the Primary System Is Idle. If the primary
system is idle, the secondary power beacon is able to be
active. Without SIC, the decision thresholds for the i-th tag
are predetermined by

Training
period (1) Frame (2) Frame (n) Frame...

Data
transmission

Tag selection
period

Channel
estimation

period

Sensing
period

Figure 2: Frame structure of the secondary ABC system.
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Φ0,i �
1

N0
􏽘

N0

n�1
αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Px + σ2ω + 2αRx(n)ω(n)􏽨 􏽩,

Φ1,i �
1

N0
􏽘

N0

n�1
εi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Px + σ2ω + 2εix(n)ω(n)􏽨 􏽩,

(14)

where Px is the average transmit power of the secondary
beacon signal x(n), σ2ω is the noise variance, and
εi ≜ αR + ηgRi

hTi
. In the data transmission period, the re-

ceived signal at the secondary receiver for the selected i∗-th
tag is expressed as

y(n) � αRx(n) + ηgRi∗
αTi∗

x(n)B(n) + ω(n). (15)

*en, the average received power at the secondary re-
ceiver during data transmission period is calculated by

ΦB ��
αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Px + σ2ω +ΩB0′ , if B(n) � 0,

εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Px + σ2ω +ΩB1′ , if B(n) � 1,

⎧⎪⎨

⎪⎩
(16)

where

ΩB0′ �
2

NB

􏽘

NB

n�1
R αRx(n)ω(n)

H
􏽮 􏽯,

ΩB1′ �
2

NB

􏽘

NB

n�1
R εi∗x(n)ω(n)

H
􏽮 􏽯.

(17)

Finally, the backscattered bit B(n) can be decoded at the
secondary receiver as follows:

􏽢B(n) �
0, if ΦB ≤ ξ′,

1, if ΦB > ξ′,

⎧⎨

⎩ (18)

where ξ′ � |αR|2 + |εi∗ |
2/2Px.

With SIC, the decision thresholds for the i-th tag can be
simplified as

Φ0,i �
1

N0
􏽘

N0

n�1
|ω(n)|

2
,

Φ1,i �
1

N0
􏽘

N0

n�1
ηgRi

αTi
x(n) + ω(n)

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
.

(19)

In the data transmission period, the received signal at the
secondary receiver for the selected i∗-th tag is expressed as

y(n) � ηgRi∗
αTi∗

x(n)B(n) + ω(n). (20)

*e average received power at the secondary receiver
during data transmission period is rewritten by

ΦB �
σ2ω, if B(n) � 0,

ρi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
Px + σ2ω +Ω′′B1, if B(n) � 1,

⎧⎪⎨

⎪⎩
(21)

where ρi ≜ ηgRi
αTi

and

Ω′′B1
�

2
NB

􏽘

NB

n�1
R ρix(n)ω(n)

H
􏽮 􏽯. (22)

Finally, the backscattered bit B(n) can be decoded at the
secondary receiver as follows:

􏽢B(n) �
0, if ΦB ≤ ξ′′,

1, if ΦB > ξ′′,

⎧⎨

⎩ (23)

where ξ′′ � |ρ2i∗ |/2Px.

4. Performance Analysis

In this section, we mathematically analyze the performance
of the proposed multi-tag selection schemes in terms of BER
and achievable rate. For analytical tractability, it is assumed
that the channel between the selected tag and the secondary
receiver, gR, is line of sight and regarded as a constant as in
[19]. *is is reasonable since the distance between a tag and
the secondary receiver is usually close in ABC networks.

4.1. Average BER. In this paper, BER is defined as a prob-
ability that the transmitted and estimated backscatter bits are
not the same at the receiver. *us, the BER for a single slot is
expressed as

Pb � Pr(􏽢B(n)≠B(n))

� Pr(􏽢B(n) � 0|B(n) � 1)Pr(B(n) � 1)

+ Pr(􏽢B(n) � 1|B(n) � 0)Pr(B(n) � 0),∀n.

(24)

Note that bit “0” or “1” can be designed as equally probable
in practice, and therefore Pr(B(n) � 0) � Pr(B(n) � 1) � 0.5
without loss of generality.

Hence, the average BER for a single frame which consists
of multiple slots is given by

Pb � E Pb􏼂 􏼃 � E[Pr(􏽢B(n)≠B(n))], ∀n,

� ]P
busy
b +(1 − ])P

idle
b ,

(25)

where ] is the primary activity,Pbusy
b is the average BERwhen

the primary system is busy, and P
idle
b is the average BER

when the primary system is idle.
In the following, we derive BER for a single slot and

average BER when the primary system is either busy or idle.
When it is idle, the secondary beacon is active in order to
provide source RF signals. For this case, we also consider to
employ the SIC technique in order to further improve the
BER performance at the secondary receiver.

4.1.1. Random Tag Selection When the Primary System Is
Busy. Let us recall μi ≜ hR + ηgRi

hTi
and 􏽥ΦB ≜ΦB − σ2ω.

Similar to [19], for the selected i∗-th tag, if |μi∗ |
2 > |hR|2,

conditional bit error probabilities of the energy detection are
derived as
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Pr(􏽢B(n) � 0|B(n) � 1) � Pr 􏽥ΦB < ξ|B(n) � 1( 􏼁

� Pr ΩB1
< −

μ2i∗
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 − h
2
R

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

2
Ps􏼠 􏼡

� Q
μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βs
⎛⎝ ⎞⎠,

Pr(􏽢B(n) � 1|B(n) � 0) � Pr 􏽥ΦB > ξ|B(n) � 0( 􏼁

� Pr ΩB0
> −

μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

2
Ps

⎛⎝ ⎞⎠

� Q
μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βs
⎛⎝ ⎞⎠,

(26)

where ξ � |hR|2 + |μi∗ |
2/2Ps and βs �

���������
8σ2ω/NBPs

􏽰
.

If |μi∗ |
2 < |hR|2, they are rewritten, respectively, by

Pr(􏽢B(n) � 0|B(n) � 1) � Q −
μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βs
⎛⎝ ⎞⎠,

Pr(􏽢B(n) � 1|B(n) � 0) � Q −
μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βs
⎛⎝ ⎞⎠.

(27)

Substituting (32)–(35) into (24) and assuming
Pr(B(n) � 1) � Pr(B(n) � 0) � 0.5, BER for a single slot can
be derived as

P
busy
b �

1
2

Q
μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βs
⎛⎝ ⎞⎠ + Q

μi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

hR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βs
⎛⎝ ⎞⎠⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(28)

*us, average BER over all slots is obtained as

P
busy
b � E P

busy
b􏼔 􏼕

�
1
2

􏽚
∞

0
Q βsm( 􏼁fM1

(m) dm + 􏽚
∞

0
Q βsn( 􏼁fN1

(n) dn􏼔 􏼕,

(29)

where M1 � ||μi∗ |
2 − |hR|2|/|μi∗ | andN1 � ||μi∗ |

2 − |hR|2|/|hR|.
Unfortunately, since the channel gains are not known

exactly, it is hard to find the exact PDFs of M1 and N1.
However, the average BER can be approximated as [19]

P
busy
b ≈

1
2

􏽚
∞

0
Q β1z( 􏼁 + Q β2z( 􏼁􏼂 􏼃f Yi∗| |(z) dz, (30)

where βs,1 � βs/C1σμi∗
, βs,2 � β/C2σhR

, βs �
���������
8σ2ω/NBPs

􏽰
, and

C1 and C2 are constants that are determined by the number
of tags and channel variances. Here, since we select a tag
randomly, assuming i.i.d. block Rayleigh fading, the PDF of
|Yi∗ | is obtained by

f Yi∗| |(y) �
1

σ2μi∗
+ σ2hR

e
− 1/σ2μi∗

y
+ e

− 1/σ2
hR

y
􏼒 􏼓, y> 0, (31)

where Yi∗ ≜ |μi∗ |
2 − |hR|2.

4.1.2. Tag Selection without SIC When the Primary System Is
Idle. Hereafter, we derive average BER without employing
the SIC technique when the primary system is inactive.

Let us recall εi ≜ αR + ηgRi
αTi

and 􏽥ΦB ≜ΦB − σ2ω. Similar
to the BER derivation when the primary system is busy, for
the selected i∗-th tag, if |εi∗ |

2 > |αR|2, conditional bit error
probabilities of the energy detection are derived as

Pr(􏽢B(n) � 0|B(n) � 1) � Q
εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βx
⎛⎝ ⎞⎠, (32)

Pr(􏽢B(n) � 1|B(n) � 0) � Q
εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βx
⎛⎝ ⎞⎠, (33)

where ξ′ � |αR|2 + |εi∗ |
2/2Px and βx �

���������
8σ2ω/NBPx

􏽰
.

If |εi∗ |
2 < |αR|2, they are rewritten, respectively, by

Pr(􏽢B(n) � 0|B(n) � 1) � Q −
εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βx
⎛⎝ ⎞⎠, (34)

Pr(􏽢B(n) � 1|B(n) � 0) � Q −
εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βx
⎛⎝ ⎞⎠. (35)

Substituting (32)–(35) into (24) and assuming
Pr(B(n) � 1) � Pr(B(n) � 0) � 0.5, BER for a single slot can
be derived as

P
idle
b �

1
2

Q
εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βx
⎛⎝ ⎞⎠ + Q

εi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

− αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

αR

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

βx
⎛⎝ ⎞⎠⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(36)

*us, average BER over all slots is obtained as

P
idle
b � E P

idle
b􏽨 􏽩 �

1
2

􏽚
∞

0
Q βxm( 􏼁fM2

(m) dm + 􏽚
∞

0
Q βxn( 􏼁fN2

(n) dn􏼔 􏼕, (37)
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where M2 � ||εi∗ |
2 − |αR|2|/|εi∗ | and N2 � ||εi∗ |

2 − |αR|2|/|αR|.
Since it is hard to find the exact PDFs of M2 and N2,

using *eorem 1 in [19], the average BER can be approx-
imated as

P
idle
b ≈

1
2

􏽚
∞

0
Q βx,1z􏼐 􏼑 + Q βx,2z􏼐 􏼑􏽨 􏽩f Zi∗| |(z) dz, (38)

where Zi∗ ≜ |εi∗ |
2 − |αR|2, βx,1 � βx/D1σεi∗

, βx,2 � βx/D2σαR
,

βx �
���������
8σ2ω/NBPs

􏽰
, and D1 and D2 are constants that are

determined by the number of tags and channel variances.
For this case, since the best tag i∗ is selected according to (6),
the PDF of |Zi∗ | is obtained by [19]

f Zi∗| |(z) �
K

σ2εi∗
+ σ2αR

e
− 1/σ2εi∗ z

+ e
− 1/σ2

R
z

􏼒 􏼓

· 1 −
σ2εi∗

σ2εi∗
+ σ2αR

e
− 1/σ2εi∗ z

−
σ2αR

σ2εi∗
+ σ2αR

e
− 1/σ2αR

z⎛⎝ ⎞⎠

K− 1

, z> 0,

(39)

where K denotes the number of tags.

4.1.3. Tag Selection with SICWhen the Primary System Is Idle.
When SIC is employed, since the interference from the RF
source is eliminated, the analysis can be simplified. Similar to
the case without SIC, we first define ρi ≜ ηgRi

αTi
and

􏽥ΦB ≜ΦB − σ2ω. Since |ρi|
2 > 0, the BER for a single slot can be

obtained as

Pr(􏽢B(n) � 0|B(n) � 1) � Pr 􏽥ΦB < ξ′′|B(n) � 1( 􏼁

� Pr Ω′′B1
< −

ρi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

2
Px

⎛⎝ ⎞⎠

� Q ρi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌β􏼐 􏼑,

(40)

Pr(􏽢B(n) � 1|B(n) � 0) � Pr 􏽥ΦB > ξ′′|B(n) � 0( 􏼁

� Pr Ω′′B0
> −

ρi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2

2
Px

⎛⎝ ⎞⎠ � 0,
(41)

where βx �
���������
8σ2ω/NBPx

􏽰
.

Substituting (40) and (41) into (24) and assuming
Pr(B(n) � 1) � Pr(B(n) � 0) � 0.5, BER for a single slot can
be simplified as

P
idle
b �

1
2

Q ρi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌βx􏼐 􏼑. (42)

Finally, the average BER for all slots is obtained as

P
idle
b � E P

idle
b􏽨 􏽩 �

1
2

􏽚
∞

0
Q ρi∗

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌βx􏼐 􏼑f ρi∗| |(z) dz, (43)

where

f ρi∗| |(z) �
1
σ2ρi∗

e
− 1/σ2ρi∗

z
􏼒 􏼓 1 − e

− 1/σ2ρi∗
z

􏼒 􏼓
K− 1

, z> 0, (44)

and σ2ρi∗
� η2σ2αTi∗

σ2gRi∗
and K is the number of tags.

4.2. Average Achievable Rate. Based on the obtained BERs,
average achievable rate of the secondary ABC system is
expressed as

R
x

B � Rs

NB 1 − P
x

b􏼐 􏼑

Ntot
, x ∈ busy, idle􏼈 􏼉, (45)

where Rs is the source data rate of the primary signal s(n),
NB is the number of backscattered bits, and Ntot is the total
number of transmitted bits. P

x

b are obtained in (30), (38),
and (43).

Finally, the average achievable rate of the proposed
secondary ABC systems is expressed as

RB � ]R
busy
B +(1 − ])R

idle
B , (46)

where ] is the primary activity.

5. Numerical Results

In this section, we evaluate the performance of the proposed
multi-tag selection schemes in terms of BER and average
achievable rate of the secondary ABC system through
simulations. *roughout the simulations, we set unit i.i.d.
channel gains for all the links, i.e., σ2hx

� σ2αx
� σ2Rx

� 1,
i ∈ 1, 2, . . . , K{ }.

Figures 3 and 4 show the BER and the average achievable
rate of the secondary ABC system for varying primary ac-
tivity when the number of tags K � 8 and SNR � 15 dB.
When the primary system is always busy, i.e., ] � 1, all the
schemes obtain the same BER and achievable rate. However,
as shown in Figure 4, as the primary activity decreases, the
achievable rate of the conventional scheme significantly
degrades due to absence of ambient RF source signals, while
those of the proposed multi-tag selection schemes are kept
or even improved with SIC. Especially, for the proposed
multi-tag selection scheme with SIC, the BER is further
improved as the primary activity is decreased, while the
BERs of both the proposed multi-tag selection scheme
without SIC and the conventional scheme are almost
maintained as the primary activity is getting low as shown in
Figure 3. As a result, the proposed cognitive ABC system
with multi-tag selection schemes can provide significantly
improved achievable rate even under limited spectrum
resource.

Figures 5 and 6 show the BER and the average achievable
rate of the secondary ABC system for varying SNR when
] � 0.1. In Figure 5, it is shown that the BERs of the proposed
multi-tag selection schemes with and without SIC are re-
duced, as the number of tags increases due to a selection
diversity gain, while that of the conventional scheme is
invariant. In addition, the proposed multi-tag selection
scheme with SIC significantly outperforms that without SIC
in high SNR regime. On the other hand, as shown in Fig-
ure 6, the achievable rate of the conventional scheme is very
small with low primary activity, regardless of SNR and the
number of tags. On the contrary, the proposed multi-tag
selection schemes provide sufficient achievable rates in the
whole range of SNRs. Furthermore, they can obtain a se-
lection diversity gain, and thus their achievable rates
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increase as the number of tags increases, regardless of the
primary activity. Additionally, the proposed multi-tag se-
lection scheme with SIC always outperforms that without
SIC thanks to the improved BER performance.

Figures 7 and 8 show the BER and the average achievable
rate of the secondary ABC system for varying the number of
tags when ] � 0.3 and SNR � 15 dB. In the figures, it is shown
that the BERs and the achievable rates of the proposed multi-
tag selection schemes are almost converged to the best per-
formance when the number of tags is more than five. *is
implies that only a small number of tags are enough to achieve

sufficiently good performance. On the contrary, the BER of the
conventional scheme is not affected by the number of tags and
its average rate is significantly low, compared to those of the
proposed multi-tag selection schemes with and without SIC.
*is is because in the conventional scheme, the secondary ABC
system cannot operate during idle period of the primary system
due to absence of the ambient RF source signal. However, in
the proposed multi-tag selection-based cognitive ABC system,
a power beacon with spectrum sensing capability for the
primary channel can provide the ambient RF source signal to
the tags, although the primary system is silent.
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Figure 3: Average BER of the secondary ABC system for varying primary activity (K � 8 and SNR � 15 dB).
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6. Conclusion

In this paper, we proposed multi-tag selection schemes to
improve the achievable rate of a secondary ABC system
under CR environments. *e performance of the proposed
schemes was mathematically derived and evaluated through
simulations. It is shown that the proposed multi-tag selec-
tion scheme without SIC can significantly improve the
performance, compared to the conventional scheme, thanks
to additional secondary power beacon and selection di-
versity gain. By applying SIC, it is further enhanced with
reduced BER performance obtained from an interference
cancellation technique. Further work will allow the power
beacon to control the transmit power level and optimize it
under given power constraint in order to design an energy-
efficient secondary ABC system. In addition, incorporation
of energy harvesting or conservation strategies for the
secondary power beacon can be also considered. Further-
more, the impact of imperfect sensing at the secondary
power beacon and machine learning-based detecting ap-
proaches for imperfect channel information conditions can
be another research topic.
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A class of nonlinear networked systems with external interference is designed in this paper. Currently, we have witnessed that
networked control technology has played a key role in the Internet of Things (IoT). However, the amount of big data in the
Internet of Things will cause network congestion in the data transmission of the network control system. In order to solve this
problem, event-driven control scheme can effectively save the network resources of the network control system. But when there
is interference in the system, the conventional constant threshold parameter is difficult to achieve the expected energy-saving
effect. In order to solve this challenge, this paper proposes a design with a continuously variable threshold. After each trigger to
transmit data, the threshold gets changed accordingly, and the sliding mode approach rate is changed simultaneously.
Compared with the constant threshold event drive, the number of transmissions in this design can be greatly reduced, while
sliding mode jitter is suppressed. The simulation results show that the scheme can achieve higher resource utilization efficiency
and better robustness.

1. Introduction

In recent years, we have witnessed the rapid development of
the Internet of Things (IoT). By 2020, the surge in mobile
devices is expected to exceed 50 billion. NCS research plays
a key role in this field. At present, networked-control systems
(NCSs), including multiloop NCSs, are extensively used.
Their systems have the advantages of high reliability, high
system flexibility, and low installation and maintenance costs
[1–6]. Network control systems are used in many fields, such
as mobile sensor networks [7], intelligent transportation sys-
tems [8], remote network control technologies [9], and theo-
retical results in [2, 3, 10] and other applications. In general,
for the control of IoT, the collection and processing of data
are very important. Note that with the emergence of IoT,
the captured data will increase significantly. In the network
control system (NCS), when the network is congested, phe-
nomena such as jitter, packet loss, and transmission delay
are particularly prone to occur [11–13], leading to poor per-
formance of the network control system. Therefore, it is
urgent to design a reasonable control scheme to reduce data

transmission on the network. This solution should ensure
that the network control system still has satisfactory perfor-
mance even in the presence of uncertainty and delayed
transmission.

In the past few decades, scientific literature has proposed
several control schemes to save communication network
transmission resources [14–16]. Event driving (ED) is one
of the widely recognized and effective methods [17–24]. In
traditional time-driven control schemes, data is transmitted
periodically. Unlike the traditional implementation of time-
driven control, the ED control scheme allows communica-
tion between the controlled object and the controller (feed-
back path) and between the controller and the actuator
(direct path) only when certain trigger conditions are met.
Therefore, the ED control method can significantly reduce
data transmissions and avoid network congestion and its
possible unavailability. In [25], the authors propose a decen-
tralized event-driven implementation of a centralized non-
linear controller on a sensor-actuator network. In [26],
Wang and Lemmon assumed that the control system was
composed of weakly coupled subsystems and proposed a
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distributed event-driven control method. In [27], the authors
developed an event-driven transmission strategy based on
state estimation. Designing event-driven algorithms based
on changes in the Lyapunov function and selection of input
variables to be updated is given in [28]. The threshold value
of the event driving condition may greatly affect the execu-
tion of the control task. In recent years, a common design
method for the feedback control gain of the system and the
parameters of the event driving condition has been studied,
such as [29–32] and references in the text.

The aforementioned event driving scheme (EDS) has a
common feature that the threshold value of the event driving
condition is known in advance. Since the threshold value is a
preset constant, it is difficult to adapt to changes in the sys-
tem; that is, the designed event driving parameters cannot
adapt to external disturbances. To overcome this shortcom-
ing, event trigger parameters need to be optimized online to
achieve adaptation to external disturbances. But so far, there
are few researches on the variable threshold under the event-
driven condition of nonlinear systems in the public literature.
Increasing the anti-interference ability of the event-driven
system is a factor that must be considered in the design of
high-performance event-driven control systems. Increasing
the anti-interference ability of the event-driven system is a
factor that must be considered in the design of high-
performance event-driven control systems. Sliding mode
control (SMC) is a well-known robust control method, which
is especially suitable for models subject to modeling uncer-
tainty and external interference control system [33, 34].
Due to its robustness, sliding mode control is also an effective
control method based on the arrival law, which greatly
improved the fast convergence of the sliding mode surface
under the excessive strategy for networked control systems
[35, 36]. Asifa Yesmin et al. proposed an event-driven sliding
mode control jitter and gave designers greater freedom to
design parameters to achieve: the expected steady state in
the absence of disturbance uncertainty [37]. An event-
driven sliding mode controller with a fuzzy variable thresh-
old is designed for a nonlinear continuous time-varying
MIMO system. The fuzzy control is used to variablely adjust
the event trigger condition threshold of the nonlinear system
to make the system more flexible.

The main contributions of this paper include the fol-
lowing: (1) designing event-driven control with fuzzy con-
trol for nonlinear continuous time-varying MIMO systems
based on sliding mode control; (2) designing a novel var-
iable event driving condition for nonlinear systems, in
order to promote system stability and speed, while reduc-
ing network data transmission; and (3) the formula which
is used to prove and simulate the closed-loop stability of
the system.

The content of this article is arranged as follows: the sec-
ond part introduces the system description and continuous-
time sliding mode control, the third part introduces the
event-driven sliding mode controller design, and then the
fourth part introduces the fuzzy control and event driven
control (EDC) variable design. The numerical example simu-
lation in Section 5 validates the analysis results. Finally, con-
clusions are drawn in Section 6.

2. System Description and Sliding Mode Control

2.1. System Description. First, we consider a MIMO nonlinear
system, as shown below:

_x = f xð Þ + Bu + Bd: ð1Þ

Here, x = ½x1, x2� ∈ R2n, fðxÞ = ½ f1ðx1Þ, f2ðx1, x2Þ�, B∈R2n,
x1, and x2 ∈ Rn represent the system’s state variables. u ∈ Rn

is the control input vector of the system, and d is the external
disturbance affecting the system. It is assumed that the dis-
turbance is bounded, i.e., supt≥0jdðtÞj ≤ d0 <∞, and it sat-
isfies the matching condition with respect to the control
input.

For the nonlinear functions f1ð∙Þ and f2ð∙, ∙Þ, we make
the following assumptions.

Assumption 1. The function f1ðx1Þ has a unique equilibrium
point without loss of generality, and we assume f1ð0Þ=0. In
addition, the system can be represented by both linear and
nonlinear terms, such as f1ðx1Þ=A1x1 + γðx1Þ, A1 is a linear-
ized system at the equilibrium point, and γðx1Þ is the nonlin-
ear components of higher-order terms.

Assumption 2. In the compact domain D ∈ R2n, the functions
f1ð∙Þ and f2ð∙, ∙Þ are Lipschitz functions. For any vector z1, z2
in D, which are satisfied, k f ðz1Þ − f ðz2Þk ≤ Ljjz1 − z2jj.

f ξ1ð Þ − f ξ2ð Þj jj j = f z1, y1ð Þ − f z2, y2ð Þj jj j
≤ f1 z1ð Þ − f1 z2ð Þk k + B1 y1 − y2ð Þj jj j

+ ∣f2 z1, y1ð Þ − f2 z2, y2ð Þ∣ ≤ L1 z1 − z2j jj j
+ B1k k∣y1 − y2∣ + ∣f2 z1, y1ð Þ − f2 z2, y2ð Þ∣

= L1 + L2ð Þ z1 − z2j jj j + B1j jj j + L2ð Þ∣y1 − y2∣
≤ L1 + L2ð Þ ξ1 − ξ2k k + B1j jj j + L2ð Þ ξ1 − ξ2k k
= L1 + 2L2 + B1j jj jð Þ ξ1 − ξ2k = Lj ξ1 − ξ2k k

ð2Þ

2.2. Design of Sliding Mode Controller. Considering the non-
linear MIMO system given above, here, we choose s = cTx as
the sliding mode surface of the system, where c ∈ Rn.

S = x ∈ Rn : s = cTx = 0
� �

, ð3Þ

where c = ½cT1 ∙1�T and c1 ∈ Rn−1, x = ½xT1 ∙x2�T . Differentiating
s = cTx with respect to time, we obtain:

_s = cT1 _x1 + _x2 = cT1 f1 x1ð Þ + cT1B1x2 + f2 x1, x2ð Þ
+ B2u + B2d = cT f xð Þ + B2u + B2d:

ð4Þ

The SMC design must ensure that the system trajectory
converges to the sliding manifold, so the system trajectory
must be converged to the equilibrium point within a limited
time. Here, we design the control rate u as shown below:

u = −B2
−1 cT f xð Þ + K sign s
� �

: ð5Þ
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In the above formula, the gain K is a bounded constant
and satisfies K > jB2jd0. Therefore, the reaching law of slid-
ing mode can be expressed as

_s = −K sign s + B2u: ð6Þ

The design of the control law and the approach law of the
sliding mode controller ensures that the system can reach an
equilibrium state in a finite lime. This chapter mainly ana-
lyzes the implementation of the SMC in the normal state.
In the following content, we mainly analyze the implementa-
tion of the SMC in the event-driven state and consider the
threshold of the ED-SMC trigger condition to design a vari-
able event-driven sliding mode controller that meets the con-
trol performance.

3. Event-Driven Sliding Mode Controller

At present, there are few studies on SMC discretization of
nonlinear systems. Similar to a linear system, the implemen-
tation of a discrete SMC, in this case, will never produce an
accurate sliding mode, which is s = 0. Therefore, for discrete
cases, the sliding trajectory does not remain on the switching
manifold but remains near the sliding surface. In the SMC
periodic operation, the final limit depends on the sampling
interval and the perturbation limit. As the sampling interval
decreases, the system performance improves accordingly.
On the other hand, the steady-state boundary is designed in
advance for the implementation of event driving, so perfor-
mance can be improved as desired.

In order to make the system reach the tracking target in a
limited time and keep the tracking error within a certain
limit, the following content mainly studies the sliding mode
controller with an event trigger. For example, in the LTI sys-
tem, the trajectory of a nonlinear system simply depends on
the design of some parameters to keep it within a certain
range. In the following, the standard definition of the sliding
mode of nonlinear systems based on the event-driven mech-
anism is given, and an event-driven sliding mode controller
that meets the performance indicators is designed.

3.1. Design of Event-Driven Sliding Mode Controller. For the
LTI system, the trajectory of the system stays constant within
a certain range has nothing to do with the sampling interval.
We can use the event trigger strategy to make the sliding
mode motion reach any ideal stable state. This control will
be kept constant until the next trigger Time is coming.

ftig∞i−=0 is a series of driving moments for control updates.
Here, Ti = ti+1 − ti is used to represent the time of internal
events. In Figure 1, the role of the zero-order retainer is to
keep the data at the time t ∈ ½ti, ti+1Þ, so once the control is
updated, the controller will continue to the next time ti+1,
before that the control signal has been uðtÞ = uðtiÞ. We define
eðtÞ = xðtiÞ − xðtÞ as the systematic error. The error e here
plays a very important role in the implementation of event-
driven control. The main performance is by constantly
observing the change of e until it reaches a preset threshold
and then using this to determine the next time ti+1. The event
trigger mechanism has the advantage of reducing network
signal transmission, saving network resources, and saving
energy consumption. Moreover, this strategy will determine
the state evolution and disturbance steady-state boundary
in advance no matter what.

The design of the event-driven sliding mode controller
here should also be divided into two steps: First, we need to
design this sliding variable sðtÞ = cxðtÞ = x1ðtÞ + x2ðtÞ, c = ½1
1� ⊗ Inn ∈ R2n, and define this sliding mode surface as follows:

S = x ∈ Rn : sk k = cxk k ≤ uf g: ð7Þ

In the above formula, u > 0, because S here means “the
practical sliding surface” [21].

In the second step, in order to enable the system trajec-
tory to reach the sliding die surface, we should also design
appropriate driving rules and control laws. The design of
driving rules and control laws is given below.

Since the control signal remains constant in the time
interval ðti, ti+1Þ between two consecutive driving moments,
the control law can be written as follows:

u tð Þ = −B2
−1 cT f x tið Þð Þ + K sign s tið Þ� �

: ð8Þ

The purpose here is to design the switching gain so that
the stability of the system trajectory remains for a limited
time.

Theorem 3. Considering the above nonlinear system and the
given control law, let α > 0, and give the following trigger con-
ditions:

L cj jj j e tð Þj jj j < α: ð9Þ

All time t > 0 here, if the gain K is selected as follows, the

Controller ZOH Plant SensorNetwork

Network

x(t
i
) u(t
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Figure 1: ED-SMC network controller architecture.
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actual sliding mode will appear in the system.

K > B2j jd0 + α: ð10Þ

Proof. Consider the Lyapunov function V = 1/2S2. Differenti-
ating V with respect to time t ∈ ½ti, ti+1Þ, we obtain the follow-
ing:

_V sð Þ = s_s = s cT f xð Þ + B2u + B2d
� �

: ð11Þ

Taking the control law u (8) into the above formula, we
get the following:

_V s tð Þð Þ = s tð Þ cT f x tð Þð ÞcT f x tð Þð Þ�
− cT f x tið Þð Þ

− K sign s tið Þ + B2d ≤ −s tð ÞK sign s tið Þ
+ s tð Þj j cT f x tð Þð Þ − cT f x tið Þð Þ�� ���� �� + s tð Þj j B2j jd0

≤ −s tð ÞK sign s tið Þ + s tð Þj j cj jj j f x tð Þð Þ − f x tið Þð Þj jj j
+ s tð Þj j B2j jd0 ≤ −s tð ÞK sign s tið Þ
+ s tð Þj jL cj jj j x tð Þ − x tið Þj jj j + s tð Þj j B2j jd0:

ð12Þ

Until this trajectory reaches the sliding surface, the sign
of the sliding variable will not change, and sign sðtiÞ = sign s
ðtÞ; we can write it as −K ∣ sðtÞ ∣ And by taking equations
(9) and (10) into (12), we can get

_V s tð Þð Þ ≤ − ∣ s tð Þ∣K + s tð Þj jα + s tð Þj j∣B2∣d0
= −∣s tð Þ∣ K − α − B2j jd0ð Þ = −η s tð Þj j:

ð13Þ

For some η > 0. This shows that in the time interval ½ti,
ti+1Þ, for some i ∈ Z ≥ 0, the trajectory is moving toward the
sliding surface. For as long as sign sðtiÞ = sign sðtÞ, the inter-
val is subsequently triggered. In the end, the tracking trajec-
tory reaches the sliding surface in a limited time. However,
there is no guarantee that the trajectory will still move on
the sliding surface because no control signal is applied.
Therefore, the trajectory passes through it after reaching
the sliding surface. However, since relationship (9) holds, it
will not be borderless, as shown below. We can get the max-
imum differential of the sliding trajectory at any time interval
½ti, ti+1Þ. It can be expressed by the following formula:

s tið Þ − s tð Þj j = cTx tið Þ − cT x tð Þ�� �� ≤ cj jj j e tð Þj jj j < α

L
: ð14Þ

If the trigger occurs when the trajectory just reaches the
sliding mode surface, the maximum value of the actual slid-
ing mode band can be obtained, so this boundary can be
given as follows:

Ω = x ∈D : sj j = ∣cTx∣< α
L

n o
: ð15Þ

This indicates that the system trajectory ends up in theΩ
region. Therefore, the certification is complete.

The above results have some similarities with linear sys-
tems. The first one is the relationship (9), which is essential
for the existence of actual sliding modes in nonlinear sys-
tems. The Lipschitz constant that appears here corresponds
to the induced norm of the system matrix of the LTI system.
Another similarity is that the actual sliding mode band is
obtained from a similar relationship (9) obtained with the
LTI system.

3.2. System Stability Analysis. For the trigger conditions and
control laws given above, we should analyze the closed-loop
stability of the system. Redefine the sliding variable here, as
shown below:

x2 tð Þ = −x1 tð Þ + s tð Þ: ð16Þ

For the above algebraic dynamic equation, it can be
proved that if x1ðtÞ is bounded, then x2ðtÞ must also be
bounded. Below, we will prove the closed-loop stability of
the system.

Here, V1 = ð1/2Þx1Tx1 is selected as the Lyapunov func-
tion. Next, we directly differentiate V1 and bring equations
(8) and (21) into the equation; we can get

_V1 = x1
T _tð Þx1 tð Þ = x1

T tð Þx2 tð Þ ≤ x1
T tð Þ −x1 tð Þ + s tð Þð Þ

≤ − x1 tð Þj jj j2 + x1 tð Þj jj j s tð Þj jj j
≤ − x1 tð Þj jj j2 + α

L
x1 tð Þj jj j:

ð17Þ

If j∣x1ðtÞ ∣ j > α/L, then _V1 < 0 holds, and then this x1ðtÞ
will approach the Ω region. Therefore, this state vector x1ðt
Þ is finally bounded and proved.

3.3. Event-Driven Control Strategy. The trigger condition
design must ensure the stability of the system. As can be seen
from the previous chapter, the relationship (9) is a sufficient
condition for the existence of the actual sliding mode. There-
fore, this relationship satisfies the stability of the system at
any time. In other words, the choice of a driving scheme
should make this relationship always hold. Therefore, the
trigger scheme is expressed as follows:

ti+1 = inf t > ti : L cj jj j e tð Þj jj j > σαf g: ð18Þ

Here, σ ∈ ð0, 1Þ. This trigger strategy satisfies the follow-
ing relationship:

L cj jj j e tð Þj jj j > σα: ð19Þ

When t > 0, this relationship is always true.
Select ftig∞i=0 as a trigger sequence. For the stability of the

event-driven control system, there must be a positive lower
bound between the two trigger intervals, so as to avoid the
occurrence of the Zeno phenomenon. In fact, this is a very
important process to perform this control task; otherwise,
the system may be unstable. In practice, the control law is
applied to discrete-time series, and this time series does not
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consider the delay caused by control. If this delay is very
small and does not affect the performance of the system, then
this delay can be ignored. Through this delay-free control
execution, we prove that the trigger sequence generated by
(18) is the following theorem. Before proving this, we must
first write the system dynamics equation (1) in the following
format:

_x = f xð Þ + Bu + Bd: ð20Þ

B=½0, B2�T , where 0 is a column vector with dimension n
-1, and all parameters are zero.

Theorem 4. Considering the above system and the given con-
trol law, it can be seen that this trigger sequence is eligible, that
is, for the above trigger criteria given byftig∞i=0, the internal
time trigger The interval Ti always has a positive lower bound.
Here we can give

Ti ≥
1
L
ln 1 + σ

α

cj jj j ρN x tið Þj jj jð Þ + βNð
� �

: ð21Þ

In the above formula, βN is defined as

βN = BB−1
2

�� ���� ��K + B2j jd0: ð22Þ

ρNðjjxðtiÞjjÞ is defined as

ρN x tið Þj jj jð Þ = L 1 + BB−1
2 cT

		 		� �
x tið Þj jj j: ð23Þ

Proof. The first thing to be clear is that keðtÞk grows from 0 to
σα/∣jcj ∣ L; that is, it is bounded. Define the interval Γ≕ ft
∈ ½ti, ti+1Þ: jjeðtÞjj = 0g. Then we can differentiate on keðtÞk,
and we get

d
dt

e tð Þk k ≤ d
dt

e tð Þ
				

				 = d
dt

x tð Þ
				

				
= f x tð Þð Þ + Bu tð Þ + Bd tð Þk k
= f x tð Þð Þ − BB−1

2 cT f x tið Þð Þ		
− BB−1

2 Ksigns tið Þ + Bd tð Þk:

ð24Þ

The final equation is obtained by replacing the control
expression (5). Using xðtÞ = xðtiÞ − eðtÞ. We can get further

d
dt

e tð Þj jj j ≤ L x tð Þk k + BB2 cTB
� �−1cT f x tið Þð Þ

			 			
+ BB−1

2
		 		K + B2d tð Þk k ≤ L x tið Þk kð

+ e tð Þk kÞ + L BB2 cTB
� �−1cT			 			 x tið Þk k

+ BB−1
2

�� ���� ��K + B2j jd0 = L e tð Þk k
+ 1 + BB−1

2 cT
		 		� �

L x tið Þk k + βN = L e tð Þk k
+ ρN x tið Þk kð Þ + βN ,

ð25Þ

where βN and ρNðkxðtiÞkÞ are defined as (22) and (23),

respectively. For t ∈ ½ti, ti+1Þ, the solution of the above differ-
ential inequality is to call Lemma 2 [38] with the initial con-
dition keðtiÞk = 0, and we get

e tð Þj jj j ≤ ρN x tið Þj jj jð Þ + βN

L
eL t−tið Þ − 1


 �
: ð26Þ

Once (18) is satisfied, time ti+1 will be triggered. So we
write (26) as

σα

L cj jj j = e tið Þj jj j ≤ ρN x tið Þj jj jð Þ + βN

L
eLTi − 1
� �

: ð27Þ

Rearrange (27) to get expression (21) for execution time.
It still shows that it is bounded by some finite positive num-
ber. Note that ρðjjxðtiÞjjÞ and βN are both finite positive
numbers. Therefore, this means that Ti is proved to be
bounded by a positive finite number all the time.

4. Variable Threshold Events Driven by the
Sliding Mode Control

4.1. Problem Statement.As can be seen from the previous sec-
tion, the choice of α determines the steady-state range of the
system. Therefore, a large enough value must be selected so
that the accumulation performed by the controller does not
occur; that is, the driven time is greater than the given mini-
mum time period. For example, for a given small α, the next
trigger moment may be lower than the sampling interval cor-
responding to the processor bandwidth. If this situation hap-
pens, the control will not be performed until the trigger time
exceeds the processor’s bandwidth limit and eventually
results in the Zeno phenomenon. In other words, Ti must
have a positive lower bound to ensure that this phenomenon
does not occur. For all i ∈ Ti ≥ 0, we provide the following
conditions under the condition of α to ensure that the inter-
active execution time Ti is greater than the processor band-
width. A value large enough must be chosen to produce Ti
that is greater than the processor’s minimum internal execu-
tion time τ. However, higher α may increase the steady-state
boundary of the sliding trajectory. Therefore, the appropriate
optimal value of α is selected to make the system get the best
performance under the expected steady-state boundary.

On the other hand, it can be known from Theorems 3 and
4 that the magnitude of the alpha value determines the diffi-
culty of the event-driven and the size of the trigger interval.
The larger the alpha value, the more difficult the event trigger
occurs and the larger the corresponding event trigger inter-
val. Therefore, under the condition that the above-
mentioned system is stable, a larger value of α will reduce
the number of events driven and reduce the actuator’s fre-
quency of execution. Based on the principle of sliding mode
motion, there are two stages of sliding mode motion, as
shown in Figure 2: the first stage is moving from the sliding
mode surface to the sliding mode surface, and the second is
moving on the sliding mode surface and finally reaches the
system origin. It is generally known that chattering occurs
on the sliding surface. If the current point of motion is far
away from the sliding surface, an appropriate increase in K
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is required to speed up the control and improve the control
performance. However, when the distance between the cur-
rent moving point and the sliding surface is close, in order
to reduce the tremor, the approach speed is expected to be
reduced, which needs to be reduced by K . Based on the above
knowledge and control experience, fuzzy control laws and
fuzzy control systems can be designed. Ki may change with
the distance between the current moving point and the slid-
ing surface to reduce jitter and system steady-state error.

4.2. Design of Fuzzy Controller. Based on the above ideas, a
two-dimensional fuzzy controller is used to directly design
the event trigger parameter α and the parameter K of the
approach law through the fuzzy control law. It adjusts α
and K in real-time according to the absolute value of S and
the modulus value of x.

The inputs of the fuzzy controller are set as kxk and jSj,
which are fuzzification variables of xðtÞ and sðtÞ, respectively.
The output of the fuzzy controller is the event trigger param-
eter α and the parameter K of the sliding mode controller
blurring variable.

(1) Defining fuzzy sets

PV = positive oversized,
PB = positive large,

PM = positivemiddle,
PS = positive small,

ZO = zero

ð28Þ

(2) According to the fuzzy control principle, kxkand ∣S ∣
are defined as the inputs of the fuzzy controller, and
the output of the fuzzy controller is alpha and K

xk k = ZO, PS, PM, PB, PVf g,
Sj j = ZO, PS, PM, PB, PVf g,

Alpha = ZO, PS, PM, PB, PVf g,
K = ZO, PS, PM, PB, PVf g

ð29Þ

Its field of discussion is as follows:

xk k = 0,+1,+2,+3,+4f g,
Sj j = 0,+1,+2,+3,+4f g,

Alpha = 0,+1,+2,+3,+4f g,
K = 0,+1,+2,+3,+4f g

ð30Þ

(3) The membership function setting is shown in
Figure 3

(4) Determine the fuzzy control rules of the fuzzy sliding
mode controller

According to control experience, when ∣S ∣ is PB, it
means that the state of the system is far from the sliding sur-
face. Therefore, a large approach law parameter is needed to
accelerate the approach speed; that is, K should be PB; when
∣S ∣ is PS, it means that the system state is closer to the sliding
mode surface, so a smaller K is required to slow the approach
speed to reduce chattering; that is, K should be PS. When kxk
is large, it means that the system is far away from the system
equilibrium point and has a faster approach speed. The sys-
tem needs a larger α to reduce the number of triggers. When
kxk is small, the system enters near the sliding mold surface,
α is not easy to be too large, and it will not trigger if it is too
large. Based on the above experience, the control rule table

Sliding surface

X(t0)

X(t1)

X2

X1

Sliding phase

Figure 2: Sliding mode diagram.
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shown in Tables 1 and 2 is used. The fuzzy rules used are as
follows: if kxk is A and jSj is B, then alpha is C and K is D.

(5) In anti-fuzzy, use the center of gravity method to
refine the fuzzy output; the formula is as follows:

ε0 =
∑n

i=1μB’ bið Þ∙bi
∑n

i=1μB’ bið Þ ð31Þ

The above-mentioned fuzzy controller is used to adjust s
in real time, thereby forming a fuzzy reaching law of sliding
mode control. The block diagram of the control system is
shown in Figure 4.

The law of control is written as follows:

u tð Þ = −B2
−1 cT f x tið Þð Þ + Ki sign s tið Þ� �

: ð32Þ

The trigger scheme is expressed as follows:

ti+1 = inf t > ti : L cj jj j e tð Þj jj j > σαif g: ð33Þ

Internal time trigger interval Ti is positive lower bound:

Ti ≥
1
L
ln 1 + σ

αi
cj jj j ρN x tið Þj jj jð Þ + βNð

� �
: ð34Þ

In the above formula, βN is defined as

βN = BB−1
2

�� ���� ��Ki + B2j jd0: ð35Þ

And ρNðjjxðtiÞjjÞ is defined as follows:

ρN x tið Þk kð Þ = L 1 + BB−1
2 cT

�� ���� ��� �
x tið Þk k: ð36Þ

5. Experimental Simulation

Numerical examples are used in this section to verify the
above analysis. Consider the following second-order nonlin-
ear continuous system:

_x1 = x2 _x2 = x1 + x22 + u + d: ð37Þ

The compact domain of the system is selected as D = fx
∈ R2 : kxk2 = 9g. The Lipschitz constant of the system in this
domainD is chosen as L = 10. The perturbation is assumed to
be bounded, and it is considered here as d = 0:5 cos t, which
results in △d = 0:5. The design of the sliding surface should
ensure the stability of the system. We choose cT = ½0:5 1�, so
s = cTx represents the sliding variable in the continuous-
time setting. The SMC for (3) can be expressed as follows:

u = x1 − 0:5x2 − x22 −Ksign sð Þ: ð38Þ

And K > 0:5. When the control law is implemented
through an event-driven strategy, it remains constant in the
time interval ½t, ti+1Þ, that is, at t ∈ ½ti, ti+1Þ, uðtÞ = uðtiÞ, and
i ∈ Z ≥ 0. The other parameters are chosen as τ∗ = 0:0001
and σ = 0:8. The initial value of αmin is chosen to be 0.3.
The initial value is K = 0:8, and the sampling period is set
to ts = 0:001 s. The initial conditions is [-1 2].

Case 1. EDSM.

Figure 5 shows the simulation results of the response of
EDSM to a nonlinear system.

It can be seen from Figure 5(a) that the actual sliding pat-
tern occurs in the system in a limited time. For the selected
value of a, the value of the sliding mode band is 0.03. The
sliding trajectory entered the frequency band for a limited
time and remained there. The same is true for different per-
turbation range values. The change of the state trajectory
over time is shown in Figure 5(b), which shows that the tra-
jectory is finally in a stable state, so the system is in a stable
state. The interevent time versus time is shown in
Figure 5(d). After entering the sliding mode, the driving time

Table 1: Table of control rules.

Alpha
xk k

ZO PS PM PB PV

Sj j

ZO ZO PS PM PB PS

PS ZO PS PS PM PM

PM ZO PS PM PB PB

PB ZO PM PB PB PV

PV ZO PS PM PB PV

Table 2: Table of control rules.

K
xk k

ZO PS PM PB PV

Sj j

ZO ZO PS PM PB PS

PS ZO PS PS PM PM

PM ZO PS PM PB PB

PB ZO PM PB PB PV

PV ZO PS PM PB PV

Plant Sensor

Network

ZOH

Actuator

ETCFuzzy
control 

SMCNetwork

u(t)
d(t)

u(ti)

x(ti)
x(ti)

ki

𝛼i

x(t)

Figure 4: Block diagram of the control system.
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interval has a sequence of long and short. The controller out-
put control signal is updated as shown in Figure 5(c). After
entering the sliding mode, it is in a continuous oscillation
state.

Case 2. AEDSM.

Figures 6–8 show the simulation results of AEDSM
response to a nonlinear system.

It can be seen from Figure 6 that, as in the above case, the
sliding track enters the frequency band in a limited time. For
the selected α value, due to the variable adjustment of the K
value, the sliding mode band is reduced to 0.02 compared
to the above case. The same is true for different perturbation
range values. The trajectory is finally in a stable state. The
above illustrates the effectiveness of the proposed variable
event-driven transmission strategy.

It can be seen from Figure 7 that α of AEDSMC is contin-
uously adjusted and its corresponding threshold is continu-

ously adjusted until the error reaches a steady state. In this
case, α eventually converged to 0.2039. In this case, K eventu-
ally converged to a constant value.

Figure 8 shows the change in the S-function modulus. It
can be seen that the S-function modulus is most stable in
the sliding mode band, which is 0.02.

Compared with the EDSMC control scheme, the
AEDSMC sliding mode band is 30% smaller than the above
situation, effectively suppressing the sliding mode chattering
phenomenon. The proposed driving scheme has a smaller
number of driving events and a longer event driving interval,
so it has better performance in terms of limited resource uti-
lization. Table 3 summarizes the results and shows the num-
ber of trigger events.

6. Summary

In this paper, a variable threshold control method based on
event driving was proposed and designed to solve the
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Figure 5: EDSMC system response diagram. (a) System trajectory diagram showing the actual sliding mode in a limited time. (b) System
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problem of insufficient robustness of a class of nonlinear net-
work systems with external disturbances. Different from the
current event-driven control system, the control scheme pro-
posed in this paper can variably update the threshold param-
eter α according to the fuzzy rule after each event is driven
and simultaneously update the parameter K of the sliding
mode controller. In this scheme, the system with external dis-
turbance has good robustness and adaptability. Simulation
results show that the event-driven control scheme reduces
the number of event triggers, saves system network resources,
effectively suppresses the chattering phenomenon of sliding
mode control, and meets system design performance require-
ments, which verifies the effectiveness and feasibility of the
scheme. In the future work, we can consider other interfer-
ences, such as denial-of-service (DOS) attacks and study
adaptive event-driven control in network control systems
under DOS attacks.
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Downlink transmission techniques for multiuser (MU) multiple-input multiple-output (MIMO) systems have been
comprehensively studied during the last two decades. The well-known low complexity linear precoding schemes are currently
deployed in long-term evolution (LTE) networks. However, these schemes exhibit serious shortcomings in scenarios when users’
channels are strongly correlated. The nonlinear precoding schemes show better performance, but their complexity is
prohibitively high for a real-time implementation. Two-stage precoding schemes, proposed in the standardization process for
5G new radio (5G NR), combine these two approaches and present a reasonable trade-off between computational complexity
and performance degradation. Before applying the precoding procedure, users should be properly allocated into beamforming
subgroups. Yet, the optimal solution for user selection problem requires an exhaustive search which is infeasible in practical
scenarios. Suboptimal user grouping approaches have been mostly focused on capacity maximization through greedy user
selection. Recently, overlapping user grouping concept was introduced. It ensures that each user is scheduled in at least one
beamforming subgroup. To the best of our knowledge, the existing two-stage precoding schemes proposed in literature have not
considered overlapping user grouping strategy that solves user selection, ordering, and coverage problem simultaneously. In this
paper, we present a two-stage precoding technique for MU-MIMO based on the overlapping user grouping approach and assess
its computational complexity and performance in IoT-oriented 5G environment. The proposed solution deploys two-stage
precoding in which linear zero forcing (ZF) precoding suppresses interference between the beamforming subgroups and
nonlinear Tomlinson-Harashima precoding (THP) mitigates interuser interference within subgroups. The overlapping user
grouping approach enables additional capacity improvement, while ZF-THP precoding attains balance between the capacity
gains and suffered computational complexity. The proposed algorithm achieves up to 45% higher MU-MIMO system capacity
with lower complexity order in comparison with two-stage precoding schemes based on legacy user grouping strategies.

1. Introduction

Cellular Internet of things (IoT) has been recognized as a key
enabler for digital transformation and automation of almost
all industries. Before 5G New Radio (5G NR), cellular net-
works have been mainly designed and implemented for
human-type communications. Hence, the connectivity needs
of industry 4.0 can be addressed only with the implementa-
tion of massive machine type communication (mMTC) 5G
NR use cases. Based on current predictions, around 5 billion
cellular IoT connections are expected by 2025 [1]. Multiuser

(MU) multiple-input multiple-output (MIMO) and its evo-
lution, massive MIMO (mMIMO), have been identified as
one of the most promising technologies to address the
massive capacity demands in 5G networks and beyond. A
combination of spatial multiplexing and transmit beamform-
ing technique enables simultaneous transmission of indepen-
dent data streams using the same radio resources and thus
achieves higher throughput and spectral efficiency in MU-
MIMO systems [2].

The performance of MU-MIMO system design is largely
dependent on deployed user grouping method [3]. Actually,
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the use of improper user grouping strategy can allocate users
with highly correlated channels into the same beamforming
subgroup and thus significantly reduce system capacity. In
this paper, we consider practical cellular IoT scenario when
the number of users K is larger than the number of transmit
antennas N , i.e., K >N , which requires selection of G user
subsets Kg. In general, in order to find the optimal subset

of Kg ≤N users, the complete search space of size ∑N
k=1ðKk Þ

is required, which is prohibitively complex when the number
of users becomes large [4]. Several suboptimal user grouping
methods have been proposed with the aim to reduce com-
plexity. K-means clustering is a widely used strategy for
grouping of K users into the specified number of clusters,
such that each user belongs to the cluster with the nearest
mean [5]. However, the constraints on the cluster size cannot
be imposed with K-means clustering. This presents an
important disadvantage in MU-MIMO scenario since the
number of users within the cluster should be less or equal
to the number of base station antennas. Also, the number
of clusters needs to be specified in advance and the final
results are proven to be sensitive to initial parameters, while
method often terminates at a local optimum [6]. In [7],
Dimic and Sidiropoulos presented a suboptimal greedy user
selection algorithm which iteratively selects user with the big-
gest contribution to the cumulative system capacity until fur-
ther increase cannot be achieved. When this approach is
applied, only those users characterized with the favorable
channel conditions are selected, while users with less favor-
able channel conditions are dropped. Such behaviour can
present a problem in the case of the fixed IoT endpoint
devices with relatively low throughput requirements since
these may be dropped in many consecutive iterations and
thus not be served for a long period of time. In [8], Tian
et al. introduced the concept of overlapping user grouping
(OUG) based on the greedy approach (OUG-Greedy). They
also demonstrated that the OUG-Greedy can achieve higher
capacity than existing greedy user selection algorithms and
ensure that each user will be selected in at least one beam-
forming subgroup. Such defined user grouping strategy takes
the full advantage of the favorable propagation which repre-
sents a key property in massive MIMO systems [9]. An over-
lapping user grouping approach based on the spectral
clustering (OUG-SC) has been also proposed in [8]. Spectral
clustering method has many fundamental advantages com-
paring to the traditional K-means clustering. However, it also
requires the number of clusters as an input. The OUG-SC
algorithm has reduced computational complexity but it
achieves lower throughput performance than OUG-Greedy
algorithm [8]. This is due to the fact that OUG-Greedy algo-
rithm directly optimizes sum capacity with the greedy user
selection approach. On the other hand, OUG-SC algorithm
uses indirect metric for channel similarity measure as a part
of spectral clustering procedure [8, 10].

The joint decoding at the receiver side is not feasible in
MU-MIMO system since users cannot cooperate due to their
random geographic location. Hence, the successful data
transmission is extremely dependent on the precoding tech-
nique deployed at the base station, i.e., the ability to simulta-
neously send independent signals and suppress interference
between users as much as possible. When channel state infor-

mation (CSI) is considered known at the transmitter side
(i.e., reliably estimated), the nonlinear dirty paper coding
(DPC) technique [11] can completely eliminate interuser
interference and achieve the maximum MU-MIMO system
capacity. The Tomlinson-Harashima precoding (THP) [12]
represents the simplified version of DPC which combines
symmetric modulo operation and achieves near maximum
capacity performance. Another prominent nonlinear precod-
ing technique is vector perturbation (VP) [13], which per-
turbs signal data vectors intended for different users in
order to achieve better orthogonalization. Thus, a more reli-
able decoding can be achieved on the receiver side. Low
complexity user grouping strategies based on VP technique
were proposed to support adaptive modulation mechanism
[14, 15]. In traditional VP algorithm, where the same modu-
lation scheme is applied for all users, perturbation signal is
found via closest-point lattice search which is the nondeter-
ministic polynomial-time hard (NP-hard) problem. The
lattice-reduction-aided (LR-aided) algorithm could be used
to overcome this challenge. However, THP has lower com-
plexity and it outperforms LR-aided VP in the case of the
large-scale MIMO application scenario [16]. Anyhow, the
computational complexity of nonlinear precoding schemes
significantly increases with the number of users which com-
plicates their practical implementation.

Conversely, the linear precoding schemes with the
reduced complexity are also proposed for MU-MIMO sys-
tems, such as zero forcing (ZF) and block diagonalization
(BD) [17]. These schemes are successfully deployed in long-
term evolution (LTE) networks and can mitigate interuser
interference by projecting signal of the intended user into
the null space of all the other users. However, in the case of
users with highly correlated channels, it is almost impossible
to discriminate signals with the projection operation which
results in high capacity loss. In order to enhance MU-
MIMO system capacity and alleviate its complexity at the
same time, a combination of linear and nonlinear precoding
schemes, i.e., two-stage precoding scheme, is proposed in the
Third Generation Partnership Project (3GPP) standardiza-
tion phase for 5G NR [18, 19].

In [20], Zarei et al. proposed low-complexity two-stage
H-L-THP precoding scheme which achieves performance
close to the conventional THP. It was assumed that all users
within the same group have identical CSI statistics. However,
a concrete user grouping strategy was not considered in [20]
even though it significantly contributes to the overall MU-
MIMO system complexity. In [21], Trifan et al. proposed
two-stage BD-THP precoding scheme based on the opti-
mized K-means clustering with the imposed cluster size con-
straint and a distance metric based on the angles between
users. Yet, this approach does not provide information on
the channel separation between users associated with differ-
ent clusters. Moreover, in this approach, user selection within
the cluster is performed randomly. This can result in sched-
uling of users with the unsuitable mutual channel conditions
and a degradation of MU-MIMO system performance.

In this paper, we propose an approach in which the exist-
ing hybrid two-stage precoding scheme is extended with the
overlapping user grouping strategy. Also, the comprehensive
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analysis on its computational complexity throughput and
BER performance has been conducted for mMTC 5G NR
use case. Instead of further modification of K-means cluster-
ing, like in [21], we here adopt the overlapping user grouping
method from OUG-Greedy algorithm. This algorithm con-
siders both user selection and user ordering in order to max-
imize MU-MIMO system capacity and to ensure that users
with the favorable channel conditions are assigned to multi-
ple beamforming subgroups simultaneously. Two-stage pre-
coding technique is used afterwards to separate newly
formed beamforming subgroups in the spatial domain. In
the first stage, ZF scheme is used to block-diagonalize the
channel matrix, i.e., to minimize the intergroup interference.
In the second stage, for each subgroup, a THP scheme is used
to eliminate the interuser interference. The main difference
between our two-stage precoding technique and the ones
proposed in [20, 21] is that calculation of precoding matrices
for beamforming subgroups is done in the initial step by
OUG-Greedy so that linear ZF precoder can directly use
them for block diagonalization which simplifies overall
beamforming procedure. It should be also noticed that appli-
cation of OUG-Greedy algorithm yields to the significant
capacity gain compared to the legacy user grouping when
combined with two-stage precoding technique. Also, we
adopted two-stage ZF-THP precoding in order to accomplish
balance between the achieved capacity gains and the suffered
computational complexity (i.e., in comparison to the case in
which only THP is used). While the existing works on two-
stage precoders based on legacy user grouping strategies
compare their performance only with the performance of lin-
ear precoders or two-stage schemes with two-stage linear
precoding, we here benchmark proposed algorithm against
nonlinear precoders and two-stage schemes with nonlinear
precoding as well. Hence, this paper also provides the com-
parative analysis of all precoding types combined with legacy
and overlapping user grouping methods.

The rest of the paper is organized as follows. System
model is introduced and user grouping problem is formu-
lated in Section 2. In Section 3, the proposed two-stage pre-
coding scheme based on overlapping user grouping strategy
is proposed. Complexity evaluation of the proposed algo-
rithm is carried out in Section 4. Numerical simulation
results and comparative analysis with the algorithms that
employ existing user grouping methods and precoding
schemes are presented in Section 5. Section 6 concludes this
paper and presents research directions for the future work.

2. System Model and Problem Formulation

2.1. System Model. The downlink of a single-cell MU-MIMO
system is considered, in which a base station with a uniform
rectangular antenna array of N antennas simultaneously
transmits data to K single-antenna IoT devices (IoT users).
We did not consider IoT devices equipped with multiple
antennas since these are generally considered as a small and
simple devices. It would not be practical to equip them with
MIMO antennas because it would not provide sufficient spa-
tial diversity between the antennas to enable effective opera-
tion. The choice of multiple antennas would demand

independent RF chains per each antenna and advanced digi-
tal processing to separate the data streams. This would
increase cost and complexity of IoT devices, and also increase
energy consumption that is not appropriate for the battery
powered devices. Channel matrix is assumed fixed during
the channel coherence time and can be expressed as H =
½h1,⋯, hK �T ∈ℂK×N , where ð∙ÞT denotes matrix or vector
transpose, and hk ∈ℂN×1 is the channel vector between the
base station and user k. As in the previous work in this area,
we assume that CSI is known at the base station. Let denote
yk as the received signal at user k. The signals received by
users can be written as follows:

y =HBd + n, ð1Þ
where y ∈ℂK×1 denotes the received data for all K users in a
single time slot, B ∈ℂN×K is the precoding matrix, d ∈ℂK×1 is
the data vector intended for transmission to K users where
dk ∈ A = faI + jaQ ∣ aI, aQ ∈ f±1,±3,⋯,±ð ffiffiffiffiffi

M
p

− 1Þgg is M
-QAM modulated data symbol of the kth user with modula-
tion orderM, and n ~ CNð0, IKÞ is the additive white Gauss-
ian noise (AWGN) vector with zero mean and unit variance.
The choice of this particular modulation scheme is made
since the traditional THP precoder only applies for M
-QAM signaling. Modified THP, which is characterized with
similar complexity as traditional THP, was recently designed
to support M-PSK modulations included in 5G standardiza-
tion for millimeter wave communications [22]. Described
system model operates on sub-6GHz band; hence, the tradi-
tional THP precoder is sufficient for this scenario and it also
simplifies receiver design. The total power of transmitted sig-
nal x = Bd ∈ℂN×1 is constrained to E½xxH� ≤ PT , where Eð∙Þ
stands for the expectation operator and ð∙ÞH denotes matrix
or vector Hermitian transpose. Throughout this manuscript,
bold uppercase and lowercase symbols are used to denote
matrices and vectors, respectively, and the normal symbols
are used to represent scalars.

In many urban mMTC 5G NR use cases, IoT devices are
located indoor, whereas macrobase station is located out-
door. Hence, we here consider that base station communi-
cates with users over the spatially correlated Rayleigh
channels characterized with the non-line-of-sight (NLOS)
propagation [8].

In the considered scenario, base station is elevated and
free of local scattering, which results in high correlation
among the transmit antennas. We model spatial correlation
matrix at the transmitter RTX ∈ℂN×N using the one-ring
MIMO channel scattering model shown in Figure 1, which
was firstly employed by Jakes [23] and adopted in [24]. Let
θ be the azimuth angle of the user located at distance S from
base station and surrounded by a ring of scatterers with
radius r. From Figure 1, it follows that angular spread of
transmitted signal Δ can be approximated as Δ ≈ arctgðr/SÞ.
Spatial correlation coefficient between transmit antennas 1
≤ p, q ≤N is modelled as follows [24]:

RTX½ �p,q =
1
2Δ

ðΔ
−Δ
ejg

T α+θð Þ up−uqð Þdα, ð2Þ
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where gðα + θÞ = −ð2π/λcÞ½cos ðα + θÞ sin ðα + θÞ�T is the
vector for a planar wave impinging the transmit antenna
array with the angle of arrival (AoA) α, λc is the wavelength
that corresponds to carrier frequency f c, and up, uq ∈ℝ2

are vectors indicating the position of base station antennas
p, q in two-dimensional (2D) coordinate system.

From Equation (2), it can be verified that RTX is a normal
matrix which can be eigendecomposed as follows:

RTX =UTX ΣTXUH
TX , ð3Þ

where UTX ∈ℂN×N represents a unitary matrix composed of
the eigenvectors of RTX and ΣTX ∈ℝN×N is a diagonal matrix
whose elements are eigenvalues of RTX .

IoT devices located indoor usually experience fluctuation
of the received signal power due to the obstacles on the trans-
mission path, i.e., shadow fading. The channels of geograph-
ically proximate devices are significantly correlated when
affected by the same shadowing. Spatial correlation of the
channels between users 1 ≤ i, j ≤ K is modelled using Gud-
mundson’s model defined in [25] and adapted for IoT net-
works in [26] as follows:

RRX½ �i,j =
σ2s
dcor

e− di, jj j/dcor , ð4Þ

where jdi,jj denotes the distance between users i and j, σs is
the standard deviation of shadow fading, and dcor is the cor-
relation distance, i.e., distance at which correlation drops to
0.5. RRX ∈ℂK×K is also a normal matrix with eigendecompo-
sition similar to Equation (3)

RRX =URX ΣRXUH
RX , ð5Þ

where unitary matrix URX ∈ℂK×K and diagonal matrix ΣRX
∈ℝK×K include the corresponding eigenvectors and eigen-
values of RRX , respectively. We here adopted Kronecker cor-
relation model [27], which assumes complete correlation

separability between transmitter and receiver. Hence, chan-
nel matrix can be expressed as follows:

H = R1/2
RXHiidR1/2

TX , ð6Þ

where Hiid ∈ℂ
K×N is an uncorrelated Rayleigh channel

matrix whose elements are independent and identically dis-
tributed (i.i.d.) complex Gaussian random variables with zero
mean and unit variance. Substitution of decomposed spatial
correlation matrices at transmitter (Equation (3)) and
receiver (Equation (5)) in Equation (6) gives the following
channel matrix expression:

H =URXΣ1/2
RXHiidΣ1/2

TXUTX : ð7Þ

2.2. User Grouping Problem Formulation. The performance
of MU-MIMO system largely depends on the channel corre-
lation among the users included in the same beamforming
subgroup. Hence, the proper user grouping is necessary in
order to suppress interuser interference and maximize sys-
tem capacity.

Let S = fk ∣ k = 1, 2,⋯, Kg denote the whole set of users
clustered into G subgroups. Deterministic MIMO channel
capacity for each beamforming subgroup Sg, g = 1, 2,⋯,G
is defined as [28]:

Rg H, Bð Þ = 〠
k∈Sg

log2 1 + βk hHk bk
�� ��� �

, ð8Þ

where k∙k denotes the vector 2-norm operator. Parameters
βk symbolize the power allocation factors derived from the
water-filling algorithm [29]:

βk =
1
μ
−

1
λk

� �+
, ð9Þ

where ð∙Þ+ is the operation defined as ðxÞ+ = max f0, xg and
μ is the water level satisfying

〠
k∈Sg

1
μ
−

1
λk

� �
= PT , ð10Þ

and λk is the effective channel gain after beamforming
procedure:

λk = hHk bk
�� ��, ð11Þ

which represents the kth eigenvalue of the effective chan-
nel matrix Heff =HB [3].

Different user selections for beamforming subgroups g
give different values of Equation (8). Furthermore, different
user ordering within the same beamforming subgroup also
yields different MU-MIMO sum capacity. In general, user
grouping strategy depends on the channel matrix H and the
transmitted signal power PT . Thus, we define the optimal user
grouping method S∗ðH, PTÞ ≜ fS1,⋯, SGg as the one that
maximizes MU-MIMO system capacity. The corresponding

r

S

𝜃 Obstruction

Scatterer ring

Δ

Figure 1: One-ring MIMO channel scattering model.
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optimal power allocation defined by β∗ðH, PTÞ ≜ fβ1,⋯, βKg
gives the maximum sum capacity under the user grouping
strategy S∗ðH, PTÞ. Putting all together, the optimal user
grouping problem can be formulated as in [8]:

S∗ H, PTð Þ, β∗ H, PTð Þf g = arg max 〠
G

g=1
Rg, ð12Þ

subject to
SG

g=1Sg = S and ∑K
k=1βk ≤ PT . As can be seen from

the previous expression, the sum capacity can be optimized
with respect to the overlapping among beamforming sub-
groups and power allocation when solving the optimization
problem (Equation (12)).

3. Two-Stage Precoding Based on Overlapping
User Grouping Approach

The system model for the proposed two-stage precoding
scheme based on overlapping user grouping strategy is
depicted in Figure 2.

User grouping is achieved by employing the overlapping
method from OUG-Greedy algorithm introduced in [8]. Let
Si be the set of users that have been assigned in iteration i
and ℂi be the set of remaining users that have not been
selected yet. In each iteration, algorithm selects users from
ℂi in order to form the subgroup Si which gives the maxi-
mum capacity defined in Equation (8) with the correspond-
ing water-filling power allocation. This procedure is known
as zero forcing with user selection (ZFS) [7] and is repeated
until all users are assigned to their respective beamforming
subgroups. In the next step, the searching space of subgroup
Si is widened to the users that have been already assigned to
one of the previous subgroups. More specifically, the search-
ing space for subgroup Si obtained from ZFS algorithm is
reset as follows:

ℂi,o =
[i−1
j=1

Sj, ð13Þ

to perform the overlapping user grouping [8]. Using the
extended searching space, users with the favorable channel
conditions are reselected and assigned to several beamform-
ing subgroups at the same time. Accordingly, we obtain the
set of overlapping user groups S1,o,⋯, SG,o and correspond-
ing set of matrices H1,⋯,HG where Hg ∈ℂ

Kg×N denotes the
row-reduced channel matrix which includes channel vectors
of Kg users selected in beamforming subgroup Sg,o.

Once users are grouped according to the OUG-Greedy
algorithm, linear ZF precoding scheme is applied to suppress
interference between already formed beamforming sub-
groups. For this purpose, precoder W = ½W1,⋯,WG� with
Wg ∈ℂ

N×Kg is designed to null off-diagonal elements of the
effective ZF channel matrix:

HW =

H1W1 H1W2 ⋯H1WG

H2W1 H2W2 ⋯H2WG

⋮

HGW1

⋮

HGW2

⋮

⋯HGWG

2
666664

3
777775: ð14Þ

In order to cancel intergroup interference, the effective
ZF channel matrix from Equation (14) must be diagonalized,
i.e., HiWj = 0 for every i ≠ j. This is possible when precoding
matrix for each beamforming subgroup is a Moore-Penrose
pseudoinverse of the row-reduced channel matrix [30].

Wg =HH
g HgHH

g

� 	−1
: ð15Þ

Hence, the user data in each beamforming subgroup is
ideally transmitted in the null space of the channel matrix
made of channel vectors related to users from all other sub-
groups. However, it should be noticed that it is not necessary
to determine previous Equation (15) since the corresponding
precoding matrices are already obtained in OUG-Greedy
algorithm when calculating Equation (8). This leads to sim-
plified ZF precoding which only includes multiplication of

W

THP1

d1

d2

dG

H

n

y

Beamforming
Subgroups OUG-Greedy

THP2

THPG

xTHP1

xTHP2

x

xTHPG

CSI

Figure 2: System model for two-stage precoding with overlapping user grouping approach.
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precoding matrices obtained from OUG-Greedy algorithm
with the corresponding row-reduced channel matrices.

After the ZF precoding technique is performed, remain-
ing interuser interference in each beamforming subgroup is
mitigated by using the nonlinear THP precoding scheme.
THP precoded signal for beamforming subgroup g is given
by xTHPg =QH

g sg ∈ℂKg×1 as shown in Figure 3. Thus, Qg

∈ℂKg×Kg is an unitary feedforward matrix obtained from
LQ decomposition of gth diagonal element of the effective
channel matrix Ȟg =HgWg ∈ℂ

Kg×Kg , and sg ∈ℂKg×1 is a
data vector whose elements are calculated according to
the following:

sg

 �

k,1 = modM dg

 �

k,1 − 〠
k−1

l=1
Fg − IKg

h i
k,l

sg

 �

l,1

 !
, ð16Þ

where Fg ∈ℂKg×Kg represents the feedback matrix, IKg
∈

ℂKg×Kg denotes the identity matrix, and modMð∙Þ is a sym-
metric modulo function which limits transmitted power of
modulated data symbols and ensures that they lie inside
the Voronoi region of the original constellation and is given
by the following:

modM xð Þ = x − 2
ffiffiffiffiffi
M

p 1
2
+R

x

2
ffiffiffiffiffi
M

p
� 
� �

− 2j
ffiffiffiffiffi
M

p 1
2
+I

x

2
ffiffiffiffiffi
M

p
� 
� �

,
ð17Þ

with Rf·g and If·g representing the real and imaginary
part of complex number x. The main purpose of the feed-
back matrix Fg is to cancel the interference caused by
already detected data symbols and is defined as follows:

Fg =GgLg, ð18Þ

where Gg = diag ðl−111 ,⋯:,l−1KgKg
Þ ∈ℂKg×Kg is the diagonal

scaling matrix and Lg ∈ℂKg×Kg is the lower triangular

matrix derived from LQ decomposition of Ȟg. Hence,

THP precoding matrix Pg ∈ℂ
Kg×Kg for beamforming sub-

group g can be expressed as follows:

Pg =QH
g L−1g G−1

g : ð19Þ

As can be seen, the proposed hybrid mechanism is
based on two-stage precoding. The first stage consists of
the linear precoder used to eliminate intergroup interfer-

ence. To suppress interference inside every group, the non-
linear precoding is employed in the second stage. In other
words, beamforming matrix B consists of two parts:

B =WP, ð20Þ

where W ∈ℂN×K denotes the linear ZF beamforming matrix
and P ∈ℂK×K is the cumulative nonlinear THP beamforming
matrix.

The achievable sum rate of the proposed algorithm is cal-
culated as ∑G

g=1Rg where Rg represents channel capacity for
overlapped beamforming subgroup Sg,o defined as in [28]:

Rg H, Bð Þ = 〠
k∈Sg

log2 1 + βk hHk bk
�� ��� �

, ð21Þ

which is equivalent to Equation (8) and derived for the case
of perfect MIMO channel estimation. Previous formula was
used for the performance evaluation of all existing algorithms
and the proposed one in Section 5.

4. Computational Complexity Analysis

Computational complexity is an important design parame-
ter, especially in implementation of IoT-oriented 5G systems
where a massive number of IoT devices have limited battery
lifetime. This section covers complexity analysis of the pro-
posed scheme with two-stage ZF-THP precoding based on
overlapping user grouping approach (marked as OUG ZF-
THP algorithm). In order to achieve this, the computational
complexity for deployed overlapping user grouping method
and two-stage ZF-THP precoding is derived. The total com-
putational capacity is defined as the sum of these two parts
(excluding the calculations from the prior steps that can be
reused in the former steps). Also, in order to compare com-
putational complexity for the proposed and the referent algo-
rithms, the complexity for these algorithms is given. As the
referent algorithms, we here observed previously introduced
OUG-Greedy grouping with the linear ZF precoding
(marked as OUG-Greedy ZF algorithm) proposed in [8],
two-stage BD-THP precoding based on the optimized K
-means clustering (marked as K-means BD-THP algorithm)
proposed in [21], and linear ZFS algorithm proposed in [7].
We here also consider scheme with THP precoding based
on overlapping user grouping strategy (marked as OUG
THP), a combination that was not previously observed in
the literature. More on this referent scheme is given in the
next section where the capacity performance analysis is pre-
sented. Since all these algorithms also comprise user group-
ing and the precoding part, the computational complexity
is presented for the both of these parts separately, and the
total complexity is given as the sum of these two (in the same
way as for the proposed algorithm).

The complexity for all the observed algorithms is quanti-
fied by the number of floating-point operations (FLOPs) [30]
required for multiplication (division) and addition (subtrac-
tion) of complex-valued numbers. For the sake of accuracy,
we use a common assumption and count each complex-

_
dg sg

modM(·) QH
g

xTHPg

Fg-IKg

Figure 3: System model for THP scheme.
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valued multiplication as 6 FLOPs and each complex-valued
addition as 2 FLOPs. Also, computational complexity
required for Tc precoded data vectors is considered, where
Tc represents the channel coherence time interval.

First, we consider complexity of the overlapping user
grouping method. For the sake of brevity, it was assumed
that each beamforming subgroup has Kg = K/G users. Deri-
vation of the effective channel gains represents the most
computationally expensive operation in the overall OUG-
Greedy algorithm [7]. As an alternative to Equation (11),
the simplified sequential water-filling (SWF) approach for
channel matrix pseudoinverse Equation (15) and channel gain
Equation (11) calculation is introduced in [4] as follows:

λk = hkP⊥
k

�� ��2, ð22Þ

where P⊥
k ∈ℂN×N is a projection matrix onto the orthogonal

complement of the subspace spanned by the channels h1,⋯,
hk−1 of the currently selected users in that beamforming sub-
group. Vector-matrix multiplication in Equation (21)
requires 2Nð4N − 1Þ FLOPs [31]. In the worst-case scenario,
this procedure is performed for all K users in Kg iterations.
Repetition over G beamforming subgroups gives the total
number of FLOPs:

COUG−Greedy = 2G2K2
gN 4N − 1ð Þ, ð23Þ

which can be formulated after substitution Kg = K/G as
follows:

COUG−Greedy = 2K2N 4N − 1ð Þ: ð24Þ

Hence, the computational complexity of the overlap-
ping user grouping strategy is no more than OðK2N2Þ
which is of the same order as ZFS with SWF mechanism
[4] and two-order simpler comparing to the conventional
capacity-based ZFS algorithm [32] as outlined in Table 1.
In practice, the number of beamforming subgroups G will
be more than 2; thus, OUG-Greedy algorithm also outper-
forms optimized K-means clustering method used by K
-means BD-THP algorithm [21].

Next, we derive the computational complexity of two-
stage ZF-THP precoding scheme. Matrix-matrix multiplica-
tion is executed in order to obtain diagonal elements of the
effective channel matrix Ȟg which requires 2K2

gð4N − 1Þ
FLOPs. Note that complexity of calculating Moore-Penrose
pseudoinverses Wg has been already evaluated as part of
the user grouping procedure. LQ decomposition of matrix
Ȟg requires approximately 16K3

g/3 FLOPs [33]. Calculation
of diagonal scaling matrix Gg requires Kg FLOPs which is
used for generating feedback matrix Fg with complexity of

2K2
gð4Kg − 1Þ FLOPs. Subtracting identity matrix IKg

from

feedback matrix Fg requires Kg FLOPs. Calculating Tc data

vectors sg requires 4TcðK2
g + Kg − 2Þ FLOPs [34]. Multiplica-

tion of Wg with the unitary feedforward matrix Hermitian

QH
g requires 2NKgð4Kg − 1Þ FLOPs. Previous steps are

repeated G times for each beamforming subgroup.
Finally, 2TcNð4K − 1Þ FLOPs are needed to multiply the

cumulative product WgQH
g with data vectors sg for all K

users and generate Tc two-stage precoded data vectors x.
Thus, the total number of FLOPs required for two-stage
ZF-THP precoding is as follows:

CZF−THP =
40GK3

g

3
− 4GK2

g + 2GKg − 2GKgN + 16GK2
gN

+ Tc 4GK2
g + 4GKg + 8KN − 8G − 2N

� 	
:

ð25Þ

Application of the corresponding substitution Kg = K/G
gives more concise expression:

CZF−THP =
2K 3G2 − 3G2N + 20K2 − 6GK + 24GKN
� �

3G2

+
2Tc 2K2 − 4G2 + 2GK − GN + 4GKN
� �

G
:

ð26Þ

As summarized in Table 2, two-stage ZF-THP precoding
scheme has the same computational complexity as two-stage
BD-THP scheme. The expressions for complexity of the pre-
coding techniques summarized in Table 2 are adopted from
[20] in the case of ZF precoding and THP schemes, and from
[21] for BD-THP scheme.

Moreover, two-stage ZF-THP technique has the lowest
complexity among conventional linear and nonlinear pre-
coding schemes. The computational complexity required to
generate one two-stage precoded data vector in the case of
32 antennas and IoT devices grouped in 4 beamforming sub-
groups is illustrated in Figure 4. For this choice of parameter
values, presented precoding schemes have similar complexity
when the number of IoT devices is less than 20. As the num-
ber of users in the cell increases, a computational complexity
of ZF and THP precoders substantially escalates in compari-
son with ZF-THP and BD-THP. As expected, nonlinear THP
scheme has the highest complexity.

Based on the previously defined computational complex-
ity for different user grouping and precoding schemes, the
total complexity for all observed algorithms is presented in
Table 3. The total complexity is calculated as a sum of corre-
sponding user grouping and precoding schemes for each

Table 1: Computational complexity of user grouping algorithms.

User grouping algorithm Number of FLOPs

Capacity-based ZFS O KN5� �
ZFS with SWF O KN3� �
OUG-Greedy O K2N2� �
Optimized K-means clustering O KG+1G

� �
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algorithm (excluding the complexity related to calculation
of beamforming matrices when ZF precoding is employed,
since these were calculated as a part of user grouping pro-
cedure in ZFS, OUG ZF-THP, and OUG-Greedy ZF
algorithms).

As evident in Table 3, ZFS and OUG-Greedy ZF algo-
rithms have somewhat lower computational complexity than
OUG ZF-THP algorithm. Such behaviour could be expected
since these two schemes employ only linear ZF precoding
with lower complexity due to the reuse of beamforming
matrices already calculated as a part of user grouping proce-
dure (similarly as for OUG ZF-THP algorithm). However, as
will be presented in the next section, these schemes achieve
lower overall MU-MIMO system capacity than OUG ZF-
THP due to the less efficient ZF precoding in comparison
to ZF-THP precoding. This is particularly evident in the case
of the correlated MIMO channels (i.e., mutually dependent
user channels) when linear ZF precoding cannot sucesfully
mitigate all interuser interference, and more complex two-
stage ZF-THP precoding achieves significantly better perfor-
mance and thus enables larger capacity gains.

On the other hand, OUG ZF-THP algorithm has lower
computational complexity than OUG THP and K-means
BD-THP algorithms. The higher complexity of OUG THP
algorithm is a consequence of using THP precoding, which
possess significantly higher complexity than ZF-THP pre-
coding. However, this more complex precoding scheme
enables somewhat higher capacity gains, as will be shown in
the next section. If we observe OUG ZF-THP and K-means
BD-THP complexity, it is obvious in Table 2 and Figure 4
that ZF-THP and BD-THP precoding schemes require the
same amount of FLOPs. However, complexity order of the
optimized K-means clustering adopted in K-means BD-
THP algorithm increases linearly with the number of beam-
forming subgroups G [21] which is not the case with overlap-
ping user grouping method deployed in OUG ZF-THP
algorithm. Hence, overall OUG ZF-THP algorithm is more
computationally efficient than K-means BD-THP algorithm.

Also, it is worth mentioning that in K-means BD-THP
algorithm, the computational complexity of singular value
decomposition (SVD) procedure for the linear precoding
part (i.e., BD procedure) is neglected since it has to be deter-
mined very infrequently from the long-term CSI. In here pro-
posed OUG ZF-THP algorithm, calculation of beamforming
matrices is done as a part of user grouping procedure which
simplifies subsequent linear ZF precoding. This gives more
realistic evaluation of OUG ZF-THP complexity.

5. Results and Discussion

To evaluate the performance of the proposed two-stage ZF-
THP precoding based on overlapping user grouping
approach (OUG ZF-THP algorithm), we compared the
MU-MIMO system capacity for this algorithm with the lin-
ear OUG-Greedy ZF algorithm [8] and two-stage BD-THP
precoding based on optimized K-means clustering (K
-means BD-THP) [21]. First algorithm introduces the over-
lapping user grouping method which showed good perfor-
mance in IoT-oriented MU-MIMO system. Latter one
considers concrete user grouping strategy in junction with
two-stage precoding scheme for the first time. Thus, these
algorithms represent suitable candidates for the performance
benchmarking. For the sake of completeness, we also show
simulation results for ZFS [7] and THP precoding [12],
combined with the overlapping user grouping strategy
(OUG THP) that defines practical lower and upper bound
of the MU-MIMO capacity region for this particular case,

Table 2: Computational complexity of precoding schemes.

Precoding scheme Number of FLOPs

ZF 4K3 + 2KN 4K − 1ð Þ + K 4N − 1ð Þ K + 1ð Þ + 2NTc 4K − 1ð Þ + 8K2 + 6K

THP
16K3

3
+ 2K 4KN − K + 2ð Þ + 2Tc 2K + 2K2 +N 4K − 1ð Þ − 4

� �
BD-THP

2K 3G2 − 3G2N + 20K2 − 6GK + 24GKN
� �

3G2 +
2Tc 2K2 − 4G2 + 2GK −GN + 4GKN
� �

G

ZF-THP
2K 3G2 − 3G2N + 20K2 − 6GK + 24GKN
� �

3G2 +
2Tc 2K2 − 4G2 + 2GK −GN + 4GKN
� �

G
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Figure 4: Computational complexity of precoding schemes.
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respectively. 2D MU-MIMO system environment has been
created using the MATLAB software package. The MU-
MIMO system capacity for all the observed algorithms was
estimated according to Equation (21) defined in the Section
3. The Monte-Carlo simulation of these algorithms is per-
formed by averaging 500 random channel realizations.

We assumed a single-cell MU-MIMO system with a base
station located at the center of the cell and equipped with 128
omnidirectional antennas which represent the typical config-
uration of the commercial massive MIMO antenna. It simul-
taneously transmits data in 3.5GHz band to 300 single-
antenna IoT devices. This frequency band has been identified
as a global International Mobile Telecommunications-2020
(IMT-2020) band for 5G NR deployment by International
Telecommunication Union Radiocommunication Sector
(ITU-R) [35]. Configuration of the planar antenna array is
8 × 16 (i.e., 8 antenna elements vertically and 16 antenna ele-
ments horizontally) with the aim to exploit 2D beamforming
in horizontal domain. The base station antenna spacing is
normalized with respect to the wavelength and set to 0.5.
Data symbols are modulated with 16-QAM technique which
was shown sufficient for mMTC 5G NR use cases [36]. To
simulate the transmit and receive antenna correlation, we
adopted Jakes’ one-ring MIMO channel model [23] and
Gudmundson’s shadowing model [25] commonly used in
cellular IoT scenarios, respectively.

Parameter values for both correlation models were taken
from [8] since the same type of propagation environment
was considered. The scattering objects are located around
devices in radius of 30 meters [24], while correlation distance
between devices is 20 meters and shadow fading varies with
standard deviation of 0.4 [26]. IoT devices are uniformly dis-
tributed around base station with dedicated azimuth values at
distance between 100 and 300 meters. The angular spread of
the signal transmitted from the base station is derived as in
[24]. This is aligned with the expected beam arrival distance
in rich scattering radio environment for chosen antenna con-
figuration and operating frequency band. An overview of the
main system parameter configuration used in Monte-Carlo
simulations is provided in Table 4.

In [8], it was mathematically shown that overlapping user
beamforming subgroup Sg,o can select more users with a
higher probability than the corresponding beamforming sub-
group Sg and that searching space extension always results in

larger capacity. We demonstrate numerically the superiority
of here proposed approach that combines overlapping user
grouping method with two-stage ZF-THP precoding scheme
in terms of the achievable MU-MIMO system capacity.

First, we have evaluated the proposed algorithm perfor-
mance in the case of the environment with uncorrelated
Rayleigh fading where users’ channels are mutually indepen-
dent. Equivalent channel-based received signal-to-noise ratio
(SNR) to throughput mapping method adopted by 3GPP
[19] is used for performance evaluation. MU-MIMO system
capacity comparison of the analyzed algorithms is outlined in
Figure 5.

It can be seen that proposed OUG ZF-THP algorithm
achieves approximately the same capacity as OUG THP
and OUG-Greedy ZF algorithms. The same finding holds
for the conventional ZFS and K-means BD-THP algo-
rithms. This is due to the fact that linear precoding has
almost the same performance as nonlinear precoding when
users have uncorrelated channel vectors. Hence, linear pre-
coder can efficiently suppress both intergroup and interuser
interference and there is no need to use two-stage hybrid
precoding mechanism. K-means BD-THP algorithm has
lower throughput performance due to a lack of overlapping
approach which could further populate formed subgroups
using the favorable propagation property. In the case of
uncorrelated MIMO channels, the capacity improvement
is mainly achieved by overlapping user grouping strategy
among beamforming subgroups.

Next, we consider more realistic scenario with correlated
shadow fading which imposes dependency between user
channels. Results in Figure 6 show that proposed OUG ZF-
THP algorithm achieves significant improvement on sum
capacity over the existing suboptimal approaches. We can

Table 3: Computational complexity of all observed algorithms comprising the user grouping and precoding.

Algorithm Number of FLOPs

ZFS O KN3� �
+ 2KN 4K − 1ð Þ + 2NTc 4K − 1ð Þ

OUG-Greedy ZF O K2N2� �
+ 2KN 4K − 1ð Þ + 2NTc 4K − 1ð Þ

K-means BD-THP O KG+1G
� �

+
2K 3G2 − 3G2N + 20K2 − 6GK + 24GKN
� �

3G2 +
2Tc 2K2 − 4G2 + 2GK −GN + 4GKN
� �

G

OUG ZF-THP O K2N2� �
+
2K 3G2 − 3G2N + 20K2 − 6GK + 24GKN
� �

3G2 +
2Tc 2K2 − 4G2 + 2GK − GN + 4GKN
� �

G

OUG THP O K2N2� �
+ 16K3

3
+ 2K 4KN − K + 2ð Þ + 2Tc 2K + 2K2 +N 4K − 1ð Þ − 4

� �

Table 4: System parameter configuration.

Parameter Value Parameter Value

θ [-180°, 180°] N 128

Δ [5°, 15°] K 300

dcor 20m D 0.5

r 30m σs 0.4

f c 3.5GHz M 16
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observe capacity increase from 10% and 30% in low SNR
regime (4 dB) to 25% and 45% in high SNR regime (20 dB)
comparing to OUG-Greedy ZF and K-means BD-THP algo-
rithms, respectively. SNR reference values are chosen accord-
ing to real 5G urban NLOS radio conditions at 3.5GHz [37].

Obtained large performance gain of OUG ZF-THP algo-
rithm is the result of the proposed combination of more
advanced two-stage signal processing and overlapping
among beamforming subgroups. Linear OUG-Greedy ZF
algorithm achieves lower sum rate due to the correlation of
user channel vectors, whereas the poor performance of K
-means BD-THP algorithm comes from the random user

selection within clusters. Additionally, high SNR regime
improves transmission reliability and beam steering which
contribute to the higher achievable system throughput. Algo-
rithms that use overlapping user grouping based on greedy
user selection methods are exploiting the favorable propaga-
tion property without generating much interuser interference
which greatly enhances MU-MIMO system capacity. From
Figure 6, it can also be seen that nonlinear THP precoding
based on overlapping user grouping strategy (i.e., OUG
THP) provides the best sum rate. However, here proposed
algorithm requires significantly less FLOPs as shown in Sec-
tion 4. Thus, OUG ZF-THP approach represents a good
trade-off between computational complexity and MU-
MIMO system performance in terms of capacity.

In order to give further performance comparison for the
observed algorithms which comprise user grouping and pre-
coding procedures, we considered the average uncoded bit
error rate (BER) as the performance metric (i.e., achieved
BER prior to forward error correction decoding at the
receiver), where averaging is performed over a sufficient
number of channel realizations and over all users. The
uncoded BER is calculated as in [16], in which the upper
bound for symbol error rate (SER) in the case of different
precoding techniques is given, with the additional averaging
realized over all users for all beamforming subgroups. The
use of Gray coding for the adopted 16-QAM modulation
technique is presumed for all schemes. It should be noticed
that these BER values are derived in [16], under the assump-
tion that transmitter for each user in each subgroup essen-
tially fixes the minimum required SNR (γmin) for which it
encodes data at the rate R = log2ð1 + γminÞ corresponding to
the possible capacity. However, if the actual SNR value is
smaller than γmin, decoding errors occur with the probability
poutage = Prðγ < γminÞ [16]. Thus, given BER represents the
upper bound for the observed scenario in which the ideal
CSI data is used.

The comparison of the estimated average uncoded BER
for all the observed algorithms is presented in Figures 7 and
8, in the case of the environment with correlated and uncor-
related Rayleigh fading, respectively. As obviously shown in
Figures 7 and 8, the algorithms which deploy more complex
nonlinear precoding (i.e., K-means BD-THP, OUG ZH-
THP, and OUG THP) significantly outperform those with
linear ZF precoding (i.e., ZFS and OUG-Greedy). Such
behaviour is expected due to more successful mitigation of
interuser interference with nonlinear precoding techniques,
as was already shown in the literature [20]. Also, much better
BER performance is achieved for all the observed algorithms
in the case of uncorrelated MIMO channels, due to the signif-
icantly lower interuser interference. The best average
uncoded BER is achieved in the case of OUG THP algorithm,
while proposed OUG ZF-THP algorithms have somewhat
higher BER in the case of uncorrelated MIMO channels,
and essentially same BER as OUG THP algorithm in the case
of correlated MIMO channels.

Previous findings are summarized in Table 5 where
numerical performance of all the observed algorithms in
good radio conditions (i.e., 20 dB in the case of achievable
sum rate and 40 dB in the case of BER analysis) is presented.
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When the number of users K increases for the same num-
ber of base station antennas N , it was shown that ZF-based
user grouping strategies achieve the sum rate which
approaches the capacity upper bound [4]. This comes from
the fact that more combinations within the search space
∑N

k=1ðKk Þ are covered. Asymptotically, when user number goes
to infinity, the optimal sum rate is achieved since searching
among all possible combinations is done. Previous findings
apply to our case as well with additional benefit from the
introduction of overlapping user grouping approach. In this
approach, even more users can be added in unpopulated

beamforming subgroups since probability that users’ chan-
nels are spatially uncorrelated increases. However, this leads
to the increased number of beamforming subgroups that
should be precoded, and hence, computational complexity
becomes prohibitively high because of its polynomial relation
with the number of users and their subgroups. To overcome
this challenge, we can increase the number of base station
antennas. In that way, the same number of users will be
served and selected in the lower number of beamforming
subgroups keeping the complexity of signal processing on
reasonable level. In that case, we could exploit both beam-
forming and multiplexing gains. However, the increase in
the number of base station antennas results with the
increased hardware complexity on base station side, espe-
cially in the observed 5G NR midband where digital beam-
forming is envisioned. The trade-off between these two
approaches is to choose reasonably a large number of base
station antennas and numerous users in the cell but to keep
the ratio between them relatively small. The last statement
holds in the case of IoT-oriented MU-MIMO system with
numerous IoT devices served in 5G cell unlike in massive
MIMO case where the number of base station antennas is
typically much larger than the number of users [28].

6. Conclusions

In this paper, we have studied user grouping and scheduling
problem in IoT-oriented 5G MU-MIMO systems. We have
proposed two-stage hybrid precoding scheme based on over-
lapping user grouping strategy for mMTC 5GNR use case. In
this framework, user grouping is performed using the greedy
approach that allows users with favorable channel conditions
to be scheduled into the multiple beamforming subgroups
simultaneously. Two-stage hybrid precoding scheme is then
applied on created beamforming subgroups in order to min-
imize the interference in MU-MIMO system. Linear ZF pre-
coding cancels interference among beamforming subgroups
while the nonlinear THP precoding reduces remaining inter-
ference between scheduled users within each beamforming
subgroup. Comparative analysis with other precoding
schemes based on different user grouping methods has been
presented. Numerical results demonstrate that proposed
algorithm achieves much higher MU-MIMO system capacity
in comparison to the existing two-stage precoding schemes
based on legacy user grouping strategies, especially in large
SNR regime (from 30% at 4 dB to 45% at 20 dB). Also, thor-
ough complexity analysis has shown that despite its good
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Table 5: Performance of all observed algorithms in good radio
conditions.

Algorithm Achievable sum rate (bps/Hz) Average BER

ZFS 650 2:9 ∗ 10−2

OUG-Greedy ZF 825 2:1 ∗ 10−2

K-means BD-THP 710 4:5 ∗ 10−3

OUG ZF-THP 1030 3:5 ∗ 10−5

OUG THP 1100 3:5 ∗ 10−5
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throughput performance, the proposed approach has lower
computational complexity as the existing algorithms that
employ user grouping methods and two-stage precoding
schemes. Also, the proposed OUG ZF-THP algorithm
achieves very good BER performance in the observed appli-
cation scenario.

Obtained numerical results encourage further research in
the area of user grouping and scheduling in 5G MU-MIMO
systems. Future work will include evaluation of the proposed
two-stage precoding based on overlapping user grouping
approach in heterogeneous 5G network consisting of both
IoT devices and legacy users with different quality of service
(QoS) requirements and assessment of its performance in
more realistic radio environment which imposes channel
imperfections. In order to support given QoS requirements
for the observed users, a deployment of adaptive modulation
mechanism might be necessary. In that case, the low com-
plexity VP precoding techniques could be observed as a
promising solution, instead of here considered THP schemes.
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To cope with an exponentially increasing demand on mobile data traffic in cellular network, proximity-based opportunistic
vehicular communications can be exploited as a complementary mean to offload and reduce the load of cellular network. In this
paper, we propose a two-phase approach for mobile data traffic offloading, which exploits opportunistic contact and future
utility with user mobility. The proposed approach includes one phase of initial source selection and subsequent phase of data
forwarding. In phase 1, we build a weighted reachability graph, which is a very useful high-level abstraction for studying
vehicular communication over time. Then, we propose an initial source selection algorithm, named VRank, and apply it in the
weight reachability graph to identify some influential vehicles to serve as initial sources according to the rank of VRank. In
phase 2, we formulate the forwarding schedule problem as a global utility maximization problem, which takes heterogeneous
user interest and future utility contribution into consideration. Then, we propose an efficient scheme MGUP to solve the
problem by providing a solution that decides which object should be broadcast. The effectiveness of our algorithm is verified
through extensive simulation using real vehicular trace.

1. Introduction

With the development of wireless communication technolo-
gies and the increase in the number of mobile devices such as
smartphones, tablets, and cars, cellular communication is
facing a critical challenge of explosively increasing traffic
demands [1, 2]. According to a recent report from Cisco,
mobile data traffic will grow at a compound annual growth
rate of 47 percent from 2016 to 2021, reaching 49.0 exabytes
per month by 2021 [3]. Although the fourth-generation
mobile cellular network is able to provide content download-
ing with broad coverage and high bandwidth, the immense
mobile traffic demand has imposed a heavy burden on cur-
rent cellular networks. Especially during peak time and in
urban central areas, cellular-based communication will face
extreme performance hits in terms of low network band-
width, missed calls, and unreliable coverage [4, 5]. Therefore,
it is essential to come up with an efficient and effective
method to ease the burden of cellular networks.

Recently, an efficient alternative, generally known as
mobile data offloading, which delivers mobile data traffic

originally planned for transmission over cellular networks
to other networks, has attracted much attention in the litera-
ture [6–10]. Traffic offloading can be implemented by Wi-Fi
[11], femtocells [12], or opportunistic networks [6]. Wi-Fi
and femtocells have evolved as mature technologies, but they
rely on infrastructures. On the other hand, opportunistic
networks allow users without permanent connection to com-
municate using the low-cost proximity-based connection
when they encounter opportunistically. Therefore, opportu-
nistic networks offer a very powerful alternative to relieve
part of the mobile traffic from the cellular infrastructure.
Vehicular networks [13] are an important class of opportu-
nistic networks because the contacts, or the transmission
opportunities, between vehicles happen in a dynamical and
unexpected manner. In addition, vehicles are highly mobile
and can communicate with each other using the dedicated
short-range communication (DSRC) radio, 802.11p, and
LTE-V [14]. These features make vehicular networks a suit-
able candidate for cellular traffic offloading.

The offloading process for disseminating content objects
to certain interested subscribers (vehicles) can be described
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as follows: the cellular base station can firstly deliver the con-
tent objects to only a small group of users (we use the terms
vehicle, user, and subscriber interchangeably), called seeds or
initial sources. After that, the initial sources can propagate the
objects to all the subscribers through opportunistic forward-
ing, and any user that receives the data further forwards the
data to others resulting in an information epidemic. As seen,
the efficiency of such opportunistic traffic offloading is highly
determined by two key factors: (1) initial source selection and
(2) opportunistic forwarding strategy. A suitable set of initial
sources can quickly distribute content objects over vehicular
networks. In addition, different forwarding sequences of a
user with multiple objects to transmit can result in different
results. Hence, it is essential to address these two key issues
in an opportunistic traffic offloading system.

In the literature, there have been some existing studies on
traffic offloading through opportunistic communication. For
the issue of initial source selection, most works choose the
initial sources using various centrality metrics [15–17] or
according to the features and properties of users’ contact in
the historical trace [7, 18]. Although these works are helpful
to understand how to select preferable seeds, the main limita-
tion is that they are suitable for static social network where
the topology of the network is relatively stable. In addition,
it is hard to accurately infer the uses’ future centrality due
to the highly dynamic network topology of the vehicular net-
work. For the issue of data forwarding, most existing works
mainly focus on forwarding performance in terms of delivery
ratio, delay, and network overhead [19–21]. The users’ inter-
ests and forwarding scheduling of multiple content objects
are seldomly taken into consideration. However, how to
schedule the objects to maximally satisfy users’ interest in
the limited contact duration should also be addressed.

Based on these insights, in this paper, we propose a two-
phase approach for mobile data traffic offloading. Especially,
phase 1 selects the initial sources based on a weighted reach-
ability graph, which characterizes vehicles’ transmission
opportunities via instantaneous communication and oppor-
tunistic communication. We apply the proposed algorithm
VRank to identify influential users as the initial sources,
which lead to quick and wide spreading of content objects.
After that, it follows with phase 2 for data forwarding to
accommodate heterogeneous users’ preferences to distribute
the appropriate objects in short periods of time. As such,
objects can be more effectively scheduled to satisfy users’
interests and gained the maximal utility.

The major contributions of this paper are as follows:

(1) For the issue of initial source selection, we propose an
algorithm, named VRank, which is expected to exploit
opportunistic communication with user mobility, and
apply it on weighted reachability graph to select some
influential users to serve as the initial sources

(2) For the data forwarding, we formulate the problem as
global utility maximization, which takes heteroge-
nous users’ interests and future utility into consider-
ation. An optimal solution MGUP is proposed to
solve the problem

(3) We conduct extensive simulations with real vehicular
trace to evaluate the performance of our proposed
approach. The simulation results show that the two-
phase approach can effectively improve offloading
rate and global utility to satisfy users’ interests

The rest of the paper is organized as follows: Section 2
reviews related work regarding the mobile data traffic off-
loading. The system scenario and network model are intro-
duced in Section 3. The initial source selection algorithm is
given in Section 4. In Section 5, we formulate the forwarding
scheduling as the global utility maximization problem and
solve it. The effectiveness of our approach is verified using
real vehicular trace in Section 6. The last section is for a brief
summary.

2. Related Work

With the growing popularity of mobile accesses to the
cellular, a number of innovative solutions have emerged to
offload data traffic and reduce the load of cellular networks.
According to [11], the methods roughly fall into three catego-
ries: traffic offloading through small cells, traffic offloading
through Wi-Fi networks, and traffic offloading through
opportunistic networks.

2.1. Traffic Offloading through Small Cells. Traffic offloading
through small cells is an effective way to reduce traffic load
and network energy consumption. Small cells are small cellu-
lar base stations typically designed for indoor use, which
deliver wireless services to a small coverage area and are most
likely to be user-installed. Existing works have shownmost of
the mobile traffic is generated indoors. The cellular network
operators thus have the opportunities to offload heavy data
to small cells and provide users with seamless quality of expe-
rience. In [22], Wang et al. proposed to use an auction-based
algorithm, femto-matching, to achieve both load balancing
among base station and fairness among users. The potentials
of social and spatial proactive aching in small networks in
terms of mobile data traffic were investigated in [23]. The
results show that precaching strategic contents at the net-
work edge engenders significant backhaul offloading gains
and resource savings.

2.2. Traffic Offloading through Wi-Fi Networks. Recent
research [11] has shown that Wi-Fi networks have already
carried and offloaded a large amount of mobile data traffic.
It has been shown that approximately 65% of cellular traffic
can be offloaded by merely switching from cellular networks
to Wi-Fi when Wi-Fi connectivity is available [12, 24]. Bulut
and Szymanski [25] compared different methods of deploy-
ing Wi-Fi APs for efficient offloading of mobile data traffic.
In order to reduce cellular network congestion and improve
the user-perceived network performance, an offloading
mobile data offloading scheme by leasing wireless bandwidth
and caching space of residential 802:11 (Wi-Fi APs) was pro-
posed in [26]. In addition, Sou and Peng [27] presented an
analytical model for multipath Wi-Fi offloading in deriving
the aggregate offloading time via an alternative path for the
use of multipath offloading.
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2.3. Traffic Offloading through Opportunistic Networks.
Opportunistic communications have been lately considered
as an important way for offloading mobile data traffic [6].
Using opportunistic communications to offload cellular traf-
fic for mobile content dissemination applications is a novel
and interesting idea and it has drawn great attention of the
researchers. The architecture is actual a hybrid SDVN (Soft-
ware Defined Vehicular Network). In [28], Zhao et al. inves-
tigate the routing-related issues in SDVNs and present a
comprehensive overview of the state-of-the-art architectures,
protocols, challenges, and potential solutions.

A number of studies have been developed to explore the
opportunistic mobile network for mobile data traffic offload-
ing. In [6, 29], Han et al. were the first to exploit opportunis-
tic communications to facilitate information dissemination
and reduce the amount of mobile data traffic. They studied
how to select the target set with k users, such that the mobile
data traffic over cellular networks is minimized. Greedy, heu-
ristic, and random algorithms are proposed to solve this
problem. The simulation results show the heuristic algorithm
can offload mobile data traffic by up to 73.66% for a real-
world mobility trace. In order to avoid the information is
disseminated in the same community, a community-based
algorithm is proposed in [7] to diffuse the information to
the entire network as soon as possible. They are taken into
both the contact probability and social relationship into
account to select the initial seeds belonging to different com-
munities. In [30], Liu et al. proposed a multiple source selec-
tion method to find the optimal number of initial sources. In
addition, a multilayer-based seed selection approach is
designed in [31] to maximally satisfy users’ interest. The
results show that multilayer-based seed scheme allows to
maximize content utility.

With the short contact duration and the large content
size taken into consideration, Li et al. [32] developed a
contact-duration-aware offloading scheme, named Coff,
which adopts the network coding to better utilize the short
contacts. In [33], they qualitatively analyzed how the D2D
communication can benefit from social features, and quanti-
tatively evaluated the huge potential gains attainable in a
practical social aware D2D communication system. Scianca-
lepore [34] et al. developed a theoretical model to analyze the
performance of opportunistic dissemination when data can
be selectively injected through a cellular network.

3. System Model

3.1. System Scenario. We consider a mobile traffic offloading
scenario as illustrated in Figure 1. The network system is
composed of base stations and mobile vehicles equipped with
two different network interfaces: a cellular interface and a
short range communication interface. The former is used to
communicate with the base stations and the latter is devoted
to the opportunistic communication between vehicles. The
base stations of the cellular network are connected to the
content servers in the Internet through wired links. Content
server has some objects to distribute to a set of users before
deadline. The information to be delivered may include
weather forecasts, multimedia newspapers, and movie trailer

generated by content service providers. Due to the delay-
tolerant nature of non-real-time applications, service pro-
vider may deliver the objects to a small fraction of selected
users, which are referred to initial sources. The initial sources
will further disseminate the objects to the corresponding
vehicles that request them through opportunistic communi-
cation, which occurs when two vehicles move into the com-
munication range of each other. In addition, a vehicle may
receive multiple objects, but it can only broadcast a single
object at a time. As a result, different forwarding schedules,
i.e., the forwarding sequence of the forwarder’s objects, could
result in different utilities. Each forwarder should carefully
consider when to deliver which content objects. Therefore,
the problem considered in this paper has two components:
(1) initial source selection, how to identify some important
vehicles to be the initial sources to assign the objects and
(2) opportunistic forwarding strategy, how to schedule the
sequence of objects to achieve the maximum utility.

3.2. Network Model. Due to the highly dynamic network
topology of the vehicular network, the real vehicular net-
works are actual temporal graph where the existence of links
may only last for a short period [35]. Therefore, we represent
the vehicular network as a temporal graph G = ðV ,EÞ,
whereV represents all the vehicles andE represents the links
between two vehicles, of which the Euclidean distance is
smaller than the wireless communication range R. An undi-
rected edge e ∈E is a quadruple ðu, v, t, λÞ, where u, v ∈V ,
t is the contact time between u and v, λ is the link duration
time to go from u to v (also from v to u) starting at time t,
and t + λ is the link ending time. We denote the starting time
of e by tðeÞ and the duration time of e by λðeÞ. As a pair of
nodes may communicate at multiple time instances, the
number of temporal edges between u and v can be large.

3.2.1. Time-Ordered Path or Journey. A time-ordered path P

in a temporal graph G is a sequence of vertices P = <v1, v2,
⋯, vk, vk+1 > where ðvi, vi+1, ti, λiÞ ∈E is the i-th temporal
edge on P for 1 ≤ i ≤ k, and ðti + λi ≤ ti+1Þ for 1 ≤ i ≤ k. In
the literature [36], the terms “journey” and “time-
respecting path” have also been used for time-ordered path.
We denote by startðP Þ and endðP Þ, the starting time t1
and the ending time tk + λk of a time-ordered path P .
Time-ordered paths can be thought of as opportunistic com-
munication routes over time from a source to a destination.
We also define the temporal distance of P as distðP Þ = end
ðP Þ − startðP Þ corresponding to the delay of route. Objects
or resources can be transmitted through opportunistic com-
munication from node u to node v in vehicular networks only
if they are joined by a time-ordered path.

4. Phase 1: VRank-Based Initial
Source Assignment

In this section, we present how to identify a set of vehicles to
be the initial sources to distribute the objects. We propose an
algorithm named VRank which can rank the nodes in a
directed graph. Reachability graph [37, 38] is a very useful
high-level abstraction for studying vehicular communication
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over time in vehicular networks. Therefore, we firstly intro-
duce the concept of reachability graph and how to construct
it. Next, we apply the VRank algorithm in reachability graph
to select some influential vehicles to serve as initial sources.

4.1. Weighted Reachability Graph. For a given temporal
graph G and any time interval ½t1, tk�, we define Ck = ðV k,
J kÞ to be the reachability graph of G at time k. The set of
nodes V k is subset of V and represents the set of vehicles
that were sampled in the given time interval. The set of arcs
J k represents every available direct link or time-ordered
pathP in G within tk. In other words, if ðu, vÞ ∈ J k, it means
that u is able to communicate with v through instantaneous
communication or along the temporal path from u to v.
Notice that is not symmetric: the existence of time-ordered
path from u to v does not imply there is a path from v to u.
The reachability graph of a temporal graph can be obtained
by computing the time-ordered paths between any two pairs
of nodes, and then adding a link between two nodes u and v
of the reachability graph if the temporal distance from u to v
is finite or a direct link exists between u and v. Figure 2 illus-
trates an example of reachability graph which consists of six
nodes and twelve directed links. The weight wuv of each edge
is the number of direct links and time-ordered paths within a
duration between the two nodes.

4.2. VRank Algorithm. Identifying a set of influential nodes is
a challenging problem in complex networks. A number of
centrality metrics have been proposed to address this
problem, such as degree centrality, closeness centrality, and
between centrality [39, 40]. PageRank [41] is the most
famous web page ranking employed by Google to rank web
pages. It measures the relative importance of a page within
a web graph. LeaderRank [42] has been shown as an effective
and efficient method to identify influential spreaders in
directed networks, which is a simple variant of PageRank.
Motivated by the success of this algorithm, we propose an
algorithm named VRank. Instead of considering degree of
node only, we also take encounter times between any two
vehicles into account to depict the weight. The main idea is
that nodes with a higher VRank value will generally be more
important vehicles to disseminate the objects, given that
popular nodes are more likely to meet other nodes in the
networks.

Given a weighted directed network consisting of N nodes
and E edges, a ground node is then added by establishing bidi-

rectional edges between it and all the other nodes. Then, the
network becomes strongly connected and consists of N + 1
nodes and E + 2N edges. Initially, each node in the network,
except for the ground node, is assigned to one unit of
resource, while the ground node is assigned with no resource.
And then each node distributes its resource to neighbors
along the outgoing edges. Next is to update resource distribu-
tion as summing up the resource each node derives from its
incoming edges. This process of distribution and updating
of resources continues until steady state is attained. The
whole process can be described mathematically as follows.

Assuming viðtÞ is the score of node i at time step t, the
initial state can be represented as follows:

vg 0ð Þ = 0, where g is ground node,

vi 0ð Þ = 1, others:
ð1Þ

And each node can update its score according to the fol-
lowing equation:

vi t + 1ð Þ = 〠
N+1

j=1

wji

sumw jð Þ vj tð Þ, ð2Þ

where wji is the weight of the edge ðj, iÞ and sumwðjÞ is the
sum of weight of node j. Consider vehicular network where
a user i is called a fan of user j if there is a directed link from
i to j, namely, i could receive information from j and thus j
will receive scores from i (if node’s fans are of high influence,
this node will be highly influential as well). Obviously, the
number of fans is an important local indicator for a user’s
influence in spreading.

When the score viðtÞ of all nodes converges to a unique
steady state at time tc, the score of the ground node is then
evenly distributed to all other nodes, and the final score dis-
tribution on node i is as follows:

vi = vi tcð Þ + vg tcð Þ
N

, where i ∈ 1, 2,⋯,Nf g: ð3Þ

To illustrate the ranking process, we provide a simple
ranking example in Figure 2. After convergence, the final
scores of the six nodes are v1 = 1:5050, v2 = 1:1835, v3 =
1:1002, v4 = 1:0764, v5 = 1:2014, and v6 = 0:9335, respectively.
Therefore, node 1 is ranked top by the VRank algorithm.

Opportunistic linkCellular link

Internet

Content cerver

Figure 1: System scenario.
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5. Phase 2: Opportunistic Forwarding Strategy

After phase 1, initial sources receive the assign objects via cel-
lular communication; they can disseminate those objects to
other vehicles through opportunistic communication. How
to schedule those objects to maximally satisfy users’ interests
is addressed in this section. We first introduce the user inter-
est and utility model. Next, we formulate the forwarding
scheduling as a global utility maximization problem and
design an effective scheme to solve it.

5.1. Interest Model. In a system with multiple content objects,
a user will have different interests in different objects. Some
objects are popular that are interested by many subscribers,
whereas some other objects are not popular data, which
may only be interest to a small number of subscribers. Key-
word set is a set of keywords selected to depict the object
and user interest. Let K = fK1, K2,⋯, KMg be a keyword
set, where each Ki denotes one topic that can be rated. For
any object, o ∈ O is described by a subset of keywords, which
is denoted byK c, and weight vkc , which indicates the impor-
tance of keyword kc ∈K c. An object is described by a M × 1
vector D = ½d1, d2,⋯, dM�, where dkc = vkc , and all the other
elements are 0. We assumed each vkc is normalized, i.e.,

∑Kc
i=1 vkc = 1.
In order to model the interest of different subscribers to

different objects, aM × 1 vector Ps = ½P1
s , P2

s ,⋯, PM
s � is to rep-

resent the interest profile of subscriber s, where each Pi
s

denotes the degree of how subscriber s is interested in key-
word Ki. In practice, Pi

s is used to compare the subscriber’s
interest in different keywords. Hence, without loss of gener-
ality, we define ∑M

j=1 P
j
s = 1. Finally, the interest probability

of subscriber s for object o is computed:

ps,o = PsDT = 〠
Kc∈Kc

vkcP
Kc
s , ð4Þ

where ð·ÞT indicates matrix transpose.

5.2. Utility Model. When a subscriber s receives an object o
regarding a subset of keywords K c, the partial interest of s

can be met. We define us,o to represent the local utility of sub-
scriber s and the value of us,o = ps,o.

Once a vehicle obtains an object from base station or any
other forwarder, it will become a forwarder. Let Oτ

f denote
the set of objects owned by the forwarder f at instant τ.
When the forwarder f meets a group of neighboring vehicles
V τ

f in time slot τ, each vehicle is required to explicitly pro-
vide its interest in different predefined topics K . The for-
warder f can know the local utility of each neighbor vehicle
and broadcast any object oj ∈ O

τ
f to all its neighbors. Each

vehicle i ∈V τ
f who does not own object oj can then obtain

the utility ui,oj . The local utility that the forwarder f can pro-

duce to its neighbors for the object oj at time τ is computed as
follows:

ωl
f ,oj,τð Þ = 〠

i∈V τ
f

ui,oj: ð5Þ

However, solely considering the local utility is not
enough due to the lack of consideration of the utility contri-
bution by vehicle i ∈V τ

f to their future contacts. Let Ui,oj,τ

denote the future utility of vehicle i if it gets the object oj in
time slot τ. Thus, the global utility that the forwarder f can
produce to its neighbors for the object oj at time τ is com-
puted as follows:

ω
g
f ,oj,τð Þ = 〠

i∈V τ
f

Ui,oj ,τ: ð6Þ

5.3. Problem Formulation. We know that the contacts
between forwarder f and its neighbors occur only during a
short period, allowing them to exchange a limited volume
of data. Therefore, the neighbors of f can only receive part
of interested objects. Which objects to forward and how to
schedule these objects to maximally satisfy user interests is
required to be addressed when the forwarder f has multiple
objects to broadcast.

Intuitively, the forwarder f can schedule those objects to
maximize the global utility for the current slot. However,

V1=1.5050

V2=1.1835

V3=1.1002

V6=0.9335

V4=1.0764

V5=1.2014

5 2

3

4

2

1

1

1

1

1

1

1

Figure 2: An illustration of the reachability graph and the VRank algorithm.
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such a greedy approach can not guarantee the long-term
highest level of user satisfaction. Consider such a scenario
shown in Figure 3, where the forwarder f owns three objects
(o1, o2, o3) and has contact with u1 and u2 at time slot τ. The
contact durations with u1 and u2 are four and two time slots,
respectively. Each vehicle uiði ∈ f1, 2gÞ has the future utility
Uui ,oj,τ for object ojðj ∈ f1, 2, 3gÞ as shown in Figure 3. We

use Uui ,oj,τ to approximate Uui ,oj ,τ+1 in this example. Accord-

ing to the greedy strategy, the forwarder f distributes those
objects in the following order: [o3, o1, o2], since the utility
that can be obtained is 0:13,0:12,0:11, respectively. The link
between f and u2 is maintained for two time slots, such that
u2 can only receive two objects. The cumulative utility
obtained after the broadcast of all the objects of the for-
warder f is 0:27ð0:13 + 0:12 + 0, 02Þ. However, if we con-
sider consecutive time slots, the object o2 is more
important to u2 than object o1. The forwarder f can send
the objects in the following order ½o3, o2, o1� and the utility
obtained is 0:31ð0:13 + 0:11 + 0:07Þ. Therefore, the greedy
algorithm that results in immediate optimum cannot guar-
antee the long-term optimum.

From the above example, we observe that the forwarder f
should consider more consecutive time slots if it can exactly
know the contact duration df i for all neighbors i ∈V

τ
f . We

define a set of available time slots T = fτ, τ + 1,⋯, τmaxg,
where τmax = maxi∈V τ

f
τ + df i. The transmission scheduling

decision for each time slot can be represented by a vector:

A tð Þ = a1 tð Þ, a2 tð Þ,⋯, a Oτ
fj j tð Þ

n o
, t ∈T , ð7Þ

where

ai tð Þ =
1 object oi is broadcast in time slot t,

0 others:

(
ð8Þ

There is a constraint ∑
∣Oτ

f ∣
i=1 aiðtÞ ≤ 1 for the vector AðtÞ,

which means that, at most, one object will be scheduled to
broadcast for slot t.

With multiple slots to be considered, the problem is for-
mulated as finding the best time slot allocation A = fAðτÞ,
Aðτ + 1Þ,⋯,AðτmaxÞg for a total time period τmax to
schedule the transmission, such that the global utility is max-
imized. Therefore, we formulate the global utility maximiza-
tion problem (GUMP) as follows:

U =max
A

〠
τmax

t=τ
〠
∣Oτ

f ∣

i=1
Ui,oj ,t: ð9Þ

Subject to

〠
Oτ

fj j

l=1
al tð Þ ≤ 1,  t ∈T , ð10Þ

aj tð Þ = 0, 1f g, j ∈ Oτ
f , t ∈T ,  i ∈V τ

f : ð11Þ

The objective is hence to find the optimal forwarding
schedule for all oj ∈Ot

f and t ∈T , such that forwarder f
can contribute the maximal total global utility.

5.4. Prediction of the Future Utility. We assume that the ran-
dom variable NijðtÞ denotes the cumulative number of con-
tacts between nodes i and j at time t and any two contacts
between them are independent from each other. Thus, NijðtÞ
can be modeled as a homogeneous Poisson process with rate
λij. Assuming the length of a time slot is Δt, the number of
contacts Nijðt + ΔtÞ −NijðtÞ between nodes i and j within
time Δt follows the Poisson distribution, which can be
expressed as follows:

P Nij t + Δtð Þ −Nij tð Þ = k
� �

=
λijΔt
� �k exp − λijΔt

� �� �
k!

:

ð12Þ

Then, the contact probability between nodes i and j within
time Δt can be expressed as follows:

qij = 1 − exp − λijΔt
� �� �

: ð13Þ

The value of U ði,o,tÞ can be determined by two factors: (1)
the probability that forwarder i can meet other contacts who
have not owned object o after time slot t and (2) the utility
of i′s contact on object o. Now, we first derive the probability
that a contact j ∈V has not received object o in time slot t ′
from any contacts k ∈V , denoted by Φj,oðt ′Þ. In [18], they
considered that user j will not able to download object o from
user k before time slot t if and only if the two following events
occur: (1) j and k never met before time slot t, i.e., Njkðt − 1Þ
= 0 or (2) the last contact between j and k was in time slot z
< t, but k did not have object o in time slot z. Therefore, the
probability ϕj,k,oðtÞ that j cannot download object o from k
before time slot t can be computed by the following:

O1

O2

O3

f

u2

u10 .07

0 .04

0 .02

0.05

0 .09

0 .09

4 time slots 

2 time slots 

Figure 3: Example of utility contribution.
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ϕj,k,o tð Þ = 1 − qjk
� �t−1

+ 〠
t−1

z=1
qjk 1 − qjk

� �t−1−z
Φk,o zð Þ: ð14Þ

Then, the probability Φj,oðzÞ that user j has not down-
loaded object o until time slot t equals the probability that j
cannot download object o from any user k before t.

Φj,o tð Þ =
Y
j≠k

ϕ j,k,o tð Þ: ð15Þ

Since only the data sources have object o in the initial time
slot 1, we have Φ j,oð1Þ = 0 if j is a data source of object o and
Φj,oð1Þ = 1 otherwise. Given the initial value of Φ j,oð1Þ, we
can compute the value of Φj,oðzÞ for each time slot z = 2, 3,
⋯, t − 1 iteratively for all users.

Thus, the expected utility that i can contribute to contact
j between t and Tmax

o for object o is as follows:

κi,j,o tð Þ = pj,o 〠
Tmax
o −1

z=t
qij 1 − qij
� �Tmax

o −1−z
Φj,o zð Þ, ð16Þ

where Tmax
o is the expiration time of object o. Last, the future

utility of user i can be approximated by the following:

U i,o,tð Þ ≈ 〠
j∈V if g

κi,j,o tð Þ: ð17Þ

5.5. Optimal Solution. The global utility maximization prob-
lem can be solved by searching all the states. Obviously, the
computational complexity is very high. Here, we design a
simple yet effective algorithm to achieve the maximum
global utility.

The total number of time slots that each vehicle i ∈V τ
f

will stay with the forwarder f can be calculated as follows:

nsi =
df i

Δt
: ð18Þ

As described earlier, more consecutive time slots should
be considered in the optimal problem. The maximum possi-
ble global utility achieved for each object oj ∈ O

τ
f can be esti-

mated if the object can always be transmitted. The average
global utility potential of object oj in the next successive n
slots Un is defined as the total amount of global utility
obtained during the next successive n slots over n, which is
computed as follows:

Un =
∑n

i=1 ω
g
f ,oj,τ+ið Þ

n
: ð19Þ

The computation of average global utility potential can be
considered to find the object that can bring the highest utility
in the following couple of slots. Therefore, the maximum
average global utility potential max ðU1,U2,⋯,UnÞ should
be computed for the scheduling, which is shown in Algo-
rithm 1. With the average global utility potential computed,

all the objects will be sorted according the global utility
potential. The object with the highest global utility potential
will be selected to transmit during the current time slot.

6. Performance Evaluation

We now evaluate the performance of VRank-based initial
source scheme and the forward schedule strategy using the
realistic vehicular traces from the city of Beijing, which gath-
ered from 12:00 am to 11:59 pm on Jan. 05, 2009, in the local
time [43]. The number of subject taxis is 2927 and we assume
all vehicles are subscribers.

The experiments could be divided into two parts: (1) per-
formance comparison with other seed selection methods and
(2) global utility gain of the proposed forward strategy.

6.1. Performance Comparison with Other Seed Selection
Methods. In this section, the proposed VRank initial source
selection algorithm and some other alternative methods were
implemented in the experiments. The alternative methods
include LeaderRank [42], PageRank [41], and POST [16].
In LeaderRank strategy, the initial sources are selected based
on the ranking of the algorithm, where the probability that a
random walker at a vehicle goes to other in the next step is
mainly determined by the vehicle’s out-degree. PageRank is
also used to choose the initial sources with damping factor
α = 0:9. The POST method is based on inferring the future
centrality of vehicle and ranking all vehicles according to
their predicted centrality values.

(1) Offloading Ratio versus the Number of the Initial Sources.
To evaluate the performance of our solution and those alter-
native methods, we use offloading ratio as the metric, which
refers to the ratio of the number of successfully received vehi-
cles to the total number of vehicles in the network. We select
an observation interval from 7 : 30 am to 9 : 30 am to ana-
lyze the performance of different algorithms. The first half
of the trace is used as the warm-up period for the vehicles
to accumulate the necessary network information and con-
struct the reachability graph.

Table 1 shows the top 8 vehicles’ IDs ranked by the four
approaches. From Table 1, we can see that the initial source
sets are different from each other.

Figure 4 plots the average offloading ratio as a function of
the number of the initial sources. It can be seen that the
VRank scheme outperforms other algorithms in all condi-
tions. Especially, the offloading rate of VRank can achieve
45%, while that of LeaderRank, PageRank, and POST is
around 33% when the number of the initial sources is 20.
Similarly, the VRank also has a higher offloading rate than
other strategies when the number of the initial sources arises
from 40 to 200. We also notice that offloading rate increases
as the number of the initial sources increases. In VRank, the
offloading rate increases from 43% to 54% as the number of
the initial sources increases from 20 to 120. It is obvious that
the more initial sources the BS selects to distribute the
objects, the more mobile vehicles can obtain the objects
opportunistically. However, we observe that offloading rate
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reveals a trend of a slow increase when the number of the ini-
tial sources exceeds a certain value. The first 120 seeds can
achieve offloading rate about 53%, but adding another 80
seeds can only bring an extra 1% offloading rate in VRank.
The similar phenomenon is also observed in other schemes.
This is due to the fact that as the number of seed vehicles
increases, the probability of two selected vehicles having sim-

ilar network positions also increases, which means they are
redundant and therefore choosing both of them may not be
able to gain as large coverage as possible.

(2) Offloading Ratio versus Time Scale. We future examine
the impact of time scale on the performance of VRank. We
set the number of the initial sources to 100 and run all
methods using the mobility trace and get the average.

The performance of average offloading ratio as a function
of time scale for the four schemes is shown in Figure 5. We
can see the similar results that VRank outperforms the rest
of other schemes. As the time scale increases, VRank always
achieves the best performance. Particularly, the offloading
ratio of VRank is up to 34:28% comparing with LeaderRank
and POST are up to 22:20% and 20:95%, respectively. Mean-
while, we notice the performances of LeaderRank and the
POST are very close both in Figures 4 and 5. That is because
those two schemes both take the degree of vehicle into con-
sideration to select the initial sources.

6.2. Global Utility Gain of the Proposed Forward Strategy

(1) User Interest Profile in Different Keywords. The user inter-
est profiles are generated based on a key set K with M = 20
and we assume that keyword Kj ∈K is the j-th popular key-
word in the network.

Input: the contact time τ and the contact duration df i of each vehicle i ∈V τ
f

Output: the maximum global utility potential of object oj
1: Compute the total number of time slots that the vehicle i ∈V τ

f will stay with forwarder f : nsi ← df i/Δt
2: Vehicle i ∈V τ

f reports its future utility Ui,oj ,t in each time slot

3: The maximum available time slot τmax = τ +max ðnsiÞ
4: for t = τ to τmax do
5: ω

g
ð f ,oj ,tÞ =∑i∈V τ

f
Ui,oj ,t

6: end for
7: Initialize the maxutility ← −1
8: for i = 1 to max ðnsiÞ do
9: utility← ð∑max ðnsiÞ

i=1 ω
g
ð f ,oj ,τ+iÞÞ/i

10: if utility >maxutility then
11: maxutility ← utility
12: end if
13: end for
14: return maxutility

Algorithm 1: Max global utility potential (MGUP) algorithm.

Table 1: The top 8 vehicles’ ID ranked by different algorithms.

Algorithm No. 1 No. 2 No. 3 No. 4 No. 5 No. 6 No. 7 No. 8

VRank 5079 11788 28496 18292 8407 18102 11722 11009

PageRank 5447 11009 20415 6187 5079 25351 29143 5678

LeaderRank 28522 8154 11301 18687 20406 5644 28841 19695

POST 17682 31260 6348 28489 6725 19613 28162 17921
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Figure 4: Offloading ratio versus the number of the initial sources
with Beijing taxi data set.
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According to the interest model, the user interest profile
in each keyword K j is randomly drawn from a normal distri-
bution with Pj as the mean value. We exploit various distri-
butions for generating Pj of different keywords.

(i) Zipf distribution with exponent s : Pj = ð1/jsÞ/∑M
i=1

ð1/isÞ
(ii) Exponential distribution:Pj = exp ð−jÞ/∑M

i=1 exp ð−iÞ
(iii) Uniform distribution: Pj = 1/M

Pj with different distributions are shown in Figure 6.

(2) Average User Interest Probability in Different Objects. We
assume there are 15 objects to be disseminated in our system.
Each object oj is described by 5 keywords with equal weights.
To ensure that different objects have different popularity, the
keyword indices of object oj are fj,⋯, j + 4g. Thus, we can
computerize the interest probability of each user for object oj
according to Equation (4). Figure 7 shows the average user
interest probability in different objects. It is easy to be seen that
when Pj is generated exponentially or Zipf with exponent s = 2
, most of the user interests concentrate on popular objects. For
Zipf with exponent s = 1, such concentration on popular
objects decreases. Therefore, Figure 7 actually represents dif-
ferent object interest patterns of mobile users in our system.

(3) Global Utility Gain versus the Time Scale. We evaluate the
global utility gain of proposed algorithmMGUP with greedy,
local utility maximum, and random schemes. We let all the
schemes select a fixed number (20 in our experiment) of ini-
tial sources with VRank. The user interest probabilities are
generated by following the Zipf distribution with exponent
s = 2. In Figure 8, the global utility gain as a function of time
scale is shown. We can see that global utility of all the
schemes increases with the time scale increases. Meanwhile,
we notice that MGUP can produce 13:65 and 23:48 percent
higher global utility than greedy and local utility maximum,
respectively, until 45minutes later. The improvements are
mainly because each forwarder in MGUP considers the
future utility contribution of its members and more consecu-
tive time slots in the scheduling process. Especially, the future
utility of neighbor i in MGUP not only considers different
user interests in different objects but also predicts how many
users can gain utility by obtaining object oj from neighbor i.
Therefore, the forwarder f can select the object that benefits
all users in the system. The figure also shows both MGUP
and greedy have higher global utility than local utility maxi-
mum and random. This further indicates the future utility
has a great impact on the performance.
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Figure 5: Offloading ratio versus the time scale with Beijing taxi
data set.
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(4) Global Utility Gain versus the Different Numbers of
Objects. We future evaluate the impact of the number of
objects on the performance of comparison schemes. We vary
the number from 5 to 60. Figure 9 plots the global utility gain
under the different numbers of objects. It is obvious that
global utility increases as the number of objects increases in
all schemes. This is because more objects can meet users’ dif-
ferent interests in different objects and produce a higher
global utility.

7. Conclusion

As the increasing popularity of mobile devices and user
demands, the amount of mobile data traffic in cellular net-

works grows explosively. Users will face extreme perfor-
mance hits in terms of low or even no network bandwidth,
missed calls, and unreliable coverage. It is an urgent agenda
for cellular provider to offer quick and promising solutions.
Therefore, proximity-based opportunistic communication
as a mean to offload and reduce the load of cellular network
attracts the attention of service providers. In this paper, we
study how to exploit opportunistic vehicular communica-
tions to offload mobile data traffic. We propose a two-phase
approach, which includes one phase of initial source selection
and subsequent phase of data forwarding. For the issue of ini-
tial source selection, we propose an algorithm named VRank
to identify some influential vehicles to server as initial
sources, which lead to quick and wide spreading of content
objects. For the issue of data forwarding, we formulate the
problem as the global utility maximization, which takes into
heterogenous users’ interests and future utility consideration.
An optimal solution MGUP is proposed to solve the prob-
lem. The effectiveness of our approach is verified through
extensive simulation using real vehicular trace.
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Model predictive control is theoretically suitable for optimal control of the building, which provides a framework for optimizing a
given cost function (e.g., energy consumption) subject to constraints (e.g., thermal comfort violations and HVAC system
limitations) over the prediction horizon. However, due to the buildings’ heterogeneous nature, control-oriented physical models’
development may be cost and time prohibitive. Data-driven predictive control, integration of the “Internet of Things”, provides
an attempt to bypass the need for physical modeling. This work presents an innovative study on a data-driven predictive control
(DPC) for building energy management under the four-tier building energy Internet of Things architecture. Here, we develop a
cloud-based SCADA building energy management system framework for the standardization of communication protocols and
data formats, which is favorable for advanced control strategies implementation. Two DPC strategies based on building
predictive models using the regression tree (RT) and the least-squares boosting (LSBoost) algorithms are presented, which are
highly interpretable and easy for different stakeholders (end-user, building energy manager, and/or operator) to operate. The
predictive model’s complexity is reduced by efficient feature selection to decrease the variables’ dimensionality and further
alleviate the DPC optimization problem’s complexity. The selection is dependent on the principal component analysis (PCA)
and the importance of disturbance variables (IoD). The proposed strategies are demonstrated both in residential and office
buildings. The results show that the DPC-LSBoost has outperformed the DPC-RT and other existing control strategies (MPC,
TDNN) in performance, scalability, and robustness.

1. Introduction

One major challenge in today’s society concerns energy
savings and CO2 footprint in existing and new buildings.
To date, the building sector has witnessed immense devel-
opment in the way by which building systems are man-
aged [1, 2],which aimed at alleviating the significant
environmental impact of this sector (40% of the world
energy consumption and a third of the associated CO2
emissions [3]). Decreasing this impact could be achieved
by elegant controlling the resources [4]; building energy
management systems (BEMS) provides sustainable and
efficient solutions.

An expected BEMS aims to increase energy efficiency
while maintaining the required comfort levels and enhance
environmental effects. However, based on a large number

of practical implementations, it is found that the current
problems in existing BEMS are mainly concentrated in
the following aspects: (1) the traditional BEMS mostly
has relatively sole functions. For example, the systems lack
effective monitoring and linkage management of the
dynamic environment and energy-related equipment, (2)
the family of BEMS is still far from the standardization
of communication protocols and data formats, and (3)
many systems only collect and store data employing local
databases for monitoring and lack supervisory applications
(advanced control, human-machine interactions, data anal-
ysis). The dilemma attributes to the usage of supervisory
control and data acquisition (SCADA) architecture in
existing BEMS [5].

The popularity of the Internet of Things (IoT) and its
successful industrial applications provide a new perspective
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for us to deal with the dilemma above [6–8]. Utilizing the
IoT technology, a massive amount of data is aggregated
into a unified energy management platform. GÃ¼nter
Alce proposes a new concept of IoT interaction [9]. How-
ever, some challenges have arisen. How to manage big
data (transferring, storing, preprocessing, optimization,
and control under a suitable IoT framework) [10]. On
the other hand, delivering useful information to different
stakeholders based on their use is another challenge [1,
11–13]. These challenges pose new questions: what is the
complex SCADA-based BEMS framework under IoT, and
how to build it? On top of these, what are suitable control
strategies for achieving optimal BEMS performance?

Numerous studies have proven that an advanced con-
trol strategy could significantly reduce energy use and alle-
viate greenhouse gas emissions, see, e.g., [14–16]. However,
many buildings currently adopt rule-based control (RBC)
with limited energy-saving capabilities [17–19]. Many stud-
ies have proved that the building sector can significantly
benefit from replacing the current RBC for more advanced
control strategies like model predictive control (MPC) [18].
MPC’s perfect performance is achieved by accounting to
minimize consumed energy and maintain high comfort
indexes while considering physical constraints, weather
forecasts, and building dynamics. In recent years, many
energy-efficient MPC approaches have been validated to
control the building systems [20–24]. Despite these tries,
RBC-based control remains business as usual in the build-
ing sector. A key factor prohibiting this technology transfer
to the commercial sector is the cost, time, and effort associ-
ated with capturing first-principle-based dynamical models
of the building. Also, a gap always exists between the mod-
eled and the real building, and the domain expert must
then manually tune the model to match the measured data
from the building [25, 26].

An alternative approach for implementing MPC is
using control-oriented data-driven predictive models. In
the literature, this approach is called data predictive control
(DPC) [25]. In [27, 28], the authors proposed MPC closed-
loop optimization strategies based on neural networks
(NN) for energy-saving control in buildings both in com-
mercial and residential buildings, respectively. However,
these approaches are not easily scrabbled to different types
of buildings [29]. NN is employed in the closed-loop con-
trol scheme to determine control performance indexes
instead of neural network-based system state dynamics.
Unfortunately, since NN, a nonlinear nature, the comple-
mentary MPC-based optimization problem becomes com-
putationally more demanding when the neural network’s
complexity is high.

To overcome this complexity above, the regression tree-
based approaches were employed in the literature to develop
data-driven predictive models. Authors in [30, 31] developed
RT and random forest for building control in different set-
tings. However, the simulation results demonstrated that
these models were trapped in limitations due to overfitting
and high variance [5]. In [18], a well-performing approxi-
mate MPC via machine learning has been developed based
on two multivariate regression algorithms, namely, deep

time-delay neural networks (TDNN) and regression trees
(RT) on Hollandsch Huys, which is an office building in Bel-
gium. This approach mentioned above is an advantage which
is the simplified control laws that retain comparable perfor-
mances with MPC. However, the RT-based controller scored
worse in performance than a well-tuned PID controller,
which dates back to modeling inaccuracy. To overcome the
drawbacks of previous works above, we present an ensemble
learning algorithm, called least-squares boosting (LSBoost),
which integrate multiple decision trees to produce robust
models. The residential building model data in [18] will also
be used in our simulation and validation. What is different
from prior studies is our work focus on data-driven optimi-
zation control of BEMS both in residential and office build-
ings under the IoT framework.

In this paper, we develop a data-driven energy optimiza-
tion control strategy based on an improved LSBoost under a
layered building energy IoT framework, which improves the
occupants’ comfort and reduces energy consumption. We
validate the proposed control scheme by numerical simula-
tion with two types of buildings: residential building and
office building. The work has the following contributions:

(1) We develop a novel four-tier building energy internet
architecture. This architecture is used for managing
data from both IoT devices and BEMS, by using a
cloud-based user-friendly human-machine interac-
tion interface. The motivating factor behind the
developed architecture will be elaborated details in
Section 2. The platform above can provide useful data
representations to different stakeholders (end-user,
building energy manager, and/or operator), enabling
flexibility and scalability.

(2) An optimization strategy is the first strategy pro-
posed for building energy management based on
the improved LSBoost. The LSBoost algorithm is
used to enhance the building model’s interpretability
and reduce complexity without losing accuracy. The
optimization problem takes the optimal index of
human comfort into account the constraints to
ensure a good living and office environment.

The remainder of this paper is organized as follows. A
novel building energy internet architecture is presented in
Section 2. In Section 3, two types of buildings, namely, resi-
dential and office buildings, are built. Section 4 defines the
finite receding horizon control problem with the DPC frame-
work. We compare the performance of the DPC-LSBoost
with the MPC, the TDNN, and the DPC-RT in Section 5.
Conclusions and further work are provided in Section 6.

2. Building Energy IoT System Architecture

This section describes a complex cloud SCADA-based BEMS
framework under the IoT, which is necessary for successfully
implementing DPC in public buildings.

2.1. Cloud SCADA System.When the existing SCADA-based
BEMS framework meets the IoT, the local servers will feel
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helpless against a massive amount of data. Also, the existing
SCADA-based BEMS is still far from the standardization of
communication protocols and data formats, which is unfa-
vorable for advanced control strategies implementation. We
decided to develop a cloud-based SCADA system and its eco-
system to deal with the problem above. The cloud-based
solution’s motivation is its compatibility with user-friendly
and easy access to the real data, instead of additional hard-
ware investments [32].

2.2. Four-Tire Building Energy IoT System Architecture.
The existing SCADA-based control layers in a BEMS con-
stitute three separated layers [33], and those are (1) field
layer (sensors, actuators, controllers), (2) automation layer
(signal processing, controlling, alarms activating), and (3)
management layer (system data presentation, trending,
logging, and archival). The IoT also consists of three sep-
arate layers: (1) perception layer, (2) network layer, and
(3) application layer. However, we introduce a four-tire

client-server software architecture web platform consisting
of four layers: perception control layer, network transmis-
sion layer, data intelligence layer, and representation layer.

The motivation factor behind the four-tire architecture
is the complementary advantages for the SCADA architec-
ture and the IoT architecture. One of the main advantages
of using a SCADA configuration is that the control and
communication flows can be presented sequentially [5].
However, the strength of the IoT configuration is the abil-
ity of data processing in-depth. Based on the reasons men-
tioned above, we define the first 3 layers. In addition, to
make IoT data form building useful to different stake-
holders, we decide to develop the presentation layer as
the fourth layer. The idea is inspired by a building lifecycle
data management strategy in [1]. The architecture of the
IoT in the building energy system is shown in Figure 1.

(1) Perception control layer: in BEMS, this layer is
endowed with two primary functions:
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Figure 1: The overall architecture of the IoT in the building energy system.
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(a) Collecting sensor data of environment parame-
ters (such as indoor and outdoor temperature,
humidity, and wind speed), power consumption,
pressure difference, water flow, and heat

(b) Receiving control signals from the field control-
lers or executing agencies to ensure that the con-
trol objectives, i.e., heating unit refrigeration unit,
works properly.

(2) Network transmission layer: the Internet of Things
communication technology such as NB-IoT, 5G, is
utilized to ensure the sensor data upload and control
signal U transmission.

(3) Data intelligence layer: this layer consists of two sub-
layers: the data sublayer and the supervision layer.
The data collected by sensors will be filtered and
fused first, and the abnormal signals are checked to
ensure the data’s integrity and accuracy, which is
stored in the database. Then, the existing data is used
to establish the control-oriented building models.
The supervision sublayer is based on the data-
driven predictive model, according to the set optimi-
zation objectives, using the optimization control
technology developed in this paper (such as the
MPC, the DPC-RT, the DPC-LSBoost, and the
TDNN), to form the control strategy, such as ensur-
ing the building’s indoor environment control
requirements while making the building energy con-
sumption lowest.

(4) Presentation layer: the presentation layer endows two
main functions: visual programming Language
(VPL) interface and textual programming language
(TPL) interface—dashboard. The dashboard is an
information management tool for different stake-
holders, including the environmental parameters set-
ting, real-time monitoring data display, the PMV
value, and energy consumption prediction.

3. Building Modeling and Analysis

This section describes the linear time invariant (LTI) state
space model (SSM) for residential buildings used in this
study.

Firstly, the internal structure of complex building is mod-
eled. Its purpose is to accurately build the HVAC system and
internal housing structure. Moreover, the house is easily
affected by the natural environment. The disturbance of the
external environment to the building should be considered.
Common disturbances include ambient temperature, light
intensity, wind speed, humidity, and other disturbance infor-
mation so that the mathematical model can be close to the
real building.

3.1. Residential Building Modeling

3.1.1. Model Description. The building model is located in a
six-bedroom townhouse in Bruges, Belgium. The residential
building consists of 6 guest rooms, 5 windows, and 11 single

buildings with external walls. For the temperature control
system of residential buildings, the central steam furnace is
used for heating. For the building’s parameters, including
building area, room orientation, and other information,
please refer to the literature [18].

At the beginning of building the model, the Modelica
building envelope model is implemented by using idea
library, but its complexity cannot be directly used as a
state-space model. A large number of collected data are non-
linear and need to be linearized before they can be used. For
example, the heat generated by solar radiation: the equation
of sunlight transmission and absorption through windows
is highly nonlinear, so if you want to deal with it, you have
to use a nonlinear filtering algorithm. For these unprocessed
data, to remove the burr, the processing algorithm is
extended Kalman filter [34]. After linearization, the state
space expression can be constructed. For a complete descrip-
tion of building state-space expressions, please read the paper
[35]. The sampling interval for humidity, temperature, wind
speed, light, and other sensors is 15 minutes in the sensor and
control layer. Therefore, the discrete space expression is con-
structed as follows:

xk+1 = Axk + Buk + Edk, ð1aÞ

yk = Cxk +Duk: ð1bÞ
In the above equation, xk, uk, and dk, respectively, repre-

sent the state, input, and disturbance variables at time k; y is
the output variable; the model’s sampling frequency is Ts =
900 sec. The disturbance signal dk presents the heat absorbed
and the direct and diffuse solar radiation transmitted by each
window such as radiation temperature of ambient and sky
temperature, ambient temperature, and ground temperature.
Table 1 summarizes the dimensions of the building model
variables used.

3.1.2. Model Analysis. House analysis is the analysis of the
established model (SSM). From the house’s perspective,
entering a changing curve to reflect the change of the indoor
temperature of the model without the control of the control-
ler. Entering U

U50∗1348 = R6∗1348D44∗1348½ �,
R6∗1348 = 20 + 3 ∗ sin t + k ∗ tsð Þ k = 1, 2⋯ 1348ð Þ,

ð2Þ

with R6∗1348 as the input temperature input, the external
environmental disturbance as D44∗1348, k as the sampling

Table 1: Dimensions of key variables in the building model.

Notation Description Values

nx Number of states 286

nu Number of inputs 6

ny Number of outputs 6

nr Number of output references 6

nd Number of measured disturbances 44

4 Wireless Communications and Mobile Computing
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Figure 2: 14-day temperature variations of 6 rooms.
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Figure 3: 14-day temperature variations with office building.
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time, and the sampling interval as 4 hours ts = 4 ðhourÞ.
The total number of simulation days is 14 days. Two
weeks can reflect the changing trend of the model temper-
ature, so as to better design the controller. Figure 2 shows
the temperature change of 6 rooms in 14 days.

The overall trend of changes in the 6 rooms is consistent
with the gradual decrease in temperature. However, it is quite
different from the preset temperature. The maximum tem-
perature of the ROOM2 can reach 37°C, which is 10°C higher
than the other two models. The same goes for other room
temperature trends. Therefore, for the model, the stability
of the model is the most important. A major feature of the
choice of the building body model is stability and robustness.
Such a building conforms to the human habitation. And
when the controller is not added, the temperature of the
room will gradually decrease, and, finally, drop to 7°C.

3.2. Office Building Modeling

3.2.1. Model Description. The office building is modeled by
Hollandsch Huys, and the building is located in Hasselt, Bel-
gium. Hollandsch Huys represents a class of geotab buildings
[36]. Hollandsch Huys is a 5-storey building, including 3-
storey office areas located in the ground floor, first floor,
and second floor; underground garage; and top loft. When
building the office building model, considering the complex-
ity of the model and the personnel distribution, it is mainly to
build a model for the three floors of the office area. Please
refer [37] for the main parameters of relevant building
structures.

Similarly, the office building’s SSM is established by
using the method described in 3.1. The office building’s
SSM construction is consistent with that of the residential
building construction, please refer to Equations (1a) and
(1b). Compared with residential buildings, the SSM of
office buildings is more complex, and the variable dimen-
sion is higher. The dimensions of the Hollandsch Huys
building model variables nx, nu, ny, nr , and nd are 700,
20, 12, 20, and 301, respectively.

3.2.2. Model Analysis. For an excellent mathematical model,
we hope that the model we build can be applied, so we need
to simulate the established SSM and simulate the output-

Table 2: Notation and meaning of the variables used in optimization control.

Notation Units Description Control setup

x [K] Building temperatures States

y [K] Controlled temperature Outputs

r [K] Reference temperature References

u [W] Radiators heat flows Inputs

d [K,W] Temperatures, heat flows, and radiation gains Disturbances

s [K] Comfort band violations Slack variables

ub [K] Upper comfort boundary Constraints

1b [K] Lower comfort boundary Constraints

Temperature
preset

value X

Disturbance
signal d

DPC control
optimizer

Building

Output
temperature

signal Y

Estimator

Control
signal U+

−

Figure 4: Schematic representation of the building optimal control closed-loop system using the DPC controller.

Table 3: Corresponding level of CIHB index.

CIHB Level Corresponding to human feeling

>85 4
Very hot and uncomfortable

Need to protect against heatstroke

~ 85 3 Too hot; need to heatstroke prevention

~ 79 2 Hot, uncomfortable, needs to be cooled

~ 75 1 Warm, comfortable

59 ~ 70 0 Most comfortable and acceptable feeling

~ 58 -1 Cold and uncomfortable

~ 50 -2 Cold and uncomfortable. Keep warm

~ 38 -3 Very cold, keep warm, and cold protection

≤25 -4 Extreme cold, prevent frostbite
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output relationship to evaluate the established model’s qual-
ity. The input we take this time is U

U321∗1348 = R20∗1348 D301∗1348½ �,
R20∗1348 = 23 + 3 ∗ sin t + k ∗ tsð Þ k = 1, 2:::1348ð Þ,

ð3Þ

with R20∗1348 as the input temperature, external environment
disturbance asD301∗1348, k as the sampling time, the sampling
interval as 4 hours, ts = 4hours, and the total number of sim-
ulation days as 14 days. The simulation results are shown in
Figure 3.

It can be seen from Figure 3 that the SSM is constructed.
The temperature change is greatly affected by external

Require:A, B, C,D, E matrix, temperature boundary lb,wb, DPC horizon N , data set, model (select control method such as RT , LSb
oost)
Ensure:U
Step 1:Build a prediction model.
(A)Data dimensionality reduction, feature selection(Algorithm 2 and Algorithm 3).
(B)Training data to build a model.
if Model==RTthen.

Build RT model MRT .(Algorithm 4).
else if Model==LSBoostthen.

Build LSBoost model MLSBoost .(Algorithm 5).
ends
Step 2:Model optimization cossntrol.
whilek <Ndo.
(A)Calculate the uk ′ from MRT or MLSBoost:

(B)Through Equation 1, calculate yk ′.
(C)Update uk ′,yk ′.
(D)Solve Equation 5 and obtain (u∗k∣k, u∗k+1∣k,⋯, u∗k+N−1∣k).
(E)uk ⟵ u∗k∣k and k← k + 1.
end
returnU = fu0, u1,⋯, uN−1g

Algorithm 1. Building data-driven predictive control.

Require: feature vector x important features p:
Step 1:Compute the covariance matrix of the feature vector x:Σ = ð1/mÞxTx
Step 2:SVD decomposition of the covariance matrix Σ,Σ =USVT ∗U , S are the principal component coefficients and variances.
Step 3: Matrix S accounts for the proportion of total features,and call it as vi,

vi = Si,i/trðSÞ
∗trðSÞ is the trace of the matrix S.
Step 4:Select the principal component variance corresponding to the q most significant singular values,

max q s:t:∑q
i=1 vi ≤ η

Step 5:Compute the normalized contribution vj of the j-th feature xj on selected principal components.

vj =∑ jUj,1,⋯,qj/max1≤k≤nx ð∑
q
i=1 jUk,1jÞ

Step 6: The p most important features that satisfy ψ are selected,
returnp = fi ∣ vj ≥ ψ,∀∈Nnx

0 g

Algorithm 2. PCA feature selection.

Require: Perturbation matrix E in equation 1
Ensure: most important features q
Step 1:Compute the l1 norm of each column vector in matrix E, given as IODi.

IODi =∑nx
j=1 kEi,jkl1 i ∈ 1,⋯, nd

Step 2:IODi Feature normalization,
AIODi = ðIoDi/∑

nd
i=1 IoDiÞi ∈ 1,⋯, nd

Step 3:Select the disturbance feature q that satisfies the threshold ζ.
returnq = fi ∣ AIoDi ≥ ζg i ∈ 1,⋯, nd

Algorithm 3. The importance of disturbing variables (IoD).
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disturbance. As long as the input has a temperature change,
the output temperature will be severely affected. The building
model itself is a time-delay system, so the temperature of the
output will change greatly. It is difficult to output the input of
tracking. From Figure 3, The temperature of each room may
change abruptly, and either it becomes very high or very low.
This established model has a certain distance from the actual
model. However, it is still in a stable state for the entire sys-
tem. Therefore, it is necessary to design a controller for the
built house building model. The most significant purpose of
the controller is to achieve stability and stability within the
human comfort zone.

4. Data-Driven Predictive Control

The supervision sublayer design’s primary purpose is to
design the controller, which plays the role of the control
decision. Because the control effect of the designed control-
ler will directly affect the indoor temperature and human
comfort, the controller design should be deeply analyzed
from the complexity, real-time, and robustness. The more
commonly used controllers in the market should be compre-

hensively analyzed, and finally, the DPC-LSBoost controller
should be selected. Because the DPC-LSBoost controller has
a perfect explanation, the regression tree constructed is
straightforward and easy to understand, convenient for
management, and decision-making.

4.1. Control Optimization Design for Comfort Objective. In
the building energy management system, most of the
designed design controllers need to meet certain comfort
and economic practicality. Therefore, when designing the
controller, the reference input is a range instead of a specific
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(a) The importance of building disturbances in residential buildings
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Figure 5: The IoD profile on two types of buildings.

Table 4: Comparison of the disturbance features of the two
buildings.

No. of
the

original

No. of
the

(PCA)

No. of
the (E)

No. of
the

selected

Reduction
rate (%)

Residential 44 12 8 8 81.81

Office 301 14 16 12 96.01
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value, which is called the comfort zone. This paper adopts the
ISO-7730 standard [38], which specifies the upper limit of
temperature between ub ∈ ½23, 26� and the lower limit of lb
∈ ½20, 23�. Equation (4) defines the mathematical expression
of the temperature comfort zone.

lbk − sk ≤ yi,k ≤ ubk − sk, ð4Þ

with s as a slack variable, k as a time series, and yi,k rep-
resents the ith room temperature at time k. It is necessary
to ensure that the output temperature is within the com-
fort zone, so as to minimize the sk and the room energy
consumption. However, the ideal comfort and energy con-
sumption are contradictory. In order to solve this prob-
lem, the control problem is transformed into an
optimization problem. Table 2 lists the symbols and mean-
ings of variables frequently used in this section.

Figure 4 is a control structure diagram designed to solve
this optimization problem. The purpose of control is to
achieve minimum energy consumption and maximum
human comfort, which involves two variables: the control
signal U and the output temperature Y . In summary, Equa-
tion 5 established an optimization function.

minu0,⋯,uN−1
〠
N−1

k=0
Qs skk k22 +Qu ukk k22
� �

, ð5aÞ

s:t:xk+1 = Axk + Buk + Edk, k ∈NN−1
0 , ð5bÞ

yk = Cxk +Duk, k ∈NN−1
0 , ð5cÞ

lbk − sk ≤ yk ≤ ubk − sk, k ∈NN−1
0 , ð5dÞ

x0 = x tð Þ, ð5eÞ
d0 = d tð Þ, ð5fÞ

59 + 3 · 2
ffiffiffi
v

p
− 32 − 0:143 + 0:143RH

0:81 + 0:143 + 0:143RH

≤ yk ≤
70 + 3:2

ffiffiffi
v

p
− 32 − 0:143 + 0:143RH
0:81 + 0:99RH

,
ð5gÞ

with Nb
a = fa, a + 1,⋯, bg as a set of integers, and xk,uk,yk

and dk represent state, input, output, and disturbance var-
iables, respectively. The prediction range is N , and k is the
k-th moment in the prediction range. (5b) and (5c) are the
time-invariant state space expressions of the building (5d).
The lower boundary lbk and the upper boundary ubk are
taken into consideration. (5g) introduces the popular
Comfort Index of Human Body (CIHB) in recent years
[39] and divides it into 9 levels to evaluate comfort
Table 3. The index also considers the effects of average
temperature, relative humidity and wind speed on human
comfort. Equation (6) is shown below.

CIHB = 1:8y − 0:55 1:8y − 0:26ð Þ 1 − RHð Þ − 3:2
ffiffiffiffi
V

p
+ 32

ð6Þ

with y as the average temperature °C, RH as the average
humidity (%), and V as the wind speed ðm/sÞ. According
to Table 3, comfort level 0 is the most liveable environ-
ment for the human body. The CIHB index should be
the most reasonable at 59 ~ 70, which is converted into
an inequality (5 h) about temperature, to construct a con-
straint (5e). Limit the maximum and minimum bound-
aries of the control signal uk. (5f) and (5g) set the initial
parameters. (5a) indicates that the objective function
finally constructed by the optimization problem outputs
a sequence u0, u1,⋯, uN−1 under the influence of 7 con-
straints, so that the output control amount is minimized,
the objective function ∥·∥22 represents the square of the sec-
ond norm, sk is a slack variable, uk is a control variable,
Qs represents the weight of human comfort, and Qu repre-
sents the weight of energy consumption. The weighting
matrices Qs and Qu are given as positive definite diagonal
matrices. Set it to Qs/Qu = 107. The first term in the objec-
tive function is the square with the lowest degree of com-
fort violation, and the second term is the square with the
lowest energy consumption.

The architecture of DPC is shown in Algorithm 1. The
DPC-LSBoost is a DPC algorithm with the LSBoost model.
The DPC-RT is a DPC algorithm with the RT model.

4.2. Feature Selection. This section proposes a simple and
systematic approach for the efficient feature selection
(FS) of predictive models in the context of building energy
control applications. Because the method introduced in
this section is versatile, it can be used to identify and
select the most relevant variables in a dynamic building
model, reducing model complexity, or reducing the cost
of sensing equipment in practice. For current building
data, feature selection based on principal component anal-
ysis (PCA) is first proposed. The simplicity and the PCA
algorithm efficiency are well known, so we choose the
method described in [40] to perform feature selection on
the dataset we build. Algorithm 2 shows the PCA feature
selection progress.

xi ≤ ti

xj ≤ tj xj > tj

xi  > ti

R1 R2 R5

R4R3

Figure 6: After dividing the regression tree twice, we get 5 sets
R1,⋯, R5.
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Now, we consider that there are N sets of observations in
a data set, and each set of observations contains s features and
n outputs, written as a mathematical expression as follows:

xi ≔ xi1, x
i
2,⋯, xis

� �
∈ Rs

yi ≔ yi1, y
i
2,⋯, xin

� �
∈ Rn

i ∈ 1, 2,⋯,Nf g
: ð7Þ

The xi shown in Equation (7) encapsulates all parameters
that change over time, for example, the current state quantity
xðtÞ, the current and future disturbance variable dðtÞ,⋯,
dðt + kTsÞ in Equation 1, and comfort boundary signals l
bðtÞ,⋯, lbðt + kTsÞ and ubðtÞ,⋯, ubðt +NTsÞ. Among
them, the feature selection for disturbance is mainly con-
sidered in the degree of influence of the disturbance vari-
able dt on the system. Among them, the feature selection
of the disturbance is mainly considered to the degree of
influence of the disturbance variable dt on the system.

In algorithm 2,the data variables have a large dimension,
so the PCA feature selection is utilized to reach a more
appropriate dimension, and the accuracy thresholds η =
0:99 and ψ = 0:99 are chosen.

Then, with the house disturbance model, the matrix E of
the LTI model constructed in Equation 1 considers the dis-
turbance’s influence on the system.

Figure 5 shows the impact of construction disturbance
both in residential and office buildings. The higher the index
of AIODi means the higher impact of the disturbance on the
system performance.

Therefore, from the above two types of algorithms, the
most relevant features can be filtered, and the intersection
of the two sets is taken as the FS that is finally selected.

FS = p ∩ q, ð8Þ

where p is the important feature set, and q is the important
disturbance set.

So, the distribution features of the models can be
obtained, as shown in Table 4. The features of residential
buildings and office buildings are 81.81% and 96.01%, respec-
tively. It is shown that the more features mean better results
using this feature selection method. It also means that many
of these features are redundant.

4.3. Design of the DPC-RT Controller. This section focuses on
the prediction modeling of multiple output regression tree.
Because of a lot of advantages of the regression tree, the con-
troller adopts a very representative The controller adopts a
very representative regression tree method in machine learn-
ing because of the RT advantages. Tree method in machine
learning. The regression tree, as the name implies, is to use
tree model to do regression problems, and each leaf will out-
put a prediction value. The predicted value is generally the
mean value of the output of the training set elements con-
tained in the leaf,

ym = ave yi ∣ xi ∈ leafm
� �

, ð9Þ

with ym as the predicted output value of the m-th leaf. When
xi ∈ leafm, the training set outputs yi. ave means averaging.

The nodes of the tree split are shown in Figure 6. With
each split, the regression tree divides the current data set into
two subsets. For example, in i-th divided nodes, the left
branch tree RL contains data divided by xi ≤ ti, and the right
branch tree RR contains data divided by xi > zi. Then, the
optimal segmentation point of each node is determined by
minimizing the sum of the mean square errors of the two
branches. The equation is

xk, tkð Þ = argmin 〠
i∣xi∈RLf g

yi1 − �yL
� �2 + 〠

i∣xi∈RRf g
yi1 − �yR
� �2,

ð10Þ

with �yL, �yR ∈ R, respectively, that represents the average out-
put of all points of the left branch tree RL and the right
branch tree RR and finds the smallest xk corresponding tk
by traversing in sequence. In this way, we can introduce the

Require: Data in Equation (7) and a Loss Function Equation (11)
Ensure:Tmin

Step 1:Using Equation (11) to recursive binary splitting makes a large tree T0 on the training data.
Step 2:Use K-fold cross-validation to choose best tree.
For k =1,...,K:
Apply cost complexity pruning(prune) to the large tree in order to obtain a sequence of best subtrees, as a function of α.
end
Step 3:After k-th fold, An optimal tree Tiin is selected.Tmin = argmin

Tk

αk, k = 1,⋯, K

returnTmin

Algorithm 4. Regression tree algorithm.

Ensemble
learning

Bagging

Boosting

Random
forest

Gradient
descent tree

Figure 7: Ensemble learning classification.
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xi≤ ti

xj ≤ tj xj > tj

xi> ti xi≤ ti

xj ≤ tj xj> tj

xi > tiF0 (x)

F1 (x)

FM (X)

Weak learner 1 Weak learner M

Figure 8: Schematic representation of the LSBoost model.

Require: Data fðx, yÞgni=1 and a Loss Function Lðyi, FðxÞÞ
Ensure: FMðxÞ

Step 1:Initialize model with a constant value:
Step 2:for m=1 to M:
(A) Compute
rim = −½∂Lðyi, FðxiÞÞ/∂FðxiÞ�FðxÞ=Fm−1ðxÞ for i = 1,⋯, n
(B) Fit a regression tree to the Rim values and create terminal regions Rim for j = 1⋯ Jm.
(C) For j = 1⋯ Jm compute
γim = argmin

γ
∑xi∈Rij

Lðyi, Fm−1ðxiÞ + γÞ
(D) Update

FmðxÞ = Fm−1ðxÞ + v∑Jm
j=1 γimIðx ∈ RjmÞ

Step 3:
return FMðxÞ

Algorithm 5. LSBoost algorithm.

Table 5: Complexity comparison of multiple methods.

PCA RT LSBoost IOD DCP-RT DCP-LSBoost

Time complexity O kndð Þ O n log nð Þdð Þ O n log nð Þdkð Þ O n2ð Þ O n log nð Þdkð Þ O n log nð Þdð Þ
Spatial complexity O knð Þ O Dð Þ O Dkð Þ O ndð Þ O kn + dk + ndð Þ O kn + nd +Dð Þ

Figure 9: A snapshot of the developed building energy management system (the building image data source: [18]).
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weight matrix Q ∈ Rn∗n and introduce it into the quadratic
optimization function as an adjustable parameter.

xk, tkð Þ = argmin 〠
i∣xi∈RLf g

yi − �yL
� �T

Q yi − �yL
� �

+ 〠
i∣xi∈RRf g

yi − �yR
� �T

Q yi − �yR
� �

:
ð11Þ

Both Equation (10) and Equation (11) provide two solu-
tions to get the optimal ðxk > tkÞ. The more times the tree is
split, the more accurate the result. In terms of (9) and (10),
the end conditions for building a tree are the same.

The process described above may produce good predic-
tions on the training set but is likely to overfit the data, lead-
ing to poor test set performance. A smaller tree with fewer
splits (that is, fewer regions R1,⋯, Rm) might lead to lower

Table 6: Machine learning parameters and dimension overview.

Notation Variable description ML setup
Residential dimensions Office dimensions

RT and LSBoost TDNN RT and LSBoost TDNN

~x Training input All features 27 36 41 62

y Output Selected features 6 6 12 12

lb Comfort zone lower border Selected features 1 1 1 1

~d Disturbance Selected features 8 8 12 12

t Time Transformed features 3 3 3 3

u Training output/training output Targets 6 6 20 20
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Figure 10: Comparison of the investigated temperature control performance in ROOM6.
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variance and better interpretation at the cost of a little bias.
Therefore, a better strategy is to grow a very large tree T0
and then prune it back in order to obtain a subtree. Intui-
tively, our goal is to select a subtree that subtree leads to the
lowest test error rate.

Tmin = min 〠
∣T∣

m=1
〠

i:xi∈Rm

yi − �ym
� �2 + α Tj j: ð12Þ

For each value of α, there corresponds a subtree T ∈ T0
such that is as small as possible. Here, ∣T ∣ indicates the num-
ber of terminal nodes of the tree T , Rm is the rectangle (i.e.,
the subset of predictor space) corresponding to the mth ter-
minal node, and ym is the predicted response associated with
Rm-, that is, the mean of the training observations in Rm. It
turns out that as we increase α from zero in prune, branches
get pruned from the tree in a nested and predictable fashion,
so obtaining the whole sequence of subtrees as a function of α
is easy. This process is summarized in Algorithm 4.

In short, when the data set is a continuous variable, the
objective function of the optimal segmentation of each input
feature is determined firstly. And then the input element with

the lowest cost is used as the segmentation variable. In this
way, we obtain the tree model Tmin from Algorithm 4.

4.4. Design of the DPC-LSBoost Controller. Although the
regression tree has the advantages of faster training and pre-
diction speed, it is also good at obtaining the nonlinear rela-
tionship in the dataset; however, it still suffers from
regression tree’s poor scalability that needs to be solved. We
change the regression tree structure from a single tree to mul-
tiple trees, enhancing the system’s stability and robustness.
Figure 7 illustrates that the enhanced tree belongs to the
branch of ensemble learning and includes two types of boost-
ing and bagging. The main focus is on reducing bias. The lat-
ter is mainly about reducing variance. Representative
learning algorithms are random forest and gradient descent
tree. The full name of LSBoost is least-squares boosting
which is a boosting algorithm in ensemble learning. It
inherits the advantages of regression trees and is developed
on the classification and regression tree (CART) algorithm.
Actually, a regression tree is a weak learner.

The LSBoost is an improvement on the gradient boosting
decision tree (GBDT) algorithm. It has been improved from a
previous classification algorithm to a regression algorithm.
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Like other boosting trees, LSBoost is training hundreds or
thousands of weak learners like CART and iteratively updates
the error and eventually becomes a strong learner, which is
also the advantage of ensemble learning. Namely, each tree
is part of the training of the current optimal. All the optimal
are combined to build the strongest integrated tree. The sche-
matic description of the LSBoost model is shown in Figure 8.

The difference between LSBoost and GBDT is that GBDT
chooses to use the Gini index when the tree splits nodes,

while LSBoost uses the minimum error square as the loss
function at the tree split nodes as shown in Equation (13).

L yi, F xð Þð Þ = 1
2

yi − F xið Þð Þ2, ð13Þ

with xi that represents the i -th set of feature data in the
training set, xi as the observation value corresponding to
xi in the training set, and FðxÞ as the current prediction
data. The loss function setting here is not fixed. The
degree of fit can be checked through the trained data, eval-
uate through some indicators, such as R-square and RMSE,
and choose a suitable loss function for the current data.

LSBoost uses Equation 13 as a loss function to facilitate
the data differentiation, simplify operations, reduce compu-
tational complexity, and reduce training time. For the entire
system, it speeds up the system response and enhances
robustness. Therefore, the constructed LSBoost algorithm is
as follows.

Algorithm 5 shows the method of constructing the
LSBoost controller by training on the data set. The input
training data is the same as Equation (7), the number of
trainings is M times, the loss function uses Equation (13),
and the second step (B) is the RT weak learner established.
v is the learning rate, ranging from 0 to 1, with a default value
of 0.1. Finally, the prediction value FMðxÞ afterM trainings is
output.

4.5. Algorithm Complexity Analysis. The algorithm complex-
ity can reflect the actual operation of the algorithm, which is
divided into time complexity analysis and space complexity
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Figure 13: Selected most relevant external disturbance signals (8 signals).

Table 7: Detailed description of the disturbance signal.

Variable Unit Disturbance description

D1 W½ � Direct sunlight in horizontal plane

Weight sun radiation

D2 K½ �
Temperature between ground

and sky temperature 1

Weight sun radiation

D3 K½ � Temperature between ground
and sky temperature 2

D4 [W/m2]
Direct sun radiation on vertical

surface with orientation 3

D5 [W/m2]
Diffuse sun radiation on vertical

surface with orientation 3

D6 [W/m2]
Direct sun radiation on vertical

surface with orientation 4

D7 [W/m2]
Direct sun radiation on vertical

surface with orientation 5

D8 K½ � Ambient temperature
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analysis. For this reason, the DPC based on Algorithm 1 is
used to analyze the influence of RT and LSBoost algorithms
on the system. Table 5 shows the comparative analysis of
time complexity and spatial complexity in multiple methods.

D means the maximum depth of tree. n means the num-
ber of samples in the training set. d means the dimension of
the data. k means the number of principal components.

5. Simulation and Verification

The Internet of Things platform used in this simulation
experiment is a network service platform built by Nod-
RED, MQTT broker, and other tools. Figure 9 demonstrates
the current operation state, such as real-time sensor data dis-
play, energy consumption prediction curve, and log.

In this section, the case study’s simulation results for
indoor temperature control and energy consumption of res-
idential buildings and office buildings for 15 days are demon-
strated. We mainly focus on validating the proposed control
strategies’ performance for all investigated controllers (the
TDNN, the MPC, the DPC-RT, and the DPC-LSBoost).
The simulation objects selected this time are residential
buildings (Section 3.1) and office buildings (Section 3.2).
Based on the feature selection introduced in Section 4.4, we
construct the reduced feature space ~x dimension of the
LSBoost model and the RT model to participate in training,
following Equation (14).

ny + 2 n~r + n~dð Þ + nt , ð14Þ

with ny as the number of output variables, and nt as time con-
verted into three sinusoidal signals with different frequencies,
which correspond to days, weeks, and months, respectively.
n~r is the reference input, and n~d is the number of disturbance
signals after feature selection. An overview of control vari-
ables and machine learning parameters is given in Table 6.

For the residential building, the dimension of ~x is calcu-
lated by Equation (14): ∗ny = 6, n~r = 1, n~d = 8,and nt = 3.
For the office building, the dimension of ~x is calculated by

Equation (14): ∗ny = 12, n~r = 1, n~d = 12,and nt = 3. More-
over, the reference input lb and the disturbance d at the cur-
rent time and the next time are required during training. For
more details, please see Table 6.

TDNN consists of one input layer, two hidden layers, and
one output layer. Set the delay parameterN = 22, iterate 1000
times, and learn rate α = 0:01. The main parameter of MPC is
to set prediction horizon N = 22. For ideal training results,
the dataset is divided into training set, validation set, and test
set, which are 80%, 10%, and 10%, respectively.

5.1. Residential Building Simulation Analysis. This section
presents the simulation results for a 6-room residential build-
ing’s performance validation with the investigated control-
lers. The closed-loop profiles of 15 days are chosen from
the simulation test. To clearly show the control effects of
the building, ROOM6 is selected as the control object to ana-
lyze the temperature control and energy consumption, and
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Figure 14: Comparison of total power consumption with the investigated controllers.

Table 8: Performance comparison of multiple controllers in the
residential building.

Methods
Heating
cost

(kWh)

Cooling
cost

(kWh)

Total
cost

(kWh)

PMV
viol (-)

Prediction
time (s)

MPC 658.15 0 658.15 0 81.6

TDNN 660.67 1.29 661.96 1.2 11.6

DPC-
RT

613.68 0 613.68 0.02 9.9

DPC-
LSBoost

583.02 0.02 583.05 0 9.6

Table 9: Performance comparison of RMSE, R-square, and mean
error for the RT and the LSBoost in the residential building.

RMSE R-square Mean error

DPC-RT 0.0088 98.51% 52.1883

DPC-LSBoost 0.1244 99.99% 38.97
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the results are shown in Figures 10 and 11. The other rooms
have similar behavior.

Figure 10 shows the comparison of temperature control
effects with different control actions in ROOM6. It can be
seen that both the MPC and the DPC-LSBoost have better
control performance than the others. Under the MPC con-
troller’s action, the reference room temperature is well
tracked. The temperature obtained by the TDNN fluctuates
greatly, especially from the tenth to the thirteenth day. The
control effect obtained by the DPC-RT is relatively general.
Temperature changes abruptly on the first day, and there
are more burrs in the waveform, but they will still closely fol-
low the input. With the DPC-LSBoost, room temperature
can be tracked well, make up for the DPC-RT’s shortage,
and achieve a good control effect. Under the MPC control-
ler’s action, the temperature change in the room is very
smooth, and the temperature difference is small. The refer-
ence room temperature is well tracked to achieve a good con-
trol effect.

Figure 11 shows the effects of the investigated controllers
with energy consumption. It can be seen that the DPC-
LSBoost has the lowest energy cost.

Figure 12 shows the temperature and energy consump-
tion of 6 rooms under the DPC-LSBoost control method. It
can be found that the system will adjust the controller to
varying degrees according to the state of the room. Com-
pared with the second and sixth rooms, the first room will
spend much energy stabilizing the temperature. Through this
kind of fine management and control, each room’s tempera-
ture can be controlled independently.

The indoor temperature changes are greatly affected by
external disturbances. For the investigated residential build-
ings, there are a total of 44 external disturbances. Through
the feature selection, the eight most relevant features are
selected. Figure 13 shows the eight disturbances profiles.
Three of them are the external ambient temperature (K),
and five are the effects of solar radiation on various rooms
in the house. The abscissa is a time interval of 15 days, a total
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of 1440 time samples. Table 7 describes the specific informa-
tion of the eight disturbances D1-D8.

For power consumption, a holistic analysis is required.
Figure 14 shows the comparison results of the total power con-
sumption of the four controllers for 15 days. Figure 14 shows
that the TDNN consumes the most energy, followed by the
MPC and the RT, and the lowest energy consumption is the
DPC-LSBoost. The detailed comparison results are shown in
Table 8. Power consumption is analyzed from five dimensions:
heating cost (kWh), cooling cost (kWh), total cost (kWh),
PMV, and prediction time (s). It can be seen from the table
that the overall power consumption of the DPC-LSBoost is

the least, which is reduced by 78.909kWh compared to the
TDNN, and the overall energy consumption is reduced by
11.92% compared to the TDNN. With the prediction time,
the DPC-LSBoost has the shortest time cost. The quantitative
comparison of RMSE, R-square, and mean error for model
accuracy is summarized in Table 9. It is observed that the
DPC-LSBoost has the better model fitting capability.

5.2. Office Building Simulation Analysis. The analysis
methods for office buildings and residential buildings are
consistent. However, the temperature setting is between
20°C and 22°C in the office building.
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Figure 17: Selected most relevant external disturbance signals (12 signals).

Table 10: Detailed description of selected disturbance features.

Variable Unit Disturbance description

D1 [W/m2] Direct sun radiation on vertical surface with orientation 1

D2 [W/m2] Diffuse sun radiation on vertical surface with orientation 1

D3 [K] Weight sun radiation temperature between ground and sky temperature 1

D4 [W/m2] Diffuse sun radiation on vertical surface with orientation 2

D5 [K] Weight sun radiation temperature between ground and sky temperature 2

D6 [W/m2] Direct sun radiation on vertical surface orientation 3

D7 [W/m2] Diffuse sun radiation on vertical surface with orientation 3

D8 [K] Weight sun radiation temperature between ground and sky temperature 3

D9 [W/m2] Direct sun radiation on vertical surface with orientation 4

D10 [W/m2] Diffuse sun radiation on vertical surface with orientation 4

D11 [W/m2] Direct sun radiation on vertical surface with orientation 5

D12 [W/m2] Diffuse sun radiation on vertical surface with orientation 6
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Similar to residential buildings, the TDNN, the MPC, the
DPC-RT, and the DPC-LSBoost methods are used for com-
parative simulation verification. We chose ROOM9 as the
control object. The 15-day comparison results are shown in
Figures 15and 16.

Figure 15 shows the room temperature controlled by all
control strategies. The tracking effect is not desirable from
the results, although they are all within the comfort zone.
Figure 16 shows the energy consumption comparison of the
four control methods. It is also found that the daily energy
consumption of the MPC and the TDNN is relatively high,
but the temperature change is not large, and even there is a
certain energy loss due to the DPC-RT algorithm’s single tree
structure, which contributes to the control satisfaction viola-
tion. The DPC-LSBoost controller consumes the lowest daily
energy and makes the room temperature more stable with lit-
tle fluctuation.

The indoor temperature change shown in Figure 3, which
is greatly affected by external disturbances. The 12 most rel-
evant features are selected from 301 external disturbances
by FS for the investigated office buildings. Figure 17 below
shows the 12 perturbed features. Three of them are outside
ambient temperature (K), and there are 9 solar radiation
effects on each room. Table 10 gives detailed information
on the 12 interferences D1-D12.

Figure 18 shows the total power consumption with the
investigated controllers. The TDNN and the MPC almost
have similar control profiles with a higher peak value of the
curve, especially from the tenth day, the power consumption
began to soar, and the power consumption reached its peak
in 12 days. Table 11 shows the comparative analysis of the
control energy consumption and predicted time of the four
controllers. It is found that the TDNN has the highest energy
consumption, which is as high as 740.89 kWh. Compared
with the TDNN, both the DPC-RT and the DPC-LSBoost
are reduced significantly, which are 582.87 kWh and
515.61 kWh, respectively. It can be seen from the table that
the overall power consumption of the DPC-LSBoost is the
least, which is 225.28 kWh reduced compared to the TDNN,
and the overall energy consumption is reduced by 30.4%
compared to the TDNN. From the 15-day simulation test,
the DPC-LSBoost takes the shortest prediction time compar-
ing with other algorithms.

The quantitative comparison with three indicates
(RMSE, R-square, and mean error) is demonstrated in
Table 12. The same conclusion is achieved that the LSBoost
has the better model fitting capability.

6. Conclusion and Prospect

This paper reports an innovative study combining the data-
driven predictive control strategy with a complex cloud
SCADA-based building energy management platform, which
attempts to standardize communication protocols and data
formats and further implement advanced control strategies.
The platform also provides useful data representations to
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Figure 18: Comparison of the investigated controllers with respect to the total energy consumption.

Table 11: Performance comparison of multiple controllers in the
office building.

Methods
Heating
cost

(kWh)

Cooling
cost

(kWh)

Total
cost

(kWh)

PMV
viol (-)

Prediction
time (s)

MPC 713.37 0.02 713.39 0 302.2

TDN 728.31 12.58 740.8 0 9.2

DPC-
RT

582.86 0.0 582.87 0 8.7

DPC-
LSBoost

514.2 1.41 515.61 0 7.5

Table 12: Performance comparison of RMSE, R-square, and mean
error for the RT and the LSBoost in the office building.

RMSE R-square Mean error

DPC-RT 0.9877 93.68% 17.8487

DPC-LSBoost 0.0328 99.99% 0.8229
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different stakeholders (end-user, building energy manager,
and/or operator), enabling the platform flexibility and
scalability.

We present two algorithms, based on RT and LSBoost, to
create control-oriented models for the DPC. Moreover, an
efficient feature selection method, which depends on the
principal component analysis and the importance of distur-
bance variables, is leveraged to decrease the model’s dimen-
sion and further alleviate the DPC optimization problem’s
complexity. We then apply the DPC to two different case
studies for energy consumption in residential and office
buildings. The numerical simulation shows that the DPC-
LSBoost provides lower energy consumption while maintain-
ing the required thermal comfort compared to the MPC, the
TDNN, and the DPC-RT. With the same environmental
comfort demand, compared with the TDNN, the peak power
consumption with the DPC- LSBoost can be reduced by
11.92% and 30.4%, even compared to the DPC-RT 4.99%
and 11.54% that are achieved. These advantages make the
DPC-LSBoost an attractive tool for large-scale cyber-
physical energy systems to reduce energy consumption. Also,
in the context of prediction time, comparing with the MPC,
the prediction time of the DPC-LSBoost is reduced by 72 s
and 294.7 s, respectively.

Future work will focus on the combination of IoT with
DPC (IoT-DPC), which will apply to more complex build-
ings. IoT-DPC applications are not limited to building
energy management and include critical infrastructures such
as water supply networks, district heating, and cooling.

Data Availability

(1) The building data of Hollandsch Huys is shown in chap-
ter 2 of the report from the links as https://lirias.kuleuven.be/
retrieve/453505 and https://github.com/drgona/BeSim/tree/
master/buildings/HollandschHuys, and (2) the building data
of the residential building is in the third chapter of this paper,
linked as https://www.sciencedirect.com/science/article/pii/
S0306261918302903 and https://github.com/drgona/BeSim/
tree/master/buildings/Reno.
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With the development of the technology, the wireless systems are becoming more heterogeneous with the introduction of various
power nodes including femtocells, relays, or distributed antennas. Among the research of wireless network performance, the meta
distribution of the signal-to-interference ratio (SIR) has attracted significant attention. Compared to the standard success
(coverage) probability, the meta distribution provides much more fine-grained information about the network performance. In
this paper, we analyze the meta distribution of the SIR in the multi-tier heterogeneous and hybrid networks, where each tier is
based on a homogeneous independent Poisson point process model. For the open tiers (the users can associate with any tier)
and the closed tiers (the users can only associate with a certain tier), we study the bth moment of the conditional success
probability for the typical user and give the beta approximation of the meta distribution from analysis and simulations.
Furthermore, we analyze the per-link rate control for open tiers and closed tiers, which answers the question: “how to set the
SIR threshold to meet a target reliability?”. We give the approximate value of the SIR threshold to meet a target reliability and
show how the value is related to the path loss exponent and densities.

1. Introduction

1.1. Motivation. The developing technology makes the wire-
less communication influence more and more on the daily
life of human beings. In 5G, the objective of the wireless tech-
nology is to support three generic services with vastly hetero-
geneous requirements: enhanced mobile broadband (eMBB),
mass machine-type communications (mMTC), and ultra-
reliable and low latency communications (URLLC). Under
such a background, the structure of the network is becoming
more and more heterogeneous. Meanwhile, direct communi-
cation between mobile devices can save transmit power and
help utilize the network resources more efficiently, such as
the device-to-device (D2D), machine-to-machine (M2M),
and vehicle-to-vehicle (V2V), which makes the network
more hybrid. A modern wireless network usually consists of
some open tiers of nodes that can be accessed by users
through its association rule, such as the heterogeneous cellu-
lar networks (HCNs), and some closed tiers that users are
served only by partial tiers, such as some direct communica-
tions. More heterogeneous and hybrid is becoming one of the

characteristics of the future wireless networks. In this paper, a
heterogeneous network with the direct communications is
called a het-hybrid network.

The conventional SIR analysis or the mean success
probability provides limited information about the network
performance [1]. It is defined as the complementary cumula-
tive distribution function (CCDF) of the SIR evaluated at the
typical link. Such a performance metric is merely a macro-
scopic quantity by averaging the conditional success proba-
bility (CSP) PsðθÞ ≜ℙðSIR > θ ∣ΦÞ over the underlying
point process Φ. Hence, it provides no information about
the difference between links. It cannot answer such questions
as “How are the link reliability distributed among users in
different tiers ?” or “What is the reliability level that the ‘5%
user’ can achieve in each tier?”. To obtain a fine-grained infor-
mation on the SIR performance, the notion of meta distribu-
tion, as the distribution of CSP was introduced in [2]. The
concept characterizes the distribution of the CSP of the indi-
vidual links given the point process and is widely researched
in many network scenarios, such as the cellular networks [3–
5], the HCNs [6–9], the millimeter wave networks [10, 11],
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the large-scale non-orthogonal multiple access (NOMA) net-
works [12], the dual-hop Internet-of-Things (IoT) networks
[13], and the ultra-dense networks [14].

In this paper, we mainly investigate the SIR meta distri-
bution in the het-hybrid networks that consist of open tiers
and closed tiers, to get a fine-grained analysis on the success
transmission probability and analyze the rate control based
on the SIR meta distribution.

1.2. Related Work. The meta distribution of the SIR has been
applied to different scenarios since it was formally formu-
lated in [2]. For instance, [3] focused on the SIR meta distri-
bution in cellular networks with fractional power control.
Some bounds, the analytical expression, the mean local delay,
and the beta approximation of the meta distribution were
provided. Recently, the joint meta distribution of the SIR at
different locations and its applications to physical layer
security and cooperative reception were studied in [4]. And
for moving networks, the SIR meta distribution was
researched in [5], which demonstrated that the moving BSs
can reduce the variance of users while keeping the mean
success probability constant.

The SIR meta distribution of k-tier downlink HCNs with
cell range expansion was researched in [6], where the bth
moments of the CSP for each tier and for the entire network
were derived, and the metrics including the mean success
probability, the variance of the CSP, the mean local delay,
and the asymptotic SIR gains of each tier were also obtained.
The SIR meta distribution in HCNs with base station cooper-
ation was researched in [7], where the meta distribution in
HCNs with downlink coordinated multipoint transmission/-
reception (CoMP) was derived. For the HetNet, [8] derived
the meta distribution of the downlink SIR in a Poisson cluster
process-based model. And for the general cellular networks,
[9] provided the AMAPPP (approximate meta distribution
analysis using PPP) in the SIR meta distribution analysis to
obtain the meta distribution of an arbitrary stationary and
ergodic point process from the meta distribution of the
Poisson point process (PPP).

The meta distribution of the SINR and the data rate for
millimeter wave (mm-wave) D2D networks were derived in
[10], where the approximation by using higher moments of
the conditional SINR distribution was also proved to be effec-
tive. Using stochastic geometry tools, [11] analyzed the meta
distributions of the downlink SIR/SNR and data rate of the
typical device in a cellular network with coexisting sub-
6GHz and mm-wave spectrums. The meta distribution and
moments of the conditional success probability (CSP) in
large-scale NOMA networks were studied in [12], where a
tractable framework was developed to analyze both the
uplink NOMA and downlink NOMA. The meta distribution
of the downlink SIR attained at a typical device in a dual-hop
IoT network was characterized in [13], where the IoT device
associates with either a serving macro base station for direct
transmissions or associates with a decode and forward relay
for dual-hop transmissions. For ultra-dense networks, [14]
studied the meta distributions of SIR in a near-optimally
short, perfect, Euclidean distance edge-weighted, bipartite
matching between two binomial point processes, to obtain

a bipartite Euclidean matching and investigate the reliability
of communication. For the SIR meta distribution of D2D
communication underlaying cellular wireless networks, [15]
derived the moments of the conditional SIR distribution to
calculate analytical expressions and the mean local delay of
the typical receiver.

Another important application of the SIR meta distribu-
tion or the rate control was considered in [16]. From [16], the
per-link reliability and rate control were proved to be the two
facets of the SIR meta distribution.

The work mentioned above considered the SIR meta
distribution either in a single tier or a hybrid network, or in
a heterogeneous network with only open tiers. The SIR meta
distribution of the multi-tier heterogeneous network with
hybrid structure has not been covered yet.

1.3. Contributions. In this paper, we focus on the heteroge-
neous and hybrid network that consists of open tiers and
closed tiers and analyze the SIR meta distribution under
Rayleigh fading to provide a fine-grained analysis on the
network performance. Specifically,

(i) We derive the bth moments of the CSP for both the
open tiers and the closed tiers. We find the open tiers
and closed tiers make different effects on the bth
moment of open tiers, while they impact the bth
moment of the closed tiers in the same way.

(ii) We give the beta approximation for the SIR meta
distribution by matching the first and second
moments of CSP for the open tiers and closed tiers.
The simulations show that the beta distribution is
an effective approximation in the het-hybrid
networks.

(iii) We analyze the mean local delay for the users of
open tiers in a het-hybrid network based on the b
th moments of the CSP.

(iv) We study the rate control by setting the SIR thresh-
old to meet a target reliability and derive the approx-
imate values of SIR threshold for open tiers and
closed tiers. We find that the path loss exponent
affects the SIR threshold settings differently in open
tiers and closed tiers.

2. System Model and Method

2.1. Network Model. The het-hybrid network is modeled as a
K-tier ðK ≥ 1Þ wireless network where each tier consists of
the transmitting nodes of a particular class. The nodes across
tiers may differ in terms of the transmit power, the sup-
ported data rate, and their spatial density. We assume that
the transmitting nodes of the ith tier are spatially distributed
as an independent PPP Φi with density λi, and transmit
power Pi. All transmitting nodes are active, and we do not
consider any cooperation between the transmitters.

All tiers are classified into open tiers and closed tiers. The
open tiers mean a group of (≥1) tiers of transmitting nodes
that can be accessed openly by users through the association
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rule, also named as open group. In this paper, we consider the
downlink performance and the average strongest signal asso-
ciation rule in open tiers. Hence, a transmitter from any open
tier can be the signal provider only if it can provide the aver-
age strongest signal. There is no need to distinguish the users
of each open tier, since they can connect to the arbitrary tier
of the open group. The corresponding users of the open tiers
are called open users and are assumed to be distributed as an
independent PPP.

Each closed tier means a single tier of transmitting nodes.
The corresponding users can only associate with the single
tier of transmitters, which seems like this tier is closed to
other tiers. Moreover, each transmitter is assumed to have a
dedicated receiver located at a fixed distance in a random
direction in our assumption, such as some direct communi-
cations [15, 17]. In such cases, the transmitters and receivers
of the closed tier form a Poisson bipolar network. Although
in many bipolar networks, the transmitters are active with a
probability, here, we only consider the active transmitters at
a time slot, or a snapshot of the active nodes. The network
can have several closed tiers at the same time, where each tier
is closed to other tiers.

In the rest of the paper, we useΦB =
S
Φi∣i∈B to denote the

group of open tiers, where B ⊆ f1, 2,⋯Kg, and Φi∣i∉B denote
one of the closed tiers. The notation x is used to denote both
the location of a transmitter and the transmitter itself, and
∣x ∣ is used to denote the distance between the transmitter
and the origin.

2.2. SIR. Without loss of generality, we conduct analysis on
the typical user located at the origin. To analyze the open
tiers, we condition on that typical user to be an open user
and vice versa when analyzing the closed tier. The fading
between a transmitter located at point x and the typical user
is denoted by hx, which is assumed to be i.i.d. exponential
(Rayleigh fading). The standard power-law path loss model
is lðrÞ = r−α with exponent α > 2. For open tiers, assume the
typical user is associated with x0 in the kth ðk ∈ BÞ tier, and
the fading is hox0; the received SIR can be given by

SIRo∣k =
Pkh

o
x0 x0j j−α

∑x∈Φk ,x≠x0Pkhx xj j−α +∑i≠k∑x∈Φi
Pihx xj j−α , ð1Þ

where the numerator is the desired signal and the denomina-
tor is the aggregate interference suffered by the user.

Similarly, the SIR received by the typical closed user of
tier jðj ∉ BÞ is

SIRc∣j =
Pkh

c
x0dj

−α

∑x∈Φ j ,x≠x0Pjhx xj j−α +∑i≠j∑x∈Φi
Pihx xj j−α , ð2Þ

where dj is the fixed distance between the jth tier transmitters
and their receivers, and hcx0 is the fading.

The difference between the open tiers and the closed tiers
lies in the association rule, besides the open tiers usually
being a group of tiers while each closed tier being a single tier.
Since the average strongest association rule in open tiers,
node x0 of the kth tier in fact is the signal provider with a cer-

tain probability (equation (6)). Other node in ΦB can also be
the potential signal provider. That means the serving power
and the serving distance are not certain until the link is estab-
lished. Even when the open group has only one tier, the serv-
ing distance is uncertain due to the Poisson distribution of
nodes. While in a closed tier, the user is definitely served by
the transmitter with a certain power and the determined
serving distance.

2.3. The Meta Distribution. The SIR meta distribution of the
typical user for a threshold θ and a reliability ν is given as
follows:

�F θ, νð Þ = �FPs
θ, νð Þ ≜ ℙ Ps θð Þ > νð Þ, θ ∈ R+, ν ∈ 0, 1½ �, ð3Þ

where PsðθÞ is a random variable that represents the link
success probability conditioned on the point processS

ði ∈ f1:::KgÞΦi. It can be given by

Ps θð Þ ≜ℙ SIR > θ ∣
[

i∈ 1⋯Kf g
Φi

0
@

1
A, ð4Þ

where the probability is taken with respect to the fading. The
meta distribution is the CCDF of the conditional link success
probability PsðθÞ.

The standard success (coverage) probability psðθÞ (the
SIR distribution) can be obtained from the SIR meta distribu-
tion as the mean of the conditional success probability PsðθÞ,
i.e., psðθÞ ≜ℙðSIR > θÞ = EðPsðθÞÞ =

Ð 1
0
�Fðθ, xÞdx. Clearly, the

distribution of PsðθÞ provides much more fine-grained infor-
mation than merely the average of PsðθÞ.

The exact meta distribution can be expressed by the Gil-
Pelaez theorem [18] as

�F θ, νð Þ = 1
2 + 1

π

ð∞
0

J e−jt log νMjt

� �
t

dt, ð5Þ

where JðzÞ denotes the imaginary parts of z ∈ℂ, j =
ffiffiffiffiffiffi
−1

p
,

and Mb denotes the bth moment of PsðθÞ, i.e., Mb = EðPs

ðθÞbÞ, b ∈ℂ.
2.4. Method. Based on the above model, we analyze the SIR
meta distribution of the typical user for open tiers and closed
tiers, respectively. Different from the HCNs [6], the users of
the open tiers suffer more interference for the existence of
closed tiers. For the similar reason, the receivers of the closed
tiers also receive the interference from open tiers. We try to
probe the impacts of the tiers on the SIR meta distributions
of the open tiers and the closed tiers. The bth moments of
the CSP are derived firstly, and then, the mean local delay
or the -1st moment of the open tiers is analyzed. The numer-
ical analysis of the SIR meta distribution is mainly approxi-
mated by the beta distribution with the first and the second
moments. For the per-link rate control of the open tiers
and closed tiers, the stochastic interference equivalence [19,
20] is considered to facilitate the analysis. In such a frame-
work, the signal received by the user can be simplified as
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the serving signal from a tier with density λS plus the interfer-
ence signal from a tier with density λI .

For brief expression, we use δ to denote 2/α, Fb,δ,θ to
denote 2F1ðb,−δ ; 1 − δ;−θÞ, and Γb,δ to denote ðΓðb + δÞÞ/
ðΓðbÞΓð1 + δÞÞ in the rest of the paper.

3. The SIR Meta Distribution in the Het-
Hybrid Network

3.1. The bth Moment of the CSP. In this section, we firstly give
the bth moment of the CSP for the typical user of the open
tiers, and then the bth moment for a closed tier.

For the open tiers, the desired signal received by the typ-
ical user is possibly from any transmitter in ΦB. Assume that
the provider of the desired signal x0 is from the kth (k∈ B)
tier, and the distance is R0; the access probability that the
typical user is associated with the kth tier is

P kð Þ
a¯R0

=
Y

Φ j∣ j∈B, j≠k

exp −πλj

Pj

Pk

� �δ

R0
2

 !
: ð6Þ

It can be found in Lemma 5 of [6]. By considering the
conditional access probability in (6), the bth moment of the
CSP for the open tiers can be easily obtained.

Theorem 1. For the typical open user served by the kth tier in
a het-hybrid network, the bth moment of the conditional
success probability is given by

Mopen
b, kð Þ =

1

∑Φi∣i∈B
λi/λkð Þ Pi/Pkð ÞδFb,δ,θ +∑Φ j∣ j∉B

λj/λk
� �

Pj/Pk

� �δθδ πδ/ sin πδð Þð Þð ÞΓb,δ
:

ð7Þ

Proof. See Appendix A.

Since the open group consists of several tiers, the bth
moment of the typical user CSP for the overall open tiers is
given by

Mopen
b =〠

k∈B

1
∑Φi∣i∈B

λi/λkð Þ Pi/Pkð ÞδFb,δ,θ +∑Φ j∣ j∉B
λj/λk
� �

Pj/Pk

� �δθδ πδ/sin πδð Þð ÞΓb,δ
:

ð8Þ

Remark 2. From (7), the closed tiers affect the bth moment of
the open tiers by∑Φj∣ j∉B

ðλj/λkÞðPj/PkÞδθδðπδ/sin ðπδÞÞΓb,δ as

a term of the denominator. It is different from that of the
open tiers ∑Φi∣i∈B

ðλi/λkÞðPi/PkÞδFb,δ,θ, due to their different

association rules. When there is no closed tier or ΦB =S
i∈f1::KgΦi, the bth moment of CSP for the kth tier user can

be simplified as

Mb,k =
1

∑K
i=1 λj/λk
� �

Pj/Pk

� �δFb,δ,θ
, ð9Þ

and the bth moment of the CSP for the overall network is

Mb =
1

Fb,δ,θ
: ð10Þ

It just describes the bth moment of the CSP for the typical
user of HCNs without any range expansion [6].

For the bth moment of the CSP of the typical closed user,
we have the following theorem.

Theorem 3. The typical closed user of jth tier with the distance
dj in a het-hybrid network has the bth moment of the CSP as

Mclosed
b, jð Þ = exp −πθδd2j πδ/sin πδð Þð Þ:Γb,δ 〠

K

i=1
λi Pi/Pkð Þδ

 !
: ð11Þ

Proof. See Appendix B.

Remark 4. From Theorem 3, we can see there is no difference
among the tiers that affect the bth moment of the closed tier.
Adding more tiers or increasing any tier density, whether for
an open tier or a closed tier, will only reduce the bth moment.
The quantity is also an exponential function of the square of
distance dj.

3.2. Mean Local Delay. Based on the bth moment of the SIR,
we further consider the mean local delay which is defined as
the mean number of transmission attempts waiting for a
packet successfully decoded over a wireless link [2, 15]. Gen-
erally, the mean local delay is the −1st moment of the CSP,
i.e. M−1. But we find that M−1 cannot be derived directly
from (7) because the Γb,δ is not defined when b = −1. Fortu-
nately, the distribution of the conditional local delay is geo-
metric with mean M−1 and the local delay can be seen as
the expectation of the CSP with respect to the static elements
of a network [21]. Based on this idea, we derive the mean
local delay for the typical user of the open tiers as

Mopen
−1, kð Þ = 〠

Φi∣i∈B

λi
λk

� �
Pi

Pk

� �δ

F1,δ,θ + 〠
Φ j∣ j∉B

λj

λk

� �
Pj

Pk

� �δ

θδ
πδ

sin πδð Þ ,

ð12Þ

for Γ1,δ = 1.
Specially, if there is no closed tier, the mean local delay

for the typical user can be derived from (7):

M−1,k =
1 − δ

∑K
j=1 λj/λk
� �

Pj/Pk

� �δ 1 − δ 1 + θð Þð Þ
, ð13Þ

for 2F1ð−1, b ; c ; zÞ ≡ 1 − bz/c.
The mean local delay is only related to the path loss expo-

nent α and the SIR threshold θ in a single tier Poisson net-
work [2]. But in a multi-tier network, the mean local delay
is also related to the ratio of density and power of each tier,
as (13). It can be seen that the mean local delay is finite when
θ < ð1/δÞ − 1 from (13). Conversely, if θ ≥ ð1/δÞ − 1, the
mean local delay is infinite due to the correlated interference
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in the system. The value of θ = ð1/δÞ − 1 is called the critical
value for phase transition.

For the same reason, the -1st moment of the closed tier
cannot be obtained from (11) directly. In our assumed
model, there is no transmission waiting in the closed tier,
because all transmitters are active and each transmitter has
a dedicated receiver. Otherwise, the local delay may be infi-
nite if there are more receivers, unless the transmit probabil-
ity is less than 1 [2], which has been discussed in [15].

3.3. Beta Approximation. Even though the expression of the
meta distribution in (5) is exact, it is hard to gain direct
insights due to its complexity, and it is not very convenient
to evaluate numerically. Fortunately, the beta distribution
can be taken as an approximation to analyze the meta
distribution.

Beta distribution, as a conjugate prior distribution of the
Bernoulli distribution and the binomial distribution, is a nat-
ural choice to approximate the distribution of the PsðθÞ. It
has been verified that the standard beta distribution can
provide an efficient approximation by matching the first
and the second moments of the CSP [2, 3, 6, 7, 9, 10, 15,
22]. Specifically,

�F θ, νð Þ ≈ 1 − Iν
βM1
1 −M1

, β
� �

, ν ∈ 0, 1½ �, ð14Þ

where β = ððM1 −M2Þð1 −M1ÞÞ/ðM2 −M2
1Þ, and Iν is the

regularized incomplete beta function.
It is worth noting that recently, as shown in [23], the

meta distribution can also be directly obtained from the
moments by a simple linear transform, which is a more con-
venient way for efficient calculations. And [24] showed that
the entire meta distribution can be reconstructed from its
moments using the Fourier-Jacobi expansion.

3.4. Per-Link Rate Control. Another important application of
the SIR meta distribution is the rate control. It has been
proved in [16] that the SIR meta distribution as a function
of the SIR threshold is equivalent to the SIR threshold distri-
bution such that each link is guaranteed a target reliability.
For the Poisson bipolar networks, [16] studied the rate con-
trol and revealed the trade-off between the SIR threshold
(equivalently, the distribution of the transmission rate) and
the reliability. In our network model, we also consider the
per-link rate control based on the SIR meta distribution.
The problem to be solved in this section is “how to set the
SIR threshold θ, i.e., the rate control, such that the link can
achieve exactly the target reliability ν?”.

Firstly, the mean CSP over the fading and the point pro-
cesses is just the first momentM1. For the typical link of the k
th tier in the open group, the value of the SIR threshold is the
solution of θ:

1
∑Φi∣i∈B

λi/λkð Þ Pi/Pkð ÞδF1,δ,θ +∑Φ j∣ j∉B
λj/λk
� �

Pj/Pk

� �δθδ πδ/sin πδð Þð Þ
= ν,

ð15Þ

where ν is the target reliability. It is difficult to express θ in an
exact closed form. Here, we give an approximate value of θ
based on two lemmas.

Lemma 5. For a Poisson point process Ψ, let ri denote the dis-
tance from node xi ∈Ψ, i = 0, 1,⋯n to the origin, and r0 =
min frig; then, the mean of the sum of the r0/ri satisfies
E½∑iðr0/riÞα� = 2/ðα − 2Þ.

Proof. The fr0/rigi=1⋯n constitutes a relative distance process
(RDP), see Definition 2 in [25].

Lemma 6. For a Poisson point process Ψ, if the distance from
the node xi ∈Ψ, i = 0, 1,⋯n to the origin is ri, and r0, r1,⋯
rn are in ascending order, then Eð∑n

i=0r
−α
i Þ = ðλπÞα/2Γðn − ðα/

2ÞÞ/ΓðnÞ).

Proof. It is derived from the probability density function of ri
in a PPP as [26]:

f ri Xð Þ = exp −λπX2� �
:
2 λπX2� �i
XΓ ið Þ : ð16Þ

Theorem 7. Given the reliability ν, the SIR threshold of the
typical open user connecting to the kth (k ∈ B) tier can be
approximated as

θ ≈
log 1/νð Þ

2/ α − 2ð Þα − 2ð Þ + Γ 1 + α/2ð Þð Þ λI/λsð Þð Þα/2
, ð17Þ

where λS =∑Φi∣i∈B
λiðPi/PkÞδ and λI =∑Φ j∣ j∉B

λjðPj/PkÞδ are

called service density and interference density, respectively.

Proof. See Appendix C.

Remark 8. From (17), it can be seen that the approximate SIR
threshold is related to both the service density and the inter-
ference density. Since the serving node can be anyone of the
open tiers, the service density is the combined density of all
the open tiers as λS =∑Φi∣i∈B

λiðPi/PkÞδ. The interference den-
sity means that the density of nodes acting only as interfer-
ence. For the open user, the densities of the closed tiers are
combined as the interference density, which is expressed as
λI =∑Φ j∣ j∉B

λjðPj/PkÞδ. From (17), the effect of the closed tiers

on the approximate SIR threshold of open tiers is expressed
as Γð1 + ðα/2ÞÞðλI/λsÞα/2 in the denominator. That is to say,
the approximate SIR threshold can be maintained if the ratio
of the λS and λI is constant.

A special case is that the network consists of only the
open tiers, or just B = f1, 2,⋯, Kg, the value of the SIR
threshold can be approximated as θ ≈ ððα − 2Þ log ð1/νÞÞ/2,
which is the SIR approximate value in a K-tier HCN.

Similarly, we can get the approximate SIR threshold for
the closed link. For the closed tier (assume the jth tier), the
SIR threshold can be approximated as the following theorem.
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Theorem 9. Given the reliability ν, the SIR threshold of the
typical closed user can be approximated as

θ ≈
log 1/νð Þ

dαj λSπð Þα/2 + λIπð Þα/2
� � , ð18Þ

where λS = λj is the density of this closed tier, and λI =∑i≠j

λiðPi/PkÞδ is the density of interference from all other tiers.

Proof. See Appendix D.

Remark 10. For the closed user of jth tier, the signal provider
is the only transmitter in a fixed distance dj with a random
orientation. It is obvious that the increase of dj may lead to
a lower SIR threshold setting. Besides the distance, we can
see from (18) that the approximate value is inversely propor-
tional to densities by ðλSπÞα/2 + ðλIπÞα/2. That means densi-
ties of the open tiers and the closed tiers affect the SIR
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Figure 3: The SIR threshold settings for the open tiers.
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Figure 4: The SIR threshold settings for the closed tier.
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threshold in the same way. The reason lies in that all the
other nodes of the same tier and all the other tiers are
interference definitely. It is different from that in the open
tiers; any transmitter can be the serving node with a prob-
ability. Consequently, the increase of any node in the
interference tier or the serving tier will only cause a lower
SIR threshold.

4. Results and Discussion

In this section, we will present the simulation results of the SIR
meta distribution, or the distribution of the CSP (PsðθÞ), and
the per-link rate control for open tiers and closed tiers in the
model mentioned above. The platform we used is MATLAB,
and the distributed range of transmitters is ½0,100� × ½0,100�.
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The het-hybrid network consists of 3 tiers, named tier-1, tier-
2, and tier-3, where tier-1 and tier-2 form the group of open
tiers, and tier-3 is a closed tier. The corresponding transmitters
densities are set as λ1 = 0:01, λ2 = 0:02, and λ3 = 0:05, and the
transmitting power is set as P1 = 10, P2 = 5, and P3 = 3, respec-
tively. The fading is distributed as exponential random vari-
ables with mean 1, and the path loss exponent α is 4 in our
assumption. The density of open users is set as 0.05, and the
distance from the transmitter to the dedicated user is set as
10 in the closed tier. We repeat 300 transmissions to calculate
the success transmission probability and the reliability.

Firstly, the results of the SIR meta distribution for the
open tiers and the closed tier are shown in Figures 1 and 2.
The numerical results approximated by beta distribution
based on the bth moments are also shown in the two figures.
For open users, we show the performance for the overall
open tiers. Figure 1 is the SIR meta distribution as a function
of reliability ν with the given SIR thresholds θ = 1 and
θ = 0:1. Figure 2 is the SIR meta distribution as a function
of the SIR threshold with the given reliabilities ν = 0:1 and
ν = 0:9.

As Figures 1 and 2 illustrate, the beta distribution pro-
vides a good match for the distribution of the link success
probabilities, which verifies that the approximation of beta
distribution is effective in the het-hybrid network. More-
over, we can find some indications from the figures based
on our settings. In Figure 1, the users of open tiers have
a higher quantity of success transmission than the closed
tier when the SIR threshold is set 1, but more percentage
of the closed users can successfully transmit when the
SIR threshold is deduced to 0.1. That means the meta dis-
tribution of the closed tier is more sensitive to the SIR
threshold than that of the open tiers. A similar trend can
be found in Figure 2. For the same SIR threshold, more
percentage of the open users can be covered when the reli-
ability is set a high value (ν = 0:9), while with decreasing
the value of ν, the closed users are easier to get a higher
success probability. In other words, the meta distribution
of the closed tier is also more sensitive to the reliability
than that of the open tiers in our settings. The hidden rea-
son is the difference of association rules, that the users of
open tiers have more opportunities to associate with a
favorable transmitter while the users of closed tier have
the fixed transmitter.

For the per-link rate control, it is intuitively that the SIR
threshold declines with the increasing reliability, shown in
Figures 3 and 4. Figure 3 shows the SIR threshold settings
for open tiers to meet the reliability. Figure 4 shows the SIR
threshold settings for the closed tier. The path loss exponent
α is set 4 in both figures. According to Figures 3 and 4, we can
see the approximate values calculated as (17) and (18) are
close to the simulations, so the SIR threshold can be set
conveniently by the formulas to control the rate to meet the
target reliability.

Besides the service density and interference density, we
can see from (17) and (18) that the approximate value of
SIR threshold is related to the path loss exponent for a target
reliability. Figure 5 shows the trend of the SIR threshold fol-
lowing the path loss exponent for open tiers. It is noticed that

the trend is not monotonous, and the SIR threshold can
get a peak value when the path loss exponent α = 3:6 or
so. A lower or greater value of α leads to a lower threshold
to meet the same target reliability. However, the effect of
the path loss exponent in the approximate SIR threshold
is different in the closed tier, as Figure 6, where the trend
is monotonous and a lower α only leads to a greater SIR
threshold setting.

5. Conclusions

The meta distribution is a fine-grained key performance met-
ric of wireless systems. In this paper, we study the SIR meta
distribution in the multi-tier heterogeneous and hybrid net-
work characterized by different powers, different densities,
and different association rules of each tier. At first, we derive
the bth moments of conditional success probability for the
users of the open tiers and the closed tiers, respectively. Based
on the bth moments, we give the expressions of SIR meta dis-
tribution or the CCDF of the conditional success probability
and approximate the expressions by beta distribution. The
accuracy of the approximation is confirmed by simulations.
Then, the mean local delay for users of the open tiers is also
analyzed. Furthermore, using another facet of SIR meta dis-
tribution, we study the per-link rate control for the open tiers
and closed tiers and derive the corresponding approximate
value of SIR threshold to control the link rate. The simula-
tions show that the approximate value we derived can be used
effectively for setting the SIR threshold to meet the specified
reliability.

Appendix

A. Proof of Theorem 1

Conditioned on the typical user associated with the transmit-
ter x0 of the kth tier in the open group and assume the dis-
tance from x0 to the user is R0, the CSP is expressed as

Popen
s, kð Þ =ℙ

Pkh0R0
−α

∑x∈Φk ,x≠x0Pkhx xj j−α +∑i≠k∑x∈Φi
Pihx xj j−α > θ∣

[
Φi

 !
:

ðA:1Þ

By averaging over the fading, we get the conditional bth
moment of the CSP, given by

Mb,R0
=

Y
x∈Φk ,x≠x0

1
1 + θ R0/∣x ∣ð Þαð Þb

Y
i≠k

Y
x∈Φi

1
1 + θ Pj/Pk

� �
R0/∣x ∣ð Þα� �b

=
Y

x∈Φk ,x≠x0

1
1 + θ R0/∣x ∣ð Þαð Þb

Y
i∈B,i≠k

Y
x∈Φi

1
1 + θ Pj/Pk

� �
R0/∣x ∣ð Þα� �b

Y
i∉B

Y
x∈Φi

1
1 + θ Pj/Pk

� �
R0/∣x ∣ð Þα� �b

ðA:2Þ

The notationMb,R0
is used to denote that the bth moment

conditioned on R0 and the event that the typical user
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connects to the k-th tier, which occurs with the probability
given in (6). Then, the bth moment of the open tiers can be
expressed as

Mopen
b, kð Þ = ER0,Φi∣i∈ 1⋯Kf g

Y
Φi∣i∈B,i≠k

exp −πλi
Pi

Pk

� �δ

R0
2

 !2
4 Y

x∈Φk ,x≠x0
1

1 + θ R0/ xj jð Þαð Þb
Y

i∈B,i≠k

Y
x∈Φi

1
1 + θ Pi/Pkð Þ R0/ xj jð Þαð Þb

Y
i∉B

Y
x∈Φi

1
1 + θ Pi/Pkð Þ R0/∣x ∣ð Þαð Þb

#

að Þ
=

ER0

Y
Φi∣i∈B,i≠k

exp −πλi
Pi

Pk

� �δ

R0
2

 !
:exp

2
4

� −2πλk
ð∞
R0

1 − 1
1 + θ R0/∣x ∣ð Þαð Þb

 !
xdx

 !
:

Y
i∈B,i≠k

exp −2πλi
ð∞
ri

1 − 1
1 + θ Pi/Pkð Þ R0/ xj jð Þαð Þb

 !
xdx

 !
:

Y
j∉B

exp −λj

ð
R2

1 − 1
1 + θ Pj/Pk

� �
R0/ xj jð Þα� �b

 !
dx

 !

bð Þ
=

ð∞
0
2πλkrke−πλkrk

2 exp 〠
i∈B,i≠k

− πλi
Pi

Pk

� �δ

rk
2

 !
:exp

� −2πλk
ð∞
rk

1 − 1
1 + θ R0/ xj jð Þαð Þb

 !
xdx

 !
:
Y

i∈B,i≠k
exp

� −2πλi
ð∞
ri

1 − 1
1 + θ Pi/Pkð Þ rk/ xj jð Þαð Þb

 !
xdx

 !
:
Y
j∉B

exp

� −λj

ð
R2

1 − 1
1 + θ Pj/Pk

� �
R0/ xj jð Þα� �b

 !
dx

 !

cð Þ
=

ð∞
0
e
−z 1+ 〠

i∈B,i≠k
λi/λkð Þ Pi/Pkð Þδ

 !
:exp

� −2z
ð1
0

1 − 1
1 + θuαð Þb

 !
u−3du

 !
:
Y
i∈B

exp

� −2z λi
λk

ðrk/ri
0

1 − 1
1 + θ Pi/Pkð Þuαð Þb

 !
u−3du

 !
:
Y
j∉B

exp

� −z
λj

λk

Pi

Pk

� �δ

θδ
πδ

sin πδð ÞΓb,δ

 !
dz

dð Þ
=

ð∞
0
e−z:exp −z

ð∞
1

1 − 1
1 + θv−α/2ð Þb

 !
dv

 !
:exp

� −z 〠
i∈B,i≠k

λi
λk

Pi

Pk

� �δð∞
1

1 − 1
1 + θt−α/2ð Þb

 !
dt

 ! !
:exp

� 〠
j∉B

− zθδ
λj

λk

� �
Pj

Pk

� �δ πδ

sin πδð ÞΓb,δ

! !
dz

eð Þ
=

ð∞
0

exp −zFb,δ,θð Þ:exp −z 〠
i∈B,i≠k

λi
λk

Pi

Pk

� �δ

Fb,δ,θ

 !
:exp

� −zθδ〠
j∉B

λj

λk

� �
Pj

Pk

� �δ πδ

sin πδð ÞΓb,δ

 !
dz

= 1
∑Φi∣i∈B

λi/λkð Þ Pi/Pkð ÞδFb,δ,θ +∑Φ j∣ j∉B
λj/λk
� �

Pj/Pk

� �δθδ πδ/sin πδð Þð ÞΓb,δ
:

ðA:3Þ

In the above derivation, (a) is by the probability generat-
ing functional (PGFL) of the PPP and the polar coordinate,
and (b) is by using the probability density function of R0. In
step (c), we use the variable substitution πλkrk

2 = z, and rk/∣
x ∣ = u in the exp ð−2πλk

Ð∞
rk
ð1 − 1/ð1 + θðR0/jxjÞαÞbÞxdxÞ

term and the
Q

i∈B,i≠k exp ð−2πλi
Ð∞
ri
ð1 − 1/ð1 + θðPi/PkÞ

ðrk/jxjÞαÞbÞxdxÞ term and use

ð
R2

1 − 1
1 + θ1 xj j−α
� �b

 !
dx = πθ1

δ πδ

sin πδð Þ
Γ b + δð Þ

Γ bð ÞΓ 1 + δð Þ ,

ðA:4Þ

in the
Q

j∉B exp ð−λj

Ð
R2ð1 − 1/ð1 + θðPj/PkÞðR0/jxjÞαÞbÞdxÞ

term, where θ1 = ðPj/PkÞrαkθ. (A.4) can be obtained from
[2, 15]. The step (d) is by using the variable substitution
uα = v−α/2, and ðPj/PkÞuα = t−α/2; and step (e) holds for

2F1 ðb,−δ ; 1 − δ;−θÞ ≡ 1 +
Ð∞
1 ð1 − 1/ð1 + θt−α/2ÞbÞdt. Thus,

Mopen
b,ðkÞ is derived.

B. Proof of Theorem 3

Assume the jth (j ∉ B) tier is the closed tier, the CSP of the
typical user is expressed as

Pclosed
s, kð Þ = ℙ

Pjh0dj
−α

∑x∈Φ j ,x≠x0Pkhx xj j−α +∑i≠j∑x∈Φi
Pihx xj j−α > θ∣

[
Φi

 !
:

ðB:1Þ

By averaging over the fading, we get the conditional bth
moment as

Mclosed
b, jð Þ = E

Y
x∈Φ j,x≠x0

1
1 + θ dj/ xj j� �α� �bY

j≠i

Y
Φi

1
1 + θ Pi/Pj

� �
dj/ xj j� �α� �b

0
@

1
A
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að Þ
=

exp −λj

ð
R2

1 − 1
1 + θ dj/ xj j� �α� �b

 !
dx

 !
:
Y
i≠j

exp

� −λi
ð
R2

1 − 1
1 + θ Pi/Pj

� �
dj/ xj j� �α� �b

 !
dx

 !

bð Þ
=

exp −πλ jθ
δd2j

πδ

sin πδð Þ
Γ b + δð Þ

Γ bð Þ:Γ 1 + δð Þ
� �

:
Y
i≠j

exp

� −πλi
Pj

Pk

� �δ

θδd2j
πδ

sin πδð Þ
Γ b + δð Þ

Γ bð Þ:Γ 1 + δð Þ

 !

= exp −π〠
K

i=1
λi

Pi

Pj

 !δ

θδd2j
πδ

sin πδð ÞΓb,δ

0
@

1
A,

ðB:2Þ

where ðaÞ is by the PGFL of the PPP, and (b) holds for
equation (A.4).

C. Proof of Theorem 7

Due to the displacement theorem, the stochastic equivalence
model has been used in [19, 20]. Here, we make use of the
stochastic equivalence to simplify the het-hybrid network as
an equivalent two-tier network. One tier is the service-tier
ΦS (all open tiers), and the other is the interference-tier ΦI
(all closed tiers). For a link of the open tier k, the service den-
sity can be equivalent to λS =∑j∈BλjðPj/PkÞδ, and the density

of interference is equivalent to λI =∑j∉BλjðPj/PkÞδ. Assume
the number of nodes in the service tier is n1, the number of
nodes in the interference tier is n2, and the serving node is
x0 with distance R0, the interference node is xi, the CSP can
be given by

Popen
s, kð Þ =ℙ

Pkh0R0
−α

∑xi∈Φk ,i≠0Pkhx xij j−α +∑j≠k∑xi∈Φ j
Pjhx xij j−α > θ∣

[
Φi

 !

=
Y
j∈B

Y
xi∈Φ j ,xi≠x0

1
1 + θ Pj/Pk

� �
R0/ xij jð Þα

Y
j∉B

Y
xi∈Φ j

1
1 + θ Pj/Pk

� �
R0/ xij jð Þα

að Þ
=

Y
ΦS,xi≠x0

1
1 + θ R0/∣xi ∣ð Þα

Y
ΦI

1
1 + θ R0/ xij jð Þα

≥
1

1/n1ð Þ∑n1
i=1 1 + θ R0/ xij jð Þαð Þ� �n1 1/n2ð Þ∑n2

1 1 + θ R0/ xij jð Þαð Þ� �n2
= 1

1 + θ 1/n1ð Þ∑n1
i=1 R0/ xij jð Þα

� �n1
1 + θ 1/n2ð Þ∑n2

i=1 R0/ xij jð Þð Þα� �n2 ,
ðC:1Þ

where ðaÞ holds for the equivalent network; the “≥” holds for
the relation between the geometric mean and the arithmetic
mean, as [20], Lemma 5.

For a target reliability ν,

1
ν
≤ 1 + 1

n1
θ〠

n1

i=1

R0
xij j

� �α
 !n1

1 + 1
n2

θ〠
n2

i=1

R0
xij j

� �α
 !n2

bð Þ
≈

1 + 1
n1

θ
2

α − 2

� �n1

� 1 + 1
n2

θ
Γ 1 + α/2ð Þð Þ

λSπð Þα/2
λIπð Þα/2Γ n2 − α/2ð Þð Þ

Γ n2ð Þ

 !n2

≤ 1 + 1
n1

θ
2

α − 2

� �n1
1 + 1

n2
θ

λIð Þα/2
λSð Þα/2

Γ 1 + α

2
� � !n2

≈ lim
n1→∞
n2→∞

1 + 1
n1

θ
2

α − 2

� �n1
1 + 1

n2
θ

λI
λS

� �α/2
Γ 1 + α

2
� � !n2

cð Þ
=

exp θ
2

α − 2 + λI
λS

� �α/2
 

Γ 1 + α

2
� � !

, ðC:2Þ

where (b) holds for the R0/∣xi∣ in Lemma 5 and Lemma 6,
and r0 is taken a mean value by the probability density
functionf r0ðrÞ = 2πλre−πλr2 in open tiers. The last “=” (c) is

derived from the lim
n→∞

ð1 + ðx/nÞÞn = ex. The equation (17) is

thus derived.

D. Proof of Theorem 9

We also start from the CSP for the closed user. Similar as the
open tiers, the service density is the kth tier density itself
λS = λj, and density of interference from other tiers is λI =
∑i≠jλiðPi/PkÞδ. Assume the link distance is fixed as dj, the
CSP is

Pclosed
s, jð Þ = ℙ Pjh0dj

−α/〠
xi∈Φ j ,i≠0

Pjhx xij j−α
�
+〠

j≠k
〠

xi∈Φk
Pkhx xij j−α > θ∣

[
Φi

�
=
Y

xi∈Φ j ,xi≠x0
1/1 + θ dj/∣xi ∣

� �α� �Y
j≠k

Y
xi∈Φ j

� 1/1 + θ Pk/Pj

� �
dj/∣xi ∣
� �α� �

að Þ/ =ð Þ
Y

Φ j,xi≠x0

� 1/1 + θ dj/∣xi ∣
� �α� �Y

ΦI

1/1 + θ dj/∣xi ∣
� �α� �

≥ 1/ 1/n1ð Þ〠n1
i=1 1 + θ dj/∣xi ∣

� �α� �� �n1
� 1/n2ð Þ〠n2

1 1 + θ dj/∣xi ∣
� �α� �� �n2 ,

ðD:1Þ

where (a) holds for the interference nodes as an equiva-
lent tier with density λI , and the “≥” holds for the relation
between the geometric mean and the arithmetic mean, as
[20], Lemma 5. Therefore,
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 !n1
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α
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θ
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Γ n2ð Þ

 !n2

≤ 1 +
dj

α

n1
θ λSπð Þα/2

� �n1

1 +
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α

n2
θ λIπð Þα/2

� �n2
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n1→∞
n2→∞

1 +
dj

α

n1
θ λSπð Þα/2

� �n1

1 +
dj

α

n2
θ λIπð Þα/2

� �n2

cð Þ
=

exp θdj
α λSπð Þα/2 + λIπð Þα/2
� �� �

, ðD:2Þ

where (b) stems from Lemma 6, and (c) holds for lim
n→∞

ð1 + ðx/nÞÞn = ex. Equation (18) is thus derived.
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In 2016, the IEEE task group ah (TGah) published a new standard IEEE 802.11ah, aimed at providing network connectivity among
a large number of Internet of Things (IoT) devices. Restricted access window (RAW) is one of the fundamental MAC mechanisms
of IEEE 802.11ah. It reduces the contention overhead in the dense wireless environment by dividing stations into different RAW
groups. However, how to optimize the RAW parameters is still an open issue, especially in the run-time environment. In this
paper, we propose a run-time RAW optimization scheme, namely RO-RAW, to improve the performance of RAW in the IEEE
802.11ah networks. RO-RAW adopts the Extended Kalman Filter method to estimate the channel status and adjusts the RAW
parameters according to the number of competing stations in real-time. The evaluation via NS-3 simulations shows that, by
tuning the RAW parameters appropriately, RO-RAW substantially improves throughput, latency, and packet loss performance
compared with another RAW optimization scheme in different simulation scenarios. The results further show that, when the
channel is relatively congested, RO-RAW improves the RAW performance more significantly.

1. Introduction

Smart manufacturing [1, 2] and Industry 4.0 production
environments modernize the traditional plants and factories.
To remain competitive, several intelligent applications need
to be deployed to upgrade the current plants, such as remote
operation and maintenance [3], flexible production [4], and
AI manufacturing automation [5]. To provide a better sup-
port for these applications, the industrial wireless network
should also be deployed as the communication infrastruc-
ture. Compared with the traditional wired industrial commu-
nication systems, choosing wireless networks is a better
option because it is easy to maintain and cost-effective.

Wireless local area networks (WLANs) have become the
most popular and widely deployed networks. Thus, it is a
good candidate for different industrial wireless applications
with various requirements [6, 7]. In 2016, a new Wi-Fi stan-
dard named IEEE 802.11ah was released [8], which targets
low-power and large-scale Internet of Things (IoT) network
scenarios, including industrial IoT. IEEE 802.11ah has a
transmission range up to 1 km with the advent of sub-GHz

technologies and supports up to 8192 nodes in a WLAN.
On the Media Access Control (MAC) layer, the most impor-
tant issue is to increase the efficiency when a large number of
energy-constrained stations deployed densely. Thus, several
novel MAC mechanisms are introduced, such as short
MAC header, Restricted Access Window (RAW), Target
Wake Time (TWT), and Traffic Indication Map (TIM)
segmentation.

The RAW mechanism is aimed at addressing the colli-
sion problem in a dense wireless network, where a large num-
ber of nodes are associated with a single access point (AP).
The basic idea of the RAW mechanism is to divide stations
into groups, and the stations in one group are only permitted
to access the channel during a specific time slot. Thus, the
collision probability is highly reduced by limiting the number
of stations which simultaneously access the channel. How-
ever, the hierarchical RAW mechanism has several parame-
ters to be adjusted, including the number of RAW slots, the
duration of each RAW slot, and the RAW period, which
are not defined in the standard. In order to obtain a better
network performance, these parameters must be considered
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jointly according to the channel status. In fact, there are
already some related works [9–11] which provide the rela-
tionship between the parameter settings and the performance
metrics (throughput, average latency, transmission success
probability, etc.). But, the dynamicity of the channel conten-
tion status is rarely considered in these models, which could
be a key factor affecting the network performance.

In this paper, the authors propose a run-time RAW opti-
mization scheme, namely, RO-RAW, which adaptively opti-
mizes the network performance by adjusting the RAW
parameters according to the channel status. It first estimates
the current channel status and returns the estimated station
numbers by the Extended Kalman Filter (EKF) method.
Based on the estimated number of competing stations, RO-
RAW adjusts the RAW parameters to the optimal parameter
settings which are calculated in advance corresponding to the
number of stations. The main contributions of this paper are
summarized as follows:

(i) We propose a run-time RAW parameter optimiza-
tion scheme RO-RAW, which adaptively adjusts the
RAW parameters to the theoretical optimal values
based on the channel status

(ii) In order to estimate the channel status, we adopt the
Extended Kalman Filter method to obtain the current
competing stations. We clearly provide the system
state equations of the 802.11ah networks and the
way to measure the number of stations. Then, the
estimated channel status can be easily obtained by
iteration using EKF

The remainder of the paper is organized as follows.
Section 2 reviews related work and the background on this
research. Section 3 presents the proposed run-time RAW
optimization scheme in detail. Section 4 shows the simula-
tion results of the proposed scheme in detail. Finally, the
conclusions are given in Section 5.

2. Background

2.1. IEEE 802.11 DCF and EDCA. IEEE 802.11ah inherits the
most basic features of IEEE 802.11 MAC, such as distributed
coordination function (DCF) and Enhanced Distributed
Channel Access (EDCA). DCF is the fundamental MAC
mechanism of the IEEE 802.11 family. It is a simple and
flexible scheme to share the wireless medium among
multiple stations. In DCF (Figure 1), stations adopt the
Carrier Sense Multiple Access mechanism with Collision
Avoidance (CSMA/CA) to contend for the channel access
opportunity. Before a new transmission, each station must
monitor the state of the wireless medium. If the medium
is found idle for a DCF Interframe Space (DIFS) duration,
the station is permitted to transmit its data. Otherwise, the
transmission procedure must be frozen until the channel is
sensed idle again. When the transmission of a station fails
due to the collision or bit error, DCF adopts the Binary
Exponential Backoff (BEB) algorithm to look for the next
transmission opportunity [12]. The backoff duration is
composed of several time slots, and the number of backoff

slot value is selected randomly from ½0, CW − 1�, where
CW is the contention window size. In the initialization
phase, CW is set to the minimal value (CWmin). Once
the CW increases to the maximum value (CWmax), it is
maintained at CWmax even if the next transmissions are
still failed. After a successful data transmission, the CW
is set back to CWmin.

In the IEEE 802.11e standard, a new channel access
mechanism called EDCA is proposed to provide priority-
based differentiated QoS. As shown in Figure 2, there are
four access categories (AC) defined in EDCA, namely,
voice (AC_VO), video (AC_VI), best-effort (AC_BE), and
background (AC_BK). By differentiating the backoff
parameters, high-priority traffic is able to transmit with a
higher transmission chance than the low-priority traffic.
Specifically, high-priority traffic uses shorter arbitration
inter-frame space (AIFS), which is the interval that a
frame needs to wait before it is transmitted. The size of
the contention window is also set according to the priority
of each kind of AC.

2.2. IEEE 802.11ah RAW Mechanism. The IEEE 802.11ah
standard allows up to 8192 stations to associate with an
AP, which is a highly attractive feature for a lot of IoT
use cases. However, how to mitigate collisions and
improve performance in such dense IoT networks is an
urgent problem to be solved. Among the new mechanisms
in 802.11ah, RAW is the core mechanism aimed at
enabling fair channel access for a large number of stations
and avoiding too many stations contending for channel
access simultaneously. In this mechanism, the channel
time is divided into several intervals, namely, the RAW
periods and the shared channel access periods. Only the
RAW stations from a specific group are allowed to access
the channel and transmit in their corresponding RAW
period. On the contrary, all stations are permitted to
contend the channel in the shared channel access periods.
The example of the different periods in RAW mechanism
is shown in Figure 3.

For each AP, it broadcasts a beacon frame carrying a
RAW Parameter Set (RPS), which specifies the RAW param-
eter configurations. Stations retrieve the RAW information
from the beacon frame and access the channel in their corre-
sponding RAW slot. The RPS information specifies the RAW
related information, such as the RAW group, group start
time, the number of RAW slots, and slot duration. The
RAW slot duration is determined as follows:

D = 500μs + C × 120μs: ð1Þ

In equation (1), D stands for the RAW slot duration, and
C is the slot duration count subfield. Another parameter
called the slot format subfield determines the number of
RAW slots and C. If the slot format subfield is filled with
1, a single RAW period is composed of at most eight
RAW slots and the maximum value of C is 2047; the
duration of each slot is up to 246.14ms. Otherwise, a
RAW period is composed of at most 64 RAW slots and
the maximum value of C is 255, and the duration of each
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slot is limited to 31.1ms. The RAW stations are mapped
to these slots according to the following rule:

islot = x +Noffsetð Þ mod NRAW: ð2Þ

In equation (2), islot represents the index of the RAW
slot which the station is mapped. NRAW is the number
of slots predefined in one RAW period. Noffset is the offset
value in the mapping function, and x is the index of the
station.

The RPS also has a subfield called cross-slot boundary
(CSB), which determines whether the stations are allowed
to continue their transmissions when the current RAW slot
ends. If CSB is set to 1, the stations can continue transmitting
even though their RAW slot ends. Otherwise, stations should
not trigger a transmission if the transmissions cannot be
finished in the current RAW slot.

The backoffmechanism in RAW is also different to some
extent compared with the previous IEEE 802.11 standards.
Each station uses two kinds of backoff states of EDCA to
manage data transmission inside and outside its allocated
RAW slots. The first backoff state is used outside the RAW
period, in which all stations contend for the channel freely.
The stations in the first backoff state freeze their backoff
timer at the beginning of each RAW period and resume the
backoff timer at the end of the RAW period. On the contrary,
the second backoff state is used inside the RAW period,
where only the designated group of stations are allowed to
contend for the channel. The stations in the second backoff

state start to backoff inside their own RAW slot and discard
the backoff state when their RAW slot ends.

2.3. Related Work on RAW Mechanism Optimization.
Although the IEEE 802.11ah standard was published in
2016, research on IEEE 802.11ah has been conducted for
more than five years. A few articles [11, 13–16] introduce a
high-level overview of the core PHY/MAC mechanisms in
IEEE 802.11ah and describe the advantages and challenges
when designing these schemes. As one of the key technolo-
gies in IEEE 802.11ah, the RAWmechanism has been widely
studied in many aspects. The work focusing on RAW analy-
sis and optimization is more relevant to the research
presented in this paper.

Several studies have been conducted to model and opti-
mize the RAW parameter configuration in different network
and traffic conditions. Raeesi et al. [9] propose an analytical
model to derive the IEEE 802.11ah network performance,
including throughput and energy consumption. It also shows
the advantage of the RAW mechanism in throughput and
delay compared with the basic scheme. In [10], the authors
propose an analytical approach to investigate the RAW
mechanism. Based on the analytical model, the paper
provides the time distribution of the successful transmission
by a Markov model. In [17], the authors provide a RAW
enhancement scheme in the machine-to-machine scenario.
The proposed scheme determines the optimal size of RAW
by estimating the number of devices for the uplink access.
However, the works mentioned above either only conduct a
basic analytical model under a certain circumstance or pro-
vide a basic RAW optimization scheme with a simple chan-
nel sensing method, which may not be enough to reflect the
real channel status. This will cause the network performance
deviating from the calculated optimal value. In [18], the
author proposes an adaptive RAW optimization scheme
called CA-CWA. It estimates the channel state and adjusts
the channel contention parameters to improve the real-time
performance of the IEEE 802.11ah network. However, CA-
CWA only considers and adapts the contention window to
improve the RAW performance. Other RAW parameters,
such as RAW slot duration and RAW slot number, are not
considered and optimized. In this paper, the authors provide
RO-RAW to adaptively adjust the IEEE 802.11ah RAW
parameters in the run-time environment. Based on the

Other
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estimated number of competing stations, RO-RAW is able to
adjust RAW parameters in time to ensure the performance of
RAW.

3. RAW Mechanism Optimization with
Extended Kalman Filter

In this section, we introduce the system model and the RAW
optimization problem first and subsequently provide a
detailed description of the proposed RO-RAW. RO-RAW is
a run-time adaptive scheme to improve the performance of
the RAW mechanism. It adjusts the RAW parameters to
the optimal parameter settings based on the estimated num-
ber of competing stations. Table 1 provides an overview of
the variables used in the description of the system model
and RO-RAW.

3.1. System Model. In this paper, we only consider a single
wireless cell with a star topology. Assuming the wireless net-
work has a total number of N nodes, each node supports the
RAW mechanism defined in the IEEE 802.11ah standard.
According to the RAW mechanism definition introduced in
Section 2.2, if there areM RAW station groups, and the num-
ber of stations in ith group is Gi, we can have the following
equations:

N = 〠
M

i=1
Gi: ð3Þ

Because each group of stations monopolizes its allocated
RAW period, in a certain group i in RAW period i, if there
are ri RAW slots in the RAW period, the number of stations
in a RAW slot Ni

RAW is:

Ni
RAW = Gi/ri: ð4Þ

In each RAW slot, the stations still adopt basic DCF to
compete for transmission. According to the Bianchi [19]
model, let p be the probability that a transmitted packet col-
lides with others in the RAW slot, and τ be the probability

that a station transmits in a random slot time; we can obtain
the following equations:

p = 1 − 1 − τð Þn−1, ð5Þ

τ = 2 1 − 2pð Þ
1 − 2pð Þ W + 1ð Þ + pW 1 − 2pð Þmð Þ , ð6Þ

whereW is the minimal contention window size andm is
the retry limit. Both values are the predefined constant
backoff parameters. From equation (5) and equation (6), we
obtain the number of current competing stations in the
RAW slot:

n = y pð Þ = 1 + log 1 − pð Þ
log 1 − 2 1 − 2pð Þð Þ/ 1 − 2pð Þ W + 1ð Þ + pW 1 − 2pð Þmð Þð Þð Þ <Ni

RAW:

ð7Þ

Besides, the network throughput S is calculated as:

S = PsPtrL
1 − Ptrð Þσ + PtrPsTs + Ptr 1 − Psð ÞTc

, ð8Þ

where

Ps =
nτ 1 − τð Þn−1
1 − 1 − τð Þn ,

Ptr = 1 − 1 − τð Þn:
ð9Þ

L is the average packet length. From the above deriva-
tions, it is obvious that the throughput is a function of the
competing station number n. Since other variables in equa-
tion (8) are constant values, it exists the optimal value of n,
which achieves the maximum throughput [20, 21]. The
optimal value is easy to be obtained from equation (8) by
calculating the derivative (equation (10)). Here we use nopt
to represent the optimal station number.

dS
dn

= 0: ð10Þ

RAW 1 RAW 2

Beacon

RAW 3

Slot 0 Slot 1 Slot 2 ...

Group B

Group
CAPGroup

 A

Figure 3: IEEE 802.11ah RAW mechanism.
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If the number of competing stations is beyond the
optimal value, some of the stations should be reallocated to
other RAW groups. However, how to estimate the current
competing stations is another problem to be solved.

3.2. Channel-State Estimation with Extended Kalman Filter.
In order to estimate the current competing station num-
ber, we get inspiration from equation (7). If we measure
the collision probability p, we can calculate the number
of stations n by equation (7). Luckily, p can be simply
measured by monitoring the channel state for each station.
Specifically, one station can monitor the channel for all
backoff slot times. If T is the total number of the observed
slots, Tb is the number of busy slots sensed by the station
(other stations are transmitting) and Tc is the number of
collision slots (failed transmission for the station); it is
obvious that p can be calculated as:

p = Tc + Tb

T
: ð11Þ

Since the value of p is obtained, it is easy to calculate the
instantaneous number of competing stations n. However, only
the run-time estimation for a certain period can be really used
by the optimization algorithms. We decide to adopt the Kal-
man filter to provide a run-time adaptive estimation of n. In
fact, there are several simple estimation methods such as auto-
regressive and autoregressive moving average, but they are
proven to be too simple to track the variations of the channel
status accurately [22]. Thus, we decide to adopt the Kalman
filter to provide a run-time adaptive estimation of n.

According to the definition of the network system, the
system state can be represented by the following equations
at discrete time k:

nk = nk−1 + uk, ð12Þ

pk = y−1 nkð Þ + vk = h nkð Þ + vk: ð13Þ

Table 1: Summary of the main notations and abbreviations.

Notation Description

N The total number of stations

M The number of RAW station groups

Gi The number of stations in ith group

Ni
RAW The number of stations in ith RAW slot

ri The RAW slot number in a RAW

p Transmission collision probability

τ The transmission probability in a random slot time

L The average packet length

Tc The number of busy slots

Tp The number of collision slots

n̂k The estimated value of n at time k

Kk Kalman gain

Qk Variance of random variable uk
Rk Variance of random variable vk

1: Step 1: Initialize all the network and algorithm parameters.
2: Step 2: Compute the optimal station numbers nopt.
3: Step 3: After the network has been initialized and running
normally, each station calculates the current channel status
n̂ik by the method introduced in Section 3.2 for ith RAW slot
at time k.
4: Step 4: If n̂ik is beyond the value of nopt for a period Tp,

nopt − n̂ik stations should be redistributed to other RAW
groups/slots evenly.
5: Step 5: Repeat step 3.

Algorithm 1: RAW adaption algorithm in RO-RAW.

Access point

Normal STA

Inactive STA

Figure 4: Example of the test topology.

Table 2: The parameters used in simulation.

PHY layer parameters

Reception energy threshold -116.0 dbm

Noise figure 3 db

Channel bandwidth 2MHz

Data rate 2.4Mbps

Maximal distance between AP and stations 250m

MAC layer parameters

CWmin 15

CWmax 1023

Traffic interval 0.1 s

Packet payload size 250/400 bytes

Number of groups 1

Algorithm parameters

P0 100

n0 1

Q 0.6

R 1
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In equation (12), nk stands for the number of stations at
time k and vk is the state random noise. This equation implies
the approximate value of current n can be represented by the
value of last state n plus a random variable. In equation (13),
pk is the collision probability at time k, and y−1ðnkÞ is the
inverse function of equation (7). This equation means we
can also obtain another approximate value of current n by
measuring the collision probability.

Since the system state model is formulated, according to
the general extended Kalman filter definition, it is easy to
build the following iteration equations of the algorithm:

n̂k = n̂k−1 + Kkzk, ð14Þ

where Kk is the Kalman gain, and zk is the measurement at

time k. These two variables can be described by the following
equations according to the definition:

zk = pk − ĥ k − 1ð Þ, ð15Þ

Kk =
Pk−1 +Qkð Þhk

Pk−1 +Qkð Þh2k + Rk

: ð16Þ

In equation (16), Qk and Rk are the variances of the
random variable uk and vk, which are the noise in the updat-
ing process and measurement process, respectively. hk is the
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Figure 5: Performance of throughput of each scheme in the first scenario. (a) Throughput comparison when the payload size = 250 B, (b)
Throughput comparison when the payload size = 400 B:
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Figure 6: Performance of average delay of each scheme in the first scenario. (a) Average delay comparison when the payload size = 250 B, (b)
Average delay comparison when the payload size = 400 B:
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measurement sensitivity, which is linearized around the last
estimated value nk−1. It is calculated by taking the derivative:

hk =
dh nð Þ
dn : ð17Þ

The error variance of the new estimation can be calcu-
lated recursively:

Pk = 1 − Kkhkð Þ Pk−1 +Qkð Þ: ð18Þ

In the last step to complete the design of the EKF-based
estimation method, it remains to specify several parameters
including the state noise Q and R, which affects the conver-
gence rate of the estimator to some extent. According to the
general applications of the Kalman filter, Q and R are usually
given the constant values. Thus, these parameters are given

by simple tests in this paper. We set Q = 0:6, R = 1, and P0
=100 for relatively quick convergence performance. A more
accurate parameter analysis and optimization are beyond
the scope of this paper. Based on the EKF-based run-time
channel state estimation method, it is simple to adjust the
RAW parameters according to the estimated number of
current competing stations n̂k.

3.3. RAW Adaption Algorithm. As discussed in Section 3.1,
there exists a competing station number nopt to optimize
the network performance in each RAW slot. Since the num-
ber of current competing stations is obtained from the
method introduced in Section 3.2, it is easy to adjust the
RAW parameters to reallocate the distribution of the sta-
tions. Specifically, all stations should observe the channel
for the total backoff period and estimate the number of active
stations by the method introduced in Section 3.2. If the
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estimated value n̂k is beyond the value of nopt for a period Tp,
then the active stations should be reallocated to other RAW
groups evenly. Otherwise, the RAW group allocation should
not be changed. The process of the RAW adaption algorithm
is summarized in Algorithm 1.

4. Performance Evaluation

In this section, we present the simulation results and corre-
sponding analysis to demonstrate the performance of the
proposed RO-RAW scheme in the IEEE 802.11ah networks.

4.1. Simulation Setup. All the evaluations are performed in
the NS-3 simulator with the 802.11ah module, which is pro-
posed in [23, 24]. The simulation is based on a typical WLAN
scenario, where one AP is located in the center, and other sta-
tions are distributed around the AP randomly. 10% of the

stations are set inactive (associate with AP but transmit
almost no data). The test topology example is given in
Figure 4. In the simulation, the DCF parameters, including
CWmin and CWmax, are set to the default values. Other
PHY and MAC network parameters used in the simulation
are shown in Table 2. Besides, in the algorithm design, initial
iteration values have a significant impact on the convergence
speed of the algorithm. In the simulation, we set P0 = 100 and
n0 = 1 for quick convergence. The other algorithm parame-
ters used in the simulation are also listed in Table 2.

The performance of the RAW mechanism can be evalu-
ated in terms of three metrics: throughput, delay, and packet
loss rate. Throughput is computed by the average received
payload bytes by the AP per second. Delay is obtained by
measuring the average time a packet experienced between
the sender and the receiver. The packet loss is calculated by
counting the number of packets not received, and the total
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number of packets sent. Each simulation runs 300 s, which is
enough to show the performance of the proposed RAW opti-
mization scheme. Besides, to improve the reliability of the
simulation results, each simulation was conducted five times,
and the final results are the average of the five. The proposed
RAW adaption scheme is compared with another RAW opti-
mization scheme CA-CWA, which is also based on the chan-
nel status estimation. However, CA-CWA just tunes the
contention window to improve the network performance,
while RO-RAW adjusts the number of stations in a different
RAW period.

4.2. Simulation Results. In the simulation, to validate the
effectiveness of the proposed algorithms more precisely, the
simulation is conducted in two simulation scenarios for two
different RAW configurations. In the first scenario, the slot
format subfield is filled with 1, and the RAW slots and C is
set to 4 and 200. This configuration provides less slots in a
RAW period, but a longer time for each slot.

Figures 5(a) and 5(b) show the throughput performance
of the two RAW optimization schemes when varying the
number of RAW stations. We observed that the network
throughput associated with each algorithm increased as the
number of RAW stations n increased until a maximum point
(n = 40 in Figure 5(a) and n = 50 in Figure 5(b)), and the
value begins to decline. It is the basic RAW throughput char-
acteristics which has been proved in several researches [9,
25]. Figures 5(a) and 5(b) further show that RO-RAW has
better performance on throughput than CA-CWA. We take
the simulation results in Figure 5(a) for example. No matter
how the number of nodes changes, RO-RAW has better per-
formance than CA-CWA. However, after the throughput
reaches the peak value (n > 40), RO-RAW has a more signif-
icant performance improvement. It is because CA-CWA is a
contention window-based optimization scheme, which can
only adjust the contention window of the station. But it can-
not adjust the distribution of the stations in each RAW
period and RAW slot. It means the load distribution of the
stations is perhaps not balanced, and this issue may be worse
when the number of inactive nodes is large. RO-RAW over-
comes this problem and thus achieves a better performance.

Figures 6(a) and 6(b) illustrate the delay performance of
the two RAW optimization schemes when varying the num-
ber of RAW stations. It can be observed that when the station
numbers are relatively low (n = 40 in Figure 6(a) and n = 50 in
Figure 6(b)), the average delay is almost zero. The reason is that
the channel competition is not very severe in these cases. But
when the number of stations gets higher, there is a significant
increase in the average delay due to the severe channel compe-
tition. Figures 6(a) and 6(b) further show that our proposed
scheme also has better performance on average delay than
CA-CWA. When the channel gets crowded, RO-RAW is able
to estimate the channel status and reallocated the RAW slots.
Thus, it has a better delay performance when the number of sta-
tions is relatively higher compared with CA-CWA. The same
conclusion can be also drawn when analyzing the packet loss
performance (Figures 7(a) and 7(b)) of the two schemes.

In the second scenario, the slot format subfield is filled
with 0, and the RAW slots and C are set to 8 and 50. This

configuration provides a larger number of slots in a RAW
period, but a shorter time for each slot, compared with the
first scenario. However, the main conclusions are similar to
the conclusions obtained in the first scenario.

As shown in Figures 8(a) and 8(b), the peak value and
other values are changed compared with the values in the first
scenario because the number of the RAW slots has been
increased and the value ofC is decreased. But the general trend
of the throughput curve does not change. RO-RAW still shows
its performance advantages than CA-CWA, especially when
the number of stations is relatively large. The same conclusion
can be also drawn when analyzing the delay (Figures 9(a) and
9(b)) and packet loss performance (Figures 10(a) and 10(b)) of
the two schemes in the second scenario.

5. Conclusion

In this paper, we propose a run-time RAW optimization
scheme with the extended Kalman filter, namely, RO-RAW,
to improve the RAW performance in IEEE 802.11ah net-
works. RO-RAW first estimates the current channel status
and returns the estimated station numbers by the EKF
method. Based on the estimated number of competing sta-
tions, RO-RAW adjusts the RAW parameters to the optimal
parameter settings which are calculated in advance. To vali-
date the performance of the proposed scheme, we compared
it with another RAW optimization scheme CA-CWA in the
NS-3 simulator. The simulation results show that RO-RAW
substantially improves the throughput, latency, and packet
loss performance compared with CA-CWA in different
simulation scenarios. The results further show that, when
the channel is relatively congested, RO-RAW improves the
performance of RAW more significantly.
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This paper presents the performance of a hard decision belief propagation (HDBP) decoder used for Luby transform (LT) codes
over additive white Gaussian noise channels; subsequently, three improved HDBP decoders are proposed. We first analyze the
performance improvement of the sorted ripple and delayed decoding process in a HDBP decoder; subsequently, we propose
ripple-sorted belief propagation (RSBP) as well as ripple-sorted and delayed belief propagation (RSDBP) decoders to improve
the bit error rate (BER). Based on the analysis of the distribution of error encoded symbols, we propose a ripple-sorted and
threshold-based belief propagation (RSTBP) decoder, which deletes low-reliability encoded symbols, to further improve the
BER. Degree distribution significantly affects the performance of LT codes. Therefore, we propose a method for designing
optimal degree distributions for the proposed decoders. Through simulation results, we demonstrate that the proposed RSBP
and RSDBP decoders provide significantly better BER performances than the HDBP decoder. RSDBP and RSTDP combined
with the proposed degree distributions outperformed state-of-the-art degree distributions in terms of the number of encoded
symbols required to recover an input symbol correctly (NERRIC) and the frame error rate (FER). For a hybrid decoder
formulated by combining RSDBP with a soft decision belief propagation decoder, the proposed degree distribution outperforms
the other degree distributions in terms of decoding complexity.

1. Introduction

The Luby transform (LT) codes proposed in [1] are the first
practical fountain code that performs well on reliable com-
munications over a binary erasure channel (BEC). Successful
hard decision belief propagation (HDBP) decoding is possi-
ble whenð1 + εÞk encoded symbols are available, where ε is
the overhead of decoding. With the advantage of being
rateless, LT codes have been introduced in broadcast services
and noisy channels [2]. The performance of LT codes over
additive white Gaussian noise (AWGN) channels has been
investigated in [3]. To improve decoding performance, soft
information is used in a soft decision belief propagation
(SDBP) decoder, which is used as the decoding algorithm
over noisy channels [4].

Different strategies have been proposed to improve the
performance of LT codes over AWGN channels. A Gauss–
Jordan-elimination-assisted belief propagation (BP) decoder
was proposed to address the premature termination of BP

decoding [5]. However, it is only practical for short LT codes.
Generally, an SDBP decoder begins when all encoded sym-
bols are available. Therefore, in greedy spreading serial
decoding, encoded symbols are processed at once, and mes-
sages propagated greedily to improve the convergence speed
[6]. However, the increase in decoding complexity was dem-
onstrated in [5, 6]. A cross-level decoding scheme that
combines LT codes with low-density parity check (LDPC)
codes was proposed [7]. Although this method provided an
effective decoding scheme, it required additional bit decoding
from the LDPC, thereby increasing the decoding complexity.
The piggybacking BP decoding algorithm, which decreases
the decoding overhead and decoding delay, was proposed
for repeated accumulated (RA) rateless codes [8]. However,
it is only useful for RA rateless codes. A parallel soft iterative
decoding algorithm was proposed for satellite systems [9].
Similar to the study in [7], it is only effective when combining
LDPC codes with LT codes in the physical layer. A low-
complexity BP decoder was proposed to improve
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performance by deleting low-reliability symbols at the cost of
a slight transmission efficiency loss [10]. The BP-based
algorithm is combined with the log likelihood ratio- (LLR-)
based adaptive demodulation (ADM) algorithm to further
reduce the decoding complexity [11]. The maximum a pos-
teriori probability-based ADM algorithm was proposed to
improve performance by discarding incorrect bits [12]. An
adaptive decoding algorithm was proposed to reduce the
decoding complexity by reducing the number of active check
nodes [13], which degraded the performance of LT codes. In
[10–13], the decoding complexity was reduced at the expense
of increasing overhead because unreliable symbols were
deleted. The trade-off between performance and decoding
complexity was analyzed in [14]. Reducing the decoding
complexity is important for the practicability of LT codes
over noisy channels. However, the decoding complexity of
the SDBP decoder remains high.

Several degree distributions have been proposed for LT
codes over AWGN channels. An optimization process is for-
mulated to design a new degree distribution, which improves
the performance of LT codes over AWGN channels [15].
Three types of check-node degree distributions are proposed
to improve the performance of systematic LT codes over
AWGN channels [16]. A novel optimization model was pro-
posed to design degree distributions over AWGN multiple
access channels [17]. A ripple-based design of the degree
distribution for AWGN channels was proposed in [18].
However, designing a good degree distribution and improv-
ing the performance in HDBP decoding over noisy channels
remain an open problem.

Compared with SDBP decoding, HDBP decoding
significantly reduced decoding complexity, which is
extremely important for battery-powered equipment. The
use of HDBP decoding can effectively reduce the decoding
complexity of the hybrid decoding scheme, in which SDBP
decoding will be invoked when HDBP decoding fails.
Herein, the performance of HDBP decoding is analyzed,
and improved HDBP decoders and their corresponding
degree distributions are proposed. First, we investigate the
ripple size throughout the decoding process and argue that
sorting encoded symbols in ripple improves decoding per-
formance; subsequently, we propose a ripple-sorted BP
(RSBP) decoder. Based on the RSBP decoder, we discovered
that with more encoded symbols available before decoding
started, the decoding performance improved. Hence, we

propose an improved BP decoder known as a ripple-
sorted and delayed BP (RSDBP) decoder. Based on the
analysis of the distribution of error encoded symbols, we
argue that low-reliability encoded symbols should be
deleted to improve decoding performance and propose a
ripple-sorted and threshold-based BP (RSTBP) decoder.
Second, by analyzing the random walk model, we propose
a method to generate a set of candidate ripple-size evalua-
tions. A ripple-based design of degree distribution known
as the generalised degree distribution algorithm (GDDA)
is used to generate the degree distribution [19]. Based on
the Monte Carlo method, the optimal degree distribution
for a specific BP decoder is achieved. Simulation results
demonstrated that our proposed RSBP and RSDBP
decoders outperformed the BP decoder in terms of the bit
error rate (BER) performance. Additionally, RSDBP and
RSTDP combined with the proposed degree distributions
outperformed state-of-the-art degree distributions in terms
of the number of encoded symbols required to recover an
input symbol correctly (NERRIC) and the frame error rate
(FER). For the hybrid decoder formulated by combining

Pseudocode of LT encoding
Input: input symbols X = ðx1, x2,⋯, xkÞ, degree distribution ΩðdÞ
Output: an encoded symbol c
1: initialize an encoded symbol c=0
2: select a degree d from [1, k] according to ΩðdÞ
3: select d different input symbols from X and add to a neighbor set V
4: for input symbol v in Vdo
5: c=c XOR v
6: end for
7: returnc

Algorithm 1.

Pseudocode of hard decision BP decoding
Input: encoded symbols received from channels
Output: recovered input symbols X̂
1: initialize ripple R as an empty queue
2: initialize recovered input symbols X̂ as an array
3: initialize waited encoded symbols Y as an array
4: whilesizeofðX̂Þ < kdo
5: receive an encoded symbol y from channels
6: XORsðX̂, yÞ
7: degreeðyÞ == 1?pushðR, yÞ: pushðY , yÞ
8: whilesizeofðRÞ > 0do
9: dequeue an input symbol x̂ from R
10: pushðX̂, xÞ
11: for encoded symbol y in Ydo
12: XORðy, x̂Þ
13: degreeðyÞ == 1?pushðR, yÞ: pushðY , yÞ
14: end for
15: end while
16: end while
17: returnX̂

Algorithm 2.
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RSBP with an SDBP decoder, the proposed degree distribu-
tion outperformed state-of-the-art degree distributions in
terms of decoding complexity.

The remainder of this paper is organised as follows. In
Section 2, a review of the system model and the encoding
and decoding of LT codes are provided. In Section 3, the
performance of HDBP decoding is analyzed. In Section 4,
our RSBP, RSDBP, and RSTBP decoders are presented. In
Section 5, the performance of the proposed decoders is ana-
lyzed. In Section 6, a method to generate the optimal degree
distribution for a specific BP decoder is proposed. In Section
7, our experimental design is outlined, and the efficiency of
the proposed decoders and the proposed degree distribution
are demonstrated by experimental results. Finally, our study
is summarised as follows.

2. Background

2.1. System Model. Information messages must be transmit-
ted from the source to the destination over AWGN channels.

Messages are partitioned into blocks, and each block is parti-
tioned into symbols. The input symbols of the LT codes are
denoted as X = ðx1, x2,⋯, xkÞ, which is a combination of
original symbols and a cyclic redundancy check (CRC).
Typically, a single input symbol can be one bit or even a
packet. For simplicity, one bit is regarded as an input symbol
in this study. At the source, a stream of encoded symbols
C = ðc1, c2,⋯, cN ,⋯Þ is generated from k input symbols.
The encoded symbol cj is modulated by the binary phase shift
keying and transmitted to the destination independently as si.
At the destination, the output of the AWGN channels for
each symbol sj is as follows:

yj = sj + nj, ð1Þ

where ni ~Nð0,N0/2Þ, with Nð⋅Þ being the normal distribu-
tion. At the destination, ð1 + εÞkencoded symbols are
received to recover the k input symbol. Generally, a soft

X1 X2 X3 X4

y1 y2 y3 y4 y5

Figure 1: An example of tanner graph.
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Figure 2: (a) lower-reliable encoded symbol arrived first. (b) higher-reliable encoded symbol arrived first.
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Figure 3: (a) Get a symbol from ripple and XOR with encoded symbols in waiting array. (b) Add the degree-one encoded symbols to the
ripple.
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demodulation is performed on encoded symbols. The log-
likelihood ratio (LLR) of the encoded symbol is defined as

L yj
� �

= ln
Pr sj = 1 yj

���
� �

Pr sj = 0 yj
���

� � : ð2Þ

In this study, HDBP decoding was concatenated with
SDBP decoding, which can reduce decoding complexity.
The encoded symbols with LLR were passed to HDBP decod-
ing, and the output of decoding was verified by a CRC.
Decoding is successful if it passes; otherwise, SDBP decoding
is invoked.

2.2. BP Encoding. Given k input symbols X = ðx1, x2,⋯, xkÞ
and a degree distributionΩðdÞ, d = 1, 2,⋯, k, subsequently,
an infinite number of encoded symbols are generated accord-
ing to Algorithm 1.

2.3. Hard Decision BP Decoding. BP decoding is widely used
for LT codes, which are implemented in different variants
for different channels. HDBP decoding is used in BEC,

whereas SDBP decoding is used in noisy channels. We dis-
covered that HDBP decoding concatenated with SDBP
decoding can be used in noisy channels, which will be
analyzed herein. In HDBP decoding, encoded symbols
participating in the decoding process are considered as
correct symbols. Hence, simple inversed XOR operations
are performed. The pseudocode of HDBP decoding is
shown in Algorithm 2, where decoding is performed at
once. Decoding is completed when sufficient encoded sym-
bols are received.

3. Analysis of Hard Decision BP Decoding

For HDBP decoding, suppose n encoded symbols y1, y2,⋯,
yn are sufficient to recover k input symbols x1, x2,⋯, xk.
The relationship between the input symbols and encoded
symbols can be expressed by a Tanner graph. For example,
the Tanner graph of four input symbols and five encoded
symbols is shown in Figure 1.

3.1. Error Probability of Hard Decision BP Decoding. Let ρðyjÞ
denotes the error probability of the encoded symbol yj.
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Figure 4: Ripple size and waiting array size as a function of number of recovered symbols for k = 500.
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Figure 5: (a) BP decoder. (b) Delayed BP decoder.
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Generally, ρðy1Þ < ρðy2Þ, if jLðy1Þj > jLðy2Þj and vice versa. A
decreasing function exists such that

ρ yj
� �

= f L yj
� ����

���
� �

: ð3Þ

Let ρðxiÞ denotes the error probability of the input
symbol xi if it is recovered by the encoded symbol yj, which
is shown in formula (4).

ρ xið Þ =
ρ yj
� �

max ρ yj
� �

, ρ N yj, xi
� �� �� �

d yj
� �

= 1

d yj
� �

> 1

8><
>:

, ð4Þ

where Nðyj, xiÞ denotes the neighbors of yj except xi. In
HDBP decoding, input symbols are recovered individually
in sequence. In Figure 1, ðx1, x2, x3, x4Þ is a reasonable
sequence of input symbols recovered in decoding, and it is
not the only one. For a sequence, we define QðxiÞ as the set
of encoded symbols that are the only neighbors of the input
symbol xi at the end of decoding. For the sequence ðx1, x2,
x3, x4Þ, we have Qðx1Þ = fy1g,Qðx2Þ = fy2, y3g, Qðx3Þ = fy4g
, and Qðx4Þ = fy5g. We discovered that x2 can be recovered
by both y2 and y3. LetQ′ðxiÞ denotes the set of encoded sym-
bols supported to decode xi. We have Q′ðx2Þ = fy1, y2g if it is
recovered by y2; otherwise, Q′ðx2Þ = fy1, y4, y3g. Therefore,
we have

ρ xið Þ =max ρ Q′ xið Þ
� �� �

: ð5Þ

Letℚ = fQ′ðx1Þ,Q′ðx2Þ,⋯,Q′ðxkÞg; the error probabil-
ity of HDBP decoding is shown in formula (6).

ρ ℚð Þ = 1 −
Yk
i=1

1 − ρ xið Þ: ð6Þ
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Figure 6: Ratio of error symbols as a function of segment sequence length.

Pseudocode of calculating threshold
Input: Probability δ
Output: Threshold t
1: initialize an ordered array S
2: initialize n=0
3: whilei<Mdo
4: generate a packet p and add to S
5: ifp is error then
6: n=n+1
7: end if
8: i++9: end while
10: e = n × δ
11: i=M
12: whilei ≥ 0do
13: p=S[i]
14: ifp is error then
15: e=e – 1
16: end if
17: ife<= 0 do
18: t = AbsðLLRðS½i�ÞÞ
19: break
20: end if
21: i–
22: end while
23: returnt

Algorithm 3.
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For a Tanner graph, several different ℚ exist. Our aim is
to optimize the supported set of each input symbol to reduce
the error probability of decoding. For example, x2 should be
recovered by a supported set with a lower error probability.
For example, the Tanner graph with the LLR value is shown
in Figure 2. The LLRs of y2 and y3 were set as -0.1 and 0.2,
respectively. As shown in Figure 2(a), the input symbol is
incorrect if it is recovered by y2. Otherwise, it is correct if it
is recovered by y3, which is shown in Figure 2(b).

3.2. Improvement in Error Probability. In HDBP decoding,
each input symbol is recovered by 1 + ε encoded symbols
on average. In other words, ε input symbols will be recovered
by two encoded symbols. This is a valid assumption because
the probability of an input symbol recovered by more than
two encoded symbols is small. Consider the case in which
both encoded symbols y1 and y2 have only the neighbor of

the input symbol xiat the end of decoding. The error proba-
bility of xi is shown in formula (7) if it is recovered by y1 or
y2 at random.

ρ xið Þ = 1
2〠

2

j=1
max ρ yj

� �
, ρ N yj, xi

� �� �� �
: ð7Þ

Otherwise, the error probability of xi is as shown in for-
mula (8) if it is recovered by the encoded symbol with a lower
error probability.

ρ xið Þ =min max ρ y1ð Þ, ρ N y1, xið Þð Þð Þ, max ρ y2ð Þ, ρ N y2, xið Þð Þð Þð Þ:
ð8Þ

Therefore, the error probability of decoding is reduced if
the encoded symbol with a lower error probability is selected
to recover the corresponding input symbol.

4. Improved Hard Decision BP Decoders

As shown, the error probability of the input symbol can be
reduced by selecting the support set with a lower error prob-
ability. In this section, we propose three improved HDBP
decoders to reduce the probability of decoding.

4.1. Ripple-Sorted BP Decoder. The structure of the HDBP
decoder is shown in Figure 3. First, degree-one encoded
symbols are added to the ripple to start the decoding. The
symbols in the ripple are processed individually until the rip-
ple is empty. Two methods can be used to reduce the error
probability of recovered symbols in the decoding process.
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Figure 7: Ratio of deletion as a function of δ.

Table 1: Computational complexities of four decoders.

BP RSBP RSDBP RSTBP

XOR O �dk
� �

O �dk
� �

O �dk
� �

O �dk
� �

SORT ━ O k log Rmaxð Þ O k log Rmaxð Þ O k log Rmaxð Þ

Table 2: Numerical results of computational complexities with
k=256.

BP RSBP RSDBP RSTBP

XOR 2156.27 2156.60 2157.47 2157.52

SORT ━ 560.89 571.29 571.30
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The first one is to sort symbols in the ripple. The second one
is to sort symbols in the waiting array.

Lemma 1. Sorting the symbols in the waiting array can be
replaced by sorting the symbols in the ripple, and both the
RSBP decoder and waiting-array-sorted BP (WSBP) decoder
can reduce the error probability of decoding.

Proof. The symbols released in each step depend only on the
symbol being processed and the symbols in the waiting array;
they are irrelevant to the order of the waiting array. The
released symbols are sorted in the WSBP decoder, whereas
the released symbols are sorted after being added to the ripple
in the RSBP decoder. We assume that two symbols y1 and y2
are released simultaneously and jLðy1Þj > jLðy2Þj without loss
of generality. If the remaining neighbor of both y1 and y2 is x1,
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the error probability of x1 is reduced in both the RSBP and
WSBP decoders. Hence, Lemma 1 is proven.

Lemma 2. For HDBP decoding, sorting symbols in ripple is
better than sorting symbols in the waiting array.

Proof.We assume that two symbols y1 and y2 exist in the rip-
ple and jLðy1Þj > jLðy2Þj. The remaining neighbors of y1 and
y2 are x1 and x2, respectively. It is clear that the error proba-
bility of the symbol released in this step is equal to or greater
than the error probability of y1. Therefore, the symbol with

minimal error probability should recover the corresponding
input symbol in each decoding step. However, the error
probability of the symbol released in the next steps may be
less than the error probability of y2. If y3, jLðy3Þj > jLðy2Þj is
released and added to the ripple when y1 is processed, the
remaining neighbor of y3 will be x2. The input symbol x2
should be recovered by y3. In this case, the performance of
the RSBP decoder is better than that of the WSBP decoder.
Hence, Lemma 2 is proven.

he design of the ripple size evolution assumes that the
ripple size should be remain more than one throughout the
decoding process. Therefore, in theory, the performance of
the RSBP decoder is better than that of the HDBP decoder.
To analyze the performance improvement, the ripple size
and waiting array size are analyzed by Monte Carlo simula-
tions. The result is shown in Figure 4 with k = 500 and the
degree distribution in [18], where the average ripple size
and average waiting array size in each decoding step are cal-
culated by 100000 simulations. The percentage of ripple sizes
greater than one exceeds 80%, which means that symbols in
the ripple can be sorted based on the absolute LLR value.
As shown in Figure 4, the waiting array size is large at the
beginning of decoding, which means that the probability of
y1 and y2 released in the same decoding step is high. Addi-
tionally, we discovered that the number of symbols in the
waiting array is larger than that in the ripple exception of
nr ≥ 499. Therefore, sorting symbols in ripple is more effi-
cient than sorting symbols in a waiting array. The proposed
RSBP decoder can be implemented by replacing push (R, y)
with pushAndSort (R, y) in Algorithm 2.

4.2. Ripple-Sorted and Delayed BP Decoder. For HDBP
decoding, the number of symbols released in each step
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Figure 10: BER as a function of Nb/N0.

Table 3: Computational time of three decoders.

k BP (ms) RSBP (ms) RSDBP (ms)

256 0.766 0.768 0.772

500 3.069 3.081 3.088

Table 4: Optimal parameter values and average degree of the
proposed degree distribution Ω.

k mmax c �d ε

256 3 0.3 7.68 0.1614

500 4 0.4 9.08 0.1196

Table 5: Average degree of compared degree distributions.

k �d ε

Φ 256 8.11 0.1636

Ψ 500 16.10 0.1381
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increased with the size of the waiting array. Therefore, the
performance increased with the size of the waiting array.
For example, as shown in Figure 5(a), the input symbolx2
recovered byy2is incorrect becausey2is incorrect. As a result
of error propagation,x3, x4are also incorrect. In Figure 5(b),
the decoding process is delayed until sufficient encoded
symbols are available. The input symbolx4recovered byy5is
correct becausey5is correct; therefore,x3, x4are correct as well.
Consequently, the encoded symboly2with a high error prob-
ability is redundant.

Lemma 3. The more encoded symbols are available before
decoding starts, the better is the BER performance of decoding.

Proof. We assume that the input symbol x can be recovered
by one of y1, y2 with jLðy1Þj < jLðy2Þj. If y1 is processed before
y2 is available, then the error probability of x is reduced if
decoding is delayed until y2 is available. If more encoded
symbols are available before decoding starts, the error prob-
ability of more input symbols will be reduced. Hence, Lemma
3 is proven.

Based on Lemma 3, we propose our RSDBP decoder,
which delays the start of the decoding until kð1 + εÞ encoded
symbols are received. The parameter ε depends on k and the
degree distribution. For example, ε is set as 0.16 for k = 256
with a degree distribution in [20]. The proposed RSDBP
decoder can be implemented by starting the RSBP decoding
process until sufficient encoded symbols are added to the
waiting array.

4.3. Ripple-Sorted and Threshold-Based BP Decoder. Let P
denotes the ratio of error symbols, which increases as the
SNR decreases. The BER performance of the RSDBP decoder
decreased as P increased. To reduce the probability of incor-
rect encoded symbols participating in decoding, the encoded
symbols with a high error probability should be deleted. The
distribution of error symbols can be analyzed using Monte
Carlo simulations. For example, 2k (k = 500) encoded sym-
bols are generated and sorted by the error probability,
denoted as y1, y2,⋯, y2k, jLðy1Þj ≥ jLðy2Þj ≥⋯ ≥ jLðy2kÞj.
We segmented y1, y2,⋯, y2k into 100 segments. The ratio of
error encoded symbols in each segment is shown in
Figure 6. As shown, only a small number of error encoded
symbols exist, and the ratio of error encoded symbols
increased with the segment sequence. Therefore, most error
encoded symbols can be deleted from decoding if the tails
of the sorted encoded symbols are deleted.

For HDBP decoding, the received encoded symbol yj will
be deleted if jLðyjÞj < t, where t denotes the threshold. Other-
wise, it will participate in decoding. Let δ denotes the proba-
bility that an error symbol will be deleted. For deletion
probability δ, the threshold t can be calculated by Monte
Carlo simulations, as shown in Algorithm 3.

Let ω denotes the ratio of encoded symbols deleted by
decoding, which depends on δ. Figure 7 shows the ratio of
deletion as a function of δ. As shown, the ratio of deletion
decreased as the SNR increased, whereas it increased with δ.

Therefore, the trade-off between the BER performance and
overhead can be adjusted by δ.

Based on the analysis of symbol deletion, we propose a
new decoder named the RSTBP decoder, in which encoded
symbols with higher error probabilities are deleted from
decoding. The proposed RSTBP decoder can be implemented
by deleting encoded symbols that exceed the threshold.

5. Analysis of the Improved BP Decoder

Lemma 4. The decoding complexity of the sorting ripple
satisfies the constraint

C ≤O 1 + εð ÞklogR kð Þð Þ: ð9Þ

Proof. The ripple size decreases as the decoding process
proceeds. Initially, RðkÞ symbols are released and sorted,
and the decoding complexity is OðRðkÞ log RðkÞÞ. The
remainingð1 + εÞk − RðkÞ symbols will be inserted into the
ripple, and the decoding complexity is less than Oððð1 + εÞk
− RðkÞÞ log RðkÞÞ. Hence, Lemma 4 is proven.

The computational complexities of the four decoders are
shown in Table 1, where�d = 1/k∑k

d=1dΩðdÞ and Rmax = max
ðRk, Rk−1,⋯, R1Þ, and the numerical results of computational
complexities obtained by simulations are shown in Table 2. It
is noteworthy that the number of XOR operations depends
only on the average degree, and the number of SORT opera-
tions in RSDBP is the same as that in RSTBP. The number of
SORT operations in RSBP is slightly less than that in RSDBP
because small input symbols have been recovered before
ð1 + εÞk encoded symbols are available.

Lemma 5. For a P and δ, the number of error encoded symbols
participating in decoding is

Ne =
1 − δð ÞP
1 − δP

1 + εð Þk: ð10Þ

Proof. LetN denotes the number of encoded symbols received,
and we haveNð1 − δPÞ = ð1 + εÞk. The error encoded symbols
participating in decoding are Ne =NPð1 − δÞ. Hence, Lemma
5 is proved.

Lemma 6. The number of input symbols recovered by error
encoded symbols directly satisfies the constraint

Ne ′ ≤Ne −
εNe

2

2 1 + εð Þk : ð11Þ

Table 6: Optimal parameter values for proposed degree distribution.

k δ mmax c �d

256
0.01 3 0.22 7.36

0.90 3 0.24 7.40

500
0.01 4 0.25 8.62

0.90 4 0.40 8.84
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Proof. There exist ε pairs of encoded symbols. Since Ne is
small compared with ð1 + εÞk, the probability of an error
encoded symbol pairing with a correct encoded symbol is
εNe/ð1 + εÞk. Let ðy1, y2Þ, jy1j ≤ jy2j denotes a pair of
encoded symbols without loss of generality. If one of y1
and y2 is an error encoded symbol, the probability that y1
is the error encoded symbol exceeds 0.5. Therefore, more
than εNe

2/2ð1 + εÞk error encoded symbols will be consid-
ered as redundant symbols. Hence, Lemma 6 is proven.

Definition 7. (error propagation probability). the neighbors
of the encoded symbol are selected randomly. Therefore,
the probability that an encoded symbol with degree d is
affected by an error input symbol that satisfies the constraint

ρ dð Þ = C1
1C

d−1
k

Cd
k

: ð12Þ

We observed that the error propagation probability
decreased with the average degree. For example, no error
propagation was observed when the average degree was
one. Hence, a trade-off occurred between the error propaga-
tion probability and overhead.

Definition 8. (number of affected encoded symbols). let d1,
d2,⋯, dL denote the degrees of L encoding symbols that will
recover L input symbols. The number of encoded symbols
affected by an error symbol in step L directly satisfies the
constraint

N Lð Þ = 〠
L

i=1
ρ dið Þ: ð13Þ

Lemma 9. (total number of affected encoded symbols). let
l1, l2,⋯, lNðLÞ denotes the steps affected by the error symbol
in steps k-L. The total number of encoded symbols affected
by an error symbol satisfies the constraint

ℕ Lð Þ ≈ N Lð Þ + 〠
N Lð Þ

l=1
ℕ lð Þ

N Lð Þ

L > 1

L = 1

8>><
>>:

: ð14Þ

Proof. Compared with k, the average degree of encoded
symbols is small. Hence, ρðdÞ is relatively small. The number
of encoded symbols that are affected by an error symbol
directly and indirectly is small. Therefore, the double count-
ing problem is disregarded; hence, the lemma is proven.

To validate the performance of LT codes in AWGN
channels, we propose a new indicator known as NERRIC,
which is defined as follows:

σ = 1 + εð Þ/τ, ð15Þ

where τ denotes the BER of decoding.

6. The Optimal Degree Distribution for a
Specific BP Decoder

Studies regarding the design of an optimal degree distribu-
tion for a specific BP decoder over AWGN channels are
limited, as previously discussed. Herein, a method for design-
ing a degree distribution for a specific goal is proposed. The
ripple size evolution is important for the design of a degree
distribution. Random walk was used to model the number
of encoded symbols released in each step. We assumed that
the number of encoded symbols released in each step was a
Poisson distribution.

Lemma 10. (symbol release). let φðmÞ denotes the probability
thatm encoded symbols will be released in each step. It satisfies
the constraint

φ mð Þ = e−1/m: ð16Þ

Proof. The number of encoded symbols released is a Poisson
distribution. The expectation of this distribution is one.
Therefore, Lemma 10 is proven.

Letmmax denotes the maximum number of encoded sym-
bols released in a single decoding step. For a fixed mmax,
Monte Carlo simulations can be used to generate plenty of
ripple size evolutions. Each ripple addition is modeled as a
randomwalk with a probability distribution φðmÞ. The ripple
size evolution is modeled as follows:

RL = RL + cσL, ð17Þ

where �RL and σL denote the average ripple size and variance
of the simulation results in decoding step L, respectively; c
denotes a parameter to adjust the ripple size evolution. For
mmax = 3, the ripple size as a function of decoding step for
different c is shown in Figure 8. It is clear that the expected
ripple size evolution can be generated by carefully adjusting
parameter c. Given the ripple size evolution, the degree
distribution can be calculated using the GDDA. The degree
distribution is obtained based on formula (18).

Ω =GDDA RSE mmax, cð Þð Þ, ð18Þ

where RSEðmmax, cÞ denotes the ripple size evaluation deter-
mined by parameters mmax, c.

Let Ω denotes the degree distribution designed to
minimize average overhead. Let Ω′ denotes another well-

Table 7: Optimal parameters of the proposed degree distribution
with fixed overhead.

k ε mmax c

256
0.20 3 -0.4

0.25 3 0.4

500
0.15 6 0.4

0.20 6 0.5

12 Wireless Communications and Mobile Computing



Figure 15: Frame error rate as a function of SNR for k = 256.

Figure 16: Frame error rate as a function of SNR for k = 500.
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designed degree distribution to decrease the average degree
at the expense of increasing the average overhead. The aver-
age overhead and average degree as a function of parameter
c are shown in Figure 9. The BER decreased as the average
degree decreased because of two reasons. First, the more
encoded symbols participated in decoding, the more
encoded symbols recovered the same input symbol, result-
ing in a decrease error probability of decoding. Subse-
quently, the error propagation decreased with the average
degree. Therefore, the BER is in conflict with the average
overhead. Additionally, the average degree directly deter-
mines the number of operations during the encoding and
decoding processes.

Let GðΩÞ denotes the objective function of the degree
distribution Ω. Additionally, the optimal parameters
ðmmax, cÞ can be converted to a pure optimization problem
as follows:

mmax, c = arg min
mmax,c

G GDDA RSE mmax, cð Þð Þð Þ ð19Þ

The variable c is used for the range [-1,1] and mmax for
the range [3,

ffiffiffi
k

p
]. Generally, for a fixed mmax, it might

appear that a lower value of c would be desirable for
decreasing both the average degree and BER at the
expense of increasing the average overhead.

7. Numerical Results

In this section, some simulation results are provided to vali-
date our study. The decoding algorithms were implemented
in C++ and executed on a computer with a Xeon E3-
1505M CPU and 16GB of RAM under Windows10. The
degree distributions proposed in [18, 20] were used in our
simulations, which are denoted as Φ andΨ, respectively,
and our proposed degree distribution is denoted as Ω. The
BER as a function of Nb/N0is shown in Figure 10. The BERs
of the RSBP and RSDBP decoders were better than that of the
BP decoder, consistent with our analyses. For example, with
k = 500 and Nb/N0 = 4:0, the BER of the BP decoder was
0.115, whereas the BER of the RSDBP decoder was 0.082.
The computational times of BP, RSBP, and RSDBP are
shown in Table 3. As shown, the computational times of
the three decoders were similar.

The RSDBP decoder combined with the proposed
degree distribution Ω was compared with the other
decoders. The degree distribution Ω was designed to opti-
mize σ by selecting the appropriate mmax and c; the optimal
parameters and average degree of Ω are shown in Table 4,
whereas the average degrees of Φ andΨ are shown in
Table 5. As shown, the average degree of Ω is smaller than
those of the others.

Figures 11 and 12 illustrate the NERRIC σ achieved by
different decoders and different degree distributions with k
= 256 and k = 500, respectively. It is clear that the RSBP
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Figure 17: Decoding time as a function of SNR for k = 256.
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and RSDBP decoders outperformed the BP decoder, which is
consistent with the theoretical analysis. The improvement
decreased as the SNR increased because barely any error
encoded symbols were discovered in channels with higher
SNRs. Furthermore, RSDBP combined with the proposed
degree distribution outperformed the other methods, and
the improvement increased with the SNR. For example,
with k = 500 and Nb/N0 = 4:0, the σ of the RSDBP decoder
combined with Ψ was 1.241, whereas the σ of RSDBP com-
bined with the proposed degree distribution was 1.217.
This is because the optimization goal was to minimize σ,
and the probability of error propagation decreased with
the average degree.

The RSTBP decoder combined with the degree distribu-
tion Ω was compared with the other decoders, and the
optimal parameters of Ω with different δand k are listed in
Table 6.

Figures 13 and 14 show σ as a function of SNR for k = 256
and k = 500, respectively. As shown from the figures, the pro-
posed degree distribution Ω yielded better results than the
others for both δ = 0:01 and δ = 0:90to minimize σ for opti-
mization. As the SNR increased, the performance of Ω was
better than that of the others. This is because the average
degree of Ω was smaller. Furthermore, as δincreased, σ
decreased more slowly. This is because the number of error
encoded symbols decreased as the SNR increased, and the
number of encoded symbols deleted at δ = 0:01approached
that at δ = 0:90.

In hybrid decoding, the decoding complexity decreased
as the FER increased. For RSDBP decoder, the degree
distributionΩcan be tuned to achieve a lower FER in a fixed
overhead. The optimal parameters of the degree distribution
Ω with different ε and k values are shown in Table 7.

Figures 15 and 16 show the FER as a function of the SNR
with k = 256 and k = 500, respectively. It was observed that
the proposed optimal degree distribution outperformed the
others for different fixed overheads. For instance, in the case
of k = 500, ε = 0:2, and Nb/N0 = 4:0, the FERs of Ψ and Ω
were 0.0232 and 0.0138, respectively. This is because a better
trade-off between the average overhead and average degree
was achieved to reduce the effect of error propagation.

A hybrid decoder can be formulated by combining the
RSDBP and SDBP decoders. Figures 17 and 18 show the
decoding time as a function of the SNR for k = 256 and
k = 500, respectively. It was observed that Ω outperformed
the others in terms of the decoding complexity, as Ω was
better than the others in the HDBP decoding stage.

8. Conclusions

Herein, we first analyzed the improvement of BP decoding by
introducing a sorting ripple, delaying the decoding process,
and deleting low-reliable symbols. Subsequently, we pro-
posed three improved HDBP decoders, namely, RSBP,
RSDBP, and RSTBP decoders. We demonstrated that both
RSBP and RSDBP outperformed BP decoding in terms of
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NERRIC although the decoding complexity increased
slightly. Compared with the RSDBP decoder, the RSTBP
decoder further increased the NERRIC but the average over-
head increased. Furthermore, a ripple size evolution-based
design of the optimal degree distribution was proposed.
Numerical simulations demonstrated that the proposed
degree distribution outperformed the others in terms of
both the NERRIC and FER. The proposed scheme was not
limited to AWGN channels and LT codes. It can be readily
extended to noisy channels and Raptor codes. In future
work, the energy consumption of LT codes will be investi-
gated to identify a balance among the FER, average over-
head, and average degree.

Data Availability

The data used to support the findings of this study are
available from the corresponding author upon request.

Conflicts of Interest

The authors declare that they have no conflicts of interest.

Acknowledgments

This study was supported by the Beijing Natural Science
Foundation (4194073).

References

[1] M. Luby, “LT codes,” in Proc. IEEE Symp. Found. Comp. Sci,
pp. 271–280, Vancouver, Canada, 2002.

[2] M. Luby, T. Gasiba, T. Stockhammer, and M. Watson, “Reli-
able multimedia download delivery in cellular broadcast net-
works,” IEEE Trans. Broadcast, vol. 53, no. 1, pp. 235–246,
2007.

[3] R. Palanki and J. S. Yedidia, “Rateless codes on noisy chan-
nels,” in International Symposium onInformation Theory,
2004. ISIT 2004. Proceedings, p. 37, Chicago, USA, 2004.

[4] H. Jenkač, T. Mayer, T. Stockhammer, and W. Xu, “Soft
decoding of LT-codes for wireless broadcast,” in Proc. IST
Mobile Summit 2005, 2005.

[5] A. Kharel and L. Cao, “Decoding of short LT codes over
BIAWGN channels with Gauss-Jordan elimination-assisted
belief propagation method,” in 2015 Wireless Telecommunica-
tions Symposium, pp. 1–6, 2015.

[6] L. He, J. Lei, and Y. Huang, “A greedy spreading serial decod-
ing of LT Codes,” IEEE Access, vol. 7, pp. 31186–31196, 2019.

[7] C. Cao, H. Li, and Z. Hu, “A new cross-level decoding scheme
for LT Codes,” IEEE Communications Letters, vol. 19, no. 6,
pp. 893–896, 2015.

[8] R. Sun, M. Zhao, J. Liu, J. Sun, H. Guan, and Z. Zhao, “Piggy-
backing belief propagation decoding for rateless codes based
on RA structure,” in 2018 IEEE/CIC international conference
on communications in China (ICCC), pp. 237–241, IEEE, 2018.

[9] M. Zhang, S. Chan, and S. Kim, “Soft iterative decoding algo-
rithms for rateless codes in satellite systems,” Algorithms,
vol. 12, no. 8, p. 151, 2019.

[10] L. Weijia and C. Shengnan, “Performance analysis of complex-
ity reduction BP decoding of rateless codes by deleting low

reliable symbols,” The Journal of China Universities of Posts
and Telecommunications, vol. 23, no. 5, pp. 26–31, 2016.

[11] C. Albayrak and K. Turk, “Reduced-complexity decoding of
LT Codes,” Wireless Personal Communications, vol. 94, no. 3,
pp. 969–975, 2017.

[12] K. Turk and P. Fan, “Adaptive demodulation using rateless
codes based onmaximum a posteriori Probability,” IEEE Com-
munications Letters, vol. 16, no. 8, pp. 1284–1287, 2012.

[13] I. Hussain, M. Xiao, and L. K. Rasmussen, “Reduced-complex-
ity decoding of LT codes over noisy channels,” in 2013 IEEE
wireless communications and networking conference
(WCNC)pp. 3856–3860, IEEE, 2013.

[14] D. Park and S. Y. Chung, “Performance—complexity tradeoffs
of rateless codes,” in 2008 IEEE international symposium on
information theory, pp. 2056–2060, IEEE, 2008.

[15] A. Kharel and L. Cao, “Improved fountain codes for BI-
AWGN channels,” in 2017 IEEE wireless communications
and networking conference (WCNC), pp. 1–6, IEEE, 2017.

[16] L. Wang and W. Tang, “Performance analysis and improve-
ment of LT codes over AWGN channels,” Journal of Com-
puters, vol. 9, no. 4, pp. 974–982, 2014.

[17] D. Deng, D. Xu, and S. Xu, “Optimisation design of systematic
LT codes over AWGN multiple access channel,” IET Commu-
nications, vol. 12, no. 11, pp. 1351–1358, 2018.

[18] J. H. Sorensen, T. Koike-Akino, P. Orlik, J. Ostergaard, and
P. Popovski, “Ripple design of LT codes for BIAWGN Chan-
nels,” IEEE Transactions on Communications, vol. 62, no. 2,
pp. 434–441, 2014.

[19] L. Zhang, T. Li, J. Liao, Q. Qi, and J. Wang, “Design of
improved Luby transform codes with decreasing ripple size
and feedback,” IET Communications, vol. 8, no. 8, pp. 1409–
1416, 2014.

[20] S. Xu and D. Xu, “Design of degree distributions for finite
length LT codes,” Wireless Personal Communications, vol. 98,
no. 2, pp. 2251–2260, 2018.

16 Wireless Communications and Mobile Computing



Research Article
The Lyapunov Optimization for Two-Tier Hierarchical-Based
MAC in Cloud Robotics

Yansu Hu,1 Ang Gao ,2,3 Changqing Wang,4 Wen Cao,1 and Maode Yan1

1School of Electronic and Control Engineering, Chang’an University, Xi’an 710064, China
2Yangtze River Delta Research Institute of Northwest Polytechnic University, Taicang 215400, China
3School of Electronics and Information, Northwest Polytechnic University, Xi’an 710072, China
4School of Automation, Northwest Polytechnic University, Xi’an 710072, China

Correspondence should be addressed to Ang Gao; gaoang@nwpu.edu.cn

Received 10 April 2020; Revised 10 June 2020; Accepted 20 July 2020; Published 28 August 2020

Academic Editor: Chaoyun Song

Copyright © 2020 Yansu Hu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

Cloud robotics can largely enhance the robot intelligence by offloading tasks to the cloud dynamically. However, the robots differ in
their own hardware configuration such as battery and processing capacity, while the transmission frames are also a mixture of
different quality of service (QoS) requirements. As the competition for limited channel resource is inevitable, how to optimize
the system performance by effective resource allocation is a key problem. The paper proposes a two-tier hierarchical-based
MAC (Two-Tier MAC) which means the classification exists not only in frames but also in robots. The Lyapunov optimization
technique is used to maximize the time-averaged quality satisfaction. The experiments show the superior performance of the
Two-Tier MAC compared with other MAC protocols especially in overloaded networks. Meanwhile, the system also presents a
longer lifetime because the Two-Tier MAC takes energy balance into consideration.

1. Introduction

Robotics is evolving from a single platform to cluster collab-
oration for the applications with high complexity, uncer-
tainty, and real time. Although robots share information
and cooperate with each other by a decentralized wireless
network, the intelligence is still limited by their own hard-
ware configuration. Cloud robotics [1] provides a novel con-
cept to break the individual limitation in low intelligence and
processing capacity. By means of the offloading task to cloud
dynamically, robots get rid of the huge storage and intensive
computing bottleneck.

As shown in Figure 1, the offloading task is divided into a
series of flows and is processed on cloud hosts in parallel by
virtualization technology. Task flows are then repacked by
upper layers with header information and finally encapsu-
lated into MAC frames in the data link. For enhancing the
survival ability in complex environment, robots adopt a

decentralized ad hoc network and contend for communica-
tion channel in the carrier sense multiple access/collision
avoidance (CSMA/CA) mode.

As the competition is inevitable, how to allocate the lim-
ited resource to guarantee the QoS performance and maxi-
mize the total system utility is a big challenge for the
offloading scenario. Frame differentiation is easily thought
of. For example, simultaneous localization and mapping
(SLAM) should enjoy a better real-time than environment
monitoring application. However, robots themselves also dif-
fer in processing capacity, hardware configuration, task
emergency, and so on which is often overlooked. Meanwhile,
the network condition is time varying which is hard to pre-
dict. When the network is overloading, the system cannot
support the QoS for all robots. The data arrival rate should
be adjusted to avoid blocking.

For the problems above, the paper proposes a two-tier
hierarchical-based MAC (Two-Tier MAC) to realize the
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classification on both frames and robots. The Lyapunov
optimization technique as well as isolated time slots and
admission control is adopted to maximize the system util-
ity even in poor network condition. The main contribu-
tions are as follows:

(i) The classification on both frames and robots is con-
sidered. All frames are divided into different priori-
ties waiting in corresponding queues with isolated
time slots to reduce collision consumption. Frames
in the same queue but from different robots are allo-
cated diverse accessing probability to ensure the
energy balance

(ii) The system optimization can be decoupled into two
independent issues by the Lyapunov method. One
is admission control (AC) in which the frames will
be rejected when the network is overloading. The
other is resource allocation (RA) to adjust the acces-
sing probability to maximize the system utility
function

The rest of the paper is organized as follows. Chapter II
reviews related works. In Chapter III, the scheme of the
Two-Tier MAC is detailed. The Lyapunov optimization
method is described in Chapter IV. In Chapter V, a series
of experiments are operated to test the effectiveness of the
Two-Tier MAC. The conclusion and future work are illus-
trated in Chapter VI.

2. Related Works

Since the widespread of heterogeneous, crosslayered “thin
robots,” it is the best way to control the network transmission
in the MAC layer or transceivers in the physics layer.

Some researches based on multiqueuing architecture
have realized QoS support by assigning different queues
with different resource or CSMA/CA parameters, such as
contention window size, interframe space, active time,
transmission power, TCP congestion window, and data
rate [2, 3]. In specific, QoS-based MAC [2] adjusts the
contention window for diverse QoS requirements and duty
cycle to preserve sensory energy. PRIN-MAC [4] can min-
imize energy consumption and increase system throughput
by varying the interarrival time according to the packets
priorities. ASMAC [5] avoids overhearing and reduces
contention and delay by asynchronously scheduling the
wake-up time of neighboring nodes. RF-MAC [6] focuses
on how the placement, chosen frequency, and number of
RF energy transmitters impact the sensor charging time.
CACC-MAC [7] is proposed for crosslayer congestion
control by the dynamic TCP congestion window and
MAC contention window scheme. The mechanism pro-
posed in [3] operates QoS provisioning at the MAC layer
for urgent traffic and provides data rate adjustment at the
application layer. Each algorithm can improve QoS perfor-
mance in certain scenarios. However, they are verified
from the view of system realization or protocol design
without theory analysis such as system stability and
dynamic performance.

Based on this problem, we have tried to apply control
theory in this area in recent years. FD-MAC [8] designs a
less-step controller to provide proportional delay differen-
tiated (PDD) QoS support. It adopts a linear model for
system identification which is not precisely enough and
without taking energy consumption into consideration.
On this basis, CSFD-MAC [9] proposes a cascade self-
tuning architecture as well as active power management,
and MQEB-MAC [10] adopts a back propagating (BP)
neural network to develop an all-in-one mixed QoS
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Figure 1: Two-Tier MAC architecture of cloud robotics.
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insurance and energy-balanced scheme. Although the algo-
rithms above are verified to be valid by experiments, they
still have the following limitations: Firstly, they only focus
on the difference in frames but neglect the heterogeneity
of the robots themselves. Secondly, channel condition is
time varying, but few papers notice the system perfor-
mance under poor channel conditions which is actually a
common scenario in the wireless network. Thirdly, the
mathematical model above is either too simple such as
the linear system or low in real time such as the BP neural
network.

3. System Model

3.1. Two-Tier Hierarchical Architecture. Figure 1 shows the
Two-Tier MAC architecture for cloud robotics, and Table 1
exhibits all the variables present in the paper. There are M
robots, and all frames are divided into N types waiting in
the isolated queues without interference. Note that blocks
with the same color come from the same robot, while blocks
fulfilled with the same shape have the same frame priority.

To avoid blocking, the arrival rate should be adjusted
according to the channel condition. For example, if one
queue is fulfilled, the robot should reject new corresponding
arrived frames. Queues will be allocated different time slots
according to the frame priority, and frames in the same
queue are allocated diverse accessing probability according
to robot classification.

3.2. Time Slot Isolation. Actually, the robots are power driven
related to system lifetime. Isolated time slots are adopted to
reduce the collision energy consumption. Frames contend
for communication channel by the CSMA/CA mode, with
the key algorithm that once the collision is detected, the node
will wait for a random back off in the range of ½0, CW�ðC
Wmin ≤ CW ≤ CWmaxÞ where CW is called the contention
window. The more intensive a robot attempts to transmit
frames, the higher the probability collision and retransmis-
sion occur, which will not only cause the unnecessary energy
wasting but also induce a large end-to-end delay. Define ρ to
be the accessing probability, then

ρ = 2
CW+ 1 : ð1Þ

Figure 1 also shows a dynamic time slot isolation
framework. There are S time slots in total, and sn means
the number of time slots allocated to the nth queue
(∑sn ≤ S, n = 1, 2,⋯N). Frames with the same priority con-
tent for channel medium in specified time slots are actu-
ally a kind of resource reservation mechanism to avoid
the across-class contention. Data arrival rate of robots is
independently and identically distributed (i.i.d). Without
loss of generality, assume the data priority is prefixed or
dynamically negotiated by high level protocol, and robots
are classified by battery capacity.

3.3. Utility Function. In the nth queue, suppose that the
arrival rate and the admission rate are λnðtÞ and RnðtÞ,

respectively. Although each frame expects a higher admis-
sion rate, it is still limited by data arrival rate, i.e.,

0 ≤ Rn tð Þ ≤ λn tð Þ, ∀n, t: ð2Þ

It is known that user experience and satisfaction follow
logarithmic laws [11]. Since the normalized positive weight
vector ½w1,w2,⋯wn�Tð0 ≤wn ≤ 1,∑wn = 1Þ is prefixed by a
high level protocol, the utility function for the nth queue
can be written as

un tð Þ =wn log2 Rn tð Þ½ �, n = 1, 2,⋯N: ð3Þ

3.4. Queuing Model. Define QnðtÞ to be the data backlog
(number of frames waiting in the queue) for the nth queue
at time t. The queue grows with the admission rate RnðtÞ
and gets short with the service rate μnðtÞ. According to the
queue theory [12], the recursive formula of queue length is

Qn t + 1ð Þ =max Qn tð Þ − μn tð Þ, 0½ � + Rn tð Þ: ð4Þ

As mentioned before, frames are with the same prior-
ity content for the channel medium in specified time slots
in the manner of CSMA/CA. So the service rate mainly
depends on both the time slots and accessing probability.

Table 1: Nomenclature.

M Number of robots

N Number of frame types

CW Size of contention window

ρm,n Accessing probability of nth frame type in robot m

S Total number of time slots in a duty-cycling

sn Number of time slots allocated to nth frame

λn tð Þ Arrival rate for nth queue

Rn tð Þ Admission rate for nth queue

wn Positive weight nth queue

un tð Þ Utility function for nth queue

μn tð Þ Service rate for nth queue

Qn tð Þ Data backlog for nth queue

vm PHY transmission ratio for mth robot

τm Class factor for mth robot

E :ð Þ Mathematical expectation

Γ Fitness function

sn′ Normalized value of sn

Ibinary Binary chromosome vector

Fcode Coding function

Fdecode Decoding function
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For every robot, supposing PHY transmission ratio is vm
ðn = 1, 2,⋯MÞ, the class factor is τm, then the service rate
is

μn tð Þ = τmvmρmn
sn
S
, ð5Þ

where ρmn is the accessing probability of the nth frame
type in robot m. So there is

0 ≤ ρmn ≤ 1, 〠
N

n=1
ρmn = 1, ∀m: ð6Þ

According to paper [13], an individual queue QnðtÞ is
the mean-rate-stable if

lim
T→∞

E Qn tð Þf g
T

= 0, ð7Þ

and a network is stable if all individual queues in the
network are stable. In a real system, the mean rate stabil-
ity implies that the long-term average departure rate from
the queue is greater than or equal to the long-term aver-
age input rate injected into the queue, i.e., lim

T→∞
ð1/TÞ

∑T−1
t=0 μnðtÞ ≥ lim

T→∞
ð1/TÞ∑T−1

t=0 RnðtÞ. Thus, all frames placed

in the queue will be finally transmitted when the data
queue is mean-rate-stable.

3.5. Problem Formulation. In summary, the utility function
can be optimized by adjusting the time slots sn and accessing
the probability ρmn dynamically. The problem can be
described as

P1 : max
R tð Þ,s tð Þ,ρ tð Þ

lim
T→∞

1
T
〠
T−1

t=1
E 〠

N

n=1
un tð Þ

( )
, ð8Þ

s.t.

0 ≤ Rn tð Þ ≤ λn, ∀n, t, ðC1Þ

0 ≤ ρmn tð Þ ≤ 1, 〠
N

n=1
ρmn tð Þ = 1, ∀m, ðC2Þ

0 ≤ sn tð Þ ≤ S, 〠
N

n=1
sn tð Þ ≤ S, ðC3Þ

lim
T→∞

E Qn tð Þf g
T

= 0, ðC4Þ

where RðtÞ = fRnðtÞg, sðtÞ = fsnðtÞg, and ρðtÞ = fρmnðtÞg
are the optimized parameter vector/matrix to be solved.
C1 constrains the admission rate which cannot exceed
the arrival rate. C2 constrains the accessing probability
which is in the range of [0,1], and the total value of differ-
ent frame priorities in one robot at a time should equal to
1. C3 constrains the time slots which are limited by an

upper bound for energy consumption, and C4 constrains
the queue which is mean-rate-stable.

4. Lyapunov Optimization

4.1. Problem Transformation. The queue system should be
stable, so the Lyapunov method is used to ensure the stability
in the long term. Define the Lyapunov function as

L G tð Þ½ � = 1
2〠

N

n=1
Q2

n tð Þ: ð9Þ

Without loss of generality, assume all queues are empty
when t = 0, i.e., L½Gð0Þ� = 0. Lyapunov function drift is

ΔL tð Þ ≜ Ξ L G t + 1ð Þ½ � − L G tð Þ½ �f g: ð10Þ

The drift-minus-reward term has an upper bound
according to Lemma 1.

Lemma 1 (see [14]). For any nonnegative real number Q, b,
and a, there holds that

max Q − b, 0ð Þ + A½ �2 ≤Q2 + b2 + A2 + 2Q A − bð Þ, ð11Þ

ΔL tð Þ − V 〠
N

n=1
un tð Þ ≤ B + E 〠

N

n=1
Qn tð Þ Rn tð Þ − μn tð Þ½ �

( )

= B + E 〠
N

n=1
Qn tð ÞRn tð Þ − Vwn log2 Rn tð Þð Þ½ �

( )

− E 〠
N

n=1
Qn tð Þμn tð Þ½ �

( )
,

ð12Þ
where B = Ef∑N

n=1½R2
nðtÞ + μ2nðtÞ/2�g is defined as a finite

constant to simplify the inequation above, and V is a non-
negative constant parameter that controls the trade-off
between drift ΔLðtÞ and satisfaction function. By the Lya-
punov optimization technique, problem P1 can be trans-
formed into minimizing the right-hand side (RHS) of (12)
subjected to constraints C1-C4.

Furthermore, according to Equation (12), P1 can be
decoupled into two subproblems: the first one is the admis-
sion control (AC) related to RðtÞ, which means the new
frames will be rejected if the queue is full. The second one
is the resource allocation (RA) related to sðtÞ and ρðtÞ to
guarantee the higher priority could enjoy a better QoS
performance.

4.2. Admission Control. Due to the resource limitation,
admission control is adopted to ensure that the QoS perfor-
mance will not degrade below an acceptable level even in
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the overloading case. Based on Equation (12), the AC prob-
lem is formulated as

P2 : min
Rn tð Þ

〠
N

n=1
Qn tð ÞRn tð Þ − Vwn log2 Rn tð Þð Þ½ �, ð13Þ

s.t.

0 ≤ Rn tð Þ ≤ λn, ∀n, t: ð14Þ

Easily verify that P2 is a convex optimization problem.
Set the derivative of QnðtÞRnðtÞ −Vwn log2 ½RnðtÞ� with
respect to RnðtÞ to be 0 to solve the service rate:

Qn tð Þ − Vwn

Rn tð Þ ln 2 = 0,

Rn tð Þ = Vwn

Qn tð Þ ln 2 = 0:
ð15Þ

Input: size of the population T, maximum generation G, crossover probability pc, mutation probability pm.
Output:arg max

ρ,s′
Γ:

1 Initialization
2 Randomly initialize sets T of optimization’s variables ½ρ, s′�tðt = 1,⋯TÞ as the initial population with constrains C2 and C3’

3 Coding ½ρ, s′�t into Ibinary by function Fcode, i.e., I
g=1 = ½Ibinary1 ,⋯IbinaryT �

4 While g ≤G do
5 Calculate the individual fitness Γg

t according Fdecode
6 Calculate the selection probability pgt = Γ

g
t /∑T

t Γ
g
i

7 Save the best fitness Γg
∗ and the corresponding individual Ibinary∗

8 If kΓg
∗ − Γ

g−1
∗ k ≤ δ, then

9 Return FdecodeðIbinary∗ Þ
10 End
11 Selection: randomly choose T chromosomes as a new population by Roulette Wheel selection
12 Crossover: for every two pair of individuals in I∧g, take multi-point crossover at every gene position with probability pc
13 Mutation: for every individual in I∧g, take binary-reverse at every gene position with the probability pm
14 Ig ← I∧g ∩ Ibinary∗

15 g = g + 1
16 End

17 Return FdecodeðIbinary∗ Þ

Algorithm 1: GA algorithm.
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Figure 3: Static performance along with time.
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Figure 4: Statistic performance of Two-Tier MAC.
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Since the admission rate is also limited by arrival rate, the
optimal AC decision is

R∗
n tð Þ =min Vwn

Qn tð Þ ln 2 , λn
� �

: ð16Þ

4.3. Resource Allocation. For the RA problem, both the time
slots and accessing probability should be optimized to maxi-
mize P3:

P3 : max
sn tð Þ,ρmn tð Þ

E 〠
N

n=1
Qn tð Þvmρmn

sn
S

( )
, ð17Þ

s.t.

0 ≤ ρmn tð Þ ≤ 1, 〠
N

n=1
ρmn tð Þ = 1, ∀m, ð18Þ

0 ≤ sn tð Þ ≤ S, 〠
N

n=1
sn tð Þ ≤ S: ð19Þ

P3 is nonconvex and may have several local minima,
which make it different to find the closed-form solution. In
recent years, some heuristic algorithms have been applied
and proven to be valid. In this paper, the genetic algorithm
(GA) as shown in Algorithm 1 is used for it can jump out
of local minimal points and obtain the global optimization
by finding a better artificial population iteratively.

For the unified value range of variables, take sn′ = sn/S to
replace original sn:

0 ≤ sn′ ≤ 1, 0 ≤〠sn′ ≤ 1: ðC3’Þ

The fitness function is denoted as Γ = Ef∑N
n=1QnðtÞvm

ρmnsn′g. Since ρ ∈ RM×N , s′ ∈ RN are interpreted into a binary
chromosome by a 16-bit Gray code, each individual can be
represented by a ð16MN + 16NÞ-bit-long binary vector, i.e.,

Ibinary = ½ρbinary16×M×N , s′
binary
16×N �. The coding and decoding func-

tions used in Algorithm 1 are defined as Ibinary = Fcodeðρ, s′Þ
and ðρ, s′Þ = FdecodeðIbinaryÞ, respectively. The superscript g
denotes the number of generations. The output of GA is ½ρ,
s′�, and ρ can be adjusted by CW according to Equation (1).

Since P3 is nonconvex, it is hard to prove the convergence
in a mathematical way. However, as shown in Figure 2, the
GA algorithm can converge with a finite number of genera-
tions by simulation with different crossover probability pc
and mutation probability pm.

5. Experiments and Results

The experiments are operated by ZigBit TM 900 hardware
module with Atmel R AVR2025 software package. Specifi-
cally, ZigBit TM 900 is a 784/868/915MHz IEEE 802.15.4
OEM module, while AVR2025 is a configurable MAC stack

for ZigBit 900, which provides the fundamental abstract
methods for hardware operation and a secondary develop-
ment supported the MAC stack.

30 robots classified into 3 groups according to their bat-
tery configuration are deployed in the radius of 100m. Every
node randomly sends data packets to the other. Packets are
encapsulated into MAC frames with 3 different priorities
which are preset by upper layers as ω1 : w2 : w3 = 3 : 2 : 1.
A larger value means a better service.

The interval of frames obeys the normal distribution with
the average of −�Tt/log ð1 − KÞ, where Kð0 < K < 1Þ is the
offered traffic normalized by service data rate. The frame
length follows the Pareto distribution with the shape param-
eter of 1.1 and average of 105 × 8 bits. The transmitted power
is 1mW, CWmin = 23, CWmax = 28. The average frame length
is 105 bytes and the symbol rate is 256 kbps.

5.1. Static Performance. Static performance concerns the
throughput, power consumption, and energy efficiency
changing with time, which are related to system utility, life-
time, and data transmission efficiency, respectively. Energy
efficiency is defines as

Eff = ∑leni
energy = ∑leni/t

energy/t =
ΞlenN/t
power = Ξlenthroughput

power :

ð20Þ

The experiments last 800 s, and 4 different MAC proto-
cols (IEEE 802.15.4, FD-MAC, MQEB-MAC, and Two-Tier
MAC) are compared.

(1) During 0-200 s, it runs the original IEEE 802.15.4
MAC without any classification scheme

(2) During 200-400 s, FD-MAC operates for frame dif-
ferentiation. However, the throughput remains
nearly the same, and the presented energy efficiency
drops slightly. That is because in channel contention,
energy is consumed once a node transmits whether
or not the data is correctly received. FDMAC which
makes a small CW size with high priority increases

Table 2: Battery configuration.

Classification Robot number Battery configuration

Class 1 No.01-no.10 2000mAh/3.7V

Class 2 No.11-no.20 1800mAh/3.7V

Class 3 No.21-no.30 1500mAh/3.7V

Table 3: System lifetime in different MAC protocols.

MAC protocols Lifetime (min)

IEEE 802.15.4 102

FD-MAC 96

MQEB-MAC 109

Two-Tier MAC 117
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Figure 5: Dynamic performance along with arrival rate.
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the collision probability, which will induce unwanted
re-transmission and energy wasting

(3) During 400-600 s, MQEB-MAC presents its advance
in both throughput and energy efficiency because of
the time slot isolation and BP self-tuning control.
However, energy saving by only reducing the time
slots allocated to soft QoS traffic limits further perfor-
mance improvement

(4) During 600-800 s, Two-Tier MAC takes over to
maximize the system utility. Throughput is
increased because of Lyapunov optimization, and
the power consumption is reduced because of the
time slot isolation scheme for avoiding across-class
collision. As a result, the energy efficiency is largely
improved compared with the other three MAC pro-
tocols, specifically, about 50.1%, 55.4%, and 23.8%
enhancement compared with IEEE 802.15.4, FD-
MAC, and MQEBMAC, respectively

Notice that for a specific MAC protocol, frames with high
priority enjoy a large throughput but at the same time will
lead to more power consumption. So no matter which frame
priority, there is no big difference in energy efficiency of the
same protocol (Figure 3(c)). The phenomenon will also be
present in Section 5.2.

5.2. Statistic Performance. Figure 4 shows the statistic per-
formance of the Two-Tier MAC on each robot. 30 robots
are classified into 3 groups according to their battery config-
uration as shown in Table 2, and the factor is τ1 : τ2 : τ3 =
4 : 3 : 2.

For one robot itself, the frames with different priorities
are distinguished. Frames with a higher priority enjoy a bet-
ter throughput which is in accordance with the results shown
in Figure 3.

Among different robots, the ones in the higher class still
have a better throughput statistically (Figure 3(a)) but lead
to more power consumption (Figure 3(b)). As a result, no
matter which frame priority or robot class, the energy
efficiency is always approximately equal (Figure 3(c)). This
conclusion is greatly meaningful to the system lifetime dis-
cussed below.

Define the system lifetime as the moment when the first
robot is out of battery. The lifetime in different protocols is
shown in Table 3. Obviously, the lifetime in the Two-Tier
MAC will be extended to take energy balance into
consideration.

5.3. Dynamic Performance. The experiments above only con-
sider the normal load scene. However, traffic burst is more
common in cloud robotics. Here, we focus on the effect of
varying arrival rates to the system performance, i.e., dynamic
performance, especially in the overloading situation. The
parameter setting is the same as the former except that the
arrival rate changes in the range of 50-350 frame/s.

As shown in Figure 5, when the system capacity is unsat-
urated (50-250 frame/s), the throughput is proportional to
the growth of the arrival rate for all protocols. The features

of power consumption and energy efficiency present similar
characteristic with Section 5.1. After that, robots suffer from
traffic bursting which leads to distinct performance in the
four protocols.

For 802.15.4, FD-MAC, and MQEB-MAC, network con-
gestion occurs, and the system performance is reduced
because of the noncongesting protection mechanism. Data
loss will consume extra energy and lead to the degradation
of throughput and energy efficiency. On the contrary, thanks
to the admission control, the Two-Tier MAC could reject
new frames when the network is overloading to avoid net-
work congestion. So the energy efficiency can be maintained
even in this severe network environment.

6. Conclusion

Considering the heterogeneity on both robots and frames, a
two-tier hierarchical-based MAC is proposed to guarantee
the differentiated QoS performance and maximize the system
throughput. Experiments show that compared with IEEE
802.15.4, FD-MAC, and MQEB-MAC, the Two-Tier MAC
can improve the overall throughput by the Lyapunov theory,
reduce power consumption by the time slot isolation scheme,
and expend system lifetime by the energy balance. Even in
the overloading condition, the QoS performance can be guar-
anteed thanks to the admission control.

In the future, we would like to do more work to find the
close-formed solution for the optimized problem instead of
the heuristic algorithm. In addition, in this paper, all robots
operate task offloading to the central cloud which suffers
from large end-to-end delay. Along the development of 5G,
offloading in the distributed mobile edge computing (MEC)
scenario should be studied in the future.
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