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In vehicular ad hoc networks (VANETS), vehicle-to-vehicle (V2V) communications can link vehicles to each other, and vehicle-
to-infrastructure (V2I) messaging and communications can link roadside infrastructure such as routers. The vehicles in these
networks act as relays that transmit critical messages in the network. Due to the high-speed movement of vehicles on the road,
real-time messaging and minimizing the delay in sending messages is one of the most important objectives of VANET
developers. On the other hand, the high mobility of vehicles causes communication interruptions and decreases the data
delivery rate in VANET. To overcome this issue, predicting the path of vehicles can play an important role in sending data
from the source to the destination. When an accident occurs on the road, the messages that are sensed by the imbedded
sensors in the vehicles need to be sent, and if they are sent by the vehicles that change their route, these messages will not be
sent to the destination and the performance of the network will be disturbed. Previous methods in the literature for data
transmission in intervehicular networks have focused more on reliability and trust, and little attention has been paid to the
prediction of vehicle movement paths in these types of networks. Therefore, for fast and reliable data transmission in VANET,
accurate prediction of vehicle movement and creation of movement patterns can be effective in message transmission delay
and data delivery rate. In this paper, we present an approach using a combination of cluster-based routing protocols and
pattern discovery methods to minimize latency in VANETSs. The outline of the proposed method has four modules: primary
data collection and analysis, primary data preparation and analysis, pattern extraction and vehicle route discovery, and vehicle
clustering and data/information transmission routing. The simulation results show that the proposed method with a delivery
rate of 88.56% has significantly improved compared to the previous methods in terms of package delivery rate. Also, the
proposed method with a total delay of 24.566 ms has a shorter delay than the previous methods in terms of message sending
delay in the network.

1. Introduction

With the increasing usage of wireless communications,
today we are witnessing the emergence of new types of
wireless networks. The vehicular ad hoc network (VANET)
is one of these new networks that enables wireless connec-
tions between vehicle nodes and roadside infrastructure.
VANETSs are a decentralized, self-organized communica-
tion network in which nodes consist of high-speed vehicles
that are automatically routed between adjacent devices,

without the use of any infrastructure (such as routers and
servers). Thus, vehicles can effectively transmit a message
from one source node to other nodes, through their adja-
cent vehicle to vehicle (V2V) or even with communicate
with some existing infrastructure (V2I), such as roadside
units, in the same geographic area to create a better envi-
ronment for safer driving [1, 2].

The use of VANETSs has expanded rapidly in recent
years due to its diverse and useful applications, but there
are several challenges in using this technology. For example,
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the high speed of vehicles in this network causes frequent
changes in the network topology, and as a result, the
communication link between vehicles will be unstable or
may even be cut off. To establish route between source and
destination in a VANET, we need to use routing protocols.
Transferring packets from the node that is the source of
the message to another node in the neighborhood of the
source vehicle involves transferring packets across the net-
work. In fact, in VANETS, unlike fixed networks, there is
no clear connection between nodes, and this has made it
difficult to route and transmit packets. Every vehicle in the
network, when it receives data packets, must also send these
packets to its neighboring vehicles, which is called VANET
message retrieval. Routing in VANETSs is done by sending
data packets between the sender and receiver in the network
until all the vehicles in the network receive the desired
packets. Therefore, the use of machine learning in improving
routing in VANET can provide an effective solution. The
application of machine learning methods has been proven
in various fields of science such as wireless networks [3, 4],
social networks [5], network security [6-8], and pattern
recognition [9-14]. One of the most important challenges
in VANET is the delay in sending and receiving messages
between vehicles.

The main purpose of VANETS is to effectively transmit
a message from one source node to other nodes located in
the same geographical area and to create a suitable environ-
ment for safer, more efficient, and easier driving [15, 16].
This platform has warning programs to warn other
vehicles, weather and traffic conditions, the exchange of
multimedia files between vehicles (for example, songs and
movies) and road units (TV, radio, or news), and so on
[3]. For example, information about traffic areas can be
sent from one vehicle to another, or drivers can be notified
of potential accidents or traffic jams. In addition, it is pos-
sible to introduce alternative routes in the VANET in order
to avoid possible or delayed accidents in high-traffic areas.
Similarly, a vehicle through its built-in sensors can detect
potential accidents such as a frozen road and notify other
vehicles [17].

The motivation of this paper is to find the vehicles that
aligned with the vehicle carrying the message and extracting
the movement pattern of these vehicles according to the
movements of the previous similar vehicles. In the proposed
method, vehicle information is received based on moment-
to-moment location changes and their instantaneous and
average speed as a time series. Then, according to the fre-
quent patterns in the movement of vehicles in the time
series, a fixed pattern for the movement of vehicles is found
according to their speed and direction. Then, based on the
change of location of the vehicles, it is determined whether
these cars are aligned with the car carrying the message or
not. On the other hand, according to the current location
of the vehicles, the network is clustered and neighboring cars
are identified. Then, according to the movement patterns of
the vehicles, the next path is predicted for the neighboring
cars. A vehicle that meets the following three conditions is
determined as the cluster head vehicle that is able to receive
the message:

Wireless Communications and Mobile Computing

(1) Be in the middle of the cluster based on your dis-
tance with other cars

(2) Be in line with the vehicle carrying the message

(3) Match the predicted movement pattern

After determining the cluster head vehicles, the message
can be transferred to the destination through the cluster
head vehicles. The proposed method uses the extraction of
the movement pattern of cars based on the information of
the vehicles in the form of time series as an innovation,
which has been given less attention in previous articles.

The main contributions of this paper are as follows:

(i) Using the decision tree classification method to
classify vehicles in aligned and not aligned vehicles

(ii) Using sequential pattern mining to discover vehicle
movement patterns

(iii) Clustering vehicles in the network based on the cur-
rent position to detect neighbor vehicles

(iv) Finding best cluster head to transfer messages using
combination of above three steps

This article is organized in 6 sections. In the second
section, we will have an overview of the background of
researches in the field of VANET. In the third part, we will
explain the proposed method, and in the fourth part, we will
bring the simulation results of the proposed method, and in
the fifth part, we will explain the evaluation results of the pro-
posed method. In the sixth section, we will have a conclusion.

2. Related Works

Kakkasageri and Manvi [18] used regression mechanism and
proposed a method for collecting information and disseminat-
ing critical information based on cognitive factor in VANET.
The regression-based cognitive approach effectively aggregates
the critical information collected and minimizes the dissemi-
nation of transmitted data. The proposed scheme works on
cluster vehicles using a set of static and moving agents. The
scheme has steps including (1) validating and filtering the
critical information collected, (2) generating knowledge based
on important and critical information filtered, (3) gathering
knowledge to motivate using regression techniques, (4)
increasing motivation for better quality of information aggre-
gation, and (5) disseminating the collected information to
neighboring clusters.

Rehman et al. [19] proposed a scheme for selecting bidi-
rectional stable communication (BDSC) for multistep broad-
cast protocols on a wide range of vehicles. The selection of
relay nodes based on the quantitative representation of link
characteristics for single-step neighboring nodes is proposed
using a link quality estimation algorithm. The BDSC scheme
is designed to improve packet delivery rates and minimize
delays in communicating in a high-density network with
nodes distributed over a large coverage area. To achieve this
goal, the proposed design in this study attempts to balance
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the quality of the estimated link and the distance between the
source distributor and potential senders when selecting the
next nodes to transmit the sent messages.

Louazani and Sekhri [20] introduced a clustering
mechanism based on connection maintenance in VANET
called AODV-CV. In this research, a formal model using
net Petri time as a mathematical tool to prove the proper-
ties of the protocol is presented. Also, a mobile virtual
clustering protocol for VANET is proposed to improve
connectivity on a highway.

Jalooli et al. [21] investigated the message propagation
performance in the VANET environment and proposed a
safety-based disconnected RSU replacement algorithm (S-
BRP). VANETS are dramatically designed to increase road
safety and traffic efficiency through vehicle-to-vehicle com-
munications and vehicle-to-road infrastructure. Roadside
units (RSUs) play an important role in terms of connectivity,
routing, and data transmission latency in VANETs. How-
ever, using RSU cannot provide enough coverage for our
target area. The S-BRP algorithm has been evaluated
through extensive simulation. The results show that this
algorithm has a good performance in terms of reducing the
propagation delay and traffic flow.

Abuashour and Kadoch [22] have proposed three proto-
cols (including Cluster-Based Life-Time Routing (CBLTR),
Intersection Dynamic VANET Routing (IDVR), and Con-
trol Overhead Reduction Algorithm (CORA)). The CBLTR
protocol is designed to increase path stability and average
performance in a two-way road scenario. Cluster nodes
(CHs) are selected based on the maximum lifespan of all
vehicles within each cluster. The IDVR protocol is designed
to increase path stability and average performance and
reduce point-to-point latency in network topology. The
selected node receives a Set of Candidate Shortest Routes
(SCSRs) to the nearest intended destination from the defined
software network. The IDVR protocol selects the optimal
route from the SCSR based on the current location, destina-
tion location, and maximum average power. Finally, the
CORA implements control overhead messages between clus-
ter members and CH with the aim of reducing the amount
of message control overhead in clusters by creating a new
mechanism for calculating optimal numbers.

Shahidi and Ahmed [23] proposed an approach for the
two-way multilane highway that can be efficient in both
directions due to the movement of vehicles. In this
approach, the possible end-to-end delay distribution is
calculated and its dependence on system parameters (such
as two-way speed distribution, communication range, and
vehicle density) is investigated. Simulation of this
approach has been used to investigate the analytical
model. The good agreement between the simulation results
and the analytical calculations shows the accuracy of the
proposed analytical model.

Mohammed Nasr et al. [24] proposed a VANET cluster
routing algorithm for desert areas and other rugged environ-
ments that provides a stable cluster structure and a reliable
route between source and destination nodes. In addition, it
uses vehicles equipped with mobile or satellite links to act
as gateways to inaccessible destinations. A new method for

selecting eclipses has also been proposed in this study and
has been theoretically analyzed. During this study, numeri-
cal simulations were used to evaluate the proposed method
for selecting the cluster head. The simulation results were
also performed to evaluate the proposed routing algorithm
in terms of packet delivery ration (PDR), terminal-to-
terminal latency, and cluster stability and compare it with
other options.

Ardakani [25] presented the ACR algorithm, which is a
cluster-based routing protocol for transmitting network traf-
fic in VANET. Using this protocol, each node first selects an
identifier, called a LOCO, based on its location and mobility.
The network is then divided into a set of clusters based on
the node mobility pattern. The Hamming distance criterion
is used to measure the similarity of moving nodes using
LOCO values. Nodes are categorized using a lightweight
clustering algorithm. Each cluster is managed by a cluster
(CH) whose functionality is to communicate with RSUs.

In [26], a blockchain technique has considered the best
technique that provides secrecy and protection to the control
system in real-time conditions. In [27], the trust-based
framework with a novel mechanism to determine DDoS
attacks in VANET has developed. In [28], a secure informa-
tion management scheme has proposed named Third Eye,
by satistying all the performance parameters as well as satis-
fying the trust metrics among the vehicles and devices. In
[29], a portable VANET routing protocol that learns the
optimal route by employing a fuzzy constraint Q-learning
algorithm has proposed. In [30], an efficient routing solution
based on a flooding technique has conceived to make the
data delivery more reliable and to guarantee robust paths.
In [31], a flooding scheme that automatically reacts at each
topology variation while overcoming the present obstacles
while exchanging data in ad hoc mode with drones that
are commonly called unmanned aerial vehicles (UAVs) has
designed. In [32], a routing algorithm in software-defined
vehicular network (SDVN) based on the hidden Markov
model (HMM) and temporal graph has introduced that con-
siders the vehicular network as a temporal graph, in which
each data transmission as an edge has its specific temporal
information. In [33], a social computing inspired predictive
routing scheme (SPIDER) for SDVNs has proposed to low-
latency reliable data exchange under dynamic vehicular
networks. In Table 1, the important evaluation parameters
in the previous methods are reviewed.

As shown in Table 1, previous related methods in the lit-
erature for data transmission in VANET have focused more
on reliability and trust, and little attention has been paid to
the prediction of vehicle movement and path pattern discov-
ery in these types of networks. Therefore, in order to over-
come this issue, the proposed method has presented an
approach based on clustering and frequent pattern discovery
in predicting the movement path of vehicles.

3. Proposed Methodology

The outline of the proposed method has four modules as
follows:
Module 1: initial data collection and analysis
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Module 2: data preparation and initial analysis

Module 3: creating a pattern and discovering the path
of cars

Module 4: vehicle clustering and data/information trans-
mission routing

In the following, we will describe the modules and
methods that are used in these modules. The flowchart of
the proposed method is shown in Figure 1.

As shown in Figure 1, the proposed method flowchart
has four modules as follows.

3.1. Initial Data Collection and Analysis. The first part of
doing anything is collecting raw data. In the intelligent
transportation system, the required data about the traffic
on the routes and the speed of the vehicles are collected in
different ways. Some of these methods include installing
cameras on the road and installing sensors on the floor of
the street, sensors in the body and inside the car, and so
on. Some other data is collected via GPS used in vehicles,
such as the exact geographical location of the vehicle.

All collected data must be stored in a single memory.
The sensors themselves have a limited storage compartment,
so it is necessary to connect this data to RSU roadside infra-
structure using communication methods such as Wi-Fi,
VANET, and Internet and send the data to the center
through them for storage, analysis, and control.

The first step in the proposed intelligent system is to
create and develop a sensing system. This sensing system
consists of the following parts:

(i) Environmental data collection tools/sensors: in the
method proposed in this research, a set of environ-
mental data collection tools (such as sensors)
installed on street pavement, sensors installed on
cars, cameras installed on the streets, sensors
installed on roadside control, and communication
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infrastructure is used to establish V2I communica-
tions to collect environmental data. This data can
eventually be integrated together or transferred sep-
arately to control centers. In this research, the
emphasis is on sensors installed under the pavement
of the streets and on the car to measure the ambient
temperature and identify glacial routes and GPS
system to identify the location of cars and send it
to the control center in line with other data. We
used the collected NFCs for cases where we need
to carefully monitor short but sensitive streets and
routes, or we can say that the geographical area cov-
ered is less in this case. Since different sensors can
be used simultaneously with these tools and sensors
mentioned and considered by us, so we actually
intend to use WSNs, NFC, and GPS as the main
methods of collecting environmental data. In some
cases, some very urgent and common operations
can be performed by installing actuators in our pro-
posed system. Like foggy air-sensitive actuators, the
actuators can automatically alert the driver as soon
as the environment detects that the environment is
foggy, and in some smart and automatic vehicles,
they automatically slow down their speed

(if) Communication technologies: after collecting data,
the next step is how to exploit this data. Most of
our tools and sensors are not able to fully process
and exploit this data, so this data must be trans-
ferred to training centers. For this purpose, some
communication technologies are used depending
on the use (such as VANET, Wi-Fi, Bluetooth,
DSRC, and GSM)

(iii) Communication tools/communication channel: we
use Internet communication channels as well as
5G mobile services to create communication

(iv) Web serveridata storage and initial processing: to
store the collected data and maintain it for future
processing or processing in real time or to separate
the data and store the data in the database, available
data such as location data in the GPS database, envi-
ronmental data such as temperature or frost in the
Ambience DB database, or location data in the com-
muter DB database is saved. This data in different
databases can be used by the server when processing
data, and the data contained in them is updated at
certain intervals

3.2. Data Preparation and Initial Analysis. Some basic anal-
yses such as identifying high-risk routes in terms of high
accident statistics, identifying congested routes, detecting
congestion hours during the day, and detecting congested
days during the week and year are performed in this sec-
tion. Finally, the normalized and desirable data for further
analysis, along with the results obtained from the initial
analysis performed in this module, are stored in a special
main database.
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Collect data from roadside units |

!

| Data preparation and initial analysis |

v

| Extract data related to vehicle locations |

'

Determining the Path of vehicles based
on the PROPHET algorithm

'

Classify vehicles to predict vehicles on
the same route as the destination

Is vehicle classification
accurate?

Selection of Header nodes based on the
mentioned criteria

Header nodes are selected correctly?

Transfer packets between header nodes End

FiGure 1: Flowchart of the proposed method.

Major tasks in data preparation or preprocessing per-
formed on data include data comprehension, data cleansing,
data integration, data conversion, and data size reduction.

3.3. Extraction of Pattern and Discovering the Path of
Vehicles. In this module, two ways are applied to create a
unique pattern for each vehicle:

(i) Applying the classification techniques in data mining:
classification techniques, such as decision tree, Naive
Bayesian, SVM, neural networks, rough set, and ran-
dom forests, try to model each vehicle using attri-
butes like the routes traveled, average speed, type of
vehicle, age and gender of the vehicle driver, and
number of offenses and extract the pattern of behav-
ior for each vehicle. Because the decision tree tech-
nique is one of the simplest methods of classifying
samples and can work with different types of data,
in this study, this technique has been used to deter-
mine the behavioral patterns of drivers. Also, for
each of the existing routes, a pattern is extracted
based on the number of vehicle on that route and
traffic situation at different hours of the day and at
different days of the week and months of the year.
In this model, the traffic situation and congestion

of vehicle at different hours, especially during rush
hour congestion, are examined

(ii) Use of protocols to create vehicle trajectories in differ-
ent routes: the number of transit packages between
vehicles and RSU off-road infrastructure and
between vehicles and control centers is examined,
and a pattern of the number of collisions, collisions
of messages, or loss of messages is examined

In this research, using the PRoOPHET protocol, we have
collected and created the vehicle trajectory so that we can
adjust the routing tolerance with error.

3.4. Vehicle Clustering and Datal/Information Transfer
Routing. In this module, for all vehicles on the route, we
put them in clusters based on various criteria such as the
behavioral similarities or routes traveled, average speed,
amount of traffic offenses, and number of accidents. Flow-
chart in Figure 2 is used to select the header in each cluster.

The data exchange paths will be creating from the header
to the other nodes. And first, there is the priority with nodes
that have a higher degree.

3.5. Complexity. Due to the fact that the movement data of
vehicles collected in a certain period of time is used to
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Consider the limited number of RSU's and machines
associated with the RSU

A

By applying location-based clustering, we divide cars
into clusters based on their behavioral similarities

y

We assign a degree to each made (vehicle) according to the
number of its neighbors and the amount of its displacement

No
Is there a degree for the car?

Yes

Check the degree of each node in the cluster

)

We choose the node that has the highest degree as the
cluster head

v

We connect the cars in the cluster and exchange traffic
information brow won them

A 4

End

FiGURE 2: Flowchart of how to choose cluster head.

generate movement patterns, therefore, the generation of
movement patterns will be performed offline and once dur-
ing the proposed method. The time complexity of generating
movement patterns based on the steps of the proposed
method is O(n) for clustering cars and O(n?) for comparing
the movement of vehicles on the road. After generating
movement patterns, to predict the movement path of new
vehicles, it is enough to compare the location of the vehicles
with the patterns. Due to the limited number of vehicle
movement patterns, the time complexity of predicting the
movement path of new vehicles can be ignored, and the time
order of the proposed method is determined based on the
number of vehicles in the network and of the order of O(#n).
Finally, the total time cost of the proposed method will be of
the order of O(n?).

4. Experimental Results

In order to simulate the proposed method in this research,
NS-2 network simulator software version 2.35 was used.
The simulation environment is a cross street with dimen-
sions of 1000 by 1000 meters, which has four access points
(AP) and two holes along the road. The street is located

between two intersections, at both ends of which are points
simulated as traffic lights, with a total of 29 vehicles moving
on the street. Vehicles in the network vary in speed from 10
to 30km/h. Also, the settings related to the antenna and
other infrastructures in this scenario have been applied in
accordance with the standard settings in the simulation of
previous works. More details about the simulation scenario
are shown in Table 2.

4.1. Implementation of the First Module of the Proposed
Method: Data Collection. In order to implement the first
module and collect data, apply the scenario mentioned in
Section 3 on the NS-2 emulator software and the result of
the scenario on the NS-2 emulator in two output files with
extensions save * .nam and * .tr. The file with the * .nam
extension is related to the scenario visualization part. This file
runs on the Nam console, which is part of the NS-2 simulator,
and shows how vehicles move and transmit messages between
vehicles. Figure 3 shows the graphical view of Nam software.

As shown in Figure 3, the cars are moving in the street
and are communicating with each other wirelessly through
built-in sensors. When a vehicle becomes aware of a hazard
in the network for various reasons, it sends this message to
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TABLE 2: Scenario details of the proposed method.

Simulation details Initial values

Simulation space 10001000 m
Number of vehicles 29
Speed of vehicles 10-30 km/h
Package size 50
Routing protocol DSDV
Communication protocol FTP, TCP
Simulation time 35s
Neighbor selection threshold 200 m

-
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FIGURE 3: Appearance of street and vehicle simulation.

other vehicles within the network. According to the pro-
posed method, before sending the message, the neighboring
vehicles in the network should be identified and the message
should be transmitted only between these vehicles to avoid
redundancy and creating excessive duplicate messages and
wasting time. For this purpose, in the event of an accident
in the VANET, the originator first collects the distances of
other vehicles in the network. Then, the position of each
vehicle at any time relative to the starting point is calculated.
Table 3 shows the values for the starting points and the
speed and location of the new vehicles at different times.

As shown in Table 3, the position of each vehicle is
calculated at different times. Now we transfer information
in the network and collect data based on what happened in
the network.

4.2. Implementation of the Second Module of Proposed
Method: Data Preparation. The data collected in the first
module is in the form of raw data that shows the position of
vehicles in the network. In this module, we will prepare the data
for presentation to the next modules. For this purpose, based
on the defined scenario, we transfer information in the network
between vehicles and roadside units and save the events in the
trace file for later use. Hence, in Figure 4, transfer of informa-
tion between vehicles present in the network is shown.

As shown in Figure 4, information is transmitted between
vehicles on the network and reports the sending and receiving
packets, sending and receiving times, vehicle locations,
average vehicle speeds, and number of lost packets. This infor-
mation is saved on the trace file. In this module, we will
prepare this information for use in the next modules.

4.2.1. Data Preprocessing. In recent years, various training
models have been found that, by performing an educational
process on data, are able to predict and describe unknowns
to the system. The important point here is the type of data
used for each type of model. In fact, each model deals with a
specific data type and explores a specific type of data. To use
the models and benefit from the output results of the model,
it is necessary to prepare the data in a specific model format.
The data preparation process for each model is called data pre-
processing. Data preprocessing has several steps that in this
research, two types of these preprocessing steps are required
that will be applied to the data extracted from the trace file
in the simulation of the proposed scenario. Table 4 shows an
example of the data stored in the trace file.

4.2.2. Data Cleaning. According to the set of features shown
in Table 4, it can be seen that the data extracted from the
trace file have many dimensions and the values of these fea-
tures have been expanded in various ranges. The most
important problem among data that needs to be cleaned is
missing values. In order to overcome the problem of missing
values, several solutions have been proposed in the sources,
which are as follows:

(i) Delete the sample with the missing value
(ii) Replace the lost value with a random value
(iii) Replace the lost value with the same value
(iv) Replace the lost value with the average

(v) Replace lost value based on specific function

The most common solution is the method of replacing
the lost value with the mean, which in this research has been
used in order to overcome the problem of lost values. There-
fore, properties that have a missing value are cleared using
the method of replacing the lost value with the mean.

4.2.3. Select a Subset of Features. The second preprocessing
step used in this research is the selection of a subset of attri-
butes that are directly related to the class label. As shown in
Table 4, the data extracted from the trace file has 11 proper-
ties, and this large number of attributes can complicate the
training model and the path discovery protocol which is
used. Therefore, some of these attributes, which have little
effect on node path detection, should be removed during
the preprocessing step of selecting the feature subset.

The purpose of the preprocessing step is to select a subset
of features to remove unrelated features and attributes and
plugins so that in addition to reducing the data dimension
and reducing the operational and spatial complexity of the sys-
tem, the system accuracy can be increased. In addition, select-
ing a subset of data can detect implicit dependencies between
data and path detection patterns to easily predict the path of
test nodes that will be added to the scenario in the future.
Therefore, in this study, irrelevant features and attributes that
do not have many changes in the samples and naturally can-
not have much effect on discovering the node path pattern
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TaBLE 3: Information on vehicle locations.

Location at t =255 Location at t =10s Location at t=1s Vehicle speed 0 x0 Vehicle no.
454.448 349.448 382.015 277.015 363.955 258.955 20 330 225 1
436.893 426.893 357.217 347.217 337.3509 327.350 22 300 290 2
374.448 504.448 302.015 432.015 283.955 413.955 20 250 380 3
443.336 553.336 389.011 499.011 375.466 485.466 15 350 460 4
494.448 654.448 422.015 582.015 403.955 563.955 20 370 530 5
387.113 237.113 336.411 186.411 323.768 173.768 14 300 150 6
405.560 655.560 315.019 565.019 292.444 542.444 25 250 500 7
436.893 616.893 357.217 537.217 337.350 517.350 22 300 480 8
424.448 464.448 352.015 392.015 333.955 373.955 20 300 340 9
412.224 792.224 376.007 756.007 366.977 746.977 10 350 730 10
399.558 899.558 341.612 841.612 327.164 827.164 16 300 800 11
393.115 463.115 309.818 379.818 289.048 359.048 23 250 320 12
422.224 942.224 386.007 906.007 376.977 896.977 10 360 880 13
349.558 1029.558 291.612 971.612 277.164 957.164 16 250 930 14
368.226 868.226 299.415 799.415 282.257 782.257 19 250 750 15
524.669 964.669 481.209 921.209 470.373 910.373 12 450 890 16
624.448 1054.448 552.015 982.015 533.955 963.955 20 500 930 17
693.115 993.115 609.818 909.818 589.048 889.048 23 550 850 18
593.115 873.115 509.818 789.818 489.048 769.048 23 450 730 19
643.115 943.115 559.818 859.818 539.0486 839.048 23 500 800 20
654.448 894.448 582.015 822.015 563.955 803.955 20 530 770 21
543.336 593.336 489.011 539.011 475.466 525.466 15 450 500 22
590.891 500.891 543.810 453.810 532.070 442.070 13 510 420 23
482.224 462.224 446.007 426.007 436.977 416.977 10 420 400 24
560.891 430.891 513.810 383.810 502.070 372.070 13 480 350 25
593.115 343.115 509.818 259.818 489.048 239.048 23 450 200 26
703.115 353.115 619.818 269.818 599.048 249.048 23 560 210 27
636.893 286.893 557.217 207.217 537.350 187.350 22 500 150 28
= . . R S — TaBLE 4: An example of the data extracted from the trace.
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FI1GURE 4: Transfer of information in the VANET.

are removed to impose additional complexity on the model to
avoid suggested training.

Feature selection methods can be broadly divided into
filter and wrapper methods. In the filter approach, the
attribute selection method is independent of the training
model that is applied to the selected attributes and evaluates
the attribute weight only by considering the intrinsic proper-
ties of the data. In most cases, the amount of weight is calcu-

Initial location 930,500
Final location 10,450
Node speed 20.00

lated and the weak features are removed. The extracted
features are presented as input to the training model. In this
research, the filter approach is used to select features. After
applying the filter method on the data obtained from the
trace file, you can see that the features related to the
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communication port, message type, and communication
protocol are removed.

4.3. Implementation of the Third Module: Discover the Path
of Vehicles and Create a Pattern. After preprocessing the
data and extracting important features about the behavior
of vehicles in the proposed network, in this module, we will
explore the vehicle path and create patterns to identify vehi-
cles moving on the existing route to the destination. The
vehicle path refers to the direction in which the vehicle
moves from the beginning of the simulation moment to
the end of the simulation. This path represents the starting
point of the vehicle x,, the end point of the vehicle x,, and
the direction of the car. For this purpose, we use the data
recorded in the trace file and extract the starting points
and locations of the vehicles at any time. Now, using the data
related to the location of the cars, we will draw the path of
the cars in the proposed network. Figure 5 shows an example
of the path of vehicles in the network.

As shown in Figure 5, the vehicles in the proposed net-
work start moving from point x, and continue moving up to
point x,,. The trajectory of each vehicle is recorded at each
moment according to the location at the beginning and end
of the route and the location of the vehicle, and based on this,
the trajectory of that vehicle is determined. Now, according to
the trajectory of vehicles and according to the average speed of
vehicles and the direction of movement of each vehicle, it is
possible to create patterns about vehicles in the network.

To create patterns for vehicles on the network, we first
classify vehicles in order to find vehicles moving in the direc-
tion of the destination. Thus, the vehicles in the network are
divided into two classes: destination-oriented vehicles and
non-destination-oriented vehicles. Routine vehicles are vehi-
cles that, due to their behavior in the network, approach the
destination node along their route and can exchange infor-
mation with the destination node. Therefore, we apply the
behavior of vehicles in the network to the decision tree as
the characteristics of the vehicles so that the decision tree
classifies the vehicles and the path patterns of the vehicles
are determined. These characteristics include the average
difference between the distance of each vehicle to the desti-
nation node, vehicle speed, distance of vehicles at the x,
point from the destination node, and total distance of the
vehicle from other vehicles on the route.

4.3.1. Implement the Decision Tree. In this research, the deci-
sion tree, which is a rule-based classifier, has been used. The
important point here is to choose a feature and a condition
on the feature that divides the data well, so that the leaves

1

have the maximum degree of purity. Therefore, in this
research, gain ratio criterion has been used to divide the
samples based on features, so that important features can
be identified and used as a condition for division. This crite-
rion is calculated at each stage (level) of the decision tree pro-
duction for all properties. Figure 6 shows the application of
conditions to properties and the creation of a decision tree.

As can be seen in Figure 6, the decision tree applies condi-
tions to the properties in the data set based on the importance
of these properties and divides the entire data into subtrees
that apply in these conditions. Each of these conditions repre-
sents a pattern that describes the vehicle’s behavior on the
road. Therefore, we make these patterns into rules in order
to predict the trajectory of future vehicles. As mentioned ear-
lier, in this study, nodes are defined in two groups of aligned
and nonaligned vehicles, and all vehicles are placed in one of
these two groups based on their behavioral patterns. Align-
ments are shown as class 1 and nonaligned vehicles as class
2. The patterns created are shown in Table 5.

As can be seen in Table 4, the patterns created based on
the decision tree are based on the features in the data set,
which will be used to predict the trajectory of future vehicles.
After classifying the vehicles and creating patterns of vehicle
behavior, we predict the trajectory of the next vehicles using
the PRoPHET protocol (probable routing protocol using
encounter date and transfer protocol).

In PRoPHET, the predictability of delivery between two
nodes is calculated based on the date of contact between
them, while the higher predictability of delivery increases
the likelihood of further communication between them. In
the PRoPHET protocol, a message is copied to the contact
node only when the transmission prediction capability for
the destination node of the contact node is greater than the
transfer node. By doing so, the PRoPHET protocol is likely
to deliver packets well, as well as meet latency and message
overhead costs.

In this method, we use the PRoOPHET protocol to predict
the trajectory of vehicles within the network. Vehicle lanes
are designed to transmit information and warning data within
the road network to destination nodes or roadside potholes.
Vehicles that have a trajectory along the hole are a good option
for transmitting information, and messages can be delivered to
these vehicles. For this purpose, in the proposed method, the
PRoPHET protocol is used for vehicles that have been selected
as aligned vehicles in the previous step through the decision
tree, in which we use vehicle trajectory factors and vehicle
speed to calculate delivery capability. Therefore, to calculate
the deliverability, we use the proposed

1
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The trajectory of vehicle number 2
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FIGURE 5: An example of the path of vehicles in the network (given the large number of vehicles in the network, only the path of a sample of

vehicles is shown in the figure).

where x;; and y;; are the length and width of the i-th vehicle

at the j-th moment, x, and y, are the length and width of the
hole, n is the total vehicle number, and v; is the average
speed of each vehicle. The higher the DC value for a vehicle,
the greater the delivery capacity for that vehicle, and the
more likely it is to transmit data packets to the destination.
Therefore, it is possible to select a vehicle with the highest
amount of delivery capability among the vehicles that have

been designated as aligned vehicles and send data packets
to that vehicle in order to transfer it to the destination hole
or node. Table 6 shows the distance of each car to the hole
node over time.

As can be seen in Table 6, the distance of aligned vehicle
relative to the hole node decreases over time. Therefore, it
can be said that aligned vehicles will approach the hole node
at the end of the route. Table 7 also shows the difference
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FIGURE 6: Steps to create a decision tree.

TABLE 5: Patterns created from the decision tree to discover the
trajectory of vehicles.

Decision tree for classification

If “other vehicle distances” < 356.88, then class = 1

Else if “other vehicle distances > 356.88 and if “other vehicle
distances < 24, then node 4 else if x3 > 24 then class =2
Else if “other vehicle distances > 356.88 and if “other vehicle
distances < 24, then node 4 else if x3 < 24 then class = 1

between the distance of each car to the hole node at each
moment of its travel path. In fact, the difference between
the distance of each speed shows the tendency of each car
towards the hole node.

As can be seen in Table 7, the difference in distances
between aligned vehicles is gradually decreasing. Therefore,
it can be said that aligned vehicles will approach the hole
node at the end of the route.

Alignment vehicles according to the PROPHET proto-
col will most likely deliver complete and secure packets
to the destination vehicle or pit with high confidence, but
the transmission of the packet by one vehicle along the
entire route can be very delayed. Therefore, in this
research, in order to reduce the delay of message transmis-
sion, the clustering method has been used, which we will
describe and implement in the fourth module in the
continuation of this chapter.

4.4. Implementation of the Fourth Module: Vehicle Clustering
and Data/Information Transfer Routing. After predicting the
trajectory of vehicles and shaping aligned vehicles and
detecting nonaligned vehicles, in the proposed method, we
will cluster the aligned vehicles. Vehicle clustering is based
on the distance between vehicles and the accumulation of
vehicles in road areas. The presence of vehicles in the road
network may be complex or scattered. When vehicles are
integrated, a clustered vehicle is first selected to cluster the
vehicles on the road. The vehicle is selected based on three
factors: alignment, maximum accumulation of vehicles,
and minimum distance to other vehicles. Therefore, the
following equation can be used to select the node [12]:

11

2

, (2)

D(i, j) = ‘\/(xi—xj) + ()’i_}’j)

HC(i) = arg max {(DC(i) + ( ) + density(i)} forieny,jeC,

(3)

where D(i, ) is the distance between the vehicles in the road
network, DC(i) is the amount of convergence tendency if the
vehicle is aligned with the destination vehicle, and n,_ of the
aligned vehicles and density (i) is the density of the vehicles
around the vehicle. Based on Equation (3), the vehicle with
the highest amount of HC(i) is selected as the threaded
node. When a message is sensed on the network through
sensors embedded in vehicles, the message is transmitted
between aligned vehicles. Because aligned vehicles are clus-
tered on the road network, messages are transmitted to the
destination via clustered vehicles. The transmission of
messages through threaded nodes according to Equation
(3) assures us that the messages are transmitted to the desti-
nation at the appropriate speed in the direction of the desti-
nation and these messages are sent to the vehicles that are in
the middle of the other vehicles and the crowd of vehicles
around it is high. Therefore, if needed, that vehicles can send
PAM to other vehicles in the network with the lowest
communication cost and inform other cars about what is
happening in the network.

In the case of vehicles, they may be spread across the
road network and there are large distances between the vehi-
cles in the road network. In this case, based on Equation (3),
the vehicles that are in the direction of the destination node
and move towards the destination with the highest speed
have the highest amount of HC, and the appropriate option
for selecting the vehicle for routing is selected. Table 8 shows
the HC values for vehicles in the network.

As shown in Table 7, the value of the evaluation function
is calculated to select the threaded node for all vehicles in the
network. Now, based on the accumulation of nodes in the
network sections, the nodes are clustered and the clustered
nodes are identified according to Table 7. The vehicle with
the highest value of the evaluation function is selected as
the best vehicle in the desired cluster. Figure 7 shows the
clustering of vehicles in the proposed method.

As shown in Figure 7, vehicles within the network are
divided into clusters due to their accumulation in the road
network. After clustering the vehicles within the network,
the evaluation function of selecting the clustered node for
these clusters is executed, and among these clusters, for
those clusters and vehicles that are in the direction of the
destination node, the clustered nodes based on Equation
(3) and Table 7 are selected. As shown in Figure 7, in trans-
ferring information from the source node to the destination
in the first cluster of vehicle no. 1, which according to
Table 7 has the highest value of the evaluation function of
the cluster node among the other vehicles in the cluster,
the cluster node is selected and receives the message from
the source node. In the next step, in order to transmit the
message to the destination, the vehicle number 4, which

1
D(i, j)
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TasLE 6: The distance of each vehicle to the hole node over time.
t=0 t=100 t=1000 t =5000 t=10000 t =15000 t=20000 t =30000 t =35493
V1 445 442.9247 424.0585 340.2086 235.3963 130.5839 25.7716 183.8532 299
V2 410 408.0223 390.0436 310.1383 210.2566 110.3750 10.4933 189.2700 299
V3 370 368.2734 352.5769 282.8147 195.6119 108.4092 21.2064 153.1991 249
V4 190 188.7755 177.6434 128.1674 66.3225 44776 57.3673 181.0572 249
V5 100 98.8870 88.7693 43.8014 12.4085 68.6183 124.8282 237.2479 299
V6 550 547.6318 526.1030 430.4195 310.8151 191.2107 71.6062 167.6026 299
V7 250 248.6081 235.9546 179.7165 109.4190 39.1215 31.1761 171.7711 249
V8 220 218.4129 203.9842 139.8571 59.6982 20.4607 100.6196 260.9374 349
V9 360 358.0223 340.0436 260.1383 160.2566 60.3750 39.5067 239.2700 349
V10 80 80.7503 87.5716 117.8883 155.7841 193.6800 231.5759 307.3676 349
V11 100 100.5551 105.6013 128.0289 156.0634 184.0979 212.1323 268.2013 299
V12 430 429.0795 420.7114 383.5199 337.0306 290.5412 244.0519 151.0732 100
V13 240 240.1395 241.4074 247.0424 254.0863 261.1301 268.1740 282.2616 290
V14 180 180.3319 183.3495 196.7610 213.5253 230.2897 247.0540 280.5827 299
V15 0 0.6946 7.0086 35.0713 70.1496 105.2280 140.3063 210.4629 249
Vie 340 339.7462 337.4386 327.1828 314.3630 301.5432 288.7234 263.0838 249
V17 430 427.2943 402.6972 293.3768 156.7263 20.0758 116.5747 389.8757 540
V18 400 397.6569 376.3564 281.6871 163.3506 45.0141 73.3224 309.9955 440
V19 180 178.2706 162.5487 92.6738 5.3302 82.0134 169.3570 344.0443 440
V20 300 299.3027 292.9632 264.7878 229.5686 194.3494 159.1302 88.6918 50
V21 300 297.9359 279.1711 195.7720 91.5232 12.7257 116.9745 325.4722 440
V22 50 50.9512 59.5982 98.0294 146.0684 194.1074 242.1464 338.2244 391
V23 70 71.1743 81.8500 129.2973 188.6064 2479156 307.2247 425.8430 491
V24 180 181.0042 190.1330 230.7055 281.4212 332.1368 382.8525 484.2838 540
V25 170 171.1715 181.8218 229.1564 288.3247 347.4930 406.6612 524.9977 590
V26 350 350.8089 358.1627 390.8461 431.7004 472.5547 513.4089 595.1175 640
V27 230 230.4463 234.5036 252.5358 275.0761 297.6164 320.1567 365.2372 390
V28 350 350.3905 353.9406 369.7188 389.4416 409.1643 428.8871 468.3326 490
V28 450 449.9721 449.7185 448.5915 447.1827 445.7740 444.3652 441.5477 440

has the highest value of the evaluation function of the head-
ing node in the next cluster, is selected as the heading node
and receives the message from the previous heading vehicle,
which is vehicle number 1. Finally, node 10, which is
located in the next cluster in the direction of the destina-
tion node (hole node), receives messages and sends them
to the destination. Table 9 shows the process of selecting
recruited vehicles from aligned vehicles within the road
network. More about this source text is required for addi-
tional translation information.

As shown in Table 8, the nodes that have the highest
value of the header node selection evaluation function are
selected as header nodes in each cluster.

5. Evaluation

In the proposed method, a method is used to transfer data
and information based on vehicle trajectory forecasting
and routing based on vehicle clustering in line with the des-
tination, with the aim of reducing the delay of messages sent
on the network. In fact, the sending of messages in the

VANET started right after the accident and received the
first message due to the danger on the road by the vehicle
of origin. Accordingly, by publishing messages on the
network and sending sensed messages to the destination
node, the number of messages sent also increases. There-
fore, with increasing simulation time, the number of mes-
sages sent in the network will also increase. Figure 8 shows
a diagram of messages sent over the network based on
increasing time.

As shown in Figure 8, the number of messages sent on
the network increases with increasing network time and
sending security messages on the network to the destination
node. Due to the fact that the vehicles carrying the message
of the clusters in the clusters are in the road network, the
transmission of information in the network takes place only
between the clustered nodes until these packets are sent to
the destination node reach. Therefore, the number of
messages sent on the network increases at a slow pace. In
fact, in the proposed method, the transfer of data packets
is purposeful and sending packets in the form of all broad-
casts is not an unnecessary waste of data packets.



Wireless Communications and Mobile Computing 13
TaBLE 7: The difference between the distances of each vehicle at each moment of the route.
t=0 t=100 t=1000 t =5000 t=10000 t =15000 t=20000 t =30000 t =35493
V1 445 442.9247 424.0585 340.2086 235.3963 130.5839 25.7716 183.8532 299
V2 410 408.0223 390.0436 310.1383 210.2566 110.3750 10.4933 189.2700 299
V3 370 368.2734 352.5769 282.8147 195.6119 108.4092 21.2064 153.1991 249
V4 190 188.7755 177.6434 128.1674 66.3225 44776 57.3673 181.0572 249
V5 100 98.8870 88.7693 43.8014 12.4085 68.6183 124.8282 237.2479 299
V6 550 547.6318 526.1030 430.4195 310.8151 191.2107 71.6062 167.6026 299
V7 250 248.6081 235.9546 179.7165 109.4190 39.1215 31.1761 171.7711 249
V8 220 218.4129 203.9842 139.8571 59.6982 20.4607 100.6196 260.9374 349
V9 360 358.0223 340.0436 260.1383 160.2566 60.3750 39.5067 239.2700 349
V10 80 80.7503 87.5716 117.8883 155.7841 193.6800 231.5759 307.3676 349
V11 100 100.5551 105.6013 128.0289 156.0634 184.0979 212.1323 268.2013 299
V12 430 429.0795 420.7114 383.5199 337.0306 290.5412 244.0519 151.0732 100
V13 240 240.1395 241.4074 247.0424 254.0863 261.1301 268.1740 282.2616 290
V14 180 180.3319 183.3495 196.7610 213.5253 230.2897 247.0540 280.5827 299
V15 0 0.6946 7.0086 35.0713 70.1496 105.2280 140.3063 210.4629 249
Vie 340 339.7462 337.4386 327.1828 314.3630 301.5432 288.7234 263.0838 249
V17 430 427.2943 402.6972 293.3768 156.7263 20.0758 116.5747 389.8757 540
V18 400 397.6569 376.3564 281.6871 163.3506 45.0141 73.3224 309.9955 440
V19 180 178.2706 162.5487 92.6738 5.3302 82.0134 169.3570 344.0443 440
V20 300 299.3027 292.9632 264.7878 229.5686 194.3494 159.1302 88.6918 50
V21 300 297.9359 279.1711 195.7720 91.5232 12.7257 116.9745 325.4722 440
V22 50 50.9512 59.5982 98.0294 146.0684 194.1074 242.1464 338.2244 391
V23 70 71.1743 81.8500 129.2973 188.6064 2479156 307.2247 425.8430 491
V24 180 181.0042 190.1330 230.7055 281.4212 332.1368 382.8525 484.2838 540
V25 170 171.1715 181.8218 229.1564 288.3247 347.4930 406.6612 524.9977 590
V26 350 350.8089 358.1627 390.8461 431.7004 472.5547 513.4089 595.1175 640
V27 230 230.4463 234.5036 252.5358 275.0761 297.6164 320.1567 365.2372 390
V28 350 350.3905 353.9406 369.7188 389.4416 409.1643 428.8871 468.3326 490
V28 450 449.9721 449.7185 448.5915 447.1827 445.7740 444.3652 441.5477 440

TasLE 8: Evaluation function values for selecting header nodes for vehicles in the network.

Vehicle The value of the header node Vehicle The value of the header node Vehicle The value of the header node
no. evaluation function no. evaluation function no. evaluation function
1 12605.0025230644 11 11450.8443351707 21 10199.0068933721
2 9762.84175823016 12 9420.60520826243 22 8167.08652900570
3 9357.58973116927 13 12413.5949490017 23 8973.49306016971
4 18301.4087332702 14 1445.61204611270 24 8214.88333766602
5 8525.81733039176 15 11292.5886888899 25 9094.22389569419
6 12256.4692509958 16 12411.8153697601 26 11010.5772186310
7 9170.01142069164 17 12516.0434281110 27 12089.7135617565
8 8758.10006652234 18 11499.9662504847 28 12442.5178217940
9 9300.62029930559 19 9212.94159417572 29 11234.9592498159
10 14237.0772406787 20 10526.5165883803

Therefore, another criterion that has been evaluated in
the present study is the number of lost packets in the net-
work. An ACK message has been received from the vehicle
when the source vehicle sends a message to the vehicle. After

receiving the confirmation message, the packets are sent to
the header node. The same thing is repeated for other
vehicles until the message reaches its destination. Due to
the limited capacity of the queue in the vehicles, the received
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F1cure 7: Clustering of vehicles within the network.
TaBLE 9: The process of selecting header vehicles.
The cluster head in first connection is node number 4
The cluster head in second connection is node number 1
The cluster head in third connection is node number 10
Total sent message
16000
14000
12000 A
S
& 10000 1
3
=)
= 8000
(5]
w
6000 -
4000 A
2000 T T T T T
0 2 4 6 8 10 12 14

Time

FIGURE 8: Graph of messages sent in the network.

messages should be stored in the queue of the vehicle to be
examined in turn. When the number of these messages
exceeds the queue size, the excess messages are lost and the
accuracy of the information transmitted in the network
may be damaged. This event will increase the number of lost
packets in the VANET, which is considered as one of the
weaknesses of routing methods in VANETS. Figure 9 shows
the number of lost message packets as the VANET increases
with time. More about this source text is required for addi-
tional translation information.

As shown in Figure 9, the number of messages lost in
the proposed vehicle network increases slightly with
increasing time, and finally, the total number of messages
lost during the simulation of the proposed scenario only
130 messages, which is only 0.8111% of the total messages
sent on the network.
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FIGURE 10: Diagram of delivered packages.

Due to the small number of lost packets, another
criterion that has been examined in this method is the
delivery rate of data packets. Package delivery rate is
the ratio of the number of delivered messages to the
sent messages. Figure 10 shows the diagram of packages
delivered based on the proposed scenario with increasing
time. Figure 11 also shows the package delivery rate in
the proposed scenario.

As shown in Figures 10 and 11, a large number of
healthy packages sent have been delivered to the destination
and the packet delivery rate tends to be a fixed amount. By
calculating the average package delivery rate over time, this
amount is about 88.56%.

The last criterion that has been examined in this research
is the delay of packets sent in the VANET, which is one of
the most important criteria in this type of network. Due to
the fact that delays in VANETSs cause a loss of time for
drivers to react to road accidents and disrupt real-time
applications in VANETS, so any delay in less VANETS, the
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FIGURE 12: Message transmission delay in the first stage of
communication.

routing method used is more effective. In the proposed
method, since the messages are transmitted between the
node clusters, therefore, the delay of message transmission
between the clusters must be calculated. Figure 12 shows
the message transmission delay in the first stage, Figure 13
shows the message transmission delay in the second stage,
and finally, Figure 14 shows the message transmission delay
in the last stage.

As shown in Figures 12-14, the message transmission
delay between threaded nodes tends to be constant. There-
fore, by calculating the maximum delay during message
transmission between headers, the total network message
delay can be expressed as 24.566 ms.

5.1. Comparing the Proposed Method with Previous Methods.
Routing methods in VANET can be evaluated and compared
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FIGURE 13: Delay in message transmission in the second stage of
communication.
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FIGURE 14: Delay in message transmission in the last stage of
communication.

based on different evaluation criteria. Since reducing the
delay and increasing the data delivery rate are the main goals
in the proposed method, we compare the proposed method
with other state-of-the-art methods based on these criteria.
The proposed method tries to reduce the delay in message
transmission by choosing the optimal cluster head vehicles
based on density criteria and close distance to other vehicles.
On the other hand, by finding aligned vehicles and predict-
ing the movement path of neighbor vehicles, it tries to trans-
mit messages with high reliability, which reduces the loss
rate of packets and increases the data delivery rate. There-
fore, in Figure 15, the data delivery rate in the proposed
method is compared with previous methods, including the
method based on the farthest distance (FD) [34], the
expected progress distance (EPD) [35], and the two-way sta-
ble communication (BDSC) [19] .
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As shown in Figure 15, the proposed method has a sig-
nificant improvement in terms of package delivery rate com-
pared to previous methods. Figure 16 also compares the
message transmission delay in the proposed method with
the previous methods included.

As shown in Figure 16, the proposed method has a lower
value in terms of message transmission delay in the network
compared to previous methods.

6. Conclusion and Discussion

The dissemination of real-time information in automotive
case networks (VANET), due to the dynamic nature and
rapid movement of vehicles, has become one of the research
challenges in this field, which has attracted the attention of
many researchers in this field. The data published in this
network may not reach the destination in time due to
changes in distances, redirects, and unforeseen movements
by vehicles and may cause excessive delays. Therefore, infor-
ming the vehicles in the network quickly will be very useful
in preventing accidents on the road. Therefore, in order to
prevent disruption of the timely information process in
automotive networks, strategies should be considered to
reduce network latency. Also, previous related methods in
the literature for data transmission in VANET have focused
more on reliability and trust, and little attention has been
paid to the prediction of vehicle movement and path pattern
discovery in these types of networks. Therefore, in order to
overcome this issue, the proposed method has presented
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an approach based on clustering and frequent pattern dis-
covery in predicting the movement path of vehicles. In this
research, a new method for data transfer and information
in VANETSs was proposed, which is based on discovering
the trajectory of vehicles within the network and predicting
the trajectory of future vehicles and sending messages based
on clustering of aligned vehicles. The contributions of this
paper are included, using the decision tree classification
method to classify vehicles in aligned and not aligned vehi-
cles, using sequential pattern mining to discover vehicle
movement patterns, clustering vehicles in the network based
on the current position to detect neighbor vehicles, and find-
ing best cluster head to transfer messages using combination
of above three steps. This research proposed a new method
to discover the trajectory and clustering of vehicles, from
the distance of each vehicle to the destination node at any
time in order to extract the acceleration of the vehicle to
the destination, vehicle speed, and vehicle distance to
another vehicle, and the density of vehicles around the vehi-
cle is used. The simulation results show that the proposed
method with a delivery rate of 88.56% has significantly
improved in terms of package delivery rate compared to pre-
vious methods. Also, the proposed method with a total delay
of 24.566 ms in terms of message transmission delay in the
network has a lower value compared to previous methods.

The limitation of the proposed method is to store the
history of vehicle’s movement on any type of road, and
based on that, it produces movement patterns of vehicle
and predicts the path of new vehicles. The proposed method
stores the history of vehicle movement on any type of road,
and based on that, it produces movement patterns of vehicle
and predicts the path of new vehicles. It is natural that the
more data related to vehicle movements in the proposed
method, the more accurate in path pattern discovery. This
method is more useful on busy roads where there are more
vehicles than quiet roads. The accuracy of the proposed
method will be lower in predicting the path pattern of the
vehicles on quiet roads.
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Vehicular networks play a crucial role in Intelligent Transportation System (ITS), making transportation safer and more
convenient. Most applications in ITS require information carried by basic safety messages (BSMs) to be exchanged periodically
among vehicles. However, BSMs are vulnerable to different attacks, especially jamming attacks, due to their limited short
message length and life span. In this paper, we analyze the impact of a jamming attack on BSMs and initially propose a
random channel surfing scheme to attempt to react to the attack. We investigate the scheme by a simple extendible
probabilistic model and simulation in NS-3. Obtained results provide a reference to design an optimal channel surfing scheme

that adapts to its supported applications.

1. Introduction

Vehicular networks facilitate communication among vehi-
cles (V2V) and between vehicles and roadside infrastructure
(V2I) in the transportation network. Thanks to this commu-
nication, the network infrastructure can serve an extensive
range of applications. Among these, safety applications that
make transportation safer are one crucial type. They operate
based on essential information included in basic safety mes-
sages (BSMs), such as position, velocity, acceleration of vehi-
cles, and hazardous incident warnings. Due to the
requirement of freshness and the compact of information,
BSMs are exchanged periodically every 100ms [1, 2] and
have short lengths. These characteristics make BSMs prone
to be targets of many types of wireless attacks, especially
attacks at the physical and medium access control layer, such
as jamming attacks. Limited packet length does not allow
complex cryptography. The short life span, in milliseconds,
makes BSMs easily become victims of simple but effective
attacks like jamming attacks, as no time is taken for the
attacker to do complex computations.

Jamming is one kind of Denial-of-Service (DoS) attack.
It broadcasts radio signals in the physical channel to block
any communication in the same physical channel within
its transmission range. Jamming can be either constant jam-
ming or reactive jamming. In constant cases, the attacker
continually emits radio signals not following any rule of
communication protocol. In reactive jamming, the attacker
(so-called the jammer) transmits radio signals upon sensing
a transmission in the medium. Reactive jamming is more
dangerous and harder to detect as it conforms to legitimate
transmission [3]. The impact of jamming is graver to safety
applications because of their time constraints. The conse-
quence can be severe if the safety-related information is
not delivered to the appropriate vehicles at the right time
because of the interruption caused by jamming.

While the impact of a jamming attack is profound for
safety applications, mitigation against them in vehicular net-
works encounters even more challenges. Indeed, characteris-
tics of the vehicular environment have raised these
challenges in VANETSs. The main ones include issues of
inherent properties of radio channels, highly dynamic oper-
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ating environment, lack of centralized management, high-
reliability requirements, and low latency communication
and scalability.

In the case of BSMs, it becomes even more challenged
because BSMs are supposed to be transmitted only in the
control channel and renewed every short-time period (100
ms, as the suggestion in [1, 2]). It relates to a multichannel
operation specified in the suit of standards IEEE 1609 for
Wireless Ad hoc Vehicular Environments (WAVEs).
According to the suit of standards, vehicles switch alterna-
tively between one control channel (CCH) to any service
channel (SCH), as illustrated in Figure 1. This working
mechanism allows single-PHY devices, or vehicles in
VANETs, to access high-prioritized data and management
traffic in CCH during CCH intervals (CCHIs), as well as
general traffic in SCH intervals (SCHI).

There are a considerable number of proposals dealing
with jamming attacks, one of the most practical proposed
approaches is channel surfing [4]. After detecting jamming
[5] [6] (jamming detection are out of our scope), communi-
cation devices change from the current jammed channel to
other available channels. The question is which channel
should be chosen provided that the communication can be
remained among as many devices as possible while other
performance and security constraints should be satisfied.
The concept of channel surfing is commonly studied in wire-
less and vehicular networks but is not dedicated to safety
applications. This paper focuses on safety applications in
vehicular networks, precisely the critical type of messages,
the BSMs.

Our contributions are in both mathematical and net-
working aspects. Firstly, we study the integration of mitiga-
tion against jamming attacks from wireless networks into
VANETSs and propose an adapted channel surfing scheme
to deal with jamming attacks on safety applications in
VANETs. Secondly, we offer a probabilistic model in the
evaluation of our works. Simulation results validated the
model. Furthermore, the results allow us to choose appropri-
ate parameters of the scheme for the delay requirement of
safety applications.

The paper is organized as follows: the threat of jamming
attacks on safety applications in vehicular networks is briefly
described in this Section 1; Section 2 discusses related works
on methods to deal with jamming attacks in wireless net-
works; our random channel surfing scheme is elaborated in
Section 3; the analytical model to investigate our proposed
scheme is defined in Section 4; the obtained numerical
results are validated by simulation and also analyzed in
details in Section 5; Section 6 concludes the paper.

2. Related Works

Many research efforts focus on designing defense strategies
for vehicular networks, but the problem remains an open
issue. Several approaches have been developed in wireless
networks to defend against jamming attacks. We can classify
these solutions into two types of strategies: competition
strategy and retreat strategy. In the competition strategy,
nodes reduce jamming effects by adjusting their physical-

Wireless Communications and Mobile Computing

layer parameters such as transmit power, data rate, and car-
rier sensing threshold [3]. Because the radio channel sub-
stantially impacts communication in the vehicular
environment, one should carefully consider the feasibility
of competition strategy in vehicular networks. Besides, the
retreat strategy seems more practical for communication in
the vehicular environment. In retreat strategy, devices must
coordinate to switch to the same new channel when jam-
ming attacks block the current channel. However, channel
coordination emerges as a problem for broadcasting, and
BSM exchange has a broadcasting nature. This paper con-
siders the feasibility of retreat strategy and channel surfing
approach, particularly an attempt to deal with jamming
attacks on BSMs.

In wireless networks, channel surfing approaches have
been proposed [4, 7-9]. The crucial point making channel
surfing feasible is how devices agree beforehand on the chan-
nel switching sequence. Based on how devices choose the
channel switching sequence, channel surfing approaches
can be classified into prior negotiation and without negotia-
tion. In prior negotiation, devices must exchange informa-
tion to make a channel agreement [10]. Considering Wi-Fi
communication, Navda et al. [10] proposed a channel surf-
ing scheme on which the access point generates a pseudo-
random channel sequence, encrypts it, and exchanges it
securely using the client’s public key. In [8], the authors pro-
pose a coordinated channel-switching strategy. The devices,
or nodes, detect themselves as jammed nodes, switch imme-
diately to the orthogonal channel, and wait for chances to
reconnect to the entire network. The boundary nodes who
lose connectivity with their neighbors monitor available
channels and connectivity to their neighbors in these chan-
nels. Finally, the boundary node selects the new channel
and notifies all other nodes. Performance of channel surfing
approaches also varies accordingly to the mobility of the net-
works because of the change in neighborhood leading to the
variation of the number of neighbors [11, 12].

The prior negotiation may guarantee the channel agree-
ment after jamming detection; however, it can be vulnerable
to attackers. Negotiation data is exposed and possibly inter-
cepted; thus, one can reveal the surfing sequence or informa-
tion of the new channel. For this reason, Djuraev et al.
propose a channel surfing scheme without prior negotiation.
They use transmission power and received signal strength to
determine the next channel in [4]. In [7], two entities, A and
B, exchange packets, and B sends a data packet to A. Then, A
acknowledges back to B in the following ACK. The next
channel is determined based on the received signal strength
indicator of the data packets and ACKs received at corre-
sponding entities. Considering physical technology to deal
with jamming, Strasser et al. propose a frequency hopping
on which the two communication entities switch their chan-
nel at different rates [9]. There exist time slots that the two
entities can encounter. The technique requires advanced
transceivers and does not reach high channel utilization.
The issue of effective coordination among vehicles to react
to jamming attacks remains [3, 13].

The abovementioned approaches focus on communica-
tion between only two entities in wireless networks.
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Mitigating jamming attacks in vehicular networks for broad-
cast communication is still an open issue. There have been
several works on broadcast in wireless networks. The
authors in [14] utilize spreading code to cope with jamming
in broadcast scenarios. The proposed protocol applies to the
Code Division Multiple Access (CDMA) system. In [15], the
authors propose a collaborative broadcast scheme using the
uncoordinated frequency hopping technique. According to
this scheme, nodes receiving a broadcast message will help
forward it to other nodes. There are always opportunities
for nodes to exchange messages through unjammed chan-
nels. As one of the limited number of works that consider
broadcast in VANETS, [16] proposes a hideaway strategy.
Vehicles stop all transmission until the jammer moves away.
It means communication is interrupted for an undetermined
period. Focusing on safety applications in vehicular net-
works, in this paper, we initially propose an adaptively prob-
abilistic channel surfing scheme that adapts to their
characteristics, such as broadcast manner, multiple channel
operation, and short lifespan of BSMs. This scheme is an
extended version of the one proposed in [17]. We study
our scheme in a mathematical model and use simulation to
validate the results. The mathematical model allows us to
tune the scheme to achieve the time constraint requirements
of safety applications in vehicular networks. We elaborate on
the detail of the scheme in the following section.

3. Adaptively Probabilistic Channel
Surfing Scheme

3.1. Assumption. This paper assumes vehicles that partici-
pated in the network have been deployed with some safety
applications, and these applications always have safety infor-
mation that is needed to broadcast through BSMs. Second,
the jammer will attack the network at a given time. Accord-
ing to the standard IEEE 1604.9, vehicles alternatively switch
from one CCH to one of 6 available SCHs to accommodate
corresponding services. BSMs are exchanged periodically
every 100 ms at CCHIs. In case of being attacked, communi-
cation in CCH is blocked by a reactive jammer that emits a
noninformation radio signal whenever it senses a transmis-
sion within its sensitivity range. After detecting the attack
of the jammer, vehicles will trigger our proposed random
channel surfing scheme. Vehicles change their operating
channel to a random one of the 6 SCHs instead of CCH dur-
ing each CCHI. For SCHIs, vehicles keep their original
schedule to maintain non-safety services. Every vehicle is
supposed to have one safety-related information included
in several BSMs that should be sent repeatedly within a cer-
tain period, provided that the number of vehicles that

received the information is as high as possible. In this work,
vehicles continuously transmit the safety information till the
transmission times reach 100, i.e., during 10 seconds.

3.2. Random Channel Surfing Scheme. When a vehicle
detects a jamming attack, the channelSurfing() procedure
implemented in this vehicle is triggered. First, the vehicle
chose a set of predefined probability parameters for channel
assignment. The values of those parameters represent the
probabilities of which SCH channels will be assigned for
the next CCHI. The applications that need to broadcast their
safety information must choose which set of parameters.
Criteria are selected based on their designs and requirements
of time constrain. In this paper, we evaluate three different
sets of predefined probability parameters (Table 1). The first
set corresponds to when choosing one of the available SCHs
is uniformly distributed between 1 and 6. In the second and
third cases, the distribution of choosing SCH is linear and
geometric. Figure 2 illustrates these distributions.

Once the channel number is assigned, the vehicle
switches to that channel for the next CCHI. The SCH num-
ber follows the same distribution the vehicle chooses at the
beginning. The channelSurfing() procedure is detailed in
Algorithm 1. After the jamming attack is confirmed and
the communication fails, this procedure first calls the
channelGenerator() function. This function returns the
number of SCH based on the type of safety application. Each
application has a corresponding set of probability parame-
ters. Next, the application stops communication on the cur-
rent SCH, and a new SCH will be used in the next CCHI.
The channelSurfing() procedure will be executed until the
communication is recovered (receiving BSMs).

3.3. Evaluation Metric. We can evaluate the usefulness of this
random channel surfing scheme by the mean number of
vehicles that can recover the communication when suffering
a jamming attack after a time interval . It means that after ¢
CCHIs (BSMs are exchanged periodically every CCHI), the
larger the mean number of vehicles that receive BSMs is,
the better the performance of the proposed scheme is. The
evaluation of this proposed scheme thus boils down to find-
ing out the average number of vehicles that receive the BSMs
after t+ CCHIs.

4. Analytical Model

Proposition 1. We consider the random channel surfing
described in the previous section. Let N be the number of
vehicles receiving BSMs from a sender. Let K, be the random
variable representing the number of vehicles able to receive
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where p=Y9 p? is the matching probability for sender and
receivers to stay in the same SCH number, p, is the probability
that SCH number i will be assigned. The mean number of
vehicles that can receive BSMs after t timeslot is

E[K,]=N) (I1-p)~'p=f(tp). (2)

-

I
—

1

Proof. Firstly, communication can only happen if the sender
and receiver work in the same channel frequency. According
to the assumption, the sender and receiver can randomly
choose one of the six SCHs. The matching probability p
for them to stay in the same SCH is given by:

p =P(channel = channel

sender receiver )

IP(channel =i, channel

sender receiver — 1)

6
P(channely,, 4., = i)P(channel, .. = i) = ZP2

i
i=1

(3)

Secondly, call T the number of CCHIs until a receiver
receives the BSM message. The best scenario is T = 1, mean-
ing that the receiver gets the message immediately. The
worst scenario occurs when T — 00, meaning this receiver
always selects the channel differently from the sender.
Indeed, T is a discrete random variable that could take any
value from 1 to co. For instance, consider the case T =09,
which means that in 8 previous timeslots, this receiver did
not receive the message. As mentioned above, at any given
timeslot, the probability that the receiver gets the message
is p, and the probability of not receiving the message is 1 —
p- Thus, the probability of T =9 is given by

Mo 1M

I
—

P(T=9)=(1-p(1-p)°p. (4)

Specifically, the random variable T follows the Geomet-
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FIGURE 2: SCH assignment probability distributions.

ric distribution with parameter p: T ~ Geometric(p) and its
probability mass function (PMF) is

P(T=t)=(1-p)"'p. (5)

So, the probability for the receiver to receive the message
at a given timeslot T =t is given by

P(T<t)=YP(T=i)=Y (1-p)"p.  (6)

t
i=1 i=1

Finally, consider the number of receiver that got the
message after t timeslots, K,. Each receiver has Y!_

(1-p)™'p chance to receive the message independently
from other receiver, and K, is fundamentally a Binomial

random variable K, ~ Binomial(N, Y_ (1 -p)'p)+. O

4.1. Application of Random Channel Surfing Model. One
direct application of our analytical model for this random
channel surfing scheme is to optimize the design of safety
applications in vehicular networks. Indeed, safety applica-
tions are sensitive to time constrain. A natural way to
improve the communication of safety applications when suf-
fering jamming attacks is to adjust the matching probability.
From (2), we can write

p=f"(tEK]). (7)

Thus, p can be computed as a function of ¢ and E[K].

Figure 3 depicts the mean number of vehicles that can
recover communication as regards time (computed from
the number of CCHIs). As the analytical model showed,
when p is uniformly distributed, we need almost 1 second
for 80% of vehicles to recover. In case p is geometrically dis-
tributed (p =0.315), only 0.5 seconds is required for 80% of
vehicles to reestablish the communication. Thus, by adjust-
ing the channel assignment probabilities, a safety application
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can easily achieve its target of how many vehicles can be
notified about safety information within a certain time slot.

5. Performance Evaluation

We evaluate our random channel surfing scheme by the
number of vehicles receiving one information sent by a vehi-
cle, called the sender, after a given time which is computed
in a number of CCHIs. The analytical model and simulation
allow us to study many scenarios with a different number of
vehicles in the network. Due to lack of space, we present
only the result for the scenario of N +1=51 vehicles in a
communication range. Among N + 1 vehicles, one vehicle
plays the sender role. It retransmits its information in mes-
sages broadcast every CCHI. Every vehicle switches ran-
domly to one of 6 service channels every CCHI when the
jamming attack is detected. The numerical result obtained
from the analytical model allows us to determine E[K,], the
expectation or the average number of vehicles that received
the information after + CCHIs. To validate the analytical
model, we run simulations in NS-3 [18] with the
channelSurfing() procedure being implemented in all vehi-
cles (nodes) and using the WAVE model that is specified

for the vehicular environment. The IEEE standard 802.11p
and the 1609 standard set are implemented in the simula-
tions. All simulation results are computed at 95% confidence
intervals. We evaluate our scheme with three different sets of
probabilities parameters (p,,p,,p;) given in Table 1 and
consider two cases of mobility: constant mobility where
vehicle pattern has been fixed and traffic mobility where a
traffic simulator generates vehicle pattern. Parameters used
in the simulation are listed in Table 2.

5.1. Constant Mobility. Firstly, we analyze our scheme by
studying the average number of received vehicles after a
given time. Analytical and simulation results are compared
in all figures. Figures 4-6 show the increase in the average
number of vehicles that receive the information; in another
words, the expectation of random variable K, as defined in
the previous section. This figure also displays its correspond-
ing standard deviation, which expresses how the real value
differs from the average one. The simulation results validate
the analytical results: they closely match the analytical
results. At early CCHIs, the number of received vehicles
increases dramatically and reaches 80%, i.e., nearly 40 vehi-
cles at 9" CCHI in case p=0.167 (5" and 7 in case p =
0.220 and p=0.315, respectively). After that, the number
increases insignificantly. Almost vehicles, up to 48 among
49 vehicles, received information after 25 CCHIs
(2.5 seconds). Matching the time requirement of ITS safety
application specified in [19], approximately 80% of vehicles
using our scheme can satisfy the maximum latency of a
given safety application of 1 second. Depending on the use
cases of applications, this performance can probably be
acceptable. Thus, it raises the question of which cases this
performance is reasonable. Then, in these cases, the infor-
mation should be more critical to some vehicles than others.
For example, vehicles close to the origin of the information
about an incident may be much more impacted than vehi-
cles at a far distance. Therefore, it is potential to extend
our channel surfing scheme with the idea of prioritizing
the receivers. It means that the scheme should somehow
manage groups of vehicles provided that higher prioritized
vehicles must be acknowledged of the safety information
early, while others can loosen the time constraint.
Secondly, our analytical model also allows us to figure
out the likely number of received vehicles after a certain
time. Figure 7 depicts the probability distribution of the
obtained value of K, at 10" CCHIs in the analytical model
and so in simulation. The number of received vehicles
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TABLE 2: Parameters used in simulations.
Parameters Value
Number of vehicles 51
CCHI 50ms
Frequencies of channels DSRC allocated spectrum [3]
Samples per point 100

Jamming attack event

SCH assignment probabilities

Message size
Number of retransmissions

Simulation time

At 2.0 seconds
Uniform, linear and geometric
Distribution
100 bytes
100

12 seconds
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approximately ranges from 34 to 46. It means that about
70% to 93% of vehicles are warned about the information
after 1 second. The value has the highest probability at 41(
83%) in theory and 43(88%) in simulation. The probability
distribution of K, after 5 CCHIs is illustrated in Figure 8.
After 5 CCHIs, 19(39%) to 23(47%) vehicles receive the
information. The results indicate the list of possible values
of the number of received vehicles after a given time. It
can be a reference to select the proposed scheme for suitable
applications in terms of the freshness of exchanged informa-
tion, expected informing scale of information, and network
parameters such as the number of vehicles, density, available
frequencies.

5.2. Traffic Mobility. To evaluate the impact of realistic traf-
fic patterns, we generate vehicle locations from a traffic sim-
ulator in this scenario. This traffic simulator allows us to
emulate driver behavior faithfully. On a highway, driver
behavior is limited to accelerating, braking, and changing
lanes. We assume that there is no off-ramp on the section
of the highway. The desired speed is associated with each
vehicle. It corresponds to the speed that the driver would
reach if he was alone in his lane. If the driver is alone (the
downstream vehicle is sufficiently far), he adapts his acceler-
ation to reach his desired speed (free-flow regime). If he is
not alone, he adapts his acceleration to the vehicles around
him (car following regime). He can also change lanes if the
conditions of another lane seem better. All these decisions
are functions of traffic conditions (speed and distance) and
random variables used to introduce a different behavior for
each vehicle. This kind of simulation is called microsimula-
tion [20], and the model we used, which has been tuned
and validated with regard to real data collected on a high-
way, is presented in detail in [21, 22]. We simulated a
road/highway with this traffic simulator with three lanes,
and the simulation time was 60 minutes. The vehicle posi-
tions are then injected into NS-3 for simulation. In this
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scenario, we also consider 50 receivers in the communica-
tion range of the sender as in the constant mobility case.

In Figure 9, we compare the simulation results per-
formed with different traffic intensities (A) in traffic mobility
and constant mobility scenarios. For both scenarios (con-
stant and traffic mobility), the channel assignment probabil-
ity is the same and uniformly distributed (p=0.167). As
shown, the traffic pattern has an important impact on the
performance of our proposed scheme. When the traffic
intensity is high (A = 5, the mean distance between two con-
secutive vehicles is 5 meters), the average number of vehicles
that can be acknowledged of the information is about 10%

NS-3 simulation: constant mobility vs. traffic mobility

Number of received vehicles

0.5 1 1.5 2 2.5
Time (seconds)

—+— Constant mobility with p=0.167

~—>— Traffic mobility with p=0.167, A=5

~—— Traffic mobility with p=0.167, A=10
Traffic mobility with p=0.167, A=15

FIGURE 9: Comparison between constant mobility and different
traffic mobility scenarios.

lower than the constant mobility case at t=1s. Moreover,
we can observe a significant decrease (30% and 60%, respec-
tively, at £ =1s) in the performance of the traffic mobility
scenario when considering low traffic intensities
(A=10,A=15). This may happen due to the high frame
error rate in the traffic mobility scenario. The traffic simula-
tor mimics the real traffic pattern where vehicles are likely to
form clusters. Consequently, vehicles that belong to a far
cluster could not receive any message even when they chose
the same SCH as the sender.

6. Conclusion

This paper investigated the feasibility of a channel surfing
approach against jamming attacks in vehicular networks,
especially for safety applications with strict time constraints
and a broadcast nature. We initialize and implement a ran-
dom channel surfing scheme in vehicular networks. A sim-
ple, extensible probabilistic model is proposed to evaluate
and study the favorable use case of our scheme. This model
provides the key to designing safety applications sensitive to
time constrain by adjusting SCH assignment probabilities.
We validate the analytical model by NS-3 simulations. The
simulation results have shown that a large number of vehi-
cles can recover their communication within an acceptable
time. The real traffic pattern has an essential effect on the
performance of this random channel surfing scheme. We
are currently working on an extension of this model that
takes into account the frame error rate to model the real
testbed scenarios accurately reported in this manuscript.
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The collection and utilization of huge sensor data from vehicles for visualizing the city is expected to realize various enhanced
services for smart cities. A next-generation gigabit vehicle-to-everything (V2X) data collection platform based on 60 GHz
millimeter-wave (mmWave) small cell radio access has been proposed in the previous work for enabling efficient and high-
capacity data upload from vehicles to the cloud. This paper presents further analysis of the initial link setup delay to evaluate
the effectiveness of the fast initial V2X link setup method proposed, which is suitable for 60 GHz communication based on
IEEE 802.11ad. This paper also presents the application programming interface (API) design based on the hypertext transport
protocol (HTTP) to enable the efficient upload of hundreds of files. Combined with the buffering technique at a multiaccess
edge computing (MEC) server, the proposed system successfully utilizes very high bandwidth between a vehicle and a MEC
server. The proposed methods achieve a 30 times improvement in delay for establishing the initial link and an 11 times higher
average throughput. A prototype system installed in Marysville, Ohio, achieved a peak throughput of 2.8 Gbps and successfully

demonstrates the effectiveness of city visualization based on high-capacity data collection and analytics.

1. Introduction

With the recent advances in Advanced Driver Assistance
Systems (ADAS) and autonomous driving technologies,
vehicles are expected to collect huge amounts of data from
onboard sensors such as cameras, sonars, and Global Posi-
tioning System (GPS)/Global Navigation Satellite System
(GNSS) devices [1, 2]. By analyzing the collected data
and visualizing the city, various services for smart cities
can be realized, such as enhanced traffic control and expe-
dited emergency response [3]. Demonstrations which uti-
lize such collected data have been on the rise in various
cities and countries [4], and efficient data collection of
real-time high-resolution data and massive amounts of
delay-tolerant data [5] via wireless communication from
vehicles in the city is becoming increasingly relevant.

Existing vehicle-to-everything (V2X) communication
technologies such as IEEE 802.11p-based Dedicated
Short-Range Communication (DSRC) [6] and Cellular-
V2X (C-V2X) [7] are not suitable for such high-capacity
data collection due to their limited bandwidth. Recently,
millimeter-wave (mmWave) wireless communication has
been increasingly highlighted as one of the key technologies
for the 5th Generation (5G) and next-generation V2X com-
munication [8, 9]. IEEE 802.11ad, also known as WiGig, is
a technical standard for mmWave wireless communications
operating in the 60 GHz frequency band which is assigned
as an unlicensed band in countries worldwide. The IEEE
802.11ad standard originally defined a high-speed commu-
nication mode supporting up to 6.7 Gbps and was further
enhanced to support up to 8 Gbps in IEEE 802.11-2016
[10]. Due to its limited communication range and general
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need for line-of-sight conditions, small cell architecture has
been studied for mmWave V2X communication [11]. To
fully utilize the high-throughput performance and low
latency of mmWave communication, the use of mobile
edge computing/multiaccess edge computing (MEC) has
also been studied [12].

In V2X scenarios for a small cell environment, a vehicle
establishes a wireless communication link and performs data
transmission each time it enters the communication area. To
ensure sufficient time for data transmission before the vehi-
cle leaves the communication range, the establishment of the
link should be completed as quickly as possible. With the
conventional initial link setup process, link establishment
often takes several seconds or longer. The fast initial link
setup (FILS) was standardized in IEEE 802.11ai [13] and is
a method for shortening initial link setup time for sub-
6 GHz wireless LAN. FILS achieves a faster link setup by
reducing the number of required packet exchanges. A study
[14] has proposed introducing the techniques of FILS also
for 60 GHz band communication based on IEEE 802.11ad.
However, further study may be needed for small cell V2X
scenarios because the initial link setup procedure would
often be performed at the cell edge while the connecting
vehicle is moving, usually resulting in the communication
environment fluctuating severely. To benefit from FILS and
achieve the fast initial link setup for mmWave V2X, the pro-
cedure must be able to handle increased packet loss without
incurring substantial delays.

Another challenge for mmWave V2X is the reduced
bandwidth due to core network delay and congestion and
also cloud server response delay, which prevents full utiliza-
tion of the high-throughput performance of mmWave com-
munications. MEC is a promising technology to realize
applications that require very low latency [15] but is also
able to accelerate and improve the efficiency of uploading a
large amount of data by using buffering at MEC/mobile edge
servers. There has been research on cache size and handover
between MEC servers [16, 17]; however, the application pro-
gramming interface (API) suitable for high-volume data
upload using MEC for multi-Gbps wireless access has yet
to be presented.

In [18], the authors presented a data collection plat-
form that enables data upload from vehicles to the cloud
using IEEE 802.11ad and tackled the challenges mentioned
above. This paper describes in detail the system architec-
ture and technologies applied in the data collection plat-
form as an extension of [18] and additionally showcases
a proof-of-concept demonstration conducted in Marysville,
Ohio, USA. The major contributions of this paper are
listed below:

(1) Presents the proposed fast initial V2X link setup
method suitable for IEEE 802.11ad that avoids large
delays and extends communication time for a vehicle
passing through a communication area (“pass-
through communication”)

(2) Presents REST (Representational State Transfer) API
which uses buffering by reverse proxy in the MEC
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server for realizing high-speed data upload for
multi-Gbps wireless access

(3) Presents a prototype platform and field evaluations
that successfully demonstrate the effectiveness of
the proposed methods by showing up to 30 times
shorter initial link setup delay and 11 times higher
average throughput for data upload during pass-
through communication

The rest of this paper is organized as follows. Section 2
describes the system architecture of the data collection plat-
form and the challenges of applying IEEE 802.11ad for V2X
scenarios. Section 3 describes two proposed methods which
address the technical challenges. Section 4 evaluates the per-
formance of the proposed methods in a field test, and Sec-
tion 5 shows an experimental demonstration of the data
collection platform operating in a real environment. Finally,
Section 6 concludes the paper.

2. System Architecture and Target Performance

This section presents the design and technical challenges of
60 GHz small cell radio access for a V2X system based on
IEEE 802.11ad.

2.1. Small Cell mmWave for Pass-Through Communication.
Table 1 shows the comparison of conventional sub-6 GHz
and mmWave communications. Sub-6 GHz wireless com-
munication is suitable for wide area coverage deployment,
whereas mmWave wireless communication technologies,
such as 5G New Radio (NR) over mmWave and IEEE
802.11ad, are excellent for providing high-throughput com-
munication with focused coverage. This study targets the use
case of uploading a large amount of delay-tolerant data from
the vehicle to the cloud server. A key objective is to fully uti-
lize the high-throughput performance of mmWave within
the limited coverage. The authors assume a vehicle-to-
infrastructure (V2I) communication scenario with base sta-
tions/roadside units (RSUs) installed at locations such as
intersections where the vehicles pass through. Vehicles are
equipped with onboard units (OBUs) that upload a large
amount of stored data to the cloud via the RSU as they pass
through the mmWave coverage of the RSU.

As signal propagation in the mmWave frequency band
is highly directional, the RSUs and OBUs employ beam-
forming, which involves dynamically sweeping/steering the
antenna beam direction to achieve wider coverage. Even
though the beam sweep direction can be two-dimensional,
a one-dimensional (vertical or horizontal) beam sweep is
commonly implemented to achieve a small form factor
and low cost. In this system, which uses one-dimensional
beam sweeping, the antennas of the RSU and the OBU
are arranged such that the beams are swept vertically.
Figure 1 illustrates the beamforming configuration of the
OBU and the RSU. This configuration provides improved
coverage in the area below the RSU during V2I pass-
through communication.
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TaBLE 1: Features of wireless communications.
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FiGure 1: Beamforming configuration for V2I pass-through
communication. Cited from [18].
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2.2. Data Collection Platform. Figure 2 shows the system
configuration of the data collection platform. While driving,
the vehicle stores data, such as pictures and sensor data, in
the OBU. The OBU is equipped with storage to temporarily
store the data to be uploaded. The stored data is uploaded
when the vehicle enters the RSU’s mmWave coverage. The
data is transferred to the MEC server via the RSU and from
the MEC server to the cloud. The collected data is utilized
for visualizing the city. During communication, the OBU
takes the role of an IEEE 802.11ad station (STA) and the
RSU operates as an access point (AP). The RSU also acts
as a router and is connected to the MEC server by 10 GbE;
therefore, the OBU gains high-speed access to the MEC
server when it enters the RSU’s coverage.

2.3. Target Performance. Table 2 shows the target perfor-
mance of the platform. Here, it is assumed that 1 GB of data
is uploaded every hour, which is based on a 1-hour update
frequency for quasistatic information of a dynamic map
and the approximate amount of data accumulated in a trial
vehicle within 1 hour. Supposing a vehicle speed of 60 km/
h and a 200m communication area, which is based on
throughput measurements conducted in a stationary state
[19], the estimated duration available for communication
by a vehicle during pass-through communication is 12 sec-
onds. The 12 seconds of communication time can be broken
down into 4 seconds for the delay due to the initial link setup
and 8 seconds for the data transmission, which results in the
target effective throughput of 1 Gbps at the application layer.

2.4. Technical Challenges. In order to achieve the target per-
formance, two major technical challenges need to be
addressed. First, IEEE 802.11ad is a wireless standard that
assumes a quasistatic environment and the mobility of a
pedestrian, so it can take several or more seconds to establish
an initial link. This results in insufficient time for data trans-
mission and hence failure to upload the target transfer data
amount within a pass-through of the coverage area. Second,
the MEC server has access to the Internet to transfer the
uploaded data from the OBU to the cloud server, but the

speed of the link between the MEC server and the cloud is
much slower than that of the mmWave wireless link; thus,
the system would not be able to fully exploit the high-
throughput capability of IEEE 802.11ad. The following sec-
tion addresses these two challenges.

3. Proposed Methods for mmWave V2X

In this section, a fast initial V2X link setup method and
high-speed upload using the MEC server are proposed.
The fast initial V2X link setup enables the vehicle/OBU to
start data transmission shortly after entering the RSU’s cov-
erage, thereby increasing data transmission time during
pass-through communication. The high-speed upload using
the MEC server accelerates data upload by overcoming the
limitation of the slower link speed between the MEC server
and the cloud.

3.1. Fast Initial V2X Link Setup. This subsection describes
the details of the proposed fast initial V2X link setup. The
symbols used for the proposed method are given in Table 3.

3.1.1. Initial Link Breakdown Analysis. The factors that take
up time in establishing an initial link have been analyzed. As
illustrated in Figure 3, the initial link setup procedure con-
sists of three sections, and Figure 4 shows an example
sequence of the initial link setup procedure. The breakdown
of each section is given below.

(1) PHY (Physical)/MAC (Medium Access Control) Section.
The PHY/MAC delay, Tpyymac> is the delay from when
the first beacon is received from the RSU until the OBU
establishes IEEE 802.11ad connection with the RSU. At first,
scan processing is performed to search for candidate access
points (RSUs) over the specified channels. Then, association
processing is performed to connect to the desired access
point. The section also includes Wi-Fi Pre-Shared Key
(WPA-PSK) authentication processing for encrypted com-
munication and other software processing. Therefore, the
PHY/MAC delay, Tpyy,mac 1S given as

TPHY/MAC = TScan + TAssoc + TWPA—PSK + TProcessDelay' (1>

Scan processing is an active scanning procedure defined
in IEEE 802.11ad, in which the OBU performs beamforming
training by a sector-level sweep sequence upon reception of
DMG Beacon frames transmitted by the RSU, followed by a
probe exchange. The scan delay, T, is defined as the
duration starting from the reception of the first beacon until
the end of the active scanning procedure including any scan
retries. A scan retry process occurs when the active scanning
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TaBLE 2: Target performance of the platform.

Item Value
Transfer data amount 1GB
. Vehicle speed 60 km/h
Assumed conditions o
Communication area 200 m
Communication time 12s
Link setup dela 4s
Target values ) P Y
Effective throughput 1 Gbps

time, Tg.nrime> €Xpires before the OBU successfully com-
pletes the probe exchange with the RSU, which results in
additional delay. The scan delay, T,,, is derived as

TScan = (TScanTime - TFirstBeacon) + (TScanTime + TScanInterval)

XN, ScanRetry*

(2)

TScanTime and TScanInterva.l are constants, Whlle TFirstBeacon
and Ng,perry are variables that depend on the channel con-
dition. Association processing consists of join and associa-
tion frame exchange processes. Join is a process for the
OBU to synchronize with the RSU by receiving DMG Bea-
con frame(s) from the RSU. After a successful join process,
the OBU transmits an Association Request frame as part of
the association exchange process. If the OBU successfully
receives an Association Response frame back from the
RSU, the process is completed. Otherwise, the OBU may
retry join and association exchange processes after a given
backoff time, T g ocpackost(?1). Therefore, the association
delay T, is derived as

N assocRetry

TAssoc = z { TAssocBackOff(n) + T]oin (I’l) + TASSOCEXChange (I’Z) } .
n=0

(3)

The number of retry attempts, Ny ocretry> depends on
the channel condition. A poor channel condition may
result in packet reception errors during join and associa-
tion exchange processes. Tj,,(n) depends on the beacon
interval, which is typically set to 100 time units (TUs),
where 1 TU is 1.024ms, and the number of beacon inter-
vals until the OBU successfully receives the DMG Beacon
frame(s). T gockxchange() may increase if the channel is

busy due to communication between the RSU and the
other OBUs. There is no backoft time for the first attempt;
i, Tagocpackorr(0) is 0. For retry attempts, backoff time,
T pssocBackofe (1), may be set depending on the current retry
count, n. This is discussed in Section 3.1.3 in detail.

(2) DHCP (Dynamic Host Configuration Protocol) Section.
After establishing the IEEE 802.11ad connection, DHCP
processing is performed to assign an Internet Protocol
(IP) address to the OBU connected to the RSU. The
process includes the negotiation with a DHCP server,
duplicate check of the IP address (ping check) by the
server, and software processing. The DHCP delay, Tpycp»
is derived as

TDHCP = Tdhcp + TPingCheck + TProcessDelay' (4)

(3) HTTPS (Hypertext Transfer Protocol Secure) Section.
After establishing the IP connection to the RSU, the
uploader application software is immediately launched.
Handshake procedures are then performed to establish
Transmission Control Protocol (TCP) and Secure Sockets
Layer (SSL)/Transport Layer Security (TLS) sessions
between the OBU and the MEC server. After all sessions
have been established, the data is transferred over HTTPS
from the OBU, and an upload completion response is
received from the MEC server. Since the transfer time of
application data increases according to the amount of
data, the delay up to the first byte will be considered the
delay of the initial link setup. The section also includes
Address Resolution Protocol (ARP) processing to obtain



Wireless Communications and Mobile Computing

TaBLE 3: Symbols used in the proposed method.

Symbol Description

Tppymac Delay from receiving the first beacon to establishing the IEEE 802.11ad connection with the RSU
Tscan Scan delay

T pssoc Association delay

Twpa-psk WPA-PSK 4-way handshake delay

Tbrocesselay Processing delay

TscanTime Active scanning time

TFirstBeacon
TScanInterval
N ScanRetry
TIoin
TAssocExchange
N AssocRetry
TAssocBackOff
TDHCP

Tdhcp
TPingCheck
THTTPS
TARP

TTCP
TSSL/TLS
TFirstByTe

TDelay

Delay until the first beacon received

Scan interval

Number of scan retries (probe exchange failures)

Join delay

Channel access time for association frame exchange

Number of association retries (association exchange failures)

Association backoff delay

Delay in assigning an IP address to the OBU connected to the RSU

DHCP 4-way handshake delay
Ping check delay

Delay from launching the uploader application software to the first byte transfer by HTTPS

ARP delay
TCP 3-way handshake delay
SSL/TLS 4-way handshake delay

First byte data transfer delay by HTTPS

Delay of the entire initial link setup procedure

w.\\
oo I MEC

server

(i) PHY/MAC [ ]
(i) DHCP

[ 1

(iii) HTTPS-data transfer |

Delay Transfer time

| [

Communication time

FiGUure 3: Time budget for V2I pass-through communication.
Cited from [18].

the MAC address of the RSU and software processing. The
HTTPS delay, Typrps, is derived as

Tyrres = Tare + Trep + Tssiris + Torocessdelay + TrirstByte-
(5)

In summary, the delay of the entire initial link setup

procedure, Tpgpys is given as

Tpetay = Torvmac + Touce + Trrres: (6)

Figure 5 shows a breakdown of the measured delays
for the conventional link setup method, where delays due
to (i) PHY/MAC and (ii) DHCP are observed to be
dominant.

3.1.2. Fast Scan Processing and DHCP Processing. Conven-
tionally, when scanning for APs, the scan period, which is
the active scanning time, T'g, rime> 1S Set to several seconds.
To analyze the impact of the scan period, the scan success
rates for different scan periods were evaluated. As shown
in Figure 6, the scan success rate gradually decreased as the
scan period was reduced to 210 TUs and then decreased
sharply when below 210 TUs. The sharp decrease in the suc-
cess rate was due to the OBU not receiving a beacon at least
once during the scan period. This occurred as the scan
period became shorter than the beacon interval, which was
set to 100 TUs, plus the operating speed of the firmware
(time to start scanning the specified channel). Therefore, a
scan period of 210 TUs (=T, rime) Was selected to mini-
mize delay while ensuring an acceptable scan success rate.
Additionally, the probe exchange performed after reception
of the first beacon could fail due to packet errors depending
on the channel condition. Especially if there are multiple
vehicles/OBUs, collisions and carrier sense delays may occur
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FIGURE 4: Initial link setup procedure example sequence with analysis.
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FIGURE 5: Delay performance with the conventional method. Cited from [18].
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FIGURE 6: Relationship between the scan period and the scan
success rate. Cited from [18].

due to the IEEE 802.11ad Carrier Sense Multiple Access/
Collision Avoidance (CSMA/CA). Therefore, to avoid such
delays, T nmterval Was set to 0 to make the OBU immedi-
ately retry scan processing (rescan) after an unsuccessful

scan attempt. By these configurations, the scan period
was shortened by up to about 6 seconds.

Typically, the DHCP server needs to perform a dupli-
cate check to confirm that no other OBU is using the
same address to be offered before notifying the OBU of
the IP address information. But in this system, the DHCP
server is installed in the RSU, and the IP address is
assigned only to the terminal connected to the RSU.
Therefore, the duplicate check may be skipped; i.e., set
Tpingcheck to 0. By doing so, the DHCP time was short-
ened by about 1 second compared to the conventional
implementation. Table 4 summarizes the values that were
applied for configurable parameters related to PHY/MAC
and DHCP processes.
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TABLE 4: Parameters for fast scan and DHCP processing.

TaBLE 5: Parameters for the association of a mobility environment.

Section Item Value
Conventional method Proposed method
. TscanTime 6000 TUs 210 TUs
PHY/MAC .
ScanlInterval 5s 0s
Tpuce TPingCheck ls 0s
L0 — X
—o®7 " Connection failurein 16% cases _
08 4 & - - P B e P
. _f T f .
R Ry L AEEEEEE R R RREEE
g {fg ‘
8 ‘ !
0.4 —§ S R R
0.2 e . U PR o
00 f T T T T T
0 2 4 6 8 10 12

Delay in PHY/MAC (s)

—a— Exponential backoff (conventional)

—o— Constant backoff (proposed)

Ficure 7: Comparison of PHY/MAC delay performance in a
mobility environment. Cited from [18].

Frequent % .
packet loss \\\§

Communication range

FIGURE 8: Wireless environment in V2I communication where
frequent packet loss occurs. Cited from [18].

3.1.3. Reduction of Delay Variation due to Association
Processing Failure. Figure 7 shows the cumulative distribu-
tion function (CDF) of the PHY/MAC delay in a mobility
environment (at 60 km/h) after applying the improvements
described in Section 3.1.2. The PHY/MAC delay in the best
case has been reduced to well below 1 second as a result of
applying the techniques on scan processing and DHCP
described in Section 3.1.2. It can also be observed from the
conventional method that large delays exceeding 8 seconds
occur from 80% in the CDF, and connection failure, in
which the OBU could not complete the establishment of
the connection within the target 12 seconds, occurred in 5
out of the 45 test runs (16%). The large variations in delay
were determined to be from the association process. In the
WPA supplicant software [20], which controls the associa-
tion process, exponential backoff (T' i, cpackor (7)) is applied
upon failure of the Association Request/Response frame
exchange. The backoff durations configured in the WPA
supplicant software for the first to fourth failures are 100,
500, 1000, and 5000 ms, respectively.

In the pass-through communication scenario, the associ-
ation process is expected to be performed at the edge of the

Value
Section Item Conventional method Proposed
method
TAssocTimeOut 10s 0.24s
Tonymac Exponential backoff 0.1, 0.05s for

T
AssocBackOff(n) 0.5,1,5sforn=1,2,3,4 any n 2 1

TABLE 6: An example of a POST request for hundreds of pictures.

Endpoint: /edgeapi/v1/storage/file/_multipart

Request headers:
Content-Type: multipart/form-data; boundary = boundary
Content-Length: Length

Request body:
—boundary

Content-Disposition: form-data; name = “metadata’
Content-Type: application/json; charset = UTF-8

<list of metadata in JSON format>

—boundary

Content-Disposition: form-data; name = “jpgfile ; filename =~
000001.jpg”

Content-Type: image/jpeg

<binary content of file: 000001.jpg>
—boundary

~boundary

Content-Disposition: form-data; name = “jpgfile’; filename = ~
000100.jpg”

Content-Type: image/jpeg

<binary content of file: 000100.jpg>
~boundary

TaBLE 7: PC specs for performance measurement.

Component Spec

CPU Intel Core i7-6600U, 2.6 GHz

RAM DDR4 2133 MHz, 16 GB

$SD SATA III, 500 GB (OBU and RSU)/1 TB
(MEC server)

(ON) Ubuntu 16.04

mmWave coverage as the OBU enters the RSU’s communi-
cation range. As a result, packet loss for the Association
Request/Response may occur frequently. This is illustrated
in Figure 8. Thus, the WPA supplicant software was modi-
fied to apply a constant backoff time of 50 ms after the fail-
ure of the association exchange and the timeout of the
association process was set to 240 ms so that the OBU retries
the association exchange up to 4 times. In case of a timeout,
the OBU restarts with scan and join processes to perform
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FIGURE 9: System configuration/protocol using the MEC server. Cited from [18].

synchronization with the RSU. This avoids harmful interfer-
ence from the continuous transmission of Association
Request frames by the OBU when the RSU is busy or
unavailable. Table 5 summarizes the parameters for conven-
tional and proposed methods. As shown by the solid line in
Figure 7, the proposed method was able to substantially sup-
press the variations in delay.

3.2. High-Speed Upload System Using the MEC Server. This
subsection describes the details of the proposed method of
high-speed upload using the MEC server including over-
coming the issue of slower link speed between the MEC
server and the Internet.

3.2.1. High-Speed Upload API Design. In this subsection, a
design of REST API that is suitable for high-speed upload
during pass-through communication is presented. REST
API is usually HTTP-based and implements CRUD (Create,
Read, Update, and Delete) operations on resources on the
remote server. Recently, HTTPS-based REST API is becom-
ing widely adopted for Internet applications. REST API is
also being considered to be adopted for MEC applications,
and [15] describes design principles for REST MEC service
APIs. While most typical applications for MEC involve off-
loading of tasks that require large computational cost and/
or low latency which cannot be fulfilled by on-vehicle com-
puters, upload acceleration may also be considered a class of
task offloading. With REST API, the upload task is imple-
mented as an HTTP POST request.

In the data collection platform, thousands of photo
images are uploaded by a vehicle during pass-through com-
munication. While upload time for an image, which is sev-
eral hundreds of KBs, takes only several milliseconds, the

response time of the server may take at least several millisec-
onds for each request, which causes degradation of through-
put performance, especially if each image is uploaded with a
single POST request. Bundling is a technique that is used to
reduce protocol overhead by uploading a batch of files [21].
Bundling also reduces performance requirements for the
PCs of both the server and the OBU since it reduces the
number of HTTP requests to be processed. As shown in
Table 6, the proposed API applies the multipart/form-data
format that is defined in RFC 7578 [22] to bundle hundreds
of image data in a single POST request. A set of metadata
attributed to the images to be uploaded, such as capture
location data based on GNSS and vehicle ID, is bundled to
the same request as well.

At the OBU, from the total stored image data of about
10GB, around 100 MB of image data, which consists of
almost 200 image files, is bundled in a single POST request
by the upload client software, and up to two requests are
issued concurrently in two worker threads to achieve a sus-
tained data rate of over 1 Gbps. The 100 MB size was selected
to balance the trade-oftf between higher transfer efficiency
and loss of performance due to failure of an ongoing upload
due to connection loss. The throughput performance of the
data upload using the proposed HTTPS-based REST API
could reach more than 2.8 Gbps in an indoor environment
even with the use of industrial PCs with modest specifica-
tions (as shown in Table 7) for the server and the OBU.

3.2.2. Upload Acceleration Using the Reverse Proxy-Based
MEC Server. With the proposed REST API and OBU imple-
mentation described in the previous subsection, high-speed
upload to the MEC server over mmWave communication
is achieved. However, the bandwidth and delay of the
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FIGURE 10: Field test environment in Singapore. Cited from [18].

Internet line between the MEC server and the cloud becomes
a bottleneck. As illustrated in Figure 9, the MEC server is
equipped with a reverse proxy function that terminates
HTTPS access from the OBU and buffers the uploaded data
from the OBU. As a result, high-capacity transmission
between the OBU and the MEC server can be realized by
the MEC server which functions as a proxy, returning a
high-speed response to the OBU directly without being lim-
ited by slower Internet communication speeds between the
MEC server and the cloud. The server then transfers the
buffered data to the cloud server as a background process
even after the vehicle has passed through.

4. Measurement Results

This section shows the measurement results of a field test.
The purpose of the field test was to measure the performance
of high-capacity data upload during pass-through commu-
nication by a single vehicle with 60 km/h speed. The effec-
tiveness of the technologies proposed in Section 3 is
discussed based on the measurement results.

4.1. Field Test Environment. Figure 10 shows the field test
environment which is a public road in Singapore. One
RSU and one MEC server were installed at a bus stop as
an experimental setup, and an OBU was installed inside a
test vehicle. The test was conducted with the developed data
collection platform that implemented the proposed methods
described in Section 3, including the countermeasures
described in Sections 3.1 and 3.2. The OBU on the moving
vehicle performed pass-through communication to upload
image data to the bus stop setup. Table 8 shows the experi-
mental configuration, and the PC specifications for the RSU,
OBU, and MEC servers are shown in Table 7 in Section 3.2.1.

4.2. Test Results. Figure 11 shows the CDF of the initial link
setup delay performance. When employing the proposed
method, the shortest delay was 0.25 seconds, which is a 30
times reduction from the conventional method’s 7.65 sec-

TaBLE 8: Experimental configuration.

Item Value

Peraso [23] X710
IEEE 802.11ad

Communication module

Wireless protocol

Carrier frequency 60.48 GHz
Modulation and coding scheme (MCS) 0~12
Beam sweep direction Vertical
Antenna polarization Vertical
RSU antenna height 3.0m

OBU antenna height
Number of vehicles 1
Number of OBU, RSU, and MEC servers
Vehicle speed

1.2 m (inside vehicle)

1 unit each
About 60 km/h
Measured on HTTPS

Number of test runs 46

Throughput measurement method

onds shown in Figure 5. The establishment of the initial link
was successfully completed within the communication area
for all 46 test runs, and in about 94% of cases (=43 test runs),
the measured delay was better than the target delay of 4 sec-
onds. The reduction of delay and suppression of delay fluc-
tuations after association processing failure in pass-through
communication were achieved. Still, about 6% of cases, as
shown in Figure 11, took 4 seconds or more. This was due
to the PHY/MAC wireless environment, as evident from
the solid line’s behavior in Figure 7. It is suspected that these
occurred when no beacons were received for some time after
an initial beacon reception at a far distance and will be inves-
tigated further in the future.

Figure 12 shows the complementary cumulative distri-
bution function (CCDF) of average throughput performance
during pass-through communication for uploading image
data. By employing the proposed methods, the median value
of the entire 46 test runs was 1.1 Gbps, which is 11 times
higher than the conventional 0.1 Gbps. In addition, the
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FIGURE 11: Delay performance with the proposed method. Cited from [18].
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FIGURE 12: Average throughput performance with the proposed method. Cited from [18].

target of 1 Gbps or more was achieved in about 74% of cases
(=34 out of 46 test runs). Although the measured through-
put satisfied the target performance, it was still lower than
expected. The authors analyzed and improved on the data
upload client software in the OBU as described in Section
5.2 after this test.

Tables 9 and 10 show the benchmark comparisons that
summarize the above results. In summary, the delay for the
initial link setup was shortened by 30 times (7.65 seconds
to 0.25 seconds), and about 94% of cases achieved the target
of 4 seconds or less. In addition, the average throughput for
uploading image data was improved by 11 times (0.1 Gbps to
1.1 Gbps), and the target of 1 Gbps or more was achieved in
about 74% of cases. These results show that it is possible to
consistently upload a large amount of data from a moving
vehicle to the MEC server on the roadside, which was chal-
lenging in the past based on the conventional methods.

5. Proof of Concept

This section presents a demonstration of the data collection
platform incorporating data visualization application soft-
ware, which was trialed in the city of Marysville, Ohio, USA.

TABLE 9: Performance comparison.

Delay Throughput
Conventional 7.65s 0.1 Gbps
Proposed 0.25s 1.1 Gbps
Improvement rate 30 times 11 times

TaBLE 10: Achievement rate of the target.

Delay Throughput
Conventional <1% 0%
Proposed 94% 74%

5.1. System Installation. The prototype platform was
installed, as shown in Figure 13, in early 2020 with the coop-
eration of Marysville City Hall, which is leading advanced
initiatives for smart cities. RSUs and the MEC server were
installed at the intersection of 6th/Main Street, Marysville,
and the OBU system including a drive recorder, which con-
sisted of a smartphone with a camera, was installed on a util-
ity vehicle operated by the city. The system on the vehicle
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FIGURE 13: Experimental demonstration environment in (a) 6th/Main Street, Marysville. (b) RSU and (c) OBU installation setup.
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FIGURE 14: Throughput and accumulated data size performance in the trial.

automatically collected images of the city as the vehicle
was used for operations by the city staff. In the prototype
system, the vehicle’s drive recorder takes a picture every
second and continuously transfers the image data to the
OBU via Wi-Fi (2.4GHz/5GHz) and stores it in the
OBU’s storage. When the vehicle approaches the intersec-
tion, the system automatically uploads the collected image
data, which is then processed by the application software
for visualizing the city.

5.2. Demonstration. Figure 14 shows an example of the mea-
sured performance during pass-through communication for

uploading image data. The throughput is indicated by the
solid line and the left axis, which shows a gradual increase
after connection and a peak throughput of 2.8 Gbps at the
application layer. The antennas of the RSU and the OBU
were arranged so that the beam is swept vertically as
described in Section 2.1, resulting in a high throughput just
before the disconnection of V2I pass-through communica-
tion. The accumulated data size uploaded in two worker
threads is indicated by the dashed line and the right axis,
and it shows that a total amount of 2.4 GB of data was
uploaded within the 11.2 seconds of pass-through commu-
nication at the intersection.
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FiGurek 16: City visualization using collected data in a demonstration. (a) Dashboard and (b) Al-analyzed image with detected road defects.

Figure 15 shows the CCDF of average throughput per-
formance measured during the trial. The median value of
the entire 40 runs was 1.5Gbps, and higher throughput
was observed compared to the field test in Singapore. This
improvement may be attributed to optimizations in the data
upload client software at the OBU to reduce unnecessary
memory copies and simplify file selection for bundled data
upload. In addition, due to the regulatory rules for the
60 GHz band in the US allowing higher transmit power than
in Singapore, the range of communication for 16 QAM,
which realized over 2Gbps throughput, was increased.
Slower vehicle speed during the US test due to the actual
traffic condition in the city may have also contributed to
the higher average throughput.

During the trial, image data of 10 GB or more per vehicle
was collected daily by the cloud, and the data could be
searched and browsed. Figure 16(a) shows a dashboard that
visualizes the city using the collected data. Blue dots corre-
spond to the image data taken by the camera on the vehicle.
As an example, the collected image data were used for
detecting road defects. As shown in Figure 16(b), the post-
processing analytics using artificial intelligence (AI) success-
fully detected dents and cracks on the road. By detecting the
road defects in their early stage, the city can take proactive
action for repair, leading to reduced personnel and mainte-
nance costs. There are tremendous opportunities for using

the data to derive insights and take actions for the benefit
of the city. This work paves the way for improving the qual-
ity of services in smart cities.

6. Conclusions

This paper has presented a data collection platform that real-
izes high-capacity data upload from vehicles to the cloud
using the next-generation gigabit V2X communication using
60 GHz mmWave based on IEEE 802.11ad. The platform
features the proposed fast initial V2X link setup and high-
capacity data upload using a MEC server, which enables full
utilization of the high-throughput performance of mmWave
communication. The evaluation results show a 30 times
shorter delay and 11 times higher average throughput from
the vehicle to the cloud in a typical V2X pass-through sce-
nario. As a proof of concept, the platform was installed in
the city of Marysville and successfully demonstrates the
potential for solving problems in smart cities through
high-capacity data collection, analytics, and city visualiza-
tion. Further work is planned for evaluating the initial link
setup according to the distance between the vehicle/OBU
and the RSU based on GNSS position information and also
for evaluating the simultaneous connection/communication
from multiple vehicles.
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Based on dynamic big data, the multicenter spatial structure of cities is studied, which provides help for scientific planning of
urban space and rational use of urban land. Firstly, the research background and significance of this topic is expounded in the
Introduction, and then, the related concepts and theories, which lay a theoretical foundation for this research, are summarized.
After that, the paper focuses on the design of the scheme of urban multicenter spatial structure and puts forward the method
of multicenter identification, method of aggregation feature analysis, and method of spatial structure feature. Finally, the

proposed scheme is verified by a case.

1. Introduction

Rapid urbanization and rapid population growth have led to
rapid social and economic growth in developing countries
and at the same time led to the expansion of urban space
scale and the adjustment of urban internal structure. Multi-
core urban structure has increasingly become a trend, which
alleviates various problems caused by the single-center
urban structure, such as traffic congestion, excessive popula-
tion density, environmental deterioration, and other typical
“urban diseases.” Multicore is an important concept in
urban planning. This kind of “multicore” is formed by the
rational spatial distribution of several core areas of different
sizes in a city. The urban core area is an important compo-
nent of urban spatial structure, which gathers the core
service functions of a city and supports the development of
urban economy, society, and culture. Therefore, it is of great
significance to accurately identify the urban core region and
analyze the multicore urban structure in space for urban
planning and sustainable development.

Traditional research on urban spatial structure is mainly
based on experience and investigation, which relies too
much on subjective judgment. However, the study of the
urban spatial structure by remote sensing data has the prob-
lems of complicated data processing, time-consuming, and

labor-consuming. With the relative development of large-
scale information technology and the rapid popularization
of Internet applications, big data is rapidly entering people’s
life and production. Big data can supplement traditional
spatial data in many ways and is gradually being used in
the construction of smart cities and digital cities [1]. By
describing the real geographical entities such as urban resi-
dence, commerce, transportation, and public resources,
meanwhile crossing with other disciplines, we can study the
behavior of microsubjects, which can strengthen the mastery
of urban functions and provide angles and idea analysis for
the study of urban problems. Big data technology has been
widely used in urban research in recent years, providing
important data support for the development of smart cities.
POI is an important information contained in modern elec-
tronic maps, providing people with important spatial refer-
ence information, and its emergence has greatly promoted
the application of spatial geographic information technology.
As an important manifestation of spatial information, POI
data can provide information about human activities in
urban space. POI is widely used in urban research because
of its advantages in urban spatial work orientation.

Therefore, the dynamic big data of the multicenter spa-
tial structure of a smart city is analyzed based mainly on
the multicenter theory.
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2. Overview of Related Theories
2.1. Definition of Related Concepts

2.1.1. Urban Spatial Structure. Bourne (1952) gave an
authoritative definition of urban spatial structure [2] on
the basis of defining concepts of urban form and urban
interaction. He believes that urban form is the spatial form
and arrangement of individual urban elements (such as
architecture, land use, social groups, economic activities,
and public institutions) in urban areas. Urban interaction
is a set of fundamental relationships, which integrate indi-
vidual land use, types, and behaviors of group activities into
a subsystem. The urban spatial structure connects the behav-
ior and interaction between the urban form and subsystems
through a set of organizational rules and connects these sub-
systems into an urban system [3]. This definition not only
points out the constituent elements of urban spatial struc-
ture but also emphasizes the interaction network among
the elements [4]. There are two main definitions of urban
spatial structure in China: one is the start from the fact that
urban economic activities are the basis of urban existence
and development, which is considered that urban spatial
structure is the embodiment of urban socioeconomic activi-
ties in urban areas. Besides economic activities, other func-
tions of cities are also recognized in that urban spatial
structure is the embodiment of various elements and func-
tional organizations of cities in urban areas. Comparatively
speaking, the second definition broadens the research object
of urban spatial structure, which comprehensively reflects
the characteristics of a city as a complex system.

2.1.2. Multiple Center. The meaning of multiple center is
broader. By combing the previous studies, it can be seen that
morphological polycentricity, functional polycentricity, and
administrative polycentricity are all important branches of
multicenter research in a broad sense. Urban form is the
comprehensive result of the spatial distribution of elements
within the city by following the analysis of the concept of
“urban spatial structure.” The multiple center discussed in
this study is the concept of urban form, taking the basic def-
inition of morphological polycentricity, which emphasizes
the comprehensive distribution and morphological layout
of static socioeconomic attributes within urban space [5].
At the same time, the multicenter spatial structure has
dependence on spatial scale and certain fractal characteris-
tics [6]; that is, there is self-similarity between different spa-
tial scales [7]. From the national scale, the metropolitan area,
city-region, continuous urban area, and urban agglomera-
tion with relatively concentrated economic activities can be
regarded as a single center. From the regional scale, the
internal structure of these cities-region, urban sprawl, and
urban agglomeration can be further deepened, or it will pres-
ent a multicenter structure of administrative or functional
regional scale with some cities or urban areas as the center.
From the perspective of the city scale, the city which is the
center in the previous scale will further explore its internal
structure or will show the multicenter degree comprehen-
sively reflected by units of small spatial scale [8]. This study
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focuses on the urban scale, and the object is the multicenter
spatial structure within the megacities.

2.1.3. Big Data. Big data has become a popular word in
today’s society only a few years since its birth and develop-
ment. Because it is an abstract concept, there is no clear
definition of big data up to now. Figure 1 shows the charac-
teristics of big data. At present, the comprehensive definition
of big data is the “5V” feature put forward by IBM, which
namely means volume, variety, velocity, value, and durability
[9]. Volume refers to the large amount of collection, calcula-
tion, and storage of data; variety refers to the variety of types
and sources of data; velocity refers to the high speed of data
generation, collection, processing, and updating; value refers
to the low value density of data, which seems to pan for gold
in the sand; and veracity refers to the accuracy and authentic-
ity of data, that is, the quality of data [10]. In urban planning,
the value of big data is mainly reflected in the large scale and
wide coverage of urban basic data. The application of big data
is an innovation to the means of preparation in urban plan-
ning, and it expands the way for all sectors of society to par-
ticipate in urban planning which transforms traditional static
blueprint-describing planning into planning of optimization
in a dynamic process [11].

2.2. Introduction of Related Theories. Urban spatial structure
involves multidisciplinary researches, including economics,
geography, urban and rural planning, and others. There
are differences in the focus of different disciplines, while
the breakthrough and analysis perspective of research on
urban spatial structure are also different [12]. “Space” is
the basic concept and core element of geography, where
the research on “urban spatial structure” in geography
focuses on exploring the evolution law and analyzing the
characteristics of spatial evolution and development patterns
based on land use. The main research object of urban and
rural planning emphasizes the research and design of urban
space form, which discusses the law of combination and
visual art principles among elements of material space. Eco-
nomics highlights the formation mechanism, development,
and evolution mechanism of urban spatial structure and
focuses on the mechanism analysis behind the phenomenon.
Since the new economic geography first integrated spatial
factors into the process of economic construction and quan-
titative analysis, the role of spatial structure has been appre-
ciated in the economic field [13]. Based on this, the
theoretical analysis of the research on the spatial structure
of multicenter cities will be made from the following three
perspectives, specifically, including the perspective of plan-
ning, geography, and economics.

2.2.1. Planning Perspective: The Origin of Multicenter
Concept. The concept of multicenter originates from the
field of planning and belongs to the research scope of “urban
form” which refers to the evolution of urban physical envi-
ronment under the action of various activities within the
city, including the structure of land use and functional lay-
out within the city, as well as the external contour formed
by the boundary in urban construction [14]. In the field of



Wireless Communications and Mobile Computing

Large
scale
Diversity Timeliness
5V
Authenticity Low Vz'ilue
density
Variability

F1GURE 1: Characteristics of big data.

planning, the spatial structure of multicenter cities focuses
on the evolution and development trend of the internal
structure of cities, which is the spatial layout of various
resources, and is also the result and comprehensive form of
interaction of various activities in urban material space [15].

2.2.2.  Geographical Perspective: ~Decentralization and
Multiple Center of Element. In the traditional concept of
urban geography, the regional shape of urban space is gener-
ally formed under the mutual influence of centrifugal force
and centripetal force continuously emitted by the dominant
“center of traditional city.” After the 1920s, the phenomenon
that the functions within the traditional city center gradually
shift to the periphery of the city began to be recognized,
which follows the concentric circle model, belt model, and
multicore city model proposed by Burgess, Huo Yite, Harris,
and others. Subsequently, the phenomenon of suburbaniza-
tion of population was also reflected in some cities in the
United States, and relevant theories surrounding the devel-
opment trend of decentralization within the city continued
to emerge at this stage. These theories focus on the emer-
gence, evolution of suburban areas, feature induction, and
relationship with traditional urban centers [16]. Then, in
1984, after the appearance of suburbanization in some
metropolises in Britain and America, Peter Hall summed
up a large number of urban phenomena and put forward
the model of urban evolution which systematically depicts
the evolution of urban internal structure [17]. According to
this, the spatial process of the development of urban centers
and suburbs can be understood under traditional urban
geography theory as the process of agglomeration and dis-
persion of some urban functional areas that extends outward
from the urban centers.

2.2.3. Economic Perspective: The Mechanism of Multicenter
Formation and Evolution. The essence of economics is that
it is dedicated to exploring the law of rational decision-
making made by the subject through comprehensive cost-
benefit to maximize utility [18]. Generally speaking, the
theory of urban economics mainly focuses on the theory
of land rent and agglomeration economy theory to analyze
the formation and evolution of urban spatial structure,
where the theory of land rent reveals the reasons and mech-
anisms of urban interior space and land layout from the

perspective of individual residents, while the theory of
agglomeration economy analyzes the reasons and rules of
the comprehensive selection of location and the tendency
of agglomerated distribution from the perspective of enter-
prises’ pursuit of benefit maximization. By combining
together the two above, they constitute the mechanism of
the formation and evolution of urban internal spatial
structure.

3. Analytics Scheme of Dynamic Data of Urban
Multicenter Spatial Structure

For security reasons such as confidentiality, the original
coordinates of the data needed for research belong to the
Mars coordinate system, etc. Therefore, the coordinates of
data should be corrected first, and then, the POI points,
roads, urban boundaries, and other data should be projected
to the coordinate system “WGS1984-UTM-Zone-51N” with
the help of ArcGIS to establish a complete urban informa-
tion database in geography for the next analysis.

3.1. Design of Multicenter Identification Scheme. The multi-
center spatial structure of a city is a unique and complex
spatial structure which gradually evolved under the joint
action of natural conditions, historical development, plan-
ning guidance, and population migration, where the spatial
distribution of city centers with different functions also has
certain differences, as well as the distribution of different
types of POI [19]. The amount of POI data varies greatly
with different types. For example, there are 14,672 POI data
for restaurants and only 857 POI data for business offices,
while the same type of POI data also has different influences
on the formation of urban centers that their influences on
the formation of commercial centers are far less than those
of shopping centers and shopping malls. To sum up, the spe-
cific design of multicenter identification based on POI data
is shown in Figure 2.

The steps are as follows:

The first step is to classify urban facilities again accord-
ing to different functions and carry out average nearest
neighbor analysis. The results show that the nearest neigh-
bor ratio (R) of all kinds of facilities is less than 1, which
means that all facilities are clustered in space.

The second step is to study the distribution of various
facilities by nuclear density analysis and normalize the
results, which are divided into 1~10 grades.

The third step is to use the expert scoring method and
use YAAHP software to calculate the influence weight of
various facilities on different functional city centers.

The fourth step is to superimpose the normalized core
density of the facility according to the weight which finally
identifies the administrative center, business center, cultural
and educational center, and leisure center of the city.

3.1.1. Analysis of Kernel Density Based on Average Nearest
Neighbor Analysis. Average nearest neighbor analysis is used
to calculate the distance between the POI point and its near-
est neighbor POI point; then, the average value of all nearest
neighbor distances is calculated. The final result will feed
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back five values, namely, average observation distance,
expected average distance, nearest neighbor index, score of
Z, and value of P. If the r is less than 1, the expression mode
of this group is clustering, and the smaller the value, the
higher the degree of clustering.

DO= Z?:ldi
n b
_ 0.5
DE = R 1
VnlA ( )
DO
R=—.
DE

In the above formula, d; refers to the distance between
a certain point and its nearest neighbor, n is the total

number of elements, and A refers to the minimum rectan-
gular area around all elements or the value of the specified
area.

Core density analysis means that any point is regarded
as the core, and a certain range around it is the range of
density calculation. According to the location of facilities,
the spatial distribution form of this area is calculated and
analyzed [20]. In this paper, nuclear density analysis is used
to explore the gathering areas of various facilities in the
East Coast City of Qingdao. Among them, the distance from
the position of the core point determines the weight given to
it, and the value of the final density is obtained from each
data after weighted average analysis [21]. If the core density
P; of any point I in the space is defined as the core point with
the highest weight, the value of the surrounding data points
will decrease with the increase of distance, and when the
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distance reaches the critical value r, the density value of the
surrounding data points will be zero. The function expres-
sion is as follows:

p= Yo%) @

i=1

where P; is the estimated value of nuclear density at i, r is
the calculation radius of the function of kernel density, # is
the total number of samples, d,, is the distance between the
POI point i and s, and ¢ is the weight of the distance.

The purpose of the reclassification is to normalize the
results of nuclear density with different particle sizes, which
makes them in the grade of the same particle size that is con-
venient for the next calculation. For example, in the place of
leisure and entertainment in the East Coast City of Qingdao,
the range of nuclear density of picking gardens, resorts, and
other facilities is 0~3.84, that of leisure places is 0~30.04, and
that of entertainment facilities is 0~85.31. The numerical gran-
ularity of nuclear density of three types of facilities is quite
different, and the results cannot be simply superimposed.
Therefore, the reclassification in ArcGIS is used to reclassify
the results into 1~10 grades for weighted calculation.

3.1.2. Weight Calculation Based on AHP. The Analytic Hier-
archy Process (AHP) refers to the quantitative analysis
method which decomposes the problems with strong subjec-
tivity, many influencing factors, and difficulty in quantifica-
tion to form a model of stepped hierarchical structure [22].
In the process of identifying the centers of different func-
tions of cities, there are some differences in the influencing
weights on the formation and distribution of urban centers,
due to the different scales and quantities of facilities. There-
fore, urban centers are firstly divided into four categories:
administration centers, business office centers, culture and
education centers, and leisure centers, and then quantita-
tively calculate the influence weights of various POI facilities
on urban centers with the help of YAAHP [23]. The whole
calculation is mainly divided into three steps: In the first
step, according to the classification of POI facilities and the
principle that the lower elements belong to the upper ele-
ments, the multilevel structure of the decision-making layer
and middle layer is established. The second step is to build a
matrix of pairwise comparison judgment between elements
and divide the comparison of pairwise elements into five
numerical grades of 9, 7, 5, 3, and 1 (respectively: absolutely
important, very important, relatively important, slightly
important, and equally important) and four levels between
two adjacent levels, with values of 8, 6, 4, and 2. Meanwhile,
experts in related fields are invited to judge the model of the
hierarchical structure. The third step is to calculate the
results and finally obtain the weights of various facilities
[24]. Figure 3 shows the model of the multilevel structure
of the leisure center.

3.2. Analysis Method of Aggregation Feature

3.2.1. Data Conversion and Analysis Ideas of Heat Map. In
order to facilitate data analysis and calculation, different

color areas are divided into seven grades of thermal values
from 1 to 7 by means of classification and reclassification
of a natural break point, among which grade 7 is the highest
population density in this area [25]. For the convenience of
description, the area with thermodynamic degree of 6~7 is
defined as the high-heat area, and the area with thermody-
namic degree of 4~5 is collectively referred to as the sub-
heat area. The core idea of the analysis is to calculate the area
of different thermal values, in which the larger the area of the
high-heat zone and subheat zone, the higher the spatial con-
centration of people. Figure 4 shows the calculation ideas of
the high-heat zone and subheat zone. Based on the conven-
tional understanding of the law of urban activity and the
demonstration of existing research, the law of activities is
influenced by work factors to a great extent, showing peri-
odic changes on a weekly basis, and there is a certain differ-
ence between the law of population distribution of working
days from Monday to Friday and rest days on Saturday
and Sunday [26]. Therefore, in this paper, the thermody-
namic values displayed by Baidu heat maps on working days
and rest days are investigated. After the study of the distribu-
tion and area of the high-heat zone and subheat zone, the
location of the urban population center of gravity in differ-
ent periods and the law of track of the population center of
gravity in urban space are calculated by the “Spatial Statistics
Tools-measuring geographical distribution-average center”
system.

3.2.2. Analysis of Aggregation Based on Classification Method
of Natural Discontinuities. The classification method of nat-
ural discontinuities is that the category of “natural disconti-
nuities” is based on the natural grouping in the data. The
similar values can be grouped appropriately by identifying
the classification interval, while the differences between clas-
ses is maximized, as shown in Figure 5. Also, the features
will be divided into several categories, and for these catego-
ries, the boundaries will be set at the positions where the
values are relatively different [27]. Therefore, the classifica-
tion of all data in this paper adopts this method, so as to
ensure that the characteristics of the data can be more clearly
and intuitively displayed after classification. The formula is
as follows:

Yix WX,
=S W,
=1 Wi
_ Yix WY,
LW

>

In the formula above, x and y, respectively, represent the
coordinates of latitude and longitude of the center of gravity
of population distribution, W, represents the thermal value
of the i-th element, X; and Y, represent the coordinates of
the i-th element, and # is the total number of elements in
the region.

3.3. Analysis Method of Characteristics in Spatial Structure.
In order to analyze accurately whether there is a spatial coin-
cidence relationship between each functional center and
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FIGURE 3: Model of multilevel structure of leisure center.

population gathering area, this paper adopts the visualiza-
tion method of two-factor superposition mapping. The
principle of two-factor superposition mapping is to com-
bine two groups of different data into four different results
according to their numerical values, which can form a tran-
sition zone between these combinations and combine them
into more combinations [28]. However, this paper is only to
study whether there is a relationship of spatial coincidence
between the functional centers of cities and the gathering
areas of population. Therefore, only the 3 x 3 classification
method is adopted, and finally, nine different factors are
combined. In order to more intuitively analyze and express
the spatial coupling relationship between POI data and
thermal value data, POI data was assigned 0, 5, and 9
according to its conditional function, while thermal value
data was assigned 3, 1, and 0. Figure 6 shows the process
of mapping in two-factor superposition.

As the principle of heat map in Baidu is also a kind of
analysis of kernel density based on the user’s location in
the Baidu map APP which belongs to a kind of raster data,
as shown in Figure 7, it is possible to extract the high-
density (Grade 9 and Grade 10) and medium-density (Grade
7 and Grade 8) areas in a map of POI kernel density and
assign 1, 3, 5, and 9 to the high-heat area and subheat area
in the heat map, respectively, while the low-density area
(Grades 1-6) and low-heat area are assigned to 0 and com-
bined in pairs to obtain 9 types of combination relationships
and color matching (which is shown in Figures 3-6 for
details). According to the superposition and spatial distribu-

tion of different relationship types, this paper discusses the
spatial coupling relationship between POI data and the heat
map in Baidu and further analyzes the relationship between
its spatial differences and the multicenter spatial structure of
Qingdao.

4. Analysis of Case

4.1. Overview of the Research Area. Qingdao is located in the
south of Shandong Peninsula, at 119°30'~121°00" east longi-
tude and 35°35'~37°09" north latitude. In the master urban
plan of Qingdao (2010-2020), the coastal area around Jiao-
zhou Bay is called the central urban area, including Shinan
District, Shibei District, Licang District, and Laoshan Dis-
trict on the east bank of Jiaozhou Bay, Chengyang District
and Hongdao Economic Zone on the north bank, and Qing-
dao Economic and Technological Development Zone on the
west bank. The area studied in this paper is the eastern
urban area under the urban space expansion strategy of
“Linkage of the Three Cities.”

The research area selected in this paper is the city in the
east coast of Qingdao, which covers an area of 592.95 square
kilometers with a permanent residence of 2,678,400 that
accounts for 28.83% of the city’s permanent residents.
Table 1 shows the information on the subdistrict area, pop-
ulation, and economy. The city in the East Coast of Qingdao
is the key area of transformation and development of urban
space, which is a comprehensive service center with admin-
istration, culture, finance, business, and tourism.
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4.2. Results of Multicenter Identification

4.2.1. Administrative Center. POI interest of administrative
facilities mainly include administrative units at or above
the municipal level, district/county level, and township level
and below; departments of public security and inspection;
agencies of traffic and vehicle management; industrial and
commercial tax authorities; and various social organizations.
A total of 3565 pieces of data are obtained after deduplica-
tion. On the basis of summarizing the results of existing

research, the administrative facilities are reclassified accord-
ing to the level and function of the facilities.

4.2.2. Business Office Center. The main body of facilities in
business office studied in this paper not only includes facili-
ties such as finance, insurance, law, advertising, information,
and technical services but also includes management and
service departments of various industries. Therefore, the
facilities are divided into banks, insurance institutions, secu-
rities companies, office buildings, commercial and residential
buildings, companies, and hotels, which are a total of 19,714.
Among them, the number of companies is the largest, with a
total of 14,927, which accounts for about three quarters of the
total facilities. Financial facilities, including all kinds of banks
and their branches (excluding ATM facilities), insurance
companies, investment companies, and securities companies,
are 1906 in total. Office buildings include 857 commercial
buildings and commercial and residential buildings which
are the core element of forming a business office center, as
shown in Table 2.

4.2.3. Cultural and Educational Center. In this paper, it is
simply divided into a book exhibition category, including
libraries, archives, museums, and art galleries, as shown in
Table 3, totaling 201 according to the POIL, and news media,
including newspapers, magazines, advertising media, and
other facilities, a total of 217. The number of training facili-
ties is the largest, including primary and secondary schools
and other basic educational facilities, colleges, and universi-
ties and various training and counseling institutions, which
total 7747.

4.2.4. Leisure Center. As shown in Table 4, there are a large
number of leisure facilities, up to 25,301, which are mainly
divided into sports venues, including comprehensive gym-
nasiums and gymnasiums; leisure places, including picking
gardens, resorts, chess and card rooms, and KTV; shopping
places, including large shopping malls, shopping centers,
supermarket chains, and convenience stores; catering ser-
vices, including Chinese restaurants, western restaurants,
and fast-food restaurants, which account for the largest pro-
portion among leisure and entertainment facilities; and hotel
accommodation facilities, mainly including star-rated hotels,
ordinary hotels and homestays, and partying halls.

4.3. Results of Aggregation. Table 5 shows the results of mul-
ticenter aggregation.

4.4. Analysis of Spatial Structure Characteristics. The mixed
function multicenter is the embodiment of the multicenter
structure of urban cluster, which is more appropriate to
the connotation of the multicenter space structure inside
the city. The eastern urban area is the central urban area
showing the characteristic cultural deposits of Qingdao and
is the key area of urban space transformation and develop-
ment. It should focus on improving the living environment,
solving urban problems, and taking the road of connotative
development. Under the guidance of the intervention of
the master plan, urban elements continue to gather in spe-
cific areas and produce a city subcenter with comprehensive
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TaBLE 1: Data and classification of administrative facilities.

General Medium class Subdlass Quantity Proportion Nearest_ neighbor Weight
category (PCs) (%) ratio (R)
District and county administrative
Administrative units at or unitt}; 238 6.68% 0.43 0.165
below the county and Township administrative unit 343 9.62% 0.17 0.043
township levels
Administrative Below township level 800 22.44% 0.24 0.019
center Above prefecture-level city 361 10.13% 0.31 0.500
Government office i i i
Public .sechr‘lty, procuratorial, and 680 19.07% 034 0.168
judicial departments
Social groups Social groups 1143 32.06% 0.39 0.100

Total 3565 100%
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TaBLE 2: Data and classification of business centers.

General category Medium class Subclass Quantity (PCs) Proportion (%) Nearest neighbor ratio (R) Weight
Bank 773 3.92% 0.31 0.045
Balance insurance Insurance institutions 1026 5.20% 0.30 0.072
Securities company 107 0.54% 0.60 0.171
. Office building 487 2.47% 0.49 0.377
Business office center o oy
Office building ~ Apartment building 370 1.88% 0.59 0.126
Company enterprise 14,927 75.72% 0.29 0.158
C Hotel 216 1.10% 0.48 0.038
ompan
pany Guesthouse 1808 9.17% 037 0013
Total 19,714
TaBLE 3: Data and classification of cultural and educational facilities.
. Quantity Proportion  Nearest neighbor ratio .
General category Medium class Subclass (PCs) (%) ®) Weight
Library and archives 52 0.57% 0.66 0.182
Book exhibition Art exhibition 109 1.19% 0.53 0.363
Bookstore book bar 40 0.44% 0.62 0.031
, Newspapers and 78 0.85% 0.85 0.093
News media magazines
Culture and education Media organization 139 1.52% 1.52 0.024
center Elementary education 1082 11.80% 11.80 0.102
Education and Colleges and 226 2.47% 247 0.129
training universities
Training institutions 6439 70.23% 70.23 0.056
Famous scenery Famous scenery 824 8.99% 8.99 0.070
Cultural activities  Cultural activity center 179 1.95% 1.95 0.051
Total 9168 100% 1
TaBLE 4: Date and classification of leisure centers.
. Quantity Proportion Nearest neighbor .
General category Medium class Subclass (PCs) (%) ratio (R) Weight
Comprehensive 27 0.11% 0.70 0.181
gymnasium
Sports venues Sports halls 372 1.47% 0.50 0.060
Yoga gym 1188 4.69% 0.42 0.027
Picking resort 73 0.29% 0.74 0.066
Leisure place Leisure entertainment 416 1.64% 0.46 0.030
Entertainment place 1252 4.95% 0.31 0.041
Leisure and entertainment ' Market 140 0.55% 0.52 0.068
center Shopping place
Supermarket 878 3.47% 0.45 0.024
Chinese food 11,887 46.97% 0.21 0.014
Food and beverages Western-style food 615 2.43% 0.34 0.039
Fast food 2170 8.57% 0.29 0.015
) Star hotel 216 0.85% 0.47 0.018
Hotel Ordinary accommodation 1808 7.14% 0.36 0.010
accommodation
Homestay 4259 16.83% 0.27 0.047
Total 25,301
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TABLE 5: Results of multicenter aggregation.
Nearest neighbor ratio Aggregation characteristics
It shows that the spatial distribution of such facilities has
significant agglomeration characteristics, in which the index of
Administrative The nearest neighbor ratio of administrative township level administrative and public institutions is the lowest
center POI points is less than 1, which passes the (r=0.17 < 1, z=-29.38); that is, the aggregation degree of such

test at the significance level of 0.01.

The nearest neighbor ratio of business office
POI points is less than 1, which passes the test
at the significance level of 0.01.

Business office
center

The nearest neighbor ratios of cultural and
educational POI points are less than 1, which
pass the test at the significance level of 0.01.

Culture and
education center

The nearest neighbor ratio of leisure and
entertainment POI points is less than 1, which
passes the test at the significance level of 0.01.

Leisure and
entertainment
center

facilities is the highest, and the nearest neighbor index of district-
and county-level administrative units is the highest (r=0.43 < 1,
z =-16.87), indicating that the aggregation degree is the lowest.

It shows that the distribution of business office facilities in the
urban area presents a cluster model. However, the nearest
neighbor ratio of securities companies (r=0.60 < 1, z=—7.83)
and apartment buildings (r =0.59 < 1, z = —15.10) is the highest,
indicating that the aggregation degree of the two types of facilities is
relatively low. The number of corporate facilities is not only large,
but also, the nearest neighbor ratio is the lowest (r=0.29<1, z=
—166.67), indicating that the aggregation degree of corporate office
facilities is the highest.

The distribution of cultural and educational facilities in the urban
area presents a cluster model. Among them, the nearest neighbor
ratio of training institutions (r =0.25 <1, z=-114.41) is the
lowest, which means that the aggregation degree of such facilities
is higher than that of other cultural and educational facilities.
Book exhibition hall (r=0.66 < 1, z= —4.75), art exhibition
(r=0.53 <1, z=-11.04), newspapers and magazines
(r=0.62<1, z=-6.48), and media institutions (r=0.60< 1, z=
—8.94) have a high nearest neighbor ratio, indicating that the
spatial aggregation degree of these facilities in the urban area is
relatively low [29].

It shows that the distribution of such facilities in the urban area
presents a cluster model. Among them, the comprehensive
gymnasium (r = 0.7 < 1, z=-3.01) and picking resort garden
(r=0.74 < 1, z=—4.20) have the lowest degree of aggregation due
to their large scale and small number. Chinese restaurant
(r=0.27 <1, z=-164.53), homestay (r =0.27 < 1, z = -91.56),
and other catering and accommodation facilities have the largest
number, and the nearest neighbor ratio is relatively low, indicating
that their aggregation characteristics in the urban area are
significant compared with those in the urban area.

functions. If an area has two or more functions at the same
time, it is called an urban center.

At present, the Qingdao east bank urban area has formed
a total of 6 urban centers; the aggregation of various facilities
in the east coast of Qingdao presents a spatial structure of
“one main center, two subcenters, and three groups” and
shows a strong main center, weak subcenter, and multilevel
multicenter spatial pattern. The main center is the central
district of Hong Kong Middle Road, which is the largest
multifunctional urban center with the city government as
the core and a radius of 2km, where the main administra-
tive, commercial, commercial, entertainment, and other
functions of Qingdao are gathered. The two subcenters are
the Zhongshan Road Historic Block and Taitung Dengzhou
Road Block. The former is the origin of Qingdao’s urban
development and used to be the city center. The latter is a
traditional commercial center rising rapidly with the reloca-
tion of industrial facilities, located between the old and new
city centers. The three groups are Fuxin Road street, Li Cun

street, and Jinjialing street along the Haier Road; in addition
to the Fuxin Road street, the other two groups are far from
the main center of the city. As a whole, the distribution of
urban centers in the eastern urban area of Qingdao is not
balanced. Most of the urban centers are located in the south-
ern coastal areas. In the inland area, only a multicenter clus-
ter is formed in Licun, while other inland areas are not
multicenters with comprehensive functions.

5. Conclusion

To sum up, the multicenter theory, based on the POI of
Gaode map and data of heat map in Baidu, is combined
in this paper, and the scheme of a dynamic data based
on the urban multicenter spatial structure is designed, in
which the analysis method of the average nearest neighbor
is used to classify urban multiple centers, and the analytic
hierarchy process is used to calculate the weights. Classifi-
cation intervals are identified by means of classification
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and reclassification of the natural break point, so as to ensure
that the data can present its characteristics more clearly and
intuitively. Finally, the city in the east coast of Qingdao is
taken as a case, which refers to the above scheme. The case
shows that the center of the city in the east coast of Qingdao
is divided into an administrative center, business office cen-
ter, cultural and educational center, and leisure center. At
present, the Qingdao east bank urban area has formed a total
of 6 urban centers, which are “one main center, two subcen-
ters, and three groups,” and shows a strong main center,
weak subcenter, and multilevel multicenter spatial pattern.
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The dataset can be accessed upon request.
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Drones or unmanned aircraft are commonly known as unmanned aerial vehicles (UAVs), and the ad hoc network formed by
these UAVs is commonly known as Flying Ad Hoc Network (FANET). UAVs and FANET were initially associated with
military surveillance and intelligence gathering; moreover, they are now excessively used in civilian roles including search and
rescue, traffic monitoring, firefighting, videography, and smart agriculture. However, due to the distinctive architecture, they
pose considerable design and deployment challenges, prominently related to routing protocols, as the traditional routing
protocols cannot be used directly in FANET. For instance, due to high mobility and sparse topology, frequent link breakage
and route maintenance incur high overhead and latency. In this paper, we employ the bio-inspired Ant Colony Optimization
(ACO) algorithm called “Ant-Hocnet” based on optimized fuzzy logic to improve routing in FANET. Fuzzy logic is used to
analyze the information about the status of the wireless links, such as available bandwidth, node mobility, and link quality, and
calculate the best wireless links without a mathematical model. To evaluate and compare our design, we implemented it in the
MATLAB simulator. The results show that our approach offers improvements in throughput and end-to-end delays, hence

enhancing the reliability and efficiency of the FANET.

1. Introduction

An unmanned aircraft is stated to as a drone. Drones are
also known as unmanned aerial vehicles (UAVs) or
unmanned aircraft systems. A drone is a flying robot that
can be controlled remotely or flow independently using
software-driven flight plans in embedded systems that work
in tandem with sensing devices and a global positioning
system (GPS). Recently, with the rapid advancement and
development in sensors, computation, and networking
technologies, many researchers consider the usage of several
small-unmanned aerial vehicles or UAVs for a variety of
military and civilian applications [1]. UAVs are a collection
of independent flying wireless nodes, which communicate

with each other and a ground base through wireless links
[2]. Mobile Ad hoc Network (MANET) is a self-organizing,
infrastructure-less, and on-demand network, which can be
adapted in dynamic conditions, but suffers from several
limitations in terms of communication range and availability
[3]. MANET has a few application territories such as emer-
gency handling, patient monitoring, fault-tolerant mobile
sensor grids, environment control, and intelligent transpor-
tation systems. However, MANETs do not provide the
required level of performance for disaster and war field
applications such as flood handling, battlefield, earthquake,
search, and rescue operations where MANETs cannot be
deployed. For such cases, Flying Ad Hoc network (FANET)
is a distinct subgroup of MANET and Vehicular Ad Hoc
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Network (VANET) [4], which works in scenarios where
communication service is out of reach or simply not
accessible. The nodes in FANET play role of communica-
tion relay, rapidly deployable and self-managed ad hoc
network. FANET is developed as a capable technique in
both civilian and military applications, such as border sur-
veillance, search and destroy, search and rescue, road traffic
management, airborne photography, disaster management,
urban security, remote sensing, and wind estimation, as
shown in Figure 1 [5].

FANET can be seen as multi-UAV and single UAV
systems. Multi-UAV systems have several advantages over
single UAV systems such as scalability, stability, accuracy
and precision, and effectiveness [6]. However, multi-UAV
systems have several challenges because of their unique
characteristics such as high mobility and infrequent deploy-
ment. One of the major issues is routing among the UAVs
and base stations [7]. Furthermore, there is also the issue
of range limitation between UAVs and ground-based sta-
tion. On the off chance that a UAV is outside the inclusion
of the ground base station, it ends up disconnected [8]. In
this respect, it is important to build a wireless ad hoc net-
work, in particular, a decentralized network with powerfully
evolving topology and high node mobility.

In [9], fuzzy-logic-assisted AODV (FL-AODV) routing
algorithm is proposed for MANET. In [10], the authors pro-
pose the use of Q-learning-based fuzzy logic for the FANET
routing protocol. The authors in [11] use fuzzy logic for a
QoS and QoE aware routing protocol for FANET networks.
Link Defined OLSR (OLSR-LD) is proposed for MANET in
[12]. Link Stability Estimation-based Preemptive Routing
(LEPR) protocol for FANET is proposed in [13]. A common
issue in the existing ad hoc routing protocols is that they did
not consider the important factors (i.e., bandwidth, mobility,
and link quality) all together for choosing the best routing
path for more effective and robust routing.

In terms of implementation and architecture, FANET
presents significant obstacles. Bandwidth, link quality, and
determining the optimum routing path for data exchange
are all significant problems in routing among the swarm of
UAVs. The rationale for this is that these parameters have
a significant impact on the network’s overall performance.
According to research, existing systems in FANETs do
not take into account aspects such as bandwidth, mobility,
or link quality when picking a routing option ([2] and
Mukherjee et al.). Finding a new path in a highly mobile
UAYV network is inconvenient in typical protocols, resulting
in a greater delay. Ant-Hocnet, on the other hand, is less
effective in locating a high-quality routing link and so is
unsuitable for higher packet loads. In this paper, we focus
on how to improve the existing routing protocol for highly
mobile UAV networks and how to calculate the best routing
path for sending lager packets in FANET. We do further
research for routing algorithm and proposed an algorithm
based on Ant-Hocnet and fuzzy logic to increase throughput
and packet delivery ratio and decrease end-to-end delay and
improve overall network communication ability.

The rest of the paper includes the related work being
summarized in Section 2. In Section 3, we present the over-
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view of Ant-Hocnet, and Section 4 presents a fuzzy logic
system. The detailed explanation of the calculation of band-
width, mobility, and link quality is presented in Section 5.
Section 5.4 presents the simulation results and comparison
FAnt-Hocnet (FAHR) and existing Ant-Hocnet algorithm.
Finally, the conclusion and future direction are given in
Section 6.

2. Related Works

In this section, we review state-of-the-art existing routing
protocols for MANETSs, FANETSs, and VANETS and analyze
their strengths and weaknesses. The reason for reviewing
related work to MANET and VANET is that they provide
the basic foundation to from FANETSs. Furthermore, most
of the early work on FANET trace back to the use of
MANET and VANET protocol usage for FANET.

Zheng et al. [14] proposed a novel hybrid protocol for
routing based on location prediction directional MAC
protocol (PPMAC) and a self-learning and reinforcement
learning routing protocol called RLSRP. PPMAC merges
the location prediction and directional antennas in the
MAC layer to solve the directional deafness issue. The
RLSRP empowers updating the local routing strategies with
the location information of drones and an advantage task
defined based on the global network efficacy; however, this
protocol cannot support multichannel structure. Zheng
et al. [15] proposed Stable Ant-based Routing Protocol
(SARP). In SARP, a HELLO message is broadcasted occa-
sionally to get the neighbor information. However, SARP
route selection considers only the shortest path, which is
not enough for routing in FANET with high mobility nodes
and hence result in possibly weak links. In [16], Fatemidokht
and Kuchaki Rafsanjani propose an optimize routing
scheme called F-Ant for VANET; this scheme comprises of
ACO algorithm and fuzzy logic. The scheme design is based
on bandwidth, received signal strength metric (RSSM), and
congestion metric (CM) for computing link’s validity. In
[17], the authors present a Fuzzy control Q-learning Ad
Hoc On Demand Distance Vector (FQLAODYV) approach
for VANET. Fuzzy logic estimates a wireless link whether
it is good or bad by determining metrics of signal limitation,
bandwidth, and mobility, whereas Q-learning selects a route
which can offer multihop consistency and effectiveness. The
biggest downside of this method is its computational over-
head. In [18], the authors proposed Ant-Hocnet based on
the ACO routing algorithm for MANET. It uses both
reactive and proactive approaches; proactive approach
maintains and improves path before reactive path setup
phase. Ant-Hocnet is enlivened by the stigmergy-driven
which emerges from the behavior of ant colonies and the
ACO system. The authors compared Ant-Hocnet with Ad
Hoc On Demand Distance Vector (AODV), and the results
show that Ant-Hocnet outperforms AODV. However, Ant-
Hocnet is not efficient in terms of routing overhead.

The utmost challenge of FANET is to make sure the
ubiquitous communication in a needy situation, where
real-time transmission of data is prerequisite. Routing in
FANET is much difficult than MANET and VANET due
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to its complex characteristics. A routing link may be weak,
or a link may be broken in the network due to the high
mobility and rapidly changing topology, sending a seg-
mented packet produces high overhead resulting in higher
latency and congestion, and these issues occur with most
of the existing routing protocols. A vital problem arising in
FANET is to choose the finest route among the UAV nodes.
From literature review, it is concluded that a common issue
in the existing ad hoc routing protocols is that they did not
consider the important factors (ie., bandwidth, mobility,
and link quality) all together for choosing the best routing
path for more effective and robust routing and requires a
suitable technique to solve the issue.

In summary, the following are the limitations of the
existing related work:

(i) The proposed scheme is not effective in decreasing
the link failure as well as ensuring successful packet
retransmission [12]

(ii) E-Ant-DSR leads to more delay as topology changes
occur more frequently in FANET [19]

(iii) The RLSRP empowers updating the local routing
strategies with the location information of drones
and an advantage task defined based on the global
network efficacy; however, this protocol cannot sup-
port multichannel structure [14]

(iv) SARP route selection considers only the shortest
path, which is not enough for routing in FANET
with high mobility nodes and hence result in possi-
bly weak links [15]

(v) LEPR has not shown considerable results in both
the finding frequency of route and the routing over-
head [13]

There are various approaches to solve routing issues in
FANET, the bio-inspired ACO-based algorithm is broadly
used for routing issues in ad hoc networks. We use ACO-
based Ant-Hocnet algorithm along with fuzzy logic to
improve routing in FANET. Fuzzy logic is used to analyze
the wireless link status info (i.e., available bandwidth, node
mobility, and link quality) and calculate the best wireless
links without a mathematical model.

3. The Proposed Scheme

In this research work, we exploit the bio-inspired Ant Col-
ony Optimization (ACO) algorithm called “Ant-Hocnet”
along with fuzzy logic to improve routing in FANET. Fuzzy
logic considers the communication wireless link status info
(i.e., available bandwidth, node mobility, and link quality)
and calculates the best wireless links without a mathematical
model in the swarm of UAVs. Fuzzy logic-based Ant-
Hocnet selects the best routing path for sending larger
packet loads more reliably with less delay.

3.1. System Design. Our proposed scheme is constructed on
the ACO family algorithm for Ant-Hocnet routing. We con-
sider Ant-Hocnet routing as it is a widely recognized routing
protocol. The proposed scheme objective is to discover the
best multihop routing path from the source node to the
destination node. The effectiveness of a multihop routing
path relies on the direct wireless links (one-hop links) that



establish the routing path. Every node broadcasts a hello
packet periodically. Every hello packet contains the accessi-
ble bandwidth and all neighbors’ addresses of the sender
node. Through using a hello packet, every node preserves
its two-hop neighbor information. The mobility factor
(MoF) in our proposed scheme is estimated by using loca-
tion information or one-hop and two-hop neighbor data.
Therefore, our proposed scheme can still work even if the
information on the position is not available. The reception
ratio of the hello packet is estimated by every node to
assume the quality of a wireless link to a neighbor. On the
hello packet reception, every node computes the link status
value of the wireless link to the hello message of a source
node. The bandwidth, UAV mobility, and link quality esti-
mate the link status value. Fuzzy logic is used to measure
these three metrics jointly while choosing the best routing
path shown in Figure 2.

To address the issue of improving routing protocol for
reliable communication in FANET with the best available
route among the UAV swarm as mentioned above, we con-
sider the existing bio-inspired approaches used in ad hoc
networks, which help us to classify the issues and challenges
in FANETSs. In FANET for the analysis of routing issues, the
bio-inspired algorithms have been effectively implemented.
Moreover, bio-inspired algorithms enable us to improve
the intelligence in wireless ad hoc networks. Thus, in pro-
posed method, the same algorithm has been adopted to
achieve our intended results.

The models of fuzzy set theory are the description of
inaccurate and incomplete sensory information as imagine
by human brain. Consequently, it characterizes and mathe-
matically works with such linguistic data in a natural
method via the membership functions and the set of fuzzy
rules. We tend to use fuzzy logic to resolve this issue without
obtaining the mathematical model and to assess a link-based
method to choose a route that might offer a multihop reli-
ability and efficiency and examine available bandwidth, node
mobility, and link quality in the selection of route. Fuzzy
rules are efficiently stated to obtain the last fuzzy value.
The fuzzy membership functions and the accompany fuzzy
rules can be adapted to assure a specific situation. Moreover,
by defuzzification, the resultant fuzzy values are changed to a
numerical value.

3.2. Ant Colony Optimization (ACO). We exploit the bio-
inspired Ant Colony Optimization (ACO) algorithm called
“Ant-Hocnet” along with fuzzy logic to improve routing in
FANET. Fuzzy logic considers the communication wireless
links status info (i.e., available bandwidth, node mobility,
and link quality) and calculates the best wireless links with-
out a mathematical model in the swarm of UAVs. Fuzzy
logic-based Ant-Hocnet selects the best routing path for
sending larger packet loads more reliably with less delay.
For the proposed scheme, we exploit the Ant-Hocnet
routing protocol which is constructed on Ant Colony
Optimization (ACO) family algorithm. We consider Ant-
Hocnet routing since it is a widely recognized routing
protocol. ACO is a bio-inspired algorithm like Bee Colony
Optimization (BCO), birds flock, etc.; mainly, it represents
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F1GURE 2: Block diagram of fuzzy logic-based Ant-Hocnet.

and uses the actions of ants and their liveliness. Ant-
Hocnet has lots of similarity with reactive protocols such
as AODV and Dynamic Source Routing (DSR) and as
well as proactive protocol behavior similarities such as
Destination-Sequenced Distance Vector (DSDV) and Opti-
mized Link State Routing (OLSR). The proposed scheme
objective is to discover the best multihop routing path to
the destination node from the source node. The effectiveness
of a multihop routing path relies on entirely the direct wire-
less links (one-hop links) that establish the routing path.
Every node broadcasts a hello packet periodically. Every hello
packet contains the accessible bandwidth and all neighbors’
addresses of the sender node. By using the hello packet, every
node preserves its two-hop neighbor info. The mobility fac-
tor (MoF) in our proposed scheme is estimated by using loca-
tion info or one-hop and two-hop neighbor data. Therefore,
our proposed scheme can still work even if the information of
the position is not available. The reception ratio of the hello
packet is estimated by every node to assume the quality of a
wireless link to a neighbor. On the hello packet reception,
every node computes the wireless link status to the hello
packet of a source node. The bandwidth, UAV mobility,
and link quality estimate the link status value. Fuzzy logic is
used to measure these three metrics jointly as shown in
Figure 2. The estimation of the considered factors are as
follows.

3.2.1. Estimation of Each Link. Due to high mobility in
FANET, wireless link quality changes more frequently. A
good routing link in FANET is dependent on the bandwidth,
mobility, and link quality of the network. Hence, in the
estimation of a routing link, these matrices are considered
together as shown in Figure 2. Mathematical model for
choosing the routing path is complicated to derive, and a
solution created on it would not be flexible. Meanwhile, a
fuzzy logic system can manage uncertain and vague infor-
mation. The use of fuzzy logic system is to resolve this issue
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by not using the mathematical model. The range of the fuzzy
logic numerical values is characterized by the fuzzy member-
ship functions. The following is the process for estimating a
direct wireless link.

3.2.2. Estimation of Bandwidth Factor (BwF). It is dependent
on the channel idle time ratio (CITR), so first we derived
CITR as follows:

T
w=_—. (1)

In equation (1), CITR is represented by w, 7; denotes the
idle time interval, and 7, is the observation time interval,
where the observation time can be adjusted relative to the
execution complication and essential accuracy (by default
50 ms). It is never a good idea to reach 100% bandwidth
utilization. A typical rule is that average utilization should
not exceed 70 percent, because beyond this limit, the colli-
sion rate allegedly becomes excessive. The average to avoid
this may be as low as 30%, although 50% would be more
common.

The idle time calculation as shown by [17] (same for all
equations) is given as follows:

Y e Y
Ty, — , <Tops
idle time = ? k=1 Rateavg k=1 Rateavg ?

(2)

0, otherwise.

In equation (2), n denotes the number of packets
managed in the observation period T, and S, describes
the kth packet size. The Rate,,, denotes the average channel

data rate which is deliberate by the variation scheme. The
channel usage specifies by the application programming
interface (API), some of the wireless cards can offer the
APL. In that situation, the CITR is estimated in our proposed
scheme with the help of MAC layer data. CITR is updated
from every observation time with the help of a moving
weighted exponential average as follows:

avg

we— (1-y)Xw_ +yxw;, (3)

where w; represents the current CITR value and w;_, repre-
sents the previous CITR value. The constant y is set default
to 0.7, which is the finest value in our simulation results for
various cases. Each node affixes its personal CITR to hello
packets and reactive forward ant (ReFANT) packets. Every
node senses the channel and estimates a BWF as follows:

BwF = min (w(s), w(d)), (4)

where w(s) represents the CITR at the source node s and
w(d) represents the CITR at destination node d. For esti-
mation of mobility factor (MoF), in our proposed scheme,
the GPS accessibility is not adopted, and the MoF is esti-
mated from the neighbor data. Additional coverage of the
node d is used to signify the set of nodes that are one
hope neighbors of the node d; nonetheless, one hop neigh-

bors are not of the recent node s. Explicitly, A(s,d) is
described as follows:

Als,d)=N(s) N N(d). (5)

In equation (5), N(d) represents the one hop neighbor
of node d, and N(s) denotes the one hop neighbor of the s
node. Here, we observe that node d is associated to N(s).
On the hello packet reception, a node estimates a MoF for
the hello source node. The MoF at time j for a node d is
calculated as follows:

Mon(s, d)

Ai(s,d)n A (s d)|
= |/\j(s, d)UAi (s d)

A ) UAL (s d)| £y,

0, otherwise.
(6)

In equation (6), A;(s,d) denotes the previous value,
and A(s,d) denotes the current value, respectively. For
removing some errors, we use a moveable exponential
average to compute the MoF as follows:

MoEF(s, d) «— (1 - w)Mon_l(d) + wMon(d), (7)
where v is a constant value set to 0.7 and MoF is adjusted
to 0. In equation (6), the alteration in the additional cov-
erage is used to calculate the neighbor node comparative
mobility. With the movement of a neighbor UAV at the
similar speed as the current UAV, the distinction of the
additional coverage is minimum because of the compara-
tively static neighbor set. As earlier discussed, the pro-
posed scheme can compute the MoF from neighbor data.
Consequently, the proposed scheme performs when loca-
tion data is not available. Nevertheless, when the location
is easy to obtain, the protocol estimated the MoF by using
data of the location. The MoF is estimated as follows:

Mon(s,

J

d)

x;(s,d)—x_,(s,d
1_\/’ i )RJ ( )’,’xj(s,d)—x'_1(5’d)|<R’
0

(8)

In equation (8), x;(s,d) is the distances among the

current node s and node d at the time j, and R is the aver-

age transmission range. Distances x;(s,d) and x;_ (s, d)

can be calculated by every sender node attaching its loca-
tion information to the hello messages. For estimating link
quality factor (LqF), we consider link quality metric for
reliable forwarding and minimize packet retransmissions
and delay. The LqF is estimated from neighbor’s data. A
source node keeps a counter of every neighbor within a
sliding window size to estimate the number of received



hello packet. Meanwhile, the hello packets are sent with a
defined time interval, the hello packet reception ratio can
be computed by each node, and also, there is a probability
of collision of hello packets. To address this issue, the
hello reception ratio (¢) is updated for each hello interval
depends on the amount of hello packet reception within
the last 10s as follows:

©)

1.0d) ’(1‘ @m@)'

In equation (9), ¢;(s,d) denotes the hello reception
ratio, #,(s,d) is the amount of received hello packets at
s from d, and 7(d) is the amount of hello packets trans-
mitted from d. In the above equation, we define that the
nodes that are only neighbors are discounted for less
than 10s (when #,(d) <10). The LqF was estimated as
follows:

LaF(s,d) — (1 -y)LqF, (s, d) + y x ¢;(s,d). ~ (10)

When LgF; (d) is adjusted to 0, estimation of the
LgF, LqF,_(s,d) is given as follows:

0, #5,(d)<10,

LqF; (s, d) = { LqF(s, d). (11)

4. Fuzzy Logic

Models of fuzzy set theory [20, 21] are used to investigate
imprecision and fractional data. Fuzzy set theory models,
in particular, behave in a similar fashion to the human brain,
in that they have a goal and make decisions in an uncertain
environment. Nevertheless, for communication in FANETS,
a specific model is not existing, because of high mobility,
unreliable links, and limited resources. Hence, the control
decision system has been executed by fuzzy logic theory
whichever to manage the issue. The inputs to the fuzzy logic
to be considered for routing are (1) bandwidth, (2) mobility,
and (3) link quality. These metrics make the pheromone to
reproduce the network rank and the node’s capability to reli-
ably send packets over the network.

4.1. Fuzzification of Inputs/Outputs. In the inference system,
fuzzification is the process of converting multiple types
of input data into a single output. The bandwidth factor
(BwF), mobility factor (MoF), and link quality factor (LqF),
all three-input metrics, need to be fuzzified. We have pro-
vided three kinds of labels for different factor in this work,
but for more accurate results, the different factors can be
labeled with more possible labels. We intend to add more
possible labels for our future works. On the base of current
information of FANET, the labels “small,” “medium,” and
“large” are used to define the bandwidth factor, and to define
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the mobility factor, the labels “slow,” “medium,” and “fast”
are used, and “good,” “medium,” and “bad” are labels for
the representation of link quality factor. The membership
functions are demonstrated in Figure 3.

4.2. Inference Engine and Knowledge Base System. The fuzzy
inference system is a set of instructions developed with the
help of experts. Fuzzy set theory models are the descrip-
tion of incorrect and incomplete information, as imagined
by human mind. Furthermore, it illustrates linguistic infor-
mation in ordinary simple method via membership func-
tions and fuzzy rules. The fuzzy rules are well defined
for getting the final fuzzy value. The IF-THEN pattern of
the fuzzy set rules is used to infer output fuzzy values.
The IF component is used to create conditions using pred-
icates and logical linkages, whereas the THEN element is
used to determine the degree of membership. Fuzzy mem-
bership functions and fuzzy rules are applied effectively to
ensure an explicit situation. Furthermore, by defuzzifica-
tion process, the final fuzzy value is changed to a numer-
ical value.

Figure 3 shows the fuzzy inference system rules for the
bandwidth factor, mobility, and link quality factors respect-
fully in a fuzzy logic system, while Figure 4 shows the
graphical interface of these factors. The linguistic variables
describe the ranks, i.e., “Perfect, Good, Acceptable, Unpre-
ferable, Bad, Very Bad” are shown in Figure 5. The fuzzy
rules are generated by using MATLAB app in the fuzzy logic
toolbox, based on the proposed FAnt-Hocnet composes of
27 rules, as shown in Table 1.

4.3. Defuzzification. The procedure of translation of fuzzy
output into a single value is called the defuzzification,
and the defuzzification technique used in our proposed
approach is the center of gravity (CoG). The fuzzy sets
are used as an input for the defuzzification procedure.
The fuzzy inference system includes the set of output
values, which must be defuzzified in directive to determine
a single yield value from the fuzzy inference system as
presented in Figure 6.

5. Implementation and Analysis

This section gives a detailed interpretation of the simulation
environment and the output results that are obtained using
the proposed scheme, ie., FAnt-Hocnet and the existing
Ant-Hocnet algorithm. The simulation scenario is shown
in Figure 7. We show the results for three different scenarios
in which we consider different packet sizes. The perfor-
mance of throughput, end-to-end delay, and packet delivery
ratio is evaluated with the existing method.

To evaluate and implement the proposed solution,
simulation is widely used for this purpose. There are various
simulation tools available for the evaluation. However, we
use MATLAB for our evaluation because of it suitability
[22]. The proposed method is compared with one of the
most important protocol called Ant-Hocnet protocol. We
assume that 100 nodes are randomly located in an area of
500 x 500 m, and the nodes move as per the mobility model.
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Current node send the ReFANT/Hello packet to the network <+

The fuzzy logic considered factors calculated at every node

The neighbor receive the ReFANT/Hello packet

Is this the destination

Yes

Create ReBANT and choose the best routing link based on fuzzy output

result

Send it back to the source node

End

FiGURE 3: Flow chart of fuzzy logic-based Ant-Hocnet.

We have kept the simulation area 500 x 500 meters square
to allow the swarm of UAVs to communicate with each
other using the IEEE 802.11 (WLAN) standard, which
has a maximum range of 100 meters in the 2.4 GHz ISM
band. If the flying area is increased, the number of UAVs
needs to be increased; consequently, the number of hop-
count to the sink node will increase, and hence, delay will
increase. We use the Gauss—-Markov (GM) mobility model.
The maximum speed is 100m/s. Each node randomly
chooses a destination point for communicating. Data traf-
fic is generated by 10 constant bit rate (CBR) stream, and
the packet size is 512 bytes as shown in Table 2. The
results are generated for different data rates, ie., 4, 6, 8,
10, 12, and 14 packets/s. At the MAC layer, the popular
802.11 protocol has been used as it is commonly used in
ad hoc routing. Hence, we assume the MAC layer of IEEE
802.11 so the transmission range is that of IEEE 802.11
MAC. Moreover, we consider an Ideal FreeSpace propaga-
tion model with clear line of sight between transmitter and
receiver.

In our simulation, we consider three different experi-
ments for varying packet sizes (i.e., 64 bytes, 512 bytes, and
1024 bytes).

(i) First case: in this case, the packet size is 64 bytes
(ii) Second case: in this case, the packet size is 512 bytes

(iii) Third case: in this case, a larger packet size is
assumed, i.e., 1024 bytes

Assumptions: designed and development for the FAnt-
Hocnet and its working procedure, the following various
assumption are established:

(i) We assume a swarm of UAVs moving freely in area
of 500 * 500 m’

(ii) We assume a collision free atmosphere
(iii) The range among the UAVs is 15 meters

(iv) We assume that no UAV node die due to power
drainage

(v) We assume Ant-Hocnet reactive behavior

(vi) In our proposed scheme, we consider no queueing
delay

Performance metrics: to validate the efficiency of the
FAnt-Hocnet routing, we simulate the FANET scenario
of Ant-Hocnet and FAnt-Hocnet. There are numerous
measurable parameters which are exploited to estimate
and examine the results, to estimate different scenarios of
the network and routing performance. The following are
the measurable parameters which are analyzed in this
work.

5.1. Throughput. The throughput is defined as the average
total amount of data that can be profitably transferred
by a sender over a communication medium in a unit
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FIGURE 4: Membership functions.
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FIGURE 5: Surface view of membership function.

TaBLE 1: Fuzzy logic rules.

Bandwidth  Mobility  Link quality Rank
Rule 1 Large Slow Good Perfect
Rule 2 Large Slow Medium Good
Rule 3 Large Slow Bad Unpreferable
Rule 4 Large Medium Good Good
Rule 5 Large Medium Medium Acceptable
Rule 6 Large Medium Bad Bad
Rule 7 Large Fast Good Unpreferable
Rule 8 Large Fast Medium Bad
Rule 9 Large Fast Bad Very bad
Rule 10 ~ Medium Slow Good Good
Rule 11 Medium Slow Medium Acceptable
Rule 12 Medium Slow Bad Bad
Rule 13 Medium  Medium Good Acceptable
Rule 14  Medium  Medium Medium Unpreferable
Rule 15  Medium  Medium Bad Bad
Rule 16 ~ Medium Fast Good Bad
Rule 17 Medium Fast Medium Bad
Rule 18  Medium Fast Bad Very bad
Rule 19 Small Slow Good Unpreferable
Rule 20 Small Slow Medium Bad
Rule 21 Small Slow Bad Very bad
Rule 22 Small Medium Good Bad
Rule 23 Small Medium Medium Bad
Rule 24 Small Medium Bad Very bad
Rule 25 Small Fast Good Bad
Rule 26 Small Fast Medium Very bad
Rule 27 Small Fast Bad Very bad

time. In fact, it is an associated metric to packet delivery
ratio. However, the throughput is measured in bits not
in the number of data packets. Characteristically, it is cal-

culated in kbps, Mbps, and Gbps. The throughput can be
calculated as by [23] as follows:

" R.
P, =221 « 100, (12)
t <Z?—1Sij

where P, denotes the throughput (in packets), R;; denotes
the packets collected by node j sent from node i, and §;
denotes the packets sent by the node i to node j.

5.2. End-to-End Delay. End-to-end delay denotes the time
taken by a data packet transmitted by a source node to reach
the destination. End-to-end delay is the sum of all probable
delays created by buffering through route-finding latency,
queuing at the interface queue, retransmission delays in
MAC layer, propagation, and transmission times. In this
work, we do not consider the queuing delay. In the situation,
no link breaking prediction algorithm and multipath routing
protocol are existing; then, this delay will be high since the
time consumed in discovering a route is involved in the
end-to-end delay. Mathematically, average end-to-end delay
can be defined as follows:

n=1

End-To-End Delay = % D (p(T,) = pi(T))s (13)

i=1

where p; represents the ith packet, p,(T,) represents the
receiving packet time, p,(T)represents the sending packet
time, and # is the total number of successfully delivered
packets.

5.3. Packet Delivery Ratio. This parameter is computed
among the amount of data packets successfully sent from
the sources and the number of data packets received by the
destinations. In this work, we consider the average packet
delivery ratio, which is the average value of the packet deliv-
ery ratios of the whole traffic inside network. The fewer data
loss at the receiver side of all the destinations shows that the
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TABLE 2: Simulation parameters.
Parameter Values
Simulation tool MATLAB 2013b
Simulation area 500 m * 500
Number of UAVs 100
UAV speed 100 m/s
Data rate 4,6, 8,10, 12, and 14 packets/s
Traffic type CBR
CBR packets per second 10
Packet size 512 bytes
MAC layer 802.11
Protocol Ant-Hocnet
Mobility model Gauss-Markov

packet delivery ratio is significantly higher and the improved
network performance. The formula is given as follows:

YRP,

PDR =
2.SP;

x 100, (14)

where RP is the receiving packets at destination and SP; is
the sending packets from source.

5.4. Comparison of Results and Discussion. We show the
result for throughput in Figure 8. Here, FAnt-Hocnet excep-
tionally outperforms the Ant-Hocnet routing protocol. Ant-
Hocnet shows lower throughput than FAnt-Hocnet; this is
due to the fact that Ant-Hocnet does not consider UAV’s
bandwidth, mobility, and link quality in the routing path
selection and, therefore, result in the throughput degrada-
tion. For larger packets, the FAnt-Hocnet algorithm shows
higher throughput than Ant-Hocnet from the start because
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FIGURE 9: Avg. end-to-end delay vs. number of routing path.

FAnt-Hocnet chooses the best routing path for routing by
using the fuzzy logic [24], while retransmission of larger
packets due to poor-quality channel selection in the case of
Ant-Hocnet degrades its throughput.

Figure 9 shows the end-to-end delay for both the
schemes; the FAnt-Hocnet considers the bandwidth, mobil-
ity, and link quality which decreases the number of weak
links and hence result in less end-to-end delay than Ant-
Hocnet. The frequent changes in topology, route discoveries,
and retransmission of larger packet result in higher end-to-
end delay for Ant-Hocnet. FAnt-Hocnet decrease the end-
to-end delay by choosing the fuzzy logic-based best routing
path for reliable communication.

Figure 10 shows the PDR of the proposed scheme vs. the
Ant-Hocnet algorithm. The FAnt-Hocnet algorithm shows
higher PDR as compared to the Ant-Hocnet algorithm. For
larger packet, the FAnt-Hocnet algorithm shows higher

11
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FiGure 10: PDR in % vs. number of routing path.

PDR than Ant-Hocnet from the start, because FAnt-
Hocnet choose the best routing path for routing by using
the fuzzy logic.

6. Conclusions

In this paper, we employ the bio-inspired Ant Colony
Optimization (ACO) algorithm called “Ant-Hocnet” and
propose FAnt-Hocnet routing protocol based on optimized
fuzzy logic to improve routing in FANET. Fuzzy logic is
used to analyze the information about the status of the wire-
less links, such as available bandwidth, node mobility, and
link quality, and calculate the best wireless links without a
mathematical model. FAnt-Hocnet being a multipath rout-
ing protocol achieves the highest throughput and low end-
to-end delay especially in high network loads and high
mobility as it chooses the best routing path for packet trans-
mission. The results show that by applying the intelligence of
fuzzy logic systems provides the best routing path from
source to destination in a network. Thus, it provides effective
and robust communication channel for packets.

In future, we intend to expand the proposed work and to
measure the packet drop probability and priority-based
packet reliable communication. Moreover, the security con-
sideration will also be address in the future to prevent the
malicious nodes. To reduce the congestion in FANETS, a
novel smart solution will be proposed.
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The ubiquitous devices and technologies to support teachers and students in a learning environment include the Internet of things
(IoT), learning analytics (LA), augmented or virtual reality (AR/VR), ubiquitous learning environment (ULE), and wearables.
However, most of these solutions are obtrusive, with substantial infrastructure costs and pseudo-real-time results. Real-time
detection of students’ activeness, participation, and activity monitoring is important, especially during a pandemic. This
research study provides a low-cost teacher orchestration solution with real-time results using off-the-shelf devices. The
proposed solution determines a teacher’s activeness using multimodal data (MMD) from both teacher and student’s devices.
The MMD extracts different features from data, decodes them, and displays them to the instructor in real time. It allows the
instructor to update their teaching methodology in real time to get more students on board and provide a more engaging
learning experience. Our experimental results show that real-time feedback about the classroom’s current status helped
improve learning outcomes by about 45%. Also, we investigated a 50% increase in classroom engaging experience.

1. Introduction

This pervasive development in technology has made com-
puters more robust and smaller. The computers successfully
made their way from giant PCs to small portable mobile
devices, which created a new era of ubiquitous computing
that made accessible computers anywhere with more excel-
lent perception and understanding of the surrounding envi-
ronment through sensors [1]. Mark Weiser coined the term
“ubiquitous” in the 90s [1], resulting in several smart devices
including smartphones, smartwatches, and smart TV [2]
being used in various scenarios. For example, wearable
devices (smartwatches, bands, etc.) are advantageous in
health-related applications and others. Users’ gestures are
required as they are constantly connected to the skin and
fixed on the human body [3]. Like other fields, including
business, health, and entertainment, these devices have more
potential to be efficiently and effectively exploited to
improve education quality. One such prominent example is

smart wearable devices for teacher orchestration [4]. These
technologies are utilized for teaching, learning, and orches-
tration in a learning environment.

Teacher orchestration refers to managing different class-
room activities encompassing individual, small group, and
whole class in a face-to-face classroom by a teacher [5].
The word orchestration came from orchestra, which means
carefully organizing a complicated event [6]. In the context
of a smart classroom, teacher orchestration is the careful
arrangement of a technologically more prosperous class-
room environment and activities to achieve the required
learning outcomes [6]. The main focus is facilitating a
teacher in monitoring and healthier students’ performance
in a ubiquitous learning environment (ULE) [7]. In ULE,
small and handheld devices perform various monitoring
and data visualization tasks to support teachers’ and stu-
dents’ learning pedagogies. A typical classroom contains
multiple kinds of activities. A teacher must manually man-
age several paper-based activities, such as taking attendance


https://orcid.org/0000-0002-7734-7243
https://orcid.org/0000-0002-8087-5485
https://orcid.org/0000-0003-0895-9665
https://orcid.org/0000-0003-3707-3708
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/7979766

by calling students’ names and marking them present or
absent. It can be technology-assisted by using different sen-
sors and other devices [8]. Traditional orchestration is more
ubiquitous in most institutes because it is easy to use and
requires less training.

Still, time consumption and resource wastage are among
the expected downsides of this approach. Technological
devices were employed to assist teachers and students in
the learning process to overcome these issues, which created
the smart classroom concept. Smart classrooms are techno-
logically rich learning spaces where computers and other
devices are exploited to help teachers and students [9].
Although this approach helped overcome these issues, there
are other complications regarding user acceptance and
development costs due to giant infrastructures. Several
custom-built hardware with multiple sensors are used [10],
increasing the setup cost and affecting user experience and
social acceptance. Therefore, smartphones were deployed
instead of using custom-built hardware and equipped with
different sensors [11-13]. Using handheld devices, a new
era of ULEs evolved, transforming the educational context
into complex social and technological ecologies by expand-
ing the scope of education beyond the classroom [7].

Several studies proposed numerous approaches to per-
form the orchestration process using multimodal data from
multiple sources. These studies leverage different technolo-
gies, including the Internet of things (IoT) [10, 14, 15], intel-
ligent tutoring systems (ITSs), learning dashboards [16],
augmented and virtual reality (AR/VR) [17, 18], smart wear-
ables [19], different sensors, and ubiquitous computing
devices [7]. However, most of the proposed solutions are
either not real time or expensive and less user-friendly
because they need technical assistance to be used.

Most studies focused on custom-made hardware, which
provided good results in some circumstances, such as lab
environments [20]. Still, the setup cost and acceptability in
the real-world classroom are a matter of concern. It requires
technical assistance from paid experts or specially hired
employees to deploy and use these clumsy infrastructures
in a learning space. Using ubiquitous computing devices
reduces setup costs, but they are not real time and provide
results after the classroom session. This delay is becoming
the main reason for time wastage for teachers and learners
as they cannot adjust their behaviors in that specific session.
To mitigate these issues, it is required to provide a real-time
teacher orchestration solution using off-the-shelf and low-
end devices, which is the paper’s main aim. The proposed
solution is low-cost, easy-to-use, with a real-time feedback
facility about the class’s current status. The main goal of this
research work is to leverage the potential of off-the-shelf
smart devices, including smartphones and smartwatches, in
teacher orchestration to reduce the use of custom-made
and specialized hardware, which increases the setup cost
and requires technical assistance for deployment and usage.

This study attempts to avoid using any external server
for data acquisition, processing, or result generation. Thus,
it significantly reduces the cost and effort required for setting
up and using the system in real-world classroom scenarios.
The proposed solution needs a smartwatch, i.e., a wearable
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device worn by the teacher in their dominant hand and con-
nected to a smartphone placed in front of the teacher. The
connected smartwatch sends its sensor’s data to the con-
nected smartphone, processing and analyzing for final result
generation on the smartphone. The application collects data
from both teachers and students. The facial orientation of
the teacher is used to measure her activeness or tiredness
level. A server application is developed and deployed on
the teacher’s smartphone to collect and process the multi-
modal data from the teacher’s and students’ devices. The
processed data is displayed on the teacher’s smartphone
showing statistics about the current state of the class, e.g.,
how many students are active and inactive and what is his
voice quality during the lecture. Results show a significant
increase in learning outcomes, i.e., a 45% increase. Also, we
investigated a 50% increase in classroom engagement. The
gathered data shows that this solution is less intrusive and
has no serious issues for students and teachers. Also, the sys-
tem can be applied in other lecture-demonstration methods.

The rest of the paper is divided into six sections. Section
2 is a comprehensive yet concrete literature review. Section 3
is the proposed methodology that elaborates the technical
aspects. Section 4 is the implementation of the system. Sec-
tion 5 is the experimental setup section. Section 6 shows
results and analysis that further discusses the obtained
results. The last section is the conclusion section. The refer-
ences are numbered in the last section.

2. Literature Review

Mobile and computer technology have been introduced into
educational contexts over the past two decades [21]. Access
to computers and large-scale one-to-one computing pro-
grams have been implemented in several countries globally
[22-24], such that elementary and middle school student(s)
and teacher(s) have their electronics and mobile devices. In
terms of encouraging and promoting innovation and mod-
ernization in education through mobile and information
technology (IT), it also supports traditional lecture-style
teaching, convenient information gathering, and informa-
tion sharing and promotes innovative teaching methods
such as cooperative learning [25, 26], exploratory learning
outside the classroom, and game-based learning [27]. On
the flip side, the marvelous expansion of sensor technology
in smartphone(s), along with their sensing capabilities for
accurate capturing, monitoring, and analysis of information,
helps us know about traffic conditions [28-30], road condi-
tions [31-33], environmental impacts of noise level [34], air
quality and pollution level [35-39], humidity and tempera-
ture [40], understand patterns of objects movements
[41-43], alerting and monitoring disaster [44, 45], weather
information [46], etc.

The IT and mobile technologies can facilitate and enable
innovative educational methods. Simultaneously, these pat-
terns in educational practices will likely help subject content
learning and facilitate the development of communication,
problem-solving, creativity, and other high-level skills
among students [20]. Also, it will support teachers in orches-
trating different classroom activities and increase the



Wireless Communications and Mobile Computing

learning outcomes. The technological use for teacher orches-
tration has evolved from computers [47] and IoT devices to
handled smartphones. Table 1 shows a variety of sensor
technologies and their inevitable usages in teacher
orchestration.

2.1. Assessments during Class. Student monitoring and
engagement are positively linked with the required learning
outcome. For instance, good grades in curricular and extra-
curricular activities are directly linked to critical thinking
and the efficiency of the subject(s) [61].

Being a teacher is one of the most important factors for
student(s) engagement and attention [62]. Teachers’ coordi-
nation and proper communication facilitated by a verbal,
gestural, and written connection with their student(s) can
benefit the student(s) mesmerization and attention. Class-
room monitoring can be considered a powerful tool to deter-
mine the quantity and quality of active learning in the
classrooms [63]. Monitoring activities lead to many engage-
ment improvements, e.g., to improve learning [64], engage-
ment to improve throughput rates and retention [65, 66],
engagement for equality/social justice [67], and curricular
relevance [68]. Submissive to the important monitoring
and engagement, different tools [69], technologies [54], algo-
rithm(s) [70], and strategies have been used to measure and
estimate the attention level of both student(s) and teacher(s).

According to [71], only 46% to 67% of the students pay
positive attention to the class during lecture delivery. It
means half of the students could never be productive. With
this information in hand, both the teachers and researchers
have examined potential problems that arise during their
classes, and efforts have been made to eradicate and correct
them, which may have a long-term benefit on the learning
efficiency of the learner and students. The study also showed
that students’ engagement and focus are positively linked
with good grades and critical thinking [61]. It is only possi-
ble with full attention and focus, which depends on numer-
ous elements and factors, including the teacher [62].
According to [72], a classroom’s size influences student
attention and engagement. In large classes, the teacher needs
to use more time to draw students’ attention, which is some-
times emotionally exhausting.

Face detection, face recognition, facial features, pose esti-
mation, etc. techniques have been used for student monitor-
ing, for instance, student attendance monitoring system
based on deep learning [73, 74], tracking through eye track-
ing [75], monitoring meeting through head orientation, and
gaze direction [76], assessing and monitoring classroom
attention [77], and estimation of activeness, transcribing,
unavailing, distracted and transition, automatic recognition
of engagement from students’ facial expressions [78].

2.2. State-of-the-Art Orchestration Solutions. According to
Chan, “orchestration” is derived from orchestra in teacher
orchestration [79]. Each student interacts with a digital
device in a smart classroom to support them in the learning
process. A smart classroom is an intelligent learning space
equipped with different devices, sensors, and custom soft-
ware agents [19]. Leeuwen and Rummel [80] reviewed vari-

ous orchestration tools for teachers to help them understand
students’ collaboration in their groups. Smart wearables
were also analyzed in a pedagogical context, like [81, 82],
to explore wearable technologies in the educational aspect
and discuss different approaches to using smart wearable
and smartphones for m-learning [10] and teacher orchestra-
tion. Sudrez et al. [82] discussed using smartphones in edu-
cation using inquiry-based learning by examining multiple
approaches and their strengths and limitations.

The IoT was extensively used in the classroom to sup-
port both teachers and students [17]. Subbarao et al. [83]
analyzed different IoT-based approaches providing solutions
for several learning pedagogies using devices and sensors.
Also, different augmented and virtual reality (AR/VR) solu-
tions for supporting learning activities are discussed in [10,
84]. These approaches are categorized based on their tech-
nology stack and used infrastructure in the following
subsections.

2.2.1. Internet of Things (IoT). The connection of different
devices (things) with the Internet is known as the Internet
of things [83, 85]. A smart classroom contains multiple intel-
ligent devices, which eventually need to communicate to
enrich the learning experience. IoT is one of the widely used
approaches in different solutions; unlike other fields of life, it
also evolved in teaching and learning pedagogies. Most of
the solutions found in the literature, which use sensors for
getting data from learning space, are based on the IoT para-
digm. Rico et al. in [86] and Subbarao et al. in [9] review dif-
ferent IoT-based approaches providing multiplicity
solutions for several learning pedagogies using a combina-
tion of devices and sensors.

Gligoriii et al. [87] determine lecture quality using differ-
ent sensors like PIR and sound sensors and a video camera.
Similarly, another study [84] finds the student’s satisfaction
from a classroom session using physical environment
parameters. The student uses their smartphones to input
their feedback as satisfied or not satisfied [88]. In another
study, Gligori¢ et al. [8] designed an LED lamp to show stu-
dents’ interest or satisfaction levels using Raspberry Pi
(https://www.raspberrypi.org). They record 30 lectures using
cameras and microphones and annotate students’ data using
their smartphones. Students click exciting or not interesting
when they find something satisfactory or unsatisfactory. A
30-second window was labelled when more than 90% of
votes were received.

Mahmood et al. [14, 84] used a camera connected with
Raspberry Pi to calculate students’ interest levels from their
facial expressions and notify the teacher about their current
status. Besides getting data about the lecture, IoT is also used
for classroom attendance; in [89], Atabekov designed a
smart chair for getting classroom attendance and time spent
by a student in the classroom.

2.2.2. Near-Field Communication. The Near-Field Commu-
nication (NFC) technology is also used for automatic stu-
dent attendance, indoor classroom location, and real-time
feedback [90]. In [91], an RFID-based campus security sys-
tem is proposed by Mirza and Brohi, which monitors and
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TaBLE 1: Mobile senor technologies and their usages in teacher orchestration and smart classroom.

Mobile sensor Application

no.

Mostly used to capture images of both user(s) and its surrounding with numerous applications—such
as user recognition, recognizing user(s) inclination and its surrounding context [48]
Can be exploited in teacher orchestration, for example, student head-movement detection, body pose,
and facial expression estimation for better performance [15, 49-51]

a Camera sensors

Used to capture voice(s) generated in the surrounding, either by the user itself or other objects with
numerous applications—such as voice identification system, accident detection, and spying system

b Microphone sensor

A microphone sensor has been used in the classroom to detect voice level created by student and
teacher and for discourse analysis among student(s) or between teacher(s) and student(s). In

education and teacher orchestration, microphone sensor has also been used in affective student
modeling [52], teaching and learning [47], teacher-student dialogue recognition [53], etc.

Used to measure the light intensity of the surrounding atmosphere, with numerous
applications—such as environmental pollution monitoring systems, weather forecasting systems, and

c Ambient light sensor

picture capturing systems

In teacher orchestration, ambient light sensors can be exploited to measure the light level of the
classroom for the healthy projection of light [54, 55] and students-to-board focus

Used to measure movements, acceleration information of users, angles, and inclination with

Accelerometer sensor +
gyroscope sensor

numerous applications—such as old people healthcare systems, automatic traffic accident detection

systems, and games [56, 57]

In teacher orchestration, an accelerometer sensor has been used in measuring student-teacher

communication [58], assessment of voice quality among college students [59], etc.

e Proximity sensor

Used to detect objects with numerous applications—such as blind people guidance systems for
navigating them through the pattern of their steps

GPS sensor is used in several capacities ranging from general navigation, tourist assistive system,

f GPS sensor

helping soldier in the battlefield, etc.
GPS sensor has been used in orchestration too; for instance, Sun et al. [60] showed how GPS can be

used to increase self-efficacy, self-regulation, and student achievement. Also, GPS can be used for

g Compass sensor

indoor location or seat mapping

Usually used to measure phones or user’s location and their direction

tracks different resources, including students’ records, exam
papers, and student certificates, using cloud computing.
Another similar approach [92] used PIR and RFID sensors
with Arduino to monitor classrooms and parking lots and
determine which occupied or empty classroom or parking
space. Furthermore, they used a video camera with a cloud
platform to offer a virtual classroom for e-learning. Said
et al. in [91] introduced an IoT-based e-learning system
called “free learning” or F-learning, consisting of smart
classrooms and virtual labs that autonomously communicate
with each other using cloud infrastructure. And finally,
Haung et al. [93] and John et al. [94] used multiple sensors
to control smart classrooms by getting different data and
decreasing energy conservation.

2.2.3. Augmented and Virtual Reality. Augmented and vir-
tual reality (AR/VR) allows users to be physically involved
in different blended scenarios and create a hybrid learning
environment by combining physical and digital objects
[18]. As students learn 50% of what they hear and read while
90% of what they do [95], AR/VR for learning purposes
might significantly provide positive results and help students
grasp more helpful information. Herpich et al. [96] dis-
cussed different mobile-based augmented reality solutions
for supporting learners.

Elkoubaiti et al. [97] explore AR/VR in education and
smart classrooms. They describe the technical requirements
including latency, field of view, resolution, frame rate, net-
work requirements, and measurements for the privacy and
security of AR and VR applications. Similarly, Munoz et al.
[98] represent a case study using an AR-based tool named
GLUEPS-AR and a VR game (Game of Blazons). The study
conducted different VR/AR-based activities for students and
showed that these VR/AR tools help teachers create different
learning situations. Also, Kosmas et al. [93] evaluate the
effect of the motion-based game on student performance
during language learning classes.

Khan et al. [99] developed an augmented reality mobile
application to examine their learning motivation. They used
the ARCS (attention, relevance, confidence, and satisfaction)
model to find the significance of AR technology on students’
learning performance. Although the available literature has
extensive studies focused on AR/VR, according to Murat
and Gokge [16], many students cannot arrange AR/VR
headsets. Also, it distracts students’ attention, and undoubt-
edly, it is expensive as well.

2.2.4. Learning Dashboards. A learning dashboard is a visu-
alization tool supporting teachers and learners in different
learning scenarios for better decision-making [100]. It is a
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FIGURE 1: Activity diagram of the proposed solution.

Input: camera image img in Bitmap//Google Vision APIs only accept bitmap images
Output: facial features (head rotation/title)
1. Detect faces in img using Google APIs FaceDetector and store them in list<FirebaseVisionFace> object faces
2. For i =0 — >length of faces list
i. Set face to faces [i]
ii. Set headRotation to angle Y of face
iii. Set headTilt to angle Z of face
//Now using this data for decision-making
iv. If headRotation > 20 and headRotation < —20//means the student is not looking straight
a. If warnTeacher is false//if last time he was looking straight, then wait for the next iteration before marking him inactive
L. Set warnTeacher to true
b. Else//it means he was also looking somewhere else last time
I. Mark this student inactive
c. Else//means the student is looking straight
d. Set warnTeacher to false//clear previous state
3. End

ALGorITHM 1: Detect facial feature and head direction.

specific intervention of learning analytics used to identify
meaningful data for various stakeholders (like teachers, stu-
dents, and administrators) and how data representation can
be helpful in sense-making [16]. Korozi et al. [5] developed
LECTOR—a web-based tool for students’ reengaging sys-
tems in smart classrooms using multimodal data from differ-
ent sources, including an eye tracker, depth camera,
microphone, and other embedded sensors.

Similarly, another approach used LECTOR [100] and a
smartwatch app called NotifEye [101], which shows a
teacher’s smartwatch notification with different information
regarding students’ current learning status, activeness, and
other positive interventions. Holstein et al. [102] developed
a real-time dashboard for the intelligent tutoring system
(ITS), which assists students during their programming
course for learning http://ASP.net (https://dotnet.microsoft
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FIGURE 2: Head pose example where y represents left-right rotation and r represents tilt angle (https://developers.google.com/vision/face-

detection-concepts).

Input: application context to create MediaRecorder object
Output: class activity (“lecturing, Q&A”)

1. Create MediaRecorder object mRecorder using application context
2. Set voiceLevelFromStudentA to amplitude received from student A

3. If voiceLevelFromStudentA > 40

i. Set student A as inactive
ii. Set currentActivity as “lecturing”

il. Set currentActivity as “question answering”
4.Else
1. Voice is not clear for student A, notify teacher

1. If voiceLevelOfTeacher from mRecorder > 40//it means teacher is lecturing but student is talking with someone else

2. Else//means teacher is not talking only student A is speaking
i. Set student A as active (only if he is looking straight)

ArLgoriTHM 2: Infer class activity from audio data.

.com/apps/aspnet). VanLehn et al. developed a FACT multi-
media system [7]—a web-based Al tool that records stu-
dents’ collaborative activities of arranging paper cards on
the math class poster. Wetzel et al. [103] analyze the same
FACT system with a traditional paper-pen-based approach
to evaluate the time wastage factor of both conventional
and electronic systems in learning pedagogies. Although
learning dashboards better visualize students’ data, most sys-
tems require extra hardware and sensors.

2.2.5. Ubiquitous Computing and Other Sensors. The educa-
tional contexts have evolved into complex technological and
social ecologies using different ubiquitous devices to trans-
form the traditional learning space in ubiquitous learning
environments (ULEs) [104]. Igbal [46] represented a mobile
application for teachers to mark quiz and exam papers and
input feedback about students’ performance. Viswanathan
and VanLehn in [105] and Tissenbaum et al. in [106] used
students’ interaction logs with web app and tablet apps,
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Output: raw values from sensors
1. Start

2. End

Input: application context to create SensorsManager object

a. Create SensorsManagers object sensorManager using application context
b. Get sensorsList from SensorsManagers
c. For eachSensor in sensorsList:

i. Set sensor X to value of x-axis of eachSensor

ii. Set sensor Y to value of y-axis of each sensor

iii. Set sensor Z to value of z-axis of eachSensor

iv. Wait for 300 milliseconds

v. If application is not closed

1. Go back to step c//to continuously capture sensor data

d. Release sensorManager//to avoid resource leakage

ALGORITHM 3: Get sensor data from smartwatch.

FIGURE 3: Accelerometer axes (http://developer.android.com/
reference/android/hardware/SensorEvent.html).

respectively, to identify their collaboration in a classroom
session. In [107], Yu-Gang et al. proposed a mobile-based
learning model, enhancing smartphones’ traditional learn-
ing. Smartphones are also used for automating the atten-
dance process in ULE to facilitate teachers. Budi et al.
[108] used image processing to take students’ attendance
by using a mobile camera and a trained machine learning
model running on the server for face recognition to identify
different individuals in the uploaded image. Yang et al. [20]
used voice print to mark students’ attendance and detect
their indoor location in the classroom. In [109], Gligoric
et al. measure the level of interest of a lecture by detecting
student movements using a video camera, classroom sound
(with microphone), and teacher’s movement from his smart-
phone accelerometer.

Prieto et al. [110] used the teacher’s smartphone’s accel-
erometer with other devices like a camera, microphone, and
electroencephalogram (EEG) sensor (for capturing brain
activities) to identify different classroom activities like an
explanation, questioning, and monitoring. They identify
teachers’ actions in a classroom session from multimodal

data and build an “orchestration graph.” And while the
orchestration graph defines who does what and when
[111], it is a time-series graph plotting different activities
with a given time and duration. Similarly, other approaches
[112-114] reduce the infrastructure and use low-end
devices; they used microphones to capture audio data and
segment the lecture into different subactivities like
question-answering. But these approaches require training
the system for each teacher individually because of the
change in voice tone and different speaking styles.

Recommendation techniques recommend tailored
items to a user [115-118]. Liu et al. [119] proposed a
smart learning recommendation system, which captures
data from different sources to determine students’ current
learning state and then suggests or reinforces different
learning strategies (like quiz). In another approach, Bdiwi
et al. [109] investigated the impact of teachers’ positions
on students’ performance in higher education. Wang
et al. [19] used an eye tracker to determine how much
the teacher’s gaze guidance affects the students learning
performance in video lectures. Similarly, Viilo et al. [120]
perform teacher orchestration video data recorded in the
classroom.

2.2.6. Wearables. The advantage of wearables over mobile
devices is that they can be available most of the time, unlike
mobile technology, mainly in pockets or bags [121]. In a
study, Garcia [122] proposed a smartwatch app named
“ScienceStories,” where students can record their science
concepts. They find that the gamification mode has the high-
est use among the students. Quintana et al. [123] evaluate
the acceptability of wearables in education by using the
smartwatch to remind different tasks to the teacher during
the classroom session.Also, Lu et al. [124] used a smartwatch
for learning analytics to predict various activities using the
hand gestures of a particular student. Another study
designed, developed, and evaluated a wearable application
for students with intellectual and developmental disabilities
(IDDs) to assist them in the educational environment [19].
Wearables like smartwatches and smart bands are another
common type of wearables named optical head-mounted
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FIGURE 5: (a) Teacher application showing class status and activeness level in real time. (b) The final report was presented at the end of a
class.

displays (OHMDs) or simply head-mounted displays  (https://www.oculus.com)) or nonimmersive such as smart
(HMDs). They are usually worn over the eyes, which can glasses (Google Glass [124] or Microsoft HoloLens (https://
either be utterly immersive like VR headset (Oculus www.microsoft.com/en-us/hololens/)) [110]. In [112], the
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F1GURE 6: Classroom structure with student and teacher’s positions during the experiment.
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FIGURE 7: (a) Smartphone jacket installed at the chair’s back to keep the smartphone in front of a student. (b) Teacher wearing a neck holder
to monitor classroom status on his smartphone and wearing a smartwatch.

teacher wore Google Glass to view the emotional status of
each student in the classroom.

Patrick [114] used audio data from the microphone for
different segment activities in a learning session. The author
used a machine learning approach to train a classifier and
then predict various activities from the given audio data, like
answering, supervising students, and lecturing. Similarly,
Donnelly et al. [86] also used audio data from the micro-
phone to detect teacher questions from a live classroom ses-
sion. Finally, Bdiwi et al. [108] used RFIDs to find the impact
of the teacher’s position on students’ performance using an
IoT-based approach.

Gligori¢ et al. [87] also used IoT devices, including PIR
and sound sensors, to detect the lecture quality. Finding
the lecture quality in real time is a positive approach, but
using extra hardware raises costs and acceptability-related
issues. In another study, Gligoric et al. [84] used a video
camera, mic, and Android smartphone to detect the level
of interest a lecture created. The author also proposes

another IoT-based solution to show students’ satisfaction
levels [84]. Finally, Mahmood and Salman [125] used a
video camera and Raspberry Pi to find students’ attentive-
ness levels using their facial expressions and assist teachers
in improving their teaching methodology.

The materials and methods should contain sufficient
detail so that all procedures can be repeated. It may be
divided into headed subsections if several methods are
described.

3. Proposed Methodology

The proposed solution needs a smartwatch worn by the
teacher in their dominant hand and connected to a smart-
phone placed in front of the teacher. First, it helps collect
the teacher’s hand and foot movement to identify if the
teacher is moving during the lecture or remains static. Then,
the smartwatch sends its sensor data to the connected
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smartphone, processing and analyzing for final result gener-
ation on the smartphone.

The application collects data from teachers and students,
as shown in Figure 1. The system gets the teacher’s hand and
foot movements and her audio- and face-related informa-
tion using a smartphone and smartwatch from the teacher’s
side. The foot movements help identify whether the teacher
is static or moves and interacts with students. Hand move-
ment is used to capture hand gestures and remember differ-
ent actions. The audio data is used to measure the teacher’s

Wireless Communications and Mobile Computing

sound level and helps differentiate who is currently speaking.
If it is only the teacher’s voice, it is classified as a lecturing
event. If there is a combination of students’ and teachers’
voices, it is counted as a question-answer session or discus-
sion. The facial orientation of the teacher is used to measure
her activeness or tiredness level. A server application is
developed and deployed on the teacher’s smartphone to col-
lect and process the multimodal (different sources) data
from the teacher’s and students’ devices. The processed data
is displayed on the teacher’s smartphone showing statistics
about the current state of the class, e.g., how many students
are active and inactive and what is his voice quality during
the lecture.

The application shows the current status of the class-
room after collecting multimodal data in real time. It also
provides a short glimpse of different activities at the end of
a classroom session, for example, how much time the teacher
spent lecturing, question answering (discussion), and writ-
ing on board. The application can mark students as active
and inactive by processing the head and voice-related data
discussed later in sections. The teacher’s activeness (Equa-
tion (3)) is calculated from two factors, i.e., classroom cur-
rent status and voice level of individual students. The
classroom’s current status can be found using

no.of active students
CS = v , (1)
n

where 7 is the total number of connected students, i.e.,
both active and inactive in that specific learning session, at
the same time, and CS stands for classroom status, which
will be a decimal value between 0 and 1. Similarly, the voice
level can be calculated using

n
VL — i=1 Vi
n * max-voice-level

(2)

Here, V; represents voice level for an individual student,
max-voice-level is the maximum threshold set for voice
level, i.e., 90 decibels (dB) for our experiment, and # is the
total number of connected students. The resulted value of
voice level (VL) will be a decimal number between 0 and 1.
And finally, Equation (3) uses these CS values, and VL can
compute the teacher’s activeness level, which will be again
a decimal number from 0 to 1.

CS+VL
—

! .
Teacher's activeness =

(3)

Finding the value of the teacher’s activeness fulfils our
first object of this research work. Now to meet the second
objective, i.e,, finding the contribution of each modality, we
analyze the kind of data captured from these modalities
and then find the use of that captured data.

4. Implementation

The system works in a local area network to get data from
different stakeholders. The teacher’s application acts as a
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TaBLE 2: Demographics of participants.

S.no. Type Minage Maxage Male Female Total
1 Teacher 34 51 12 6 18
2 Student 24 28 17 5 23

Have you used any teacher orchestration solution before?

H No
Yes

FIGURE 9: Participants used teacher orchestration tools before.

server to collect data from connected students. The student’s
application running on different students’ smartphones is
responsible for collecting and processing the data and then
sending that processed data to the teacher’s smartphone
for final representation and results in a generation. This sec-
tion discusses how the application captures and processes
this multimodal data in real time.

4.1. Data Acquisition and Processing. The following data is
collected from both teachers and students, analyzed and
used to find the classroom status and voice level as stated
in Equations (1) and (2).

4.1.1. Facial Data. According to Mahmood et al. [84], the
understanding of student interest level is allied with the
quality of the lecture. Therefore, the application captures
face-related data from teachers and students to get their level
of interest and activeness in the current classroom session.
This study focuses on head movement to analyze how much
head direction helps identify the current attention level of
the student. For this purpose, Google Vision APIs (https://
cloud.google.com/vision/) detect users’ faces from images
captured using a smartphone’s camera. These APIs provide
a framework for detecting and tracking objects in images
and videos. It supports face detection, barcode reading, and
text recognition. For example, the head left to right move-
ment represents head rotation, with a value between —60
and +60 and represented with y. Similarly, it also gives
clockwise rotation, representing head tilt angle from —45 to
+45 annotated as r. The application takes a picture every 5
seconds and passes the captured bitmap image to Algo-
rithm 1 to detect different face-related features.

The APIs offer different face-related data, including the
number of faces detected, head rotation, head tilt (in
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degrees), smiling probability, eye-opening probability, and
facial landmarks. Shown in Figure 2 is how these APIs con-
sider head rotation tilt angle. Since the APIs provide head
rotation and tilt, the rotation exceeds 20 degrees, i.e., +20
degrees on the right side, while —20 for looking at the left
side (Step vii). Then, the application checks whether he
exceeded this limit last time; if this is the first time he was
noted, the application will wait for the next cycle/iteration;
otherwise, it marks him as inactive. So, for example, if a stu-
dent is not looking straight in the first cycle, the system will
set a flag value warnTeacher to true, but in the next process,
if the student is found looking straight, the application will
mark him active and set warnTeacher back to false.

4.1.2. Voice Data. The application also collects voice data to
infer classroom activities like lecturing or question-answer
session. The microphone is used from existing smartphone
devices in front of the teacher and students. The application
collects audio data and performs preprocessing for noise
removal on the student side. This cleaned data is used to
measure the voice level of teachers and students in the class-
room environment. If it detects only the teacher’s voice, it is
marked as a lecture. But if there is a combination of both
teacher and student’s voices within a defined threshold, then
the system considers it a discussion or question-answering
session. It uses standard Android APIs to collect and extract
features from audio data for audio processing. As the appli-
cation measures the voice level, we used the MediaRecorder
class from Android APIs to get the maximum amplitude of
audio data. The student application sends this amplitude
value to the teacher’s smartphone, and the teacher applica-
tion compares these values captured from different students.
As given in Algorithm 2, if the voice difference between the
two nearest students is noticeable, i.e., a value from student
A is 35dB, while the next student (student B) sends a value
of 60dB, then the application checks whether voice ampli-
tude is captured on the teacher’s smartphone if the teacher’s
voice is around 50 to 60 dB. Thus, the application infers that
the teacher is lecturing while student B talks with someone.
But suppose the teacher’s voice amplitude is less than
30dB. In that case, the application considers that the student
is asking a question and therefore marks that session as “dis-
cussion” or “question answering,” as shown in Algorithm 2.

4.1.3. Hand and Foot Movement Data. To find the teacher’s
mobility and interaction in the classroom, the system cap-
tures her hand and feet to infer whether the teacher is stand-
ing still or moving. The system includes an off-the-shelf
Android Wear-OS (https://wearos.google.com/) available
smartwatch worn by the teacher on the dominant hand. In
addition, it captures data from IMU (Inertial Measurement
Units) sensors, including accelerometer, gyroscope, and
pedometer mainly. The application uses Android APIs to
interact with sensors and captures data at the rate of 40
samples per second to correctly recognize gestures from
raw data [126]. Further details of these sensors are given
below. Algorithm 3 shows steps getting sensory data from
smartwatches.
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Are you satisfied with existing teacher orchestration solution?
B Yes
H No
Ficure 10: Satisfaction level after using existing teacher

orchestration solutions.

TaBLE 3: Question asked after a test run.

S. .
t

o Questions

Is the application easy to use?
2 Did the application improve teacher performance?
3 Did the application produce disturbance during the

classroom session?
4 Did smartphone-based orchestration provide a more
engaging experience in the classroom?
5 Are you satisfied with smartphone-based teacher
orchestration?

6 Should this application be used in other classrooms as well?
7 Any comments or suggestions.

(1) Accelerometer. An accelerometer is used to measure the
acceleration (change of velocity) in three axes (x, y, and z)
[127]; see Figure 3. It reads these acceleration values from
the smartwatch accelerometer to find hand gestures.

(2) Gyroscope. A gyroscope is used to measure the angular
velocity (orientation/tilt) of a device’s three dimensions (x,
¥, and z) [8]. Therefore, it correctly identifies hand gestures
by combining them with the accelerometer data.

(3) Pedometer. A pedometer is an electromechanical sensor
used to detect and count each person’s step [127]. The appli-
cation uses several steps to identify whether the teacher is
standing still or moving toward the students in the
classroom.

4.1.4. Data Representation. To better user experience and
reduce cognitive overload, the application shows a seating
map on the screen to mimic the real classroom structure.
Therefore, when the teacher starts the application to moni-
tor, he is prompted to input the number of rows and seats
in each row in the classroom (Figure 4(a)). Then, starting
the application in server mode, the teacher presents a grid
of icons representing student setting in the classroom
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(Figure 4(b)). This icon changes according to the current
student status; for example, when a student is not connected,
the white icon, but when a new student gets connected, the
application captures his seat number from the connection
request packet and updates their status from the white icon
to a colored icon. To decide which icon will be updated in
the grid of the application, use the seat number.

After collecting multimodal data from several connected
devices, all the data is combined on the teacher’s smart-
phone for final calculation and result generation. The system
contains different features regarding face and voice data
from the student’s side. The application continuously
updates the seat-map grid to show the latest data on the
screen. For example, if the voice level is less than 40dB
(see Algorithm 2, Step 3). Similarly, suppose the user’s face
is not detected or their head direction exceeded by 20
degrees (see Algorithm 1), in that case, the application pro-
vides real-time feedback to the teacher.

On the teacher side, after getting this multimodal data
from all students, the application first calculates the class sta-
tus CS using the number of active students (marked using
Algorithm 1) and total students using Equation (1). Simi-
larly, the overall classroom voice level VL is also calculated
using Equation (2). And finally, by substituting the values
of CS and VL in Equation (3), the teacher’s current active-
ness level can be calculated. The application continuously
calculates the activeness value and updates a progress bar
on the teacher’s smartphone to provide real-time feedback,
as shown in Figure 5(a).

The system also included a smartwatch (Asus Zenwatch
2) worn by the teacher to capture his hand and foot move-
ment. The application captures sensor data of a five-second
window and processes that data on the teacher’s smartphone
to get the number of steps taken and process hand gesture
data. If the number of steps in three consecutive time win-
dows is less than 1 or greater than 3, the system’s foot move-
ment is less efficient for better lecture quality. In addition, it
counts the number of steps during a particular classroom
session, shown in the final report presented at the end of
the class and a detailed summary of a learning session
(Figure 5(b)).

5. Experimental Setup

This section describes the environment setup used for our
experiments during actual classroom sessions.

5.1. Classroom/Environment Setup. Figure 6 depicts the lay-
out and management of teacher and students’ positions in
the classroom during the experiment. The smartphone was
placed in front of a student using the specialized smartphone
jacket installed on the back of the student’s chair in front of
them. Figure 7 shows a chair with a smartphone jacket
installed at the back to get students’ faces and audio data.
Five positions were selected to sit a student with a smart-
phone, whereas a teacher is equipped with a smartphone
and smartwatch (Figure 6). The teacher is standing and
moving during the classroom session. Therefore, his smart-
phone is placed in a neck holder to make it easier to move
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The application is easy to use.
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FiGure 11: Students’ response regarding the easiness of the proposed solution.

TaBLE 4: Performance improvement after using the proposed
solution.

Valid Cumulative
Frequency Percent
percent percent
Strongly 18 45 45 45
agree
Agree 14 35 35 80
Neutral 6 15 15 95
Disagree 2 5 5 100
Strongly 0 0 0 100
disagree
Total 40 100 100

and provide real-time statistics on his smartphone screen. In
addition, the teacher wears a smartwatch on his dominant
hand to capture their hand movements and count their steps
during the classroom using the built-in pedometer of the
smartwatch.

5.2. Display Seating Map. Real-world classroom size is not
fixed, and the system must show a student’s exact position
in the classroom. Therefore, to offer the exact indoor loca-
tion, the application uses QR codes to recognize a student’s
accurate seat map, unlike some existing solutions that use
RFID [8] for indoor location, which is costly and requires
technical assistance. The QR code is placed in front of each
seat to get the seat number and position in the classroom,
as shown in Figure 8.

5.3. Evaluation. For the evaluation of the proposed system,
we conduct questionnaire-based surveys. We first take a pre-
task study from participating teachers during the experiment
to know how many teachers had used an orchestration solu-
tion before. After that, we conduct experiments in several
classroom sessions to try our Android application in real
classroom scenarios. Finally, we take a posttask question-
naire to get participants’ responses after using the Android
application. The statistical data from both questionnaires

are gathered and coded in SPSS version 21 for further anal-
ysis and significance testing.

6. Results and Discussion

After implementing the proposed system, we conducted sev-
eral experiments in different classroom sessions for one
month to better understand and impact our developed
Android application. This section discusses the results and
findings obtained from pre- and posttask questionnaires.

6.1. The Demographics of Participants. For the experiments,
we asked several teachers and students to voluntarily partic-
ipate and use the Android application on their smartphones
during classroom sessions. First, we explain how the system
works to all participants and provide a more engaging user
experience using low-cost off-the-shelf devices. By request-
ing approximately 30 teachers, 18 teachers (12 males and 6
females) agreed to use this application and contribute their
feedback voluntarily. Similarly, by asking 40 students, 22
agreed to participate, where 17 were male, and 5 were female
students between 24 and 28 years (see Table 2).

6.2. The Pretask Findings. We asked the participants whether
they had used any teacher orchestration solution before and
their experience with those solutions/tools in the pretask
questionnaire. As shown in Figure 9, around 80% of partic-
ipants did not use any orchestration tool before, and they
were not familiar with teacher orchestration. The other
20% were mostly teachers, who were also unfamiliar with
teacher orchestration, but they used MOOC:s to assist their
students in the learning process.

We further asked those teachers whether they were satis-
fied after using those applications for managing their class-
room activities. As a result, only 30% said they were
satisfied, while 70% said the results were unsatisfactory
(Figure 10).

6.3. The Posttask Findings. After the experimental classroom
sessions, we conducted a posttask questionnaire-based sur-
vey. The participants were asked about their experience
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FI1GURE 12: Performance improvement after using the proposed solution.
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FIGURE 13: Participants’ response to the disturbance they feel using the proposed solution.

and observations after using the Android application. In
addition, they were asked whether they feel any improve-
ment and how much the smartphone-based orchestration
solution will help create a more engaging learning experi-
ence. These questions are given in Table 3.

After collecting their responses, we coded all the
recorded data in SPSS version 21 and performed a paired
sample t-test for these different questions and variables.
The first question in our survey was about knowing how
the user felt in terms of easiness regarding the proposed
solution. As shown in Figure 11, around 50% of the partici-
pants strongly agreed that the application was easy to use
because the user could join and start with only 2 to 3 clicks.
In contrast, the rest of the 10% and 5% mark the easiness as
neutral and disagree.

The proposed solution’s primary purpose is to improve
teacher performance and increase learning outcomes.

Table 4 shows the statistical data gathered from participating
students presenting the improvements made after using the
proposed solution. About 45% of the students strongly
agreed, and 35% agreed that the application improved per-
formance by presenting valuable data to the teacher, which
supported him in understanding the entire classroom’s cur-
rent status. The same data is also represented in Figure 12
using a bar graph.

Along with improving teacher performance, we were
also fascinated by the proposed system’s negative factor or
downside. Therefore, we asked the participants whether the
application produced any disturbance or distracted them
during the classroom session. Only 35% of the participants
marked a slight annoyance (Figure 13) because the teacher
was wearing a neck holder stand to hold his smartphone,
and the majority of participants in this 30% were teachers.
In contrast, most students, around 35%, disagree with the
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Smartphone based orchestration provides a more
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FIGURE 14: Smartphone-based orchestration provides a more engaging experience in the classroom.
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FIGURE 15: Participants’ satisfaction level after using smartphones for teacher orchestration.

TAaBLE 5: Paired sample ¢-test of the proposed solution with existing teacher orchestration solutions.
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Paired sample test

Paired differences
95% confidence

Std. Std. interval of the
Mean deviation <" difference
ean
Lower Upper

Pair  You are satisfied with existing T.O. solutions—you are
1 satisfied with smartphone-based T.O. solution

t

Sig. (2-
tailed)

-33.80000 14.56709 6.51460 -51.88743 -15.71257 -5.188 4 0.007

disturbance, and only 20% mark it as neutral. Of course, a
neck holder in the classroom might create a slightly negative
impact, which was only used to allow the teacher to view
data easily on his smartphone. But it can be replaced with
a monitor screen installed behind the students, which pro-
vides the teacher with a freer environment to move. Still,

on the other hand, it will add some extra cost to the pro-
posed solution because the primary purpose was to use the
existing devices to create a low-cost solution.

We also investigate how much the proposed
smartphone-based orchestration solution helped create an
engaging experience in the classroom. The majority of the
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This application should be used in other classrooms as well
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FiGURre 16: This application should be used in other classrooms as well.

participants, i.e., 90%, accepted that the proposed solution
successfully made an engaging experience in their learning
environments, while only 10% answered this question as
neutral but none of the participants disagreed with the
engaging impact created by our proposed solution
(Figure 14).

Similarly, to know the impact of using low-cost smart-
phone devices rather than huge and expensive infrastruc-
tures, we asked the participants how satisfied they were
with using smartphones for teacher orchestration; 35%
strongly agreed and 50% agreed that they were satisfied
with using off-the-shelf smartphone devices (Figure 15).
While 10% responded neutral, only 5% disagreed that
using their smartphones is a good idea because of the pri-
vacy concerns.

Now, we compare this satisfaction result with the post-
task results. We asked the participants about their satisfac-
tion level after using the existing teacher orchestration
solutions. Therefore, we perform a paired sample ¢-test and
use this hypothesis and alternate hypothesis:

HO: the satisfaction level of participants is not significant.

HI: the difference between these satisfaction levels is
significant.

A confidence interval value of 95% shows the generated
results in Table 5, where the p value is calculated as 0.007.
This is less than 0.05. Therefore, we can drop the null
hypothesis and accept the alternative hypothesis as valid.
The participants are more satisfied with the proposed
smartphone-based teacher orchestration solution than the
available solutions.

Lastly, we asked whether this application should be
used in their other classrooms. After getting the satisfac-
tion level, the response to this question was also very
encouraging. Around 70% of the students recommend
using this application in other classrooms for teacher
orchestration; see Figure 16. And 15% mark this question
as neutral, while only 10% disagree with utilizing this
application.

7. Conclusion

This study presented state of the art in teacher orchestration
and provided a more engaging student experience in a smart
classroom. It evaluated several learning pedagogies and their
effect on different stakeholders, including students, teachers,
and administrators. This study proposed a solution that used
off-the-shelf devices for teacher orchestration in a smart
learning environment. The solution captures data from
teacher and students and processes it, where each device
processes its data and sends the results to the teacher’s
smartphone to provide real-time results. We also evaluate
the significance of the proposed solution by using the appli-
cation in real classrooms and get participants’ feedback
using a brief questionnaire survey. The results were signifi-
cantly positive and also encouraged smartphone-based
orchestration solutions. Pose recognition significantly
impacts studying body language [128]; therefore, processing
a teacher’s pose in a learning session can open numerous
opportunities in a teacher’s orchestration.

Data Availability

The data that support the findings of this study are available
upon request from the first author.
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In recent years, the development of smart transportation has accelerated research on semantic segmentation as it is one of the
most important problems in this area. A large receptive field has always been the center of focus when designing convolutional
neural networks for semantic segmentation. A majority of recent techniques have used maxpooling to increase the receptive
field of a network at an expense of decreasing its spatial resolution. Although this idea has shown improved results in object
detection applications, however, when it comes to semantic segmentation, a high spatial resolution also needs to be considered.
To address this issue, a new deep learning model, the M-Net is proposed in this paper which satisfies both high spatial
resolution and a large enough receptive field while keeping the size of the model to a minimum. The proposed network is
based on an encoder-decoder architecture. The encoder uses atrous convolution to encode the features at full resolution, and
instead of using heavy transposed convolution, the decoder consists of a multipath feature extraction module that can extract
multiscale context information from the encoded features. The experimental results reported in the paper demonstrate the
viability of the proposed scheme.

1. Introduction

Computer vision stands as the backbone of various modern
autonomous driving systems [1] with semantic segmenta-
tion being one of its fundamental tasks. The goal of semantic
segmentation is to assign a label to every pixel of an image.
Deep convolutional neural networks have opened up a wide
area of extremely effective solutions to problems like object
detection [2], lane detection [3], object tracking [4], and
semantic segmentation.

Improvements in the performance of deep neural net-
works have largely been achieved by increasing the number

of learnable parameters along with careful network design-
ing, making them computationally expensive. Reducing
computational cost and extracting the maximum possible
performance from the minimum number of learnable
parameters is undoubtedly an extremely important require-
ment when dealing with embedded systems in autonomous
driving. To detect large objects in an image, it is necessary
to have a receptive field large enough to gather enough con-
text information, and the use of pooling layers in many
recent networks to increase the receptive field means that
this information is found on a courser scale at higher layers.
Finer details like edges of an object or small/thin objects
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F1GURE 1: The pixels in the blue contribute in the calculation of the center pixel in the output feature map. (a) shows a 3 x 3 convolution with

dilation rate of 1. (b) shows a 3 x 3 convolution with dilation rate of 2.

need high
segmentation.

To increase the receptive field of the network, the
encoder in encoder-decoder methods normally downsam-
ples the image using strided convolution or pooling layers
or both, at an expense of reducing the spatial resolution.
The decoder then uses transposed convolution to upsample
these encoded features to obtain a high-resolution final fea-
ture map; this makes segmenting small objects difficult.
Encoder-decoder structures like FCN [5] and U-Net [6]
use skip connections to connect the lower layers in an
encoder to higher layers of the decoder; this partially solves
the problem by allowing both high layer course information
and low layer fine information to contribute to the predic-
tion of the final feature map. This technique is effective to
some extent but can lead to deeper models with a large num-
ber of learnable parameters.

An alternative way can be to maintain the spatial resolu-
tion of the features in the encoder while using atrous convo-
lution to increase the receptive field. DeepLab [7] modifies
FCN [5] by replacing the last 2 downsampling operations
with atrous convolutions to maintain the receptive field. In
the architecture proposed by [8], atrous convolutions are
used extensively to effectively increase the receptive field
while maintaining the spatial resolution throughout the net-
work to segment smaller objects. Figure 1 shows how atrous
convolution expands the receptive field by adding holes into
a normal convolutional layer. A convolution layer with a 3
x 3 kernel and a dilation rate of 2 has the same field of view
as a layer with a 5 x 5 kernel, while only using 9 parameters.
Dilated convolution is an effective way to maintain spatial
resolution, but going deeper with high-resolution feature
maps can also introduce latency in the system. Processing
features in full resolution can be computationaly expensive,
to reduce the latency in our system we used maxpooling half
way down our network to reduce the spacial resolution by
half, this reduces the run time of our network and at the
same time increases the receptive field for larger objects.
Capturing useful image context information at multiple
scales has proven to enhance segmentation accuracy. Pyra-
mid pooling modules like the one introduced in [9] uses pyr-
amid pooling operation for multiple scale context
aggregation. The authors in [10] divided the initial input

spatial resolution to perform accurate

into four subregions and obtained the pooled features from
each of those four subregions, respectively. DeepLab [7] on
the other hand use atrous spatial pyramid pooling(ASPP)
that exploits atrous convolution to divide the features into
different scales instead of pooling layers. A deeper version
of the ASPP module was introduced in [11] by adding a
standard 3 x 3 convolution after 3 x 3 atrous convolutions.
We have taken a similar approach by using a multipath fea-
ture extraction module as a decoder to fuse together the key
information from three different scales, leading to better seg-
mentation ability.

2. Related Work

Semantic segmentation is of great importance in self-driving
cars and various driving aids. Deep convolutional neural
networks when used in encoder-decoder network architec-
tures have shown remarkable segmentation performance.
Encoder-decoder network architectures were first intro-
duced by Bayesian SegNet [12] and SegNet [13]; they used
the encoder to downsample the features, and then, the
decoder was responsible for recovering the spacial dimen-
sions of the features. FCN [5] used a similar approach by
using a classification model like VGG [14] as an encoder
to extract features and those extracted features were then
upsampled to perform pixelwise prediction in full resolution.

Recent works have brought various changes to the
encoder-decoder structure. Instead of using transposed con-
volution in the decoder, the architecture in [15] introduced a
JPU unit to decode the features encoded by FCN [5], the
joint pyramid upsampling (JPU) unit upsamples the last 3
feature maps from FCN and then uses 4 dilated convolution
layers to extract the features at multiple scales; this decreases
the size of the network and also speeding up the network.
Encoder-decoders like the ones in [16, 17] use an encoder
to extract multilevel features and then used a decoder to
combine them into a high-resolution final prediction, avoid-
ing the extensive use of transposed convolution.

DeepLabs [7, 18] introduced atrous spatial pyramid
pooling (ASPP) to extract context information at different
scales for better segmentation. PSPNet [9] used global aver-
age pooling to capture context information. A similar multi-
path module has been used by [19] to generate a feature
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FiGURE 2: Structure of architecture 1: M-Net encoder+PSP decoder.

pyramid in a generative adversarial network for road seg-
mentation. The authors in [20] use multiple paths in the
decoder to capture different variations in the face with the
same expression label. In [21], the input is taken at three dif-
ferent scales and an attention map for each scale is then
learned. Yap [22] proposed an architecture to segment dam-
ages on the road; the architecture contained detail branch
and segmentation branch using VGG net [14] and Moblie-
NetV2 [23], respectively, as backbone architectures.

All these developments lead to a huge improvement in
prediction accuracy but some of them are hard on computa-

tions. There have been developments to reduce the compu-
tational complexity required to achieve certain
segmentation accuracy. ENet [24] used early downsampling
to reduce the cost of processing large frames and used
PReLU as activation. The use of PReLU tends to increase
the computational cost, but the reduction in computations
caused by reducing the spatial dimensions of the features
early in the network was large enough to make the overall
network faster than its counterparts. SINet [25] introduced
an extremely lightweight multipath structure containing
spacial squeeze modules. These spacial squeeze modules
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FIGURE 3: Connections between 3 convolutional layers of dilation factors 1, 2, and 4.

TaBLE 1: Detailed architecture of the encoder.

Layers Input Output
Conv2d 32 x 56 x 256 32 x 256 x 256 k=3,p=1,d=1
Conv-block 1 Conv2d 32 x 256 x 256 32 x 256 x 256 k=3,p=2,d=2
Conv2d 32 x 256 x 256 32 x 256 x 256 k=3,p=4,d=4
Conv2d 32 x 256 x 256 32 x 256 x 256 k=3,p=1,d=1
Conv-block 2 Conv2d 32 x 256 x 256 32 x 256 X 256 k=3,p=2,d=2
Conv2d 32 x 256 x 256 32 x 256 x 256 k=3,p=4,d=4
MaxPooling 32 x 256 x 256 32x 128 x 128 k=3,s=2,p=1
Conv2d 32x128x 128 64 x 128 x 128 k=3,p=1,d=1
Conv-block 3 Conv2d 64 x 128 x 128 64 x 128 x 128 k=3,p=2,d=2
Conv2d 64 x 128 x 128 64 x 128 x 128 k=3,p=4,d=4
Conv2d 64 x 128 x 128 64 x 128 x 128 k=3,p=1,d=1
Conv-block 4 Conv2d 64 x 128 x 128 64 x 128 x 128 k=3,p=2,d=2
Conv2d 64 x 128 x 128 64 x 128 x 128 k=3,p=4,d=4

k denotes the kernel size, p denotes the padding used, d denotes the dilation rate, and s denotes the strides.

reduce the number of feature maps by half by using point-
wise convolution, to further reduce the computations they
used average pooling to squeeze the resolution of the feature
maps, beating ENet [24] in the total number of parameters.

3. Proposed Method

This section will discuss our proposed methodology in detail.
Our encoder is designed to effectively encode the features in
full resolution without allowing too much latency into the sys-
tem. Since our encoded features will be in full resolution it
would eliminate the need to use extensive transposed convolu-
tions in our decoder. The decoder in our case is a multipath
feature extraction module; this would extract features at differ-
ent scales, making better use of high-resolution encoded fea-
tures. We have proposed two architectures both with the
same encoder but one with PSP module as the decoder and
the second one with ASPP module as the decoder.

3.1. Architecture 1: M-Net Encoder+PSP Decoder. The
encoder is aimed at encoding the features at full resolution mak-
ing much finer predictions possible, while also having a large
enough receptive field to effectively segment large objects.

Our encoder is four conv-blocks deep as shown in
Figure 2. Each conv-block has one standard convolutional
layer and two atrous convolutional layers with dilation rates
of 2 and 4, respectively, and each of them with a 3 x 3 kernel.
Stacking up convolutional layers in this particular order con-
nects each output pixel with 15 x 15 input pixels. To explain
this concept, we have used 1D convolutions to make things
look a bit less complicated. Figure 3 shows a set of 1D con-
volutions each with a kernel size of 3 and a dilation factor of
1, 2, and 4 is used for convolutional layers going from the
top, middle, to bottom layers, respectively. Each conv-
block effectively increases the receptive field by 15 pixels
while maintaining constant spatial dimensions; this order
of dilation rate also avoids the problem where the informa-
tion from the adjacent pixels do not overlap if only even
dilation rates are used as pointed out by [8]. Since going
deep with high spatial resolution can be computationally
expensive, the first 2 conv-blocks are followed by a Max-
Pooling layer which reduces the spatial dimensions of the
features by half, after which 2 more conv-blocks are added.
This also helps to increase the receptive field of the network
and enables it to segment larger objects in the image. Table 1
shows the input and output dimensions of every layer. We
selected a kernel size of 3 for each layer throughout the
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TaBLE 2: The architectural difference between PSP and ASPP modules.
PSP ASPP
Branch Layers Parameters Layers Parameters
MaxPooling k=9,5s=8,p=1 Conv2d k=3,p=8,d=8
Branch 1
Conv2d k=3,s=1p=1 Conv2d k=3,p=1,d=1
MaxPooling k=5s=4,p=1 Conv2d k=3,p=4,d=4
Branch 2
Conv2d k=3,s=1p=1 Conv2d k=3,p=1,d=1
MaxPooling k=3,s=4,p=1 Conv2d k=3,p=2,d=2
Branch 3
Conv2d k=3,s=1,p=1 Conv2d k=3p=1,d=1
TaBLE 3: Experimental results of segmentation models on Cityscapes.
Model Number of parameters Size mloU
ENet 688 K 3 Mb 53
M-Net+ASPP 375K 1.5Mb 58
M-Net+PSP 348K 1.38 Mb 56
SINet 43K 0.3 Mb 43
Image Ground truth ENet SINet MNet + PSP MNet + ASPP

network; we have avoided using larger kernel sizes to reduce
computations. Specific padding is used for each dilation rate
to maintain the spacial resolution. The outputs from the last
two conv-blocks are upscaled using transposed convolution
to recover the spatial dimensions of the features from the last
2 conv-blocks. All four feature maps are then concatenated
together resulting in a feature map of shape 128 x 256 x
256 which is then passed on to the decoder which in this first
case is a PSP module.

The emphasis behind using a PSP module as the decoder
is to extract features from different scales further increasing
the receptive field and to fuse the information received from
different scales. This increases the range of context informa-
tion obtained.

This idea was inspired by the PSP module proposed by
[9] which uses spacial pyramid pooling to capture the global
context information from the high-resolution features.

FIGURE 5: Visual comparison of segmentation masks with different models on Cityscapes dataset.

Multipath structures like the ones used in google’s incep-
tion nets and the ones used in this PSP module can be hard
on computations. To counter the high computational require-
ments, we have used a 1 x 1 convolution layer to reduce the
number of channels. The feature maps are then pooled into
their respective subregions each followed by a 3 x 3 convolu-
tion layer and batch normalization as shown in Figure 2.
The features from each scale are then upsampled using bilin-
ear interpolation and are then concatenated together.

3.2. Architecture 2: M-Net Encoder+ASPP Decoder. Another
way to extract multiple-scale information is by using atrous
spatial pyramid pooling (ASPP). The ASPP module replaces
pooling layers with atrous convolution at different dilation
rates to extract features at multiple scales. The reason why
we have not completely gone with pooling layers in the
PSP module to extract multiscale features is that despite
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(c) The graph of M-Net with a PSP decoder. (d) The graph of M-Net with ASPP decoder.

TasLE 4: Experimental results of segmentation models on Mapillary Vistas.

Model Number of parameters Size mloU

ENet 688 K 3Mb 56

M-Net+ASPP 375K 1.5Mb 61

M-Net+PSP 348K 1.38 Mb 59

SINet 43K 0.3 Mb 50
Image Ground truth ENet SINet MNet + PSP MNet + ASPP

e N I I I
4 I I I I
e I Y S S
A Y e

FIGURE 7: Visual comparison of segmentation masks with different models on Mapillary Vistas dataset.

being robust at increasing the receptive field of the network
maxpooling layers have shown to lose some of the informa-
tion; this effect is shown by the authors in [26], and we have
also observed finer results with ASPP module. We have used
three atrous convolution layers with the dilation rates of 2, 4,
and 8, respectively. Each atrous convolution is followed by a
standard convolution layer with a 3 x 3 kernel as shown in
Figure 4. We decided not to go deep with the convolution
layers in PSP and ASPP modules as a large number of com-

putations on multiple paths can make the system slower.
Table 2 shows the architectural difference between our PSP
and ASPP decoders.

4. Experiments and Results

We have used Pytorch as our deep learning framework to
train and test our model. Adam Optimizer [27] with a learn-
ing rate of 4e — 6, weight decay of 2e — 4, and batch size of 10
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was used to train our networks on Cityscapes [28] and
Mapillary vistas [29]. We have compared our results with
ENet and SINet since they both are known for working with
a low number of parameters.

We have used mean intersection over union as our eval-
uation metric; mIoU is the mean of IoU scores for each class
Equation (1), where TP, FP, and FN represent true positives,
false positives, and false negatives, respectively.

1 C

C

TP(x)

mIOU= & 2 Tp () + FP(x) + FN(x)

(1)

x=1

4.1. Cityscapes. Cityscapes is a large dataset with video
sequences recorded from the streets of 50 different cities.
The dataset has 2975 training samples, 500 validation sam-
ples, and 1525 test images. We trained our networks at an
image resolution of 256 x 256 and with 10 classes. To test
the performance of both multipath feature extraction
methods, we have trained our network first with a PSP mod-
ule as our decoder and then with an ASPP module. Table 3
shows the comparison between ENet, SINet, and our pro-
posed networks on the CityScapes dataset, the number of
parameters of SINet are still much less than our proposed
architecture but the jump in mloU is significant while still
using half trainable parameters; the graphical comparison
between the models is shown in Figure 5 shows that both
of our models tend to converge a bit sooner. Despite having
slightly more parameters than the PSP module, the ASPP
module is still faster than the PSP module while still produc-
ing better results.

The results in Figure 6 show that high-resolution feature
encoding in our model makes it better at segmenting thin
and small objects and also at predicting fine-edged feature
masks. The pole in the first example is segmented by both
of our networks with reasonable accuracy while ENet and
SINet completely ignored it. The person in the second image

is segmented as a blob by SINet and ENet, whereas our pro-
posed architectures have managed to produce better edges
and a more human-like shape.

4.2. Mapillary Vistas. Mapillary Vistas has 25,000 high-
resolution images which are 5 times larger than Cityscapes;
it contains 66 object categories with labels for 37 classes. It
contains images from all devices from all around the world
in various weather conditions and seasons. We have aug-
mented our dataset by flipping the images along the y-axis,
doubling the dataset. We divided our dataset so that we
had 40,000 training samples, 5,000 validation, and 5,000 test
samples. Table 4 shows how each network performed on the
Mapillary dataset. Figure 7 shows that our architectures
maintain a pattern similar to the one presented by Figure 5
on a much larger Mapillary vistas dataset.

All 4 networks are trained on 3 classes naming vehicle,
pedestrian, and road. Figure 8 shows the visual comparison
between the results of all 4 networks on Mapillary Vistas.

Both of our networks have shown similar improvements
on both datasets. Careful encoding of features in high reso-
lution combined with multipath feature extraction has
shown to segment finer edges without any increase in the
number of learnable parameters. The first example in
Figure 8 shows how both of our M-Net architectures were
able to segment 3 different cars separately instead of seg-
menting all three cars as one. In the second example both
M-Nets are able to produce much finer results showing
how it is able to segment both large and small objects. The
graphs below from (a) to (d) show the change in mIoU with
every epoch on a validation set.

5. Discussion

This paper improves on the traditional encoder-decoder
technique for segmentation and proposes a technique to
encode the features in full resolution and uses a multipath



Wireless Communications and Mobile Computing

feature extraction feature extraction module to predict much
finer segmentation masks as compared to its traditional
encoder-decoder counterparts.

U-Net [6] has been one of the most widely used encoder-
decoder architecture for semantic segmentation; its effective-
ness and simplicity is the main reason behind its popularity. It
is safe to say that aggressive down sampling in segmentation
models can cause the loss of important spacial information. It
can be argued that the skip connections in U-Net [6] and Seg-
Net [13] can overcome the loss of information due to down-
sampling, but looking at it from a different angle, it is clear
that the convolutional layer immediately after the pooling layer
will not receive the needed spacial information. Small models
like ENet [24] and SINet [25] downsample the features in the
beginning of the network and then go deep with much smaller
feature maps to reduce the size and computational require-
ments of the model. In this paper, we show why that is not a
good idea when network is to be used for road scene segmenta-
tion. Encoding the features in full resolution and using a multi-
path feature extraction module has shown to result in much
finer and accurate segmentation masks while still maintaining
low computational requirements. The future work of this study
may include upscaling the network to compare its performance
with larger segmentation models. The main limitation of this
technique is that going too deep with full scale features can be
expensive this is one of the reasons why we had to use max-
pooling to be better than the networks under consideration
(ENet and SINet) in both size and speed. Future work might
also be able to study the effect of going deeper with full scale fea-
tures for applications where computation resource is not an
issue.

6. Conclusion

Unlike detection and classification applications, spacial reso-
lution of features is extremely important when it comes to
segmentation. This is also true for road scenes when seg-
menting small objects like a person and traffic sign, etc. This
paper proposes a new deep learning-based model for seman-
tic segmentation using an encoder-decoder architecture.

Instead of following the conventional approach of doing
extensive downsampling of features in the encoder, we have
introduced the idea of high-resolution feature encoding, thus
enabling the decoder to extract valuable multiscale features
from the high-resolution encoded features. To address the
issue of latency due to high-resolution features, the spatial res-
olution is reduced by half after every two convolution blocks.
The downsampled features are then upsampled before being
concatenated with the rest of the features. This way the output
of the encoder is in full resolution. The decoder consists of a
multipath feature extraction module to decode the necessary
information from three different scales. The proposed scheme
is also compared with some classical encoder-decoder archi-
tectures for semantic segmentation. The experimental results
reported in the paper show that encoding in full resolution
has resulted in the prediction of much finer segmentation
masks for both large and small objects. This research shows
the overall effectiveness of the proposed architecture in terms
of improved segmentation performance.
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Data Availability

Two datasets were used in this set of experimentation
namingly Cityscapes and Mapillary vistas; they both are open
access datasets and are available on the following links: https://
www.kaggle.com/datasets/zhangyunsheng/cityscapes-data
and https://www.mapillary.com/dataset/vistas.
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In recent years, an exponential increase has been witnessed in the population of the urban area worldwide, causing a significant
increase in the use of transportation services. The traditional transportation system in metropolitan cities is overwhelmed, leading
to many challenges. The Internet-of-Things- (IoT-) based technology has the potential to optimize transportation services in
several ways. This paper highlights the challenges and consequences of an existing transportation system in Peshawar,
Pakistan, in response to the rapid growth in population. Apart from the common issues, some areas in Peshawar are highly
vulnerable to massive traffic jams. For this purpose, we have proposed an IoT-based framework for busy traffic junctions. The
proposed framework considers the route selection problem as a game of two players, where Nash Equilibrium (NE) sets traffic
for each route so that no individual can improve its performance by changing its strategy. NE calculates the traffic density
from a roadside unit (RSU) collected data, which later detects and avoids traffic congestion by an alternate route selection. The
framework in this paper provides a platform for the academia and transport department to convert the existing transportation
system to IoT-based intelligent transportation in Peshawar, Pakistan.

1. Introduction

The rapid growth in the world population is causing a grad-
ual decrease in the quality of services within urban areas.
According to the United Nations, around 55% of people live
in urban areas and are expected to reach 68% by 2050 [1].
The exponential increase in the metropolitan area is due to
the migration of people for jobs, education, business, health,
and other essential facilities of modern life. This increasing
number puts a great burden on the city administration to
manage resources more efficiently. The city administration
needs to have sustainable solutions to deal with an increas-
ing number of citizens. A smart city is the integration of
information with communication technologies to enhance
the services and operations of the city to facilitate citizens.
Intelligent transport is a vital factor of a smart city where

vehicles are connected to a centralized controller or cloud
[2]. Public transport is one of the leading services that need
to be streamlined to assist citizens. Peshawar city (the capital
of Khyber Pakhtunkhwa) in Pakistan is one of the busiest
and most congested area linking Afghanistan at North West
borders. The population of Peshawar city in 2020 was 2.3
million [3], with an increase of 3.8% from 2019. This num-
ber is increasing day by day as people move towards the city
for better resources and opportunities. The city administra-
tion finds it difficult to provide support to this rapid growth,
especially in public transportation. The current status of
public transport in the city is highly deplorable. The primary
sources of public transport are buses, wagons, and rick-
shaws, as shown in Figure 1. Peshawar has mainly one trunk
road from the central city to the Karkhano market and few
diversions to Saddar Bazar and Hayatabad town. The
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FIGURE 1: Public transport in Peshawar city: (a) buses [4]; (b) wagon [5]; (c) rickshaw [6].

geographic location and existing traffic infrastructure of
Peshawar city make it an excellent use-case for this research.

Public safety and a clean environment are essential pub-
lic transportation factors in developing countries. Road acci-
dents are widespread. It reveals the inadequacy of safety
measures in traffic management systems. Some areas are
highly vulnerable and often subject to massive traffic jams
in Peshawar, Pakistan. Traffic jam in Hasthnagri and Firdaus
areas is a routine matter that causes severe problems for stu-
dents, employees, and patients to reach their destinations on
time. This work not only elaborates on the challenges in the
current traffic status but also proposes a framework for effi-
cient management of massive traffic zone like Firdaus chowk
to minimize the occurrence of severe traffic jams. The pro-
posed traffic jam avoidance framework is an application of
Internet-of-Vehicles (IoV) technology [7]. According to the
suggested framework, all the participant vehicles must be
equipped with GPS, an onboard unit (OBU), and IEEE
802.11p. The route selection problem at the massive con-
gested intersection point is considered as a game of players,
i.e., drivers, where Nash Equilibrium (NE) sets traffic for
each route so that no individual can improve its perfor-
mance by changing its strategy [8]. NE calculates the traffic
density from a roadside unit (RSU) collected data, which
later detects and avoids traffic congestion by an alternate
route selection. Our game represents vehicles, available
routes, travel time as a player, strategies, and payoft, respec-
tively. In the proposed framework, the intelligent cars act as
players to compete with other opponents in an appropriate
route selection to receive an optimum payoft in a short trav-
eling time. It estimates the traffic density based on the fre-
quent beacon messages. Additionally, concerning the
relevant density of vehicles, it recommends a particular
speed based on the space head-ways aiming to avoid the
intercollision of ongoing cars. Additionally, it also provides
an alternate route to minimize the congestion level.

The rest of the paper is divided into six sections, where
Section 2 focuses on the related work. Sections 3 and 4 deal
with the potential challenges and consequences of smart trans-
portation on the public, respectively. Section 5 explains the
proposed framework, and Section 6 represents the evaluation
of the proposed traffic game framework. Finally, Section 7
concludes the paper with recommendations for the future.

2. Relevant Literature

The rapid deployment of IoT-based applications provides a
tremendous change in human lives. Some of the IoT appli-
cations are intelligent transportation, smart hospital, smart
home, smart grid, etc. [9-12]. Different sensors (visual and
scalar) are used in smart transportation, and roadside units
(RSU) are deployed along the traffic routes [13-16]. Trans-
portation has always been necessary for any country,
whether through trains, cars, ships, buses, or airplanes.
Public transport facilities like buses are widespread and
frequently used in everyday life. On the global scale,
around 1.2 million people die due to road accidents every
year, and nearly 50 million people get injured [17]. Nowa-
days, driver fatigue and drowsiness are among the leading
causes of road accidents throughout the world. Various
sensors are used for this purpose in vehicles to detect
drowsiness. Furthermore, different sensors are installed
on the roadside connected to the driver’s phone or car to
detect road surface anomalies to minimize road accidents
by alerting the driver. Apart from this, many researchers
in the literature have contributed to smart transportation
by proposing different techniques [18-20]; a few of them
are discussed here.

In smart transportation, route optimization or naviga-
tion system is one of the most crucial areas. User mobile data
[15] or roadside units on specific locations [21] try to
approximate traffic congestion. The congestion of traffic is
the primary concern of cities, and the ratio of congestion is
increasing day by day due to the increased number of vehi-
cles. Route optimization or navigation is a technique to pro-
vide the best path from source to destination in such a way
to reduce traffic congestion that will decrease vehicle emis-
sions and traveling time [21].

Smart street light (SSL) is another essential service in
smart cities. It ensures a reduction in energy consumption,
which detects the condition of traffic to operate accordingly,
rather than simply following a predefined schedule. An
energy-efficient approach presented in [22] proposed a
Raspberry Pi-based automatic light on and off system by
using a light sensor to detect the intensity of light and IR
sensors to detect bypassing pedestrians or vehicles. A smart
lighting system 1is presented in [23], where different kinds



Wireless Communications and Mobile Computing

of environmental sensors were used to automatically switch
on/off or dim depending on the environment to preserve
energy.

Another application of intelligent transportation is smart
parking, where various intelligent devices, such as sensors,
are used for vehicle detection. For example, the authors in
[24, 25] used a scalar sensor (IR sensors or magnetic field)
for vehicle detection in a parking area and information sent
to a centralized system to increase parking slots and decrease
the searching time. Furthermore, a vehicle-to-vehicle (V2V)
communication based on an IoT framework using M2M
communication is proposed in [26], where vehicles share
their GPS position, movements, and speed with the nearest
cars and simultaneously upload to a server.

In light of the above literature, this paper highlights the
potential challenges of the existing transport in developing
countries (i.e., Pakistan). Traffic congestion is at the top of
all transport issues. In this paper, we proposed a framework
based on the game theory to reduce the intensity of traffic
congestion.

3. Challenges: Smart Transportation

The concept of a smart city is adopted in numerous devel-
oped countries. Some cities are already declared smart cities,
such as Singapore, Seoul, London, and Barcelona. However,
the transformation from traditional cities to smart cities is
still a big challenge in these countries. One of the challenging
and vital aspects of the smart city is smart transportation to
contribute positively to the regional economy. Smart trans-
portation in developing countries aims to improve the
region’s public transport and minimize traffic jams. Some
of the challenges in developing countries are highlighted in
this section. Peshawar city is considered as a case study.

3.1. Technology Infrastructure. In developing countries, the
public transport system in even the major cities is often void
of technological advancements. One of the main challenges
for adapting smart transportation is the lack of robust sup-
porting infrastructure. Consequently, there is no such public
transport system in Peshawar city where drivers can get real-
time information about road conditions or accidents. Traffic
jams at certain junctions are very often badly affects the cit-
izens’ activities. In intelligent transportation, the drivers can
be updated on traffic conditions, route suggestions, acci-
dents, and infotainment using various applications.

Three modes of communication can achieve smart
transportation, i.e., vehicle-to-vehicle (V2V) communica-
tion, vehicle-to-infrastructure (V2I), and connectivity with
regional transport authority (RTA). The vehicles with intel-
ligent devices share information with other cars in the neigh-
borhood, while V2I communicates vehicles with the
roadside unit (RSU) [27]. All of the RSUs are connected
and installed at different points in the city along different
routes. Moreover, a pedestrian can also communicate with
RSU to get updated information. The collected data is passed
to RTA for monitoring purposes and can further plan to
avoid traffic jams. For intelligent and sustainable infrastruc-
ture, RTA needs to implement these technologies to improve

citizens’ quality of life to breathe in a clean and safe
environment.

3.2. Governance. Governance plays a significant role when it
comes to new technology adaptation. Policymakers at the
city level need to contribute positively to uplift the region’s
transport infrastructure and contribute towards the better-
ment of the overall traffic conditions of a city. In developing
countries, unregistered vehicles such as cabs and rickshaws
also burden the traffic that needs to be controlled. The gov-
ernment needs to get them to register and streamline public
transport to minimize traffic’s adverse effects. The govern-
ment’s role is very crucial to uplift the transportation of
any region. In developing countries, bus transit and metros
need to be started to minimize vehicles on the routes, espe-
cially within the city. Due to the rapid growth in the popula-
tion, the number of cars on the road also increases. RTA
needs to think seriously by allocating funds to improve the
road and public transport conditions. As a case study, the
Peshawar local government has started a bus rapid transit
(BRT) project to improve the city’s traffic condition and
transport facility [28]. Intelligent and sustainable transporta-
tion is the need of the day to give improved services to the
citizen keeping in view the current resources and future
predictions.

3.3. Education. In most developing countries, low-income
people use public transport, especially the labor class, as they
cannot afford a personal car. In this part of the world, the
poverty rate is 31% [29], due to which people are unable to
continue their education and start earning to look after their
families. It is one of the main reason of unregistered cabs
and rickshaw that puts an extra burden on the roads. It is
a big challenge for Peshawar to adapt smart transportation
as many citizens are not educated. Citizens cannot use the
mobile application for updates regarding traffic conditions,
infotainment, bus or wagon schedules, online map, etc.
The interactive screens are often deployed at bus stops to
facilitate citizens. Various parameters are recorded and dis-
played inside the bus to keep citizens updated. It is also a
big challenge for those who are not educated enough to ben-
efit from intelligent transportation.

3.4. Cost. The current condition of public transport is not
good because the drivers/owners are not upgrading their
vehicles despite the pathetic conditions. Moreover, almost
all public transport that moves in Peshawar city is privately
owned. The local administration has no funds for the trans-
port chain to facilitate both citizens and drivers. To deploy the
government-funded public transport across the city requires a
handsome budget to buy well-equipped buses and wagons that
run on the main roads while the rest of the vehicles will use
other specified tracks. The overall management and control
rooms need to be established at different city locations to
monitor the traffic condition and avoid traffic jams, especially
at peak hours. Technology-assisted buses need to be hired with
proper infrastructure deployed that can be connected to each
vehicle. A complete setup is required to implement the fea-
tures offered by intelligent transportation.



4. Consequences of Smart Transportation on
General Public

In developed countries, citizens benefit from different trans-
port facilities in the form of public transport, either through
full-fledged smart transportation or a rapid transit bus. In
this section, the impact of intelligent transportation in devel-
oping countries is explored; Peshawar city is considered a
case study. Below are the crucial factors that directly impact
the general public, whether they use public transport or not.

4.1. Social

4.1.1. Problem. In Peshawar city, the citizens are not satisfied
with public transport in its current form, and most of them
are reluctant to use it. Most students and low-income people
travel on the local buses, and others opt for private transport
or cab services. The amount of traffic on the road, comfort-
ability of the buses, the behavior of the drivers, travel time,
and making stops at their determination can lead to frustra-
tion and tension. It can be on the higher side during sum-
mers, severely affecting an individual, whether a student or
an ordinary person. Increased traffic means more time on-
road, and it becomes even worse at peak times. It is highly
recommended that user behavior be adequately analyzed
depending on the city to better plan its available resources
and forecasts future services [30].

4.1.2. Opportunity. Citizen’s satisfaction is essential, and it
can be achieved if the government adopts intelligent tech-
nologies to facilitate them. Smart transportation can signifi-
cantly contribute to citizen satisfaction by giving maximum
system accessibility, minimizing trip time and affordable
fare, and reducing traffic accidents. In an intelligent environ-
ment, citizens can track the bus, vacant seat, bus schedule,
optimum routes, notification of traffic jams on specific
roads, and an accident alert. Moreover, comfortable buses
and dedicated routes will minimize the stress and frustration
of citizens and spend less time. The less you travel on the
local bus, the more you feel good. The government needs
to upgrade the public transport of the citizen to give a better
and safe life.

4.2. Environmental

4.2.1. Problem. An increase in the number of vehicles on the
road increases the emission that severely affects the environ-
ment. In Peshawar, public transport, private cars, and cabs
are not well maintained, which causes pollution [31]. It is
dangerous for health, causing various diseases such as can-
cer, heart attack, and respiratory problems. If a vehicle
spends more time on the road, it will cause more pollution,
and according to the World Health Organization (WHO),
every year, around 5.5 million people die due to air pollu-
tion. Therefore, local administration needs to divert atten-
tion towards a clean and healthy environment. Less time
on the road means less consumption of fuel resulting in
money savings and time.

Wireless Communications and Mobile Computing

4.2.2. Opportunity. Adapting an intelligent transportation
system can reduce emissions and minimize overall pollution,
thus contributing to a clean and healthy environment. In
smart transportation, standard buses with routine mainte-
nance can result in less fuel consumption and less emission.
Intelligent devices such as environmental sensors are
installed at certain places where the number of pollutants
in the environment is monitored. Local administration can
be reported for taking any precautionary measure or future
planning. Suppose people are provided with excellent public
transport facilities, in that case, they will minimize their pri-
vate transport usage, reducing the number of vehicles on the
road. Thus, as a result, it will reduce traffic congestion, emis-
sion, and even traffic accidents.

4.3. Economic

4.3.1. Problem. Poor public transport compels people to opt
for their private conveyance or use a cab service. In Pesha-
war, if you travel from Hayatabad town to Saddar bazaar
in your car, it will take around 20-25 minutes, depends on
the traffic condition, and the fuel consumed will be about
200 PKR. However, if you opt for public transport, it takes
around 45-55 minutes, costing 15-20 PKR, although it is
economical at the cost of time wastage. If you choose cab
(taxi) services, it will charge around 300-350 PKR. Public
transport seems to be very economical, but it wastes time
and adds fatigue and stress. You can opt for rickshaws to
the nearby destination in Peshawar city, but it is rarely used
on the main trunk’s lanes. Due to poor services offered, pub-
lic transport is decreasing daily, which results in lower
drivers’ earnings and can contribute to poverty and unem-
ployment. Moreover, people mostly prefer a shared cab to
reach the destination on time by giving a bit more fare than
public transport [32]. In addition to the above economic fac-
tor, it is reported in [16] that air pollution directly impacts
our health and wallets. The medical cost is in trillion dollars
due to the increase of various diseases caused by pollutant
air.

4.3.2. Opportunity. The government needs to focus on the
improvement of public transport. Reliable transportation
can surely minimize the use of private conveyance and cab
services. Using the above example, the passenger can reach
the destination in less time. It is good to pay 20-30 PKR
instead of paying 300-350 PKR. People will be encouraged
to use public transport rather than private transport, result-
ing in less fuel consumption and saving money and time
(dedicated routes). The drivers can be trained and educated
regarding traffic rules and regulations. Moreover, they can
be compensated in these buses to contribute towards poverty
reduction and to society. A clean and healthy environment
can undoubtedly minimize the diseases caused by these pol-
lutants as citizens will breathe in a clean environment and
reduce medical expenses.

4.4. Public Health Improvement

4.4.1. Problem. The number of vehicles on the road directly
impacts the environment due to emissions. The more cars
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(b) [19]

F1GURE 2: Traffic condition in Peshawar city at day time; the more
vehicle emits pollutants, the more it badly affects the environment;
thus, having negative impact on human health can cause health
diseases.

on the road, the more environment will be polluted, as
shown in Figure 2. According to a report published in
[17], particulate matter (PM2.5) has surpassed in Peshawar
the threshold defined by the National Environmental quality
standard (NEQS). The NESQS recommends 15 micrograms/
cubic meters. According to [17], Peshawar has a minimum
of 40 and a maximum of up to 90 PM2.5 levels, alarming
that it causes an increase in age-specific deaths and can
severely affect the heart and lungs. There are many other
reasons for this cause: dust, waste burning, etc. But vehicular
emission is a significant factor. In Peshawar, the condition of
vehicles used for public transport and even cabs is not main-
tained. The number of motorcycles is increasing day by day
for easy transport. Furthermore, nitrogen dioxide (NO,) is
also on the higher side that weakens the respiratory system
causing various problems to respiration. Mostly traffic police
wardens and people doing roadside businesses are highly
exposed daily for the whole day.

4.4.2. Opportunity. Smart transportation can control the
increasing number of vehicles on the road by providing
excellent and affordable public transit. Most of the problems,
such as traffic congestion, vehicle emission, and accidents,
can be minimized to a greater extent. In Peshawar, the cur-
rent transport system is fragile. The worst condition of the
buses and wagon is possible to convert to a well-
maintained transport. Minimizing the number of vehicles,
especially motorcycles and cabs, will undoubtedly reduce
the PM2.5 and NO2 levels to improve public health. More-
over, environmental sensors can be deployed at congested
points to check different pollutants and help local adminis-
tration accordingly.

4.5. Quality of Life

4.5.1. Problem. The quality of life index is crucial for every
citizen around the globe. It is considered very seriously in
developed countries, whereas in developing countries, it is
pretty ignored or the statistics are not satisfactory as per
standards. Quality of life index is the aggregate of various
parameters such as safety index, health care, cost of living,
traffic commute time, pollution, and few others. High pollu-
tion adds to poor public health. The traffic police, shop-
keepers, and those having their small setup at the roadside

= =

FiGure 3: Traffic intersection point (Firdous Intersection) for the
proposed traffic framework.

are highly exposed. Due to the high traffic and bad condition
of public transport, those who cannot afford private trans-
portation or cab are even reluctant to travel. Social gather-
ings, visiting parks, and tourist spots play a vital role in
individual health. Peshawar city is named a city of flowers
[33], but it is a polluted city due to increasing pollution
and the local administration’s poor management.

4.5.2. Opportunity. To improve the quality of life from the
perspective of transport, citizens can easily travel to different
tourist spots of the city and parks by providing good public
transport facilities. They even can visit their relatives at
affordable prices. If you need to go to any garden or social
point in Peshawar, you might think several times also if
you are using your transport. It is of utmost importance
for the government to conduct a survey and identify the sig-
nificance of various cities in terms of quality of life. The gov-
ernment needs to reduce problems as much as possible in
every service offered in the town but mainly transportation
services. Their roads and transport facilities can easily judge
the quality of life in a particular city.

5. Proposed Traffic Jam Avoidance Framework

The existing transportation system in Pakistan has many
issues, as discussed in the above sections. The proposed
framework is a step towards intelligent transportation,
which is based on IoT [34]. It is assumed that all the vehicles
are equipped with onboard units (OBUs), a global position-
ing system (GPS), and IEEE 802.11p [35]. Additionally, a
roadside unit (RSU) is embedded inside the traffic signal
near the highly vulnerable zone for congestion, i.e., Firdous
Intersection Peshawar. The intersection that we considered
in the proposed framework for traffic control is shown in
Figure 3 (taken from http://www.openstreet.org).

To assess the traffic congestion at the intersection point,
every vehicle frequently exchanges beacon messages with
other vehicles and RSU. The RSU on intersection point
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Destination

RSU embedded
traffic signal

Direct route

Alternate route

Source

FIGURE 4: Proposed traffic monitoring and control framework.

estimates the vehicle density, which later uses for traffic jam
detection and an alternate route selection. In the frequent
beacon messages, every vehicle exchanges necessary infor-
mation, including vehicle identifier, speed, direction, accel-
eration, location, lane number, road type, and time with
other vehicles and RSU [36]. After receiving the beacon mes-
sages, an RSU turns the vehicular network into a directed
graph G(N, E), where N and E denote the number of cars
and roads linking the junction sites, respectively. RSU cre-
ates an adjacency matrix A for a particular road map based
on the received beacon messages. The following formula is
used to calculate the graphical representation of a vehicular
topology:

oo { JT if (], ];) €E, )

oo otherwise,

where JT refers to the journey time between intersection J;
and J;. The congestion detection in the proposed framework

is considered a noncooperative game, where Nash Equilib-
rium (NE) [8] sets traffic for each route so that no individual
can improve its performance by changing its strategy. From
the system model, as shown in Figure 4, it is noticed that we
have two strategies, i.e., direct and indirect. If all the vehicles
use the same strategy, massive congestion will be transferred
to one side of the road. Let us consider the proposed inter-
section point, i.e., Firdous Chowk, where a driver has two
routes to reach the destination, as shown in Figure 4. The
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TaBLE 1: Strategy profile of the proposed intersection point.

Player 1/player 2 Player 2
D I

Player 1 TTp, TT,p TT,p TT,;

I TT,;, TT,p TT,;, TTy;

TABLE 2: List of parameters and its description.

Parameter Description
Road type Intersection point
No. of lanes 2

Poisson distribution
(0-5) veh/min
(0-8) veh/min

Arrival and departure of vehicles
Arrival rate

Departure rate

Vehicle’s length 5m
Vehicle’s speed 60-80 km/h
Vehicle’s acceleration (2, 3) m/s/s
Car transmission range 500 m
RSU’s transmission range 1000 m
Simulation time 500
No. of RSUs on intersection 1

No. of traffic signals 1
Traffic signal mode Auto

Proposed game Nash Equilibrium

Cars passing from south

Players to north

Strategies Direct and indirect

Average total waiting time,
average travel time,
average speed

Performance metrics

Propagation model Two ray-ground

driver can go directly or indirectly. It is supposed that each
route to destination (represented by I,.,) has a fixed length
and speed limit, i.e, 1km and 40km/h, respectively. The
maximum number of vehicles NV in a high congestion sce-
nario on each route will be:

I )
NV=( ), (2
( AVngen )

where [, Avg,,.., and I}, represent the number of lanes, the
average length of vehicle (length + minimum gap), and the
length of the intersection. In the given scenario, the number
of vehicles in severe congestion will be 285 by considering
K =2and Avg,,,, =7m.

5.1. Traffic Control without Equilibrium. Suppose that 250
cars want to move from source to destination. In the
absence of proper route planning, it is possible that all
cars take the direct route; then, the total travel time for
every car is 370 seconds (6 minutes approx.) calculated
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FIGURE 5: Expected waiting time on road intersection under different arrival rate.

by Equations (3) and (4). The same is true for the indirect

route as well.
d.
v=1-5), (3)
( df)

TT = e, (4)

where v;, d;, and v; represent the current speed, current
density, and speed limit, respectively. TT in Equation (4)
refers to travel time. Contrarily, if the traffic evenly divides
among the two routes, so that each carry 125 cars, then
the total travel time on each route is 1000/12.48 =80
seconds.

5.2. Traffic Control with Theoretic Game Approach. The traf-
fic control in the above scenario is a game where the oppo-
nents/players correspond to the drivers, and their route
selection to the destination refers to strategies. In this paper,
Nash Equilibrium is used among the opponents to improve
traffic flow over the selected strategies, i.e., direct and indi-
rect. In NE, no player/opponent will benefit by changing
its current route to the other route. In the above scenario,
the payoft to each player in the equilibrium case is optimal,
and it degrades in the case of switching the strategy. The
game in this paper is limited to two strategies. However,
there are no constraints on the number of players. As men-
tioned earlier, any strategy in which the number of vehicles
is not equal to 125 cannot be NE. On the other hand, if both
strategies have similar vehicles, i.e., 125, then the given situ-
ation will be NE. We used a mixed strategy NE in the pro-

posed framework. The traffic congestion avoidance game is
shown in Table 1, where two players, i.e., player 1 and player
2, are fighting to get a good payoft.

The D and I in Table 1 refer to direct and indirect routes,
respectively. Let player 1 plays D with probability p and I
with probability (1 —p). In addition, player 2 plays D with
probability q and I with probability (1 — q). The order pair
(TT,p, TT,;) represents the probability that player 1 will
select strategy D given that player 2 will select strategy I.
From the mixed strategy NE game, the expected payoft of
player/agent 1 is a function of player 2 individual strategies’
probabilities, ie., u,;(D)=f(q,1-¢g). If player 1 best
responds with a mixed strategy, player 2 must make him
indifferent between D and I.

uy(D, (g 1-9) =uy (L, (g, 1-9)s

(5)
TT\pq+TT\p(1-q)=TTyq+TTy(1-q).
The same procedure can be carried out for player 2 pay-
off calculation considering player 1 strategy probabilities, i.
e., (p, 1 - p). Likewise, player 1 must randomize to indiffer-
ent player 2.

uy(Dy(p, 1= p) =, (L(p> 1 - ),

6
TT\pp+TT\p(1=p)=TTyp+TTy(1-p). )
Thus, the given game will be mixed strategy NE, if only
player 1 plays direct and indirect strategies with probability
p and 1 - p, respectively. Additionally, player 2 plays with
gand 1-gq probabilities for direct and indirect strategies,
respectively.
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6. Assessment of the Proposed Framework

We conducted various experiments to measure the efficacy
of our proposed framework. The performance of the sug-
gested framework is compared with a simple queuing
model that ignores the equilibrium of vehicle flow in each
direction.

6.1. Environment Setup. The proposed framework is checked
and evaluated at a congested intersection where alternate
paths exist to a specific destination. For this purpose, we
used http://OpenStreetMap.org [37] to extract real road
traces of a junction point in Peshawar city, Pakistan, as illus-
trated in Figure 3. The OpenStreetMap gives a complete
overview of the road structures. We set the specified junction
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in the OpenStreetMap address bar and extracted it for traffic
assessment. Later, for traffic generation and route planning,
a well-known traffic simulator SUMO (Simulator for Urban
Mobility), version 0.24.0, is employed [38]. The SUMO traf-
fic traces were used as a data set for our suggested system,
which was later imported to MATLAB (R2019b) for further
assessment. The parameters and performance metrics that
we used in our experiments are given in Table 2.

From Table 2, we have three performance metrics that
are measured under various densities due to nonpredictive
arrival rates. The definitions of all these metrics are taken
from the queuing theory, as discussed in the reference in
the context of telecommunication [39].

6.2. Results and Discussion. This section evaluates the pro-
posed traffic model with different densities of vehicles under
varying arrival rates at the intersection. Three performance
metrics, namely, average total waiting time (the average
waiting time of a vehicle at intersection), average travel time
(the time taken during travelling), and average speed (aver-
age speed of an individual vehicle during travelling), are
evaluated with different vehicle arrival rates. The relation-
ship between arrival rate and waiting time at the intersection
is depicted in Figure 5.

The line graph illustrates that the arrival rate is precisely
related to the delay on the junction. In other words, the
higher the arrival rate, the longer the delay at the selected
junction point. However, the performance of our suggested
traffic model in terms of waiting time is not adversely
affected by frequent vehicle arrivals. The efficient use of
NE, in which players select an optimal path based on the
activities of other players, is the cause for the resilience
against the high arrival rate. The effectiveness of NE can also
be verified by looking at the results of a typical traffic model
(without NE), where frequent arrivals have a substantial
impact on the waiting time at intersections (see Figure 5).
Now look at the performance in terms of travel time, we
can see in Figure 6 that our proposed method outperforms
the traditional scheme.

The proposed traffic controller takes 2-2.5 minutes to
reach the destination after leaving the intersection at a given
speed. Because the proposed framework correctly handles
traffic on all possible routes, the number of vehicles on any
given road segment is insignificant. As a result, travel time
is not affected like other conventional schemes. Again, the
traditional method performs worse than the suggested traffic
control scheme, with a maximum arrival rate of 7 minutes.
Finally, the travel speed is evaluated in relation to various
arrival rates at the intersection point. Figure 7 depicts the
speed of travel from the source entrance to the destination.
It can be shown that the arrival rate is inversely related to
speed. As a result, increasing the arrival rate reduces the
speed of cars, as shown in Figure 7.

7. Conclusions

Smart transportation is an advancement in the conventional
transport system which improves quality of public life by
providing optimized services and enhances the sustainability

of urban cities. The realization of smart transportation has
enormous challenges and consequences. The metropolitan
city Peshawar is the capital of Khyber Pakhtunkhwa prov-
ince in Pakistan, one of the most populated city of the
region. The current status of public transport in Peshawar
is deplorable.

The transport department faces many challenges to sup-
port this rapid growth, especially in public transit. Some
routes in Peshawar are highly vulnerable to massive traffic
jams, which leads to various issues for students, employees,
and patients striving to reach their destination without
delays. IoT-based smart transportation is the need of the
day to cope with massive traffic jams. It optimally assesses
the traffic density, detects congestion, recommends appro-
priate speed to the drivers under various circumstances,
and resolves the congestion by discovering an alternate route
to the destination. The proposed framework in this paper
not only reduces the travel time to the destination but also
reduces fuel consumption and environmental pollution.
The proposed framework uses two players’ games. In the
future, we will consider multiple player games aiming to
reflect the highly congested traffic scenario effectively.
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Content naming and lookup are decisive functions of the future architecture named data network (NDN). The core concept of
NDN is the content distribution between consumers and content providers. The NDN supports advance vehicular networks
that is famous with vehicular-named data network (VNDN) with different naming schemes such as hybrid, flat, attribute-
based, and hierarchical names. These schemes are used in a static way for vehicular network, in summary, the hybrid, flat, and
attribute-based makes a complex structure, and on the other hand, hierarchical names long in length and name lookup
performance are a bottleneck in NDN, which can directly affect the network performance. Therefore, we introduce a dynamic
naming scheme and lookup method (DNSL) for VNDN to mitigate these issues. We argue that the dynamic naming scheme is
a better approach to VNDN, while the static name is a cost-effective, hefty, integrated fashion, and improper for the vehicular
network. This study focuses on (1) a dynamic naming scheme using dynamic-tag and (2) a lookup method based on node
partition of trie; the trie approach is very famed in data structure and extensively used for the lookup content, insertion, and
deletion processes. Our experimental evaluation shows that the DNSL scheme is highly efficient, scalable, and provably correct

for VNDN.

1. Introduction

Coincidentally, NDN is a role model of the information-
centric network (ICN) that allows users to request data with-
out knowing the host node. The core focus of NDN is data,
identified by names instead of nodes or devices in the net-
works. In the NDN architecture, all devices keep up infor-
mation with the NDN table’s structure, which commonly
uses the content table, pending information, and forward
information tables. Typically, VNDN covers these mecha-
nisms like NDN vehicle-to-infrastructure, vehicle-to-vehicle,
vehicle-to-everything, and infrastructure-to-vehicle [1].
Inspired by content, the named data networking (NDN)
[2] is a new data communication approach that will replace

the current IP infrastructure, which can help achieve perfor-
mance compared to IP-based vehicular networks. Now,
much-emerging applications and content distribution net-
works rely on named-based services for content forwarding
and fetching by names. Therefore, a name lookup, insertion,
and updates are the core function of the name-based vehic-
ular networks. The vehicular network (VN) is the extended
version of mobile ad hoc networks to provide moving vehi-
cles’ communication services. Moreover, in [3], VN is very
efficient for the large-scale distribution system and many
road safety systems. The current trend of VN’s communica-
tion is entirely based on IP addresses, which may have some
issues due to IP limitation. The VN environment requires a
vital communication link without session breakage. Hence,
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in this regard, VNDN provides a reliable and efficient com-
munication architecture for sharing any information
between moving vehicles in the traffic scenario.

The namespace is a crucial component of NDN. The
NDN adopts a hierarchical naming structure that is human
readable. It seems like a uniform resource locator URL with
separate “/.” The benefits of the hierarchical structure are the
compatibility with the system and minimize the routing
aggregation, which helps to improve the search for the rout-
ing table. However, the drawback of this scheme has a long
length. The hierarchical scheme is not suitable for that net-
work, which already has a long component, and it becomes
tough to remember and consumes more memory. On the
other hand, a flat naming scheme is introduced and uses in
future architecture of information-centric networks (ICN)
like MobilityFirst, Netlnf, and DONA. The flat naming
scheme generates by different encryption-based [4]
methods. The flat scheme is globally unique but reduces
the aggregation process. Using a flat scheme increases the
size of the routing table and may be challenging to read,
which requires an additional cost to read it. The suitable
naming scheme is still a critical issue for all NDN-based net-
works and unique in VN.

The vehicular named data network (VNDN) has newly
received significant attention in the research community. A
name-based lookup method is essential. However, several cru-
cial issues and challenges related to name-based lookup are yet
to be addressed to successfully realize a content-oriented net-
work model for the VNDN and the future’s internet. The
name prefix is considered longer than the IP prefix [5]. The
lookup time for the name’s unbounded length may take more
time and increase the forwarding table’s size compared to the
IP prefix in a vehicular network. A name-based lookup
scheme faces significant problems. As per the NDN rule, the
packet’s reputation depends on the application naming
method for every request identified by a unique name.

Lookup is a core function of NDN to scan hundreds and
millions of characters to find the long prefix matching
(LPM) in the forwarded information base (FIB). The name
length is correlated to the lookup time, which has still a
big challenge to achieve the lookup speed [6]. Many naming
schemes (flat, hierarchical, and hybrid) are presented to
improve the lookup time, but FIB forwarding tables could
not give desired results, and the static naming scheme not
suitable for VNDN. Therefore, the existing baseline lookup
and naming methods based on trie are less efficient as per
the above discussion in achieving unique prefix naming
and lookup method for the dynamic scenario in VNDN.
Furthermore, the trie can play a crucial role in forwarding
tables [7] to get the desired content. This data structure sup-
ports both the longest prefix match (LPM) and the exact
match (EM). Trie is also beneficial to update and removal
function, which is the reverse of the insertion [8]. The chal-
lenges of existing studies and the benefits of trie motivated
us to design a unique naming and fast lookup method to
improve the performance of the whole network in VNDN.

In this paper, we address the content naming scheme
and name lookup issues for VNDN. We propose a dynamic
naming scheme and lookup method, efficient for the VNDN
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environment, and offers a content lookup guarantee. The
dynamic naming scheme uses shared features of hierarchical
and hashed naming methods. At the same time, the lookup
method is based on node partition of Patricia trie (PT).
Moreover, our proposed method does not require any addi-
tional computational expenses to manage the trie structure.
Our proposed work is specially designed to meet the follow-
ing objectives:

(i) We design the novel trie based on node partition
using compact trie

(ii) The dynamic tag is introduced in this study used for
VNDN, which is unique to identify the producer
node and the content itself

(iii) We improved the content lookup process and mem-
ory usage performance via node partitions that
merge the same prefix bytes on a single node. More-
over, which helps to improve the overall network
performance

(iv) We also provide a quantitative comparison of our
DNSL scheme with the existing approaches

The existing naming approaches and lookup methods
based on the trie for vehicular are discussed in Section 2.
Section 3 presents the system model and interest process
for VNDN. Section 4 introduces the proposed scheme and
the evaluation of proposed work with other states of the
art. Finally, we conclude our work in Section 5.

2. Related Work

2.1. Naming Schemes. We first address the proposed naming
schemes presented in [9], a proposed naming system for
vehicular network traffic details, as this paper, focuses on
the naming scheme and lookup process. The following is
the naming scheme: “/traffic/geolocation/timestamp/data-
type/nonce.” The author uses the traffic variable as the iden-
tifier of the application, current location as road-ID and
segment value, timestamp as the time date, data type as the
type of data, and nonce as the nonce to prevent interest
duplication. To simplify NDN names, the author invented
the hash encoding scheme [10] for vehicular networks. The
procedure is divided into two parts: (a) compress the name
and (b) lookup procedure used the Wu-Manber method,
which is expensive due to its complexity.

Communication in ICN uses content information
instead of the geolocation and address of the interest source
[11]. Inspired by the content’s characteristics, the smart
house is introduced in [12], which gives an idea about a
smart house idea using a hierarchical naming structure
based on the NDN architecture. As per a naming scheme
structure, a component has specified the activity action and
sensing. The subcomponent identifies which exact action
will be executed to turn off the light, get its temperature,
and get the mac address of the terminal devices inside the
indicates by location components. The names in this system
are just too long.
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The NINQ (name-integrated query) systems introduced
a hybrid scheme [13] for the NDN architecture. This scheme
is divided into three parts: (1) hierarchical namespace, (2)
flat portion based on hashing, and (3) query, which used
command and interest as a satisfaction rate and typical
latency, use of energy, and volume of data in a network; this
scheme seems promising; the namespace and request proce-
dure may be too much longer.

A similar scheme is suggested in [14] in which hierarchi-
cal names for reliable models are used to ensure autonomous
vehicles’ validity in producing data. The scheme follow the
format as/applicationprefix/typeof data/datalocation/name-
marker/vehiclename/timestamp. The prefix of application
is a component that specifies the application name, which
generates a data type element that signifies the produced
data type and the current position of the component that
indicates the content’s location. For keeping the historical
detail of the vehicle movement, the label is used to identify
the starting and ending points. In this strategy, the location
may have numerous name components that make redun-
dancy and trouble in access.

The global name scheme is proposed using services-
based architecture (SEVen) [15]. The global name is the key-
stone of this architecture [16]. This naming scheme consists
of uppermost groups that indicate three main classes: (1)
services for safety, (2) transfer information, and (3) infotain-
ment. Prioritization of content is based on the class level.
Applications have identified the type and group of the ser-
vice into class levels. In conclusion, the name identifier and
metadata restrict discrepancies that result in demanding
data from the various neighboring producers.

To enhance the names lookup, the author designed the
adaptive prefix Bloom filter (NLAPB) [17] and uses a Bloom
filter to match the first part of a naming scheme, and a sim-
ple trie processes the other part of the scheme.

The similar work presented with a hybrid scheme [18] for
vehicular networks (VN’s) in ICN takes advantage of flat attri-
butes based on hash method and hierarchical naming struc-
ture. The naming format is distributed with three chunks: (1)
firstly, the name is used as an identifier of VN; (2) the next part,
which has the detail of consumers based on hierarchy scheme,
this portion supports simplifying the routing information and
name aggregation; and (3) the third or last portion is a flat por-
tion based on the Base64 format to contain owner signature or
item information using the hash method. The flat portion
promises content integrity. This scheme is theoretical and
needs a detailed feasibility analysis. Furthermore, the proposed
scheme has some drawbacks, containing long variables and the
absence of a name length restriction, resulting in a bulky prefix
table and a consumer takes much time to search the contents.
Meanwhile, in [19], we improve this study using a managing
scheme based on compact trie (CT) for VN. Moreover, the
authors examined VN imitation outcomes and determined that
the proposed scheme improves space consumption and
lookup. The hybrid naming scheme has many benefits rather
than hierarchical or flat. However, a critical combination may
make a more complex scheme and increases lookup time
because of rehashing. Thus, a lithe and suitable naming scheme
is required yet for vehicular networks based on NDN.

2.2. Name Lookup Method. In PlusBitmap Caching (PBC) [20],
the first lookup request/com/yahoolindexll, since the cache is
already empty, the corresponding prefix is admitted to the
cache after the main table examine. If no false positives occur
when checking the bitmap, the second lookup request/com/
yahoolnews returns a cache hit. PBC accepts the third lookup
request/com/alibabalindex with a leaf flag since it misses the
cache but fits a leaf prefix in the main table. If there are no false
positives when checking the bitmap, the fourth lookup request/
com/yahoolindexll also hits the cached entry (/come/yahoolx,
Rl). As per our knowledge, PCB achieves the cache perfor-
mance and increases the trie height due to bitmap structure.

The NCIS [21] method adopts dual DHT rings to clas-
sify the contents elements. The first portion of this method
is based on names, while the other ring is based on contents.
Moreover, a pair of keys and values are used for a table. The
key represents a content’s name, and a value is considered a
pointer to the contents. The pointer acts like the lookup ser-
vice to the entry point, takes NDN-based names as input,
and then pushes it back to the contents. It might be possible
that if the NDN name fails to be routed, then the pointer will
carry the prefix information for routing. A name-based node
serves the push-it-back contents and handles the keys/value
pair. The ring, based on contents, provides the functions in a
similar way to conventional DHTs. The distinction is that
the name/other names pair is often pushed back to the
name-based ring by the content-based one. This technique
joins names with the content of hashes. NCIS is still in its
infancy phase and needs to implement on the NDN struc-
ture for content lookup and sharing.

The authors suggested BF-PDT [22] name search strat-
egy, which integrates the Bloom filter, popularity graph,
and the tire properties. The flowering filter in BF-PDT will
help to find out the variables in the application. Meanwhile,
the popularity graph is dependent on the content-centric
network characteristics and trie properties to improve the
trie structure. They also conducted tests for BF-PDT, dem-
onstrating that BF-PDT improves the searching speed at
reduced memory cost.

To provide NDN-based location data retrieval, the
author suggested a hierarchical name data structure in
[23]. The safety info is broadcast in vehicular networks via
the publisher and subscriber; the author effort in [24] uses
NDN and the hierarchical naming scheme.

To improve efficiency, the authors created a list of localized
hops. Subsequently, a piece of information is likely to share
with a prefix with earlier data, and the skip list (SL) checks start
nearly the node of that prefix that was earlier node. This pro-
posed method eliminates the significant node redundancy for
lookup time [25]. As a result, it significantly decreases the
searching time. The assessment results indicate that this design
achieves a performance compared to the initial design, but the
proposed design is complex to implement in reality.

The lookup speed can be achieved by port information
in the trie. The study introduced P-Trie [26] based on is
based on the trie. Each node has three portions: (i) accep-
tance (store last bit information of prefix), (ii) advanced
node (the node that holds the prefixes of its leaf node that
have a similar outgoing port but no one can further be



divided like a child node, and (iii) the intermediary node
(holding others nodes). When an identical node arrives at
the advanced node, the port’s component is given back
instantly. Meanwhile, if an identical node occurs on the inter-
mediary node or acceptance node, the process will continue,
and the succeeding bits will be compared. On the other hand,
if a mismatching happens anywhere, the port push it back to
all elements, and the lookup process starts. The proposed trie
increase computational cost and not good for VN.

Another trie-based method is proposed to resolve the
longest prefix matching (LPM) issues in NDN [27]. The leaf
node is merged with their rooted node to achieve memory
and processing time performance. The author impresses by
the following reasons: (i) binary trie (it can be easy to com-
press), (i) use bit string (can be processed quickly in any
naming system), and (iii) namespace (name is used for
direct lookup and forward it without parsing). The author
has used the longest prefix classification (LPC) based on dual
binary trie instead of longest prefix matching (LPM). It
works like LPM but stores only first-level components rather
than whole components’ names. A secured method is intro-
duced to extract the hybrid feature in [28], and the deep
learning model is designed for different application storages
in IoT devices [29].

The complex name strategy takes more processing time in
the FIB table [30, 31] than IP-based networks because of the
unbounded length of names. Name processing is a core issue
in the forwarding engine and needs to reduce the NDN struc-
ture’s table size. The global services demand a faster lookup
method in the forwarding table of NDN.

3. Proposed DNSL For VNDN

This section discusses the system model and presents the
proposed naming scheme and name lookup method using
dynamic tag. We aim to improve the overall performance
of the lookup process, insertion, and deletion entries in the
FIB table and reduce the memory using the DNSL scheme.

3.1. System Model. We consider a vehicular network by a graph
G ={N, C} set of vehicle nodes N, and C is the connections
between the two (n,, 1) € N vehicles, where (n,, n,) indicates
the number of vehicles the moving in a different location. Each
node exchanges the packets (interest and data), and each
packet carries the content information. A desired content can
get from the producer node D,, or content server C..

3.1.1. Packet Process. When a request arrives at N, it first
checks the local cache; if matched then forward to the
requested node. If the content is not matched in local cache,
then it will check in PIT; if content is found then add the
interface information and discard it. Otherwise, the content
can be taken from C, via FIB.

3.2. Proposed Naming Scheme. Dynamic naming offers a
flexible approach for VNDN to maintain communication
and record of moving vehicles based on ICN. Our proposed
DNSL scheme reduces the memory cost and achieves the
desired lookup performance in the routing table that is
shown in Figure 1. Firstly, we introduce the basic naming
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format for a vehicular network and then presented the pro-
posed DNSL scheme’s structure and names lookup method
for VNDN.

3.2.1. Naming Scheme Format. The naming scheme is an
essential part, which helps to implementation in the NDN.
This section gives an overview of the NDN naming scheme
based on a hierarchical structure. Each application has its
proprietary namespaces, and then, the publisher generates
the desired data using a namespace giving to prearranged
policies. A general naming format of NDN is shown in
Figure 2, which is divided into three parts: (a) the first con-
sist of the vehicle information; (b) the second part keeps the
content information, which is stored in the content table to
serve the consumer request; and (c) used for authentication
purpose.

Both the consumer and publisher first register their
namespaces to join the NDN network. Each publisher is
declaring a list of contents, which they can provide to con-
sumers after registration. The consumers are generating
request with their namespace, such as “V117/Wasi/video/
aa.mp4/(L1, RSUIL)/...,” where V117 indicates the vehicle
identity, “Wasi” represents the user information, video
belongs to a type of content, and aa.mp4 shows the subtype
of content, and (L1, RSU1) signifies the current status with
location and roadside unit identity of the consumer and
publisher. The novelty of the DNSL scheme provides many
advantages for VNDN based on ICN.

(1) Static part: in VNDN, the static prefix remains con-
stant once the consumer generates it. The static part
must be unique in the VNDN networks. Content
naming is played the role of uniqueness in VNDN

(2) Dynamic tag: we proposed a dynamic tag, which is
change by the movement of vehicles and gives the
current status of vehicles

(3) Dynamic tag helps aggregation, reduces the routing
table entries, and improves lookup speed compared
to CT scheme [19] and others (seen in Section 4).
This portion of our proposed scheme also allows
the facility to keep track of vehicle movements with
the NDN architecture. Figure 1 shows the structure
of the FIB table using a dynamic naming scheme

Figure 1 first stores unique static prefix using the NDN
storage structure and a second portion consist of dynamic
tag and captures the current position of moving vehicle,
and the roadside unit (RSU) acts as a next hop, when a
new request arrives, by default is stored in the stack. Then,
it performs more queries operations; the most top record is
returned by default from the stack of FIB. When RSU col-
lects the payback data, the removal process begins after get-
ting the data from the consumer. Our proposed works
reduce the routing table size in the same interest routing;
the record lookup and storage based on PT are discussed
in Section 3. Our proposed DNSL scheme uses a hierarchical
namespace and converts it into twofold chunks of the static
and dynamic parts shown in Figure 1.
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[ Static prefix j

[ Dynamic tag j

V117/Wasi/video/aa.mp*

L60, RSU4 j

L1, RSU1 )

L20, RSU2

‘ V129/Jhon/image/hq.ping

L5, RSU2 )

‘ V203/Nick/book/B1.text

*—
¢

L40, RSU3 )

F1GURE 1: Dynamic naming process in FIB.

CTRY/CITY/ROAD-INFO/USER-ID/VEHICLE-ID/TYPE/SUB-TYPE: SIGNATURE

Vehicle information

Content information Hash section

FIGURE 2: NDN naming format.

Figure 3 shows the comparison of the static naming
scheme and dynamic naming scheme in which our proposed
dynamic tag is associated with the dynamic scheme. More-
over, 1, 2, and 3 indicate that a single dynamic name can be
used for multiple dynamic tag, improving lookup efficiency
and reducing memory usage rather than a static naming
scheme. Furthermore, Figure 3(b) shows the dynamic and
static naming schemes using the same contents in the FIB
table, and we found redundancy in the static scheme, whereas
the dynamic restricts the redundancy using dynamic tag.
Moreover, in Figure 3(a), our proposed scenario illustrates
with dynamic naming for VNDN, in which each vehicle first
registered and generated its routing information to its nearby
RSU. Figure 3(b) shows the process of both dynamic and static
naming schemes using the same contents in the FIB table, and
we found redundancy in the static scheme, whereas dynamic
restricts the redundancy using dynamic-tag. Moreover, the
performance is discussed in Section 4.

3.3. Name Lookup for VNDN. The name searching process is
the primary function of the forwarding engine in NDN. The
proposed scheme keeps elements with familiar characters or
symbols in the content set Z and can be signified by a recur-
sive function.

DNSL(W) = <r, DNSL(&W W),DNSL (EW] W), ., DNSL <£ [ } w) >
(1)

where 7 represents the root trie, §, confines the prefix
starting set with p, number of prefix characters at the inter-
nal leaf node, and j represents the number of leaf nodes in
DS(W) and j< max . WIi|]. However, the existing
approaches simple trie has overhead in height and width,
NLAPB requires many pointers, consumes processing time
and more memory to fetch the desired result, and CT has
overhead in width that affects lookup time and takes more
memory. Therefore, we proposed DNSL, in which the
lookup method is based on node partition using PT; which
keeps all records in one node with the same characteristics,
symbol, and figures. The prefix matching for the given string
or name t with the length of y; in our proposed scheme,
DNSL  Pmatchpyg 5, (ty) required a small number of

pointers to fetch the node and branching the nodes, such as

PmatchDNswpt(t)’) = Z 5 (2)

2. [ match(t[m]),
m=1

Suppose the symbols and characters from the ASCII
code are represented with C, where t[m] € C. Besides, < use
as a pointer to fetch the node’s record. As per Equation
(2), the lookup processing time is reduced rather than simple
trie, NLAPB, and CT. Moreover, CT required rehashing to
mitigate the collision concerning lookup and insertion.

We design the trie based on node partition. The partition
policy has two characteristics: first, we keep the record of the
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(a) VNDN scenario

Static Naming Scheme

Dynamic Naming Scheme

Content Next-Hop Content Dynamic-Tag
V117/Wasi/video/aa.mp4/L60/ RSU4 B > L60,RSU4
V129/Jhon/image/hq.png/L5/ RSU5 V117/Wasi/video/aa.mp4/ 2. L1,RSU1
V117/Wasi/video/aa.mp4/L1/ RSU1 3 > L20,RSU2
V203/Nick/book/b1.txt/L40/ RSU3 V129/Jhon/image/hq.png/ L5,RSU1
V117/Wasi/video/aa.mp4/L20/ RSU2 V203/Nick/book/bl.txt/ -> L40,RSU3

(b) Naming scheme

FIGURE 3: VNDN scenario using dynamic tag.

previous node; second, a new node is created instead of the
previous. A new node is further split into classes: (a) remain-
ing bytes of the previous node and (b) the rest of the input
name. Furthermore, we discussed a node partition model
in Section 3.4, and Figure 4(a) shows the node partition
when we insert two prefixes, “/V117/wasim/Movie/Mis-
sionl” and “/V117/wasim/Movie/Mission2.”

3.4. Node Partition Model

Definition 1. (node partition model): gven table T and split
node position N, each requested interest is divided into

two portions at position N,, namely, P, and C, (P, +C,).

The name lookup function for desired interest is determined
by

LPM(X,),
Interest = LPM(X, UX,) = (3)
yULPM(X,),

where P, € X, C, € X,, and y = remaining bytes.
X, = {y|eTandy>C,} (4)

As per giving Definition 1, the node partition is based on
content bytes. If the contents partially match the given
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FIGURE 4: Insertion and deletion process with node partition.

Input: Interest [Vehicle_information, Content_information]
Output: Get desired data

1 Node=R,;

2.if C,[by]!= “/” then

3. Return 0; //contents must start with “/”
4.while(b, < Cy,,)do

5. if !(C,)= H,then

6. return 0; //not matched with hash table
7. Node = N, 4.; //insert new record

8. if Exact match then

9. V, [Viq] = node;

10. Vat+

11 while(N - B4/Node,,, &&B;!C,,,)do

12 if (node[N,;]= C,[B;;|then

13 B, ++;

14 N-Bj; ++;

15 continue;

16 if(IN — B,;)then

17 return 0; //first byte not matched
18 break;

19 if (by = C,) then

20 if((N - B,y = Node,,, ) then

21 return node; //content found

22 else

23 return 0; //lookup failed due to partially match
24 if(N - Bid = NOdelen)then

25 N - B;;=0; continue;

26 else

27 return 0; //invoke Algorithm-2(partition)

ArLgoriTHM 1: Lookup and interest contents.
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Input:
Output:
1 Initialize hash table;

Enter prefix

Set the node with parent and child relationship

2 ifP, matched & C, not matched then
3 Keep record P,; //at position N,

4 Create N, 4. // with remaining bytes;
5 ontinue: until node is not set;

6 else

7 Node partition failed;

ALGorIrTHM 2: Node partition.

interest, then the splitter node such as C, will keep a record
of its corresponding node P, and then creates a new node.
The deletion process is the inverse of insertion. When
the content is matched, we delete the leaf entry node, and
the content will merge when the root entity is left with a sin-
gle node or child content. We consider the invalid removal
function if the content mismatching. The invalid has
occurred because the lookup function fails to match the con-
tents inside the trie. Figure 4(b) illustrates the reverse of
insertion with remove 4€ce/V117/wasim/Movie/Mission2.”

3.5. Algorithm for Interest and Data Processing. Assume all
contents starting with slash “/.” When a request arrives for
content by the consumer, it invokes the following algo-
rithms. Algorithms 1 and 2 are a core function of our DNSL
scheme for VNDN. When a request arrives in the con-
sumer’s form of interest, it invokes Algorithm 1. Algorithm 1
first matched the consumer’s request using lookup func-
tion.). If the content is a partial match for insertion, it
invokes the partitioning Algorithm 2, in which it keeps the
P, previous information and merge the prefix with bytes
and creates the new node for mismatched bytes. The process
will continue until set the prefix bytes, and the process is
shown in Figure 4. Moreover, if the requested content is
not matched, and it looks in the leaf node, and for insertion
entry, and then nothing changes in content tables if an exact
match occurred. This paper designed an Algorithm 1 for
lookup and insertion contents requested by the consumer
to get the desired information. Lookup algorithm can be
implemented in NDN routing architecture without changing
the core design of the NDN for the vehicular networks. Our
proposed algorithms are suitable as compared to existing
approaches regarding fast lookup, quick insert contents,
and less time to remove contents from the content table.
Algorithm 3 is designed for content deletion process, which
is the reverse of the insertion Algorithm 1 and the detail pro-
cess shown in Figure 4(b). Table 1 describes some important
notations, which used in this work.

4. Performance Evaluation

This section has conducted an immense analysis to evaluate
the proposed dynamic naming scheme’s performance and
the lookup method in the FIB table.

Input: Desired interest for delete

Output: Delete interest from content table
1ifl(C,) = H, then

2 return 0; // not matched with hash table

3 Nothing change;

4 if Exact match then

5 V., [via] = Node;

6 V.q— ~Node Merge;

7 else
8 return 0; failed to remove contents
ALGORITHM 3: Remove content.
TaBLE 1: Table of notations.

Notation Description
C, Content name
R, Root node
Va Visited node
Vi Visited node index
By Name of index
N-By Current node index
Cien Content length
Node,, Working node length
P, Parent node
C, Child node
Va Visited node

4.1. Simulation Parameters and Metrics. Our proposed work
is aimed at achieving the performance of prefix lookup,
insertion, and deletion times in milliseconds (ms) and
reduce memory consumption. Besides, we choose NLAPBT
[17], simple tire [18], and CT [19] as comparison. The pro-
posed trie is designed using C++ language, proposed naming
scheme is implemented on Figure 3(a) using NDN simulator
(NDNsim-2.7) [32], and performance measure in a virtual
machine on PC, and with Linux Ubuntu 20.04.1 (64-bit)
dual processor of inter-core i7-4600U CPU 2.7 GHZ and
RAM 8GB. Moreover, the empirical distribution function
shows the distribution process time in milliseconds (ms) of
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each prefix lookup, insert, and delete operation. The URL
dataset is collected from Shallalist [33], Alexa [34], DGA
[35], and DMOZ [36]. The range of prefix names are 10'0
= 10,000 to 50,000,000 with 16 characters to 250 characters.
The program has run 1000 times to compute the result with
the 95% confidence interval.

4.2. Content Lookup Time. The lookup function is the pri-
mary step of insert content in the table and removes the con-
tent from the table. We randomly choose 100 contents for

the lookup operation that has shown in Figure 5. The size
of the content table is 1M to analyze the lookup perfor-
mance. Average lookup processing time 0.036(ms), which
is less than CT, NLAPB, and simple trie that is 1.5 (ms),
1.7 (ms), and 3.3 (ms), respectively. The DNSL scheme
achieves the lookup performance 97.6% CT, 97.8% NLAPB,
and 98.90% from simple trie.

4.3. Content Add Time. In Figure 6, we show the contents
insertion time for 100 contents inserted in the content table
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for a total of 1 million. We noted that our proposed DNSL
scheme takes less time with 0.085ms as with CT takes
0.16 ms, and NLAPB takes 0.43 ms, and the simple trie takes
1.4ms. Figure 6 indicates that the proposed scheme DNSL
achieves insertion performance 47% from CT, and 80% from
NLAPB, and 94% from simple trie.

4.4. Processing Time to Add 10% and 90% Contents. The
overall processing time is shown in Figure 7 for the total pre-
fixes 10" where n = {2, 4, 6,8,10} and 2 million contents for
Figure 8 in the tables. The 10% contents are insert of the
total contents. Similarly, Figure 8 shows the whole time to
insert 90% contents of the total contents. The results show
that CT, NLAPB, and simple trie are linearly high when

the numbers of contents increase compared to the DNSL
scheme. The reason is behind that existing approaches have
complex methods to add the content in the content table.

4.5. Content Delete Time. Figure 9 shows the average dele-
tion time of 100 contents from the content table. The result
clarifies that the DNSL scheme is efficient for deletion func-
tion. As per graph figures, CT consumes 1.8 ms, NLAPB
2.3 ms, and simple trie takes 3.3, respectively, while DNSL
takes 0.73ms. DNSL achieve performance 54.4%, 76.8%,
and 77.8% than CT, NLAPB, and simple, respectively.

4.6. Memory Performance. The DNSL scheme has a unique
structure and efficient lookup method for VNDN. According
to our proposed scheme, the routing information with the
same prefix or common contents store in a FIB stack only once
time and a dynamic tag is used for further routing rather than
storing complete content information. This naming scheme
helps to reduce the FIB table size and restrict the redundant
information. Let suppose, static name occupies the memory
using the prefix static length SI, dynamic tag DI, and HI is
the next-hop length. Thus the length of each record using a
static scheme in the table for M.:

and the length of each record in DNSL occupies the mem-
ory with M, is

i=1

1 j k
My=) St;+ Z;D{’,j + kleek. (6)
e -
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The calculation of the compression ratio C, to save the
total space in the FIB table T'; between the static and dynamic
naming schemes is

oM
M,
(7)
M,
C=1- 3

Figure 10 compares both the dynamic and static naming
schemes. We achieve 33% memory performance. Our pro-
posed scheme DNSL is better than static naming for VNDN.
Moreover, it illustrates that when a vehicle joined the structure
of DNSL, and it takes a little bit more memory but also less
than a static approach. After registration, the dynamic tag is
enough to store the vehicle’s information, reduce the content
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length stores in the FIB table, consume less memory, and pro-
vide a dynamic environment for VNDN.

We can see in Figure 11 that the compression rate of static
content and achieve the space performance from 5% to 60%
and averagely 33% using the above mathematical model.

5. Conclusion

The choice of the naming scheme for lookup in vehicular
named data networks can significantly affect the network
performance. The static and dynamic naming approaches
have not yet been studied well. This article makes three
key contributions: (1) our proposed dynamic naming
scheme to solve the lengthy namespace problem and restrict
the redundancy contents in the naming scheme. Moreover,
our proposed work reduces the FIB table size and achieves
memory performance. (2) Our proposed work is unique to
identify the consumer and producer requests using the com-
mon characteristic of the vehicle and the dynamic-tag,
which improves the vehicular network’s overall perfor-
mance. (3) Lookup plays a decisive role in improving net-
work performance. Therefore, we designed a lookup
method based on node partition based to improve the
lookup, insertion, and deletion time. However, the results
show (see Section 4) that our proposed DNSL scheme is best
for VNDN and achieves the merit of structure in terms of
fast lookup, unique approach, and less memory usage. In
conclusion, our proposed work was found great when the
short namespace, fast lookup, and low memory require-
ments are the genuine concern.

Data Availability

The simulation data used to support the findings of this
study are available from the corresponding author upon
request.
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The multiple Unmanned Aerial Vehicle (multi-UAV) assisted roadside unit (RSU) data acquisition problem considering the
coverage quality is a multiobjective optimization problem, which is a NP-hard problem. Heuristic and hyperheuristic
algorithms are effective to solve problems of this type. These algorithms can find the optimal or suboptimal solution in a
reasonable time. However, such algorithms still have the problems of low convergence accuracy, slow convergence speed, and
being easy to fall into the local optimal solution. In this paper, firstly, according to the specific problem scenarios of roadside
unit data collection, minimum cost and maximum coverage models based on task cost and coverage quality are established.
Then, to solve the optimization model, combined with the update characteristics of the gray wolf optimization algorithm
(GWO) and the whale optimization algorithm (WOA), a hybrid weighted gray wolf and whale optimization algorithm
(HWGWOA) is proposed. Finally, to verify the effectiveness of the proposed algorithm, extensive simulation experiments are
conducted under four different task acquisition scenarios, and the results are compared with those of genetic algorithm (GA),
GWO, and WOA. Simulation results show that the algorithm proposed in this paper not only can get lower task cost and
higher coverage quality but also has faster convergence speed and better robustness. Specifically, in terms of task cost, the
HWGWOA is about 9.54% lower than the GA, about 7.31% lower than the GWO, and about 5.8% lower than the WOA. In
terms of coverage, the HWGWOA is up to about 27.87% higher than the GA, about 15.19% higher than the GWO, and about

9.86% higher than the WOA. Therefore, the algorithm is more suitable for large-scale optimization problems.

1. Introduction

With the development of artificial intelligence, intelligent
transportation has become an important research field. In
this field, it is crucial to collect road and traffic data. Cur-
rently, it mainly relies on roadside units (RSUs) to collect
and transmit data to data center. However, in some remote
areas, poor areas, or some special areas, data collection and
transmission have big challenges [1].

In recent years, unmanned aerial vehicles (UAVs) have
been widely used in military and civilian fields because of
their high flexibility, low risk, low cost, and easy deployment
[2]. At the same time, UAVs are widely used in the field of
intelligent transportation, and they play an important role
in traffic detection, road patrol, data collection, emergency

communications, traffic accident evidence collection, target
tracking, and transportation [3]. Compared with traditional
mobile sensors, UAVs have faster moving speed, wider
deployment range and longer working hours, so they are
more suitable for performing various tasks [4-6]. UAV-
assisted RSUs have become an effective method of data
collection, which have greatly improved the efficiency of
data collection [7].

Currently, most UAVs are powered by batteries and can-
not complete large-scale tasks independently due to energy
consumption constraints. Therefore, it is becoming more
and more common for multiple UAVs to perform tasks
cooperatively. Collaborative planning is an important way
to improve the efficiency of UAVs [8]. At present, most algo-
rithms about UAV task assignment and path planning


https://orcid.org/0000-0002-6411-8679
https://orcid.org/0000-0001-7173-7817
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5383526

optimize the following indicators given the number of UAV,
such as (1) optimizing the task completion time under the
premise of the given number of drones, (2) optimizing the
task completion energy consumption under the premise of
the given number of drones, and (3) weighing the energy
consumption under the premise of the given number of
drones and time cost. However, in fact, the optimal number
of UAVs to complete tasks is unknown. The optimal num-
ber of UAVs is unknown. Assuming there are enough
UAVs, it is important to find the best number of UAVs for
a given time limit and task set.

In addition, for large-scale data collection scenarios, it
will take a long time to collect data from RSUs, and the
number of employed UAVs will inevitably increase, which
will result in high collection cost. Therefore, in fact, under
the constraints of energy consumption and time, as the col-
lection task increases, we cannot collect all RSU data. At this
time, the data collection problem is transformed into a
sweep coverage problem. At present, for the sweep coverage
problem, the coverage rate is generally expressed by the ratio
of the number of covered target points to the total number of
target points, which is not reasonable in the problem of RSU
data collection. In the RSU data collection problem, the
RSUs deployed in different locations often collect road and
traffic data with different data size and importance at the
same time. Therefore, nodes with different importance need
different data collection frequency. For example, it is neces-
sary to collect more important and complex data informa-
tion from RSUs deployed near scenic spots, urban arterial
road intersections, and near stations. The RSUs deployed
on remote trails carry less important and less data informa-
tion. To this end, this paper proposes a data collection model
based on coverage quality while optimizing time and energy
consumption. We define this problem as a minimum cost
and maximum coverage problem.

In this paper, the problem of multi-UAV cooperatively
assisted roadside unit data acquisition considering coverage
quality is regarded as the problem of minimum cost and
maximum coverage. We need to dispatch a certain number
of UAVs to collect data from RSUs in the target area to
achieve the greatest coverage quality with the smallest task
cost. This problem is a NP-hard problem, which is an exten-
sion of the traveling salesman problem. In order to solve this
problem, this paper proposes a hybrid weighted gray wolf
whale algorithm with the minimum cost and maximum
coverage as the optimization objectives under the constraints
of the task and environment.

The main contributions of this article are as follows:

(i) We propose a multi-UAV assisted RSU data collec-
tion model that considers the coverage quality, that
is, the minimum cost and maximum coverage model.
We considered the different importance of different
roadside units, assigned weights to the roadside units,
and redefined the task coverage. A more suitable
coverage calculation model is constructed

(ii) We modeled the problem of multi-UAV assisted
RSU data collection. An optimization objective is
established to balance task cost and coverage qual-

Wireless Communications and Mobile Computing

ity. Make the optimization goal more in line with
the actual task requirements of the problem. A
hybrid weighted gray wolf whale optimization algo-
rithm is proposed to solve the proposed problem
and optimize the multi-UAV collaborative mission
planning scheme

(iii) This paper simulates mission scenarios of different
scales by changing the location and number of road-
side units and conducts sufficient simulation and
comparison experiments to verify the effectiveness
and superiority of the algorithm proposed in this
paper. The experimental results show that under
different scales of task scenarios, the proposed algo-
rithm achieves lower task cost and higher coverage
and has better algorithm stability coverage

The remainder of this paper is organized as follows.
Section 2 summarizes the related work. Section 3 describes
the requirements and constraints of the problem, explains
the meaning of each symbol, and establishes a mathematical
model for a specific problem. Section 4 focuses on the
algorithm proposed in this paper. Section 5 verifies the effec-
tiveness and superiority of the algorithm through extensive
simulations. Finally, Section 6 concludes the paper and
proposes some future research direction in this field.

2. Related Work

At present, there are many papers about UAV mission plan-
ning. In this section, we will review the literature on cooper-
ative task assignment and path planning for multi-UAVs.

Multi-UAV cooperative task assignment is a typical mul-
tiple traveling salesman problem (MTSP), which is a typical
NP-hard problem. Many algorithms have been proposed for
this problem such as branch and bound method, linear
programming, dynamic programming, method based on
Voronoi diagram [9], fuzzy logic [10], and differential evolu-
tion algorithm [11]. However, when the scale of the problem
increases, the computation time will increase exponentially,
and the efficiency is low. Therefore, scholars turn to intelli-
gent methods and begin to develop approximate algorithms
and heuristic algorithms such as auction algorithm [12, 13],
genetic algorithm [14-17], simulated annealing algorithm
[18, 19], ant colony algorithm [20-22], particle swarm algo-
rithm [23, 24], and fruit fly optimization algorithm [25].
However, these algorithms were proposed for specific prob-
lems, and their universality is poor.

UAV task planning is a problem that finds the optimal
path with the minimum cost to complete tasks. These path
planning problems are usually solved based on one or sev-
eral optimization criteria, such as time optimization [3, 6,
15, 18], energy optimization [14, 20], time and energy mix
optimization [13, 22, 25-27], and hybrid optimization based
on coverage [28]. In terms of time optimization, in Refer-
ence [3], a time first immune clonal selection algorithm with
optimization modification was proposed to solve the task
assignment problem of road patrol. The immune clonal
selection algorithm was used to obtain the best sequence of
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task points, and the time first method was used to divide the
sequence of task points. The optimal UAV path was further
optimized and modified. Reference [6] solved the problem of
path planning for multiple UAVs collecting data from RSUs,
and its goal was to find the best time path for multiple
UAVs. An improved evolutionary method based on genetic
algorithm (GA) and harmony search (HS) was used to solve
the problem. Reference [15] pointed out that in the task allo-
cation problem, it is crucial to determine the number of
UAVs and find the mission path of each UAV. Based on this
idea, the author proposes a collaborative optimization algo-
rithm that combines genetic algorithm and clustering algo-
rithm to solve the task assignment and path planning
problems of multiple UAVs for multiple tasks and can find
the best UAV when the task time constraints are met. In
Reference [18], an effective task allocation and route plan-
ning method was proposed to solve the problem of vehicle
planning. This method balanced the tasks between UAVs
and optimized the task time. According to the number of
UAVs, virtual nodes were added to the original model of
the vehicle routing problem (VRP), so it is easier to form a
solution suitable for the heuristic algorithm. The concept
of a universal distance matrix was proposed, which trans-
formed time constraints into space constraints and simpli-
fied the planning model. On this basis, a swap judgment
simulated annealing (SJSA) algorithm was proposed to
improve the generation efficiency of feasible neighbor solu-
tions. In terms of energy optimization, in [14], in order to
optimize the UAV energy, the authors describe the UAV
path planning problem as a traveling salesman problem. A
genetic algorithm is proposed to solve the optimization
problem to minimize the energy consumption of the UAV
to complete the task. Reference [20] introduced an energy
minimization problem of UAV-assisted MEC system and
proposed an algorithm based on the ant colony system
(ACS) to obtain a high-quality near-optimal solution to this
problem, in terms of time and energy mix optimization.
Reference [13] proposed a method based on auction
algorithm to allocate dynamic tasks to UAVs, and designed
a multilayer cost calculation method considering constraints
such as UAV number, time threshold, fuel cost and driving
danger to solve the task assignment problem of multi-UAV
system. Reference [25] proposed a method of finding the
best flight path for UAV to successfully complete the inspec-
tion work in oilfield. Firstly, a novel task assignment method
was proposed, which included initial task assignment and
task assignment with changing tasks to determine the initial
task sequence of each UAV, and quickly reschedule the task
sequence after the task changes. Then, an improved fruit fly
optimization algorithm (ORPFOA) was proposed to solve
the path planning problem in the initial task sequence and
the new task sequence after task change. In [26], for the solu-
tion of task assignment problem, four objectives are simulta-
neously optimized, namely, maximizing the number of tasks
successfully assigned, maximizing task execution benefit,
minimizing resource cost and minimizing time cost. A
multi-UAV task assignment method based on clone selec-
tion algorithm is proposed. In [27], the authors comprehen-
sively consider the problems of minimizing resource

consumption and maximizing task revenue during UAV
task assignment. On the basis of considering constraints
and multiobjective problems, the brute force allocation algo-
rithm, constrained optimization evolutionary algorithm,
particle swarm optimization algorithm, and greedy algo-
rithm combined with constrained evolutionary algorithm
in the process of UAV task allocation are improved and
optimized. And analyze the performance and conclusions
of the above four algorithms under the limited UAV task
assignment scheme. In terms of coverage-based hybrid opti-
mization, in order to solve the scanning coverage problem in
forest fire warning and monitoring, Reference [7] considered
the minimum time maximum coverage (MTMC) problem
of maximum coverage. The authors propose a heuristic
Weighted Targets Sweep Coverage (WTSC) algorithm con-
sidering target weights and UAV performance constraints
to find the optimal path.

Reference [28] considers finding the optimal path for the
UAV to maximize its coverage in the designated area under
the time constraints and path feasibility. The problem is
modeled as an Epsilon-constraint optimization in which
coverage function has to be maximized, considering the
constraints on the length and the smoothness of the path.
For this purpose, a new genetic path planning algorithm
with adaptive operator selection is proposed to solve such
a complicated constrained optimization problem. In recent
years, autonomous underwater vehicles (UAVs) have been
widely used to assist in information collection in ocean
development and exploration. In [29], the authors embed-
ded a biologically inspired neural network (BINN) into a
self-organizing map (SOM) neural network and divided
the tasks into two layers: task assignment and path planning.
Utilize BINN to update the weights of SOM winners to real-
ize path planning and efficient navigation of AUVs. Aiming
at the problem of information collection in harsh underwa-
ter environment, Reference [30] proposed a heterogeneous
AUV auxiliary information collection system; the AUV path
with low time complexity was obtained by particle swarm
algorithm; Additionally, a two-stage joint optimization algo-
rithm based on Lyapunov optimization is constructed to
strike a trade-off between energy efficiency and system
queue backlog iteratively. In [31], the author considering
both the realistic complex underwater acoustic environment
and the AUVs energy consumptiona limited service M/G/1
vacation queueing model is constructed for describing and
optimizing the age of information(Aol) of the Internet of
underwater things (IoUT). Also, a low-computational algo-
rithm is proposed for adaptively adjusting the upper limit
of the queuing length formulated and reducing the peak
Aol under energy constraints. In order to ensure the efficient
operation of UAYV, an intelligent mechanism was developed
in Reference [32], which considered two main factors,
energy consumption and operation time of UAV. Then,
three complementary schemes, energy aware UAV (EAUS),
delay aware UAV (DAUS), and fair exchange UAV (FTUs),
were proposed. These solutions were optimized as linear
integer problems (LIP). EAUS solution aims to reduce the
energy consumption of UAV, while DAUS solution aims
to shorten the operation time of UAV. However, FTUs is a
trade-off between energy consumption and task time



As mentioned in Reference [32], for different task type,
complexity, constraints and other factors, the optimization
objectives of multi-UAV task assignment are different such
as minimizing mission time, minimizing energy, and mini-
mizing composite indicator of time and energy. In order to
more clearly compare the work done in the existing litera-
ture, Table 1 lists the key information of the related litera-
ture. In this paper, we study the scan coverage problem of
multi-UAV assisted RSU data acquisition. According to the
number of UAVs, the task cost and coverage quality are
considered comprehensively to find an optimal scheme that
can maximize coverage quality and minimize task cost
simultaneously. We conclude it as minimum cost maximum
coverage model with variable number of UAVs.

3. Problem Formulation and
Mathematical Model

A complex urban environment including urban, suburban,
and rural areas is considered in this paper. According to
the needs of intelligent transportation, it is supposed that
several RSUs are deployed in the urban environment to
collect road environment and traffic information. In the
problem of multi-UAV collaborative assistance RSU data
collection, when the number of RSUs is large, it is often
impossible to collect data from all RSUs due to the timeli-
ness of data and limited energy of UAVs. Therefore, this
paper proposes a minimum cost and maximum coverage
model to solve the problem of scanning and coverage. Due
to the different locations of RSUs, the importance and size
of the data collected by them are different. Therefore, this
paper assigns different weight value, a positive integer
between one and five, to each RSU according to its impor-
tance. The schematic diagram of a multi-UAV cooperatively
assisted RSU for data acquisition is depicted in Figure 1.

The problem we considered in this paper can be mod-
eled as a triplet {R, U, C}, where R={R|, R,,---,Ry} is the
set of RSUs that are deployed along roads. Each element R;
can also be described as a triplet {P;, D;, W,}. Symbol P; is
the position coordinates of the i RSU, D, is the data size
collected by the i RSU, and W, is the weight value of the
i'" RSU. The set of UAVs that are deployed in base station
is described by set U= (U, U,, -+, Ug). Each element U;
can be described by the same quadruple {v,s, L., Epax}s
which means that all UAVs have same flight speed v, trans-
mission speed s, maximum flight distance L., and energy
threshold E_ .. Symbol C represents the constraints in task
assignment. The number of UAVs selected to accomplish
the task is k, and the data collection path of the j* UAV is
represented as X;=[B,R,,"-~,R, B|. This problem can be
described as a multiple traveling salesman problem. The
main symbols and their definitions used in this article are
listed in Table 2.

The problem presented above is designing a reasonable
scheme of task allocation and path planning for multi-
UAVs to collect data from RSUs based on the number,
location, data size and weight value of RSUs. To solve this
problem, the constraints we considered in this paper are as
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follows: Firstly, the energy consumption and total flight
distance of each UAV to accomplish its tasks cannot exceed
its maximum values. Secondly, the number of UAVs used
should not exceed the total number of UAVs stay in base
station, and each RSU can only be visited by one UAV at
most. In addition, UAV should start flying from the base sta-
tion and finally return to it after finishing data acquisition.
These constraints can be expressed as follows:

In this paper, a mathematical model is established with
the objective of optimizing the minimum cost and maxi-
mum coverage. Assume that k UAVs are dispatched from
the base station to accomplish data collection tasks. When
the last UAV returned to base station after finishing data
collection, the task is considered as completed. The mission
time is defined as the time interval between the take-off time
of the first UAV and the return time of the last UAV. Energy
consumption is the total energy consumption of k UAVs to
accomplish data collection tasks. Coverage is defined as the
total weight ratio of RSUs collected by UAVs to all RSUs.

The mission time T’ includes flight time T} and data
collection time T/ which is described in
T/ =T+ T, (2)

The flight time Tj( and data collection time T are,
respectively, determined by

L

, (3)

gl

i
"

Ti — C{otal ) (4)

S

The flying distance L; and total data size C; are calcu-
lated using

Lj = ZDXJ-’ (5)
q:ch (6)

The total energy consumption of UAVs to accomplish
tasks includes flight energy consumption, hovering energy
consumption, and data transmission energy consumption.
Compared with flight energy consumption and hovering
energy consumption, data transmission energy consumption
is negligible. Therefore, the total energy consumption of
UAV U, is expressed as follows:

E;=E} +E}, (7)
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TaBLE 1: The key information of the related literature.

Optimization Number

Reference  Application field objective Algorithm of UAVs type Overlay
3] Road patrol Time Immune clonal selection algorithm (ICSA) and time-priority Fixed All
method
[6] RSU data collection Time Genetic algorithm (GA) and harmony search (HS) Fixed All
[15] Task planning Time GA and cluster algorithm Variable  All
[18] Task planning Time Swap-and-judge simulated annealing (SJSA) Fixed All
Monitoring wildfires . Lo .
[14] in remote areas Energy Hybrid gray wolf optimization (HGWO) Fixed All
Data collection in
[20] mobile edge Energy Ant colony system (ACS) Fixed All
computing
Reconnaissance task Time and . S . .
[22] . Grouping ant colony optimization algorithm (GACO) Fixed All
allocation energy
[25] Oilfield inspection Time An improved fruit fly optimization algorithm (ORPFOA) Fixed All
[26] Task allocation Tl:::r;d Clone selection algorithm (CSA) Fixed All
Enerev and Violence allocation algorithm; constraint optimization
[27] Task allocation revgue evolutionary algorithm; PSO algorithm; greedy algorithm Fixed All
combined with a constraint evolutionary algorithm
Forest fire early Time and
[7] warning and coverage Heuristic algorithm weighted targets sweep coverage (WTSC) Fixed  Partial
monitoring 8
Coverage-based path
[28] planning (CBPP) Coverage rate Genetic algorithm with adaptive operator selection Fixed  Partial
problem
In this . Time, energy, ~ Hybrid weighted gray wolf and whale optimization algorithm . .
paper RSU data collection and coverage (HWGWOA) Variable Partial

FIGURE 1: Multi-UAV cooperatively assisted RSUs for data collection.
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TaBLE 2: Symbols and their definitions used in this paper.
Parameters Definition
N Number of RSUs
K Number of UAV base stations
k Number of UAVs selected
B(xg, yp) Base station coordinates
Ri(x;y;) Coordinates of the RSU R;

; Size of data collected by RSU R;
D, Distance from RSU R; to RSU R;
Liax Maximum flying distance of UAV
Eax Energy consumption threshold of UAV
4 Flying speed of UAV
s Data transmission rate of UAV
Xj =[B,R,, -+, Ry, B] Data collection path of UAV Uj
T} Flight time of UAV U
T Data collection time of UAV U;

T/ Task time of UAV U;

L Flying distance of UAV U;

Ca Size of data collected by UAV U;
E} Flight energy consumption of UAV U;
E, Hovering energy consumption of UAV U;
B Task energy consumption of UAV U;
Py Flying power of UAV U;

p, Hovering power of UAV U;

W, Weight of RSU R;

F Task cost

w Coverage quality

P Coverage

The calculation of flight energy consumption and hover-
ing energy consumption is as follows:

E.=L.xP
f J I
(8)

E =TI x P,

The flight power P, and hovering power P}, are specific
parameters of UAV, which can be found in its handbook.

In this paper, the optimization objective is the weighted
sum of maximum task time and total task energy consump-
tion, which is expressed as follows:

k
Fzyz Ej+(1—y) max |T, T%,---, %, T*|. 9)
=i
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Here, y €[0,1] is the weight coefficient reflecting the
importance of task energy consumption in the entire data
collection task.

In this paper, the problem we considered is a problem
of incomplete coverage, which means that not all RSUs
must be visited by UAVs, However, due to the large
number of UAV in this scenario. Therefore, the coverage
ratio is another important optimization indicator, which
is calculated as follows:

w
P= ——. (10)
YaWi
The coverage quality W can be calculated by

w=Y (X,w,). (11)

™M=

1l
—_

I

Here, X; is a binary variable, which is determined by

i

1, The UAV passes by the R;, (12)
0, other.

The main goal of this paper is to achieve maximum
coverage with minimal task energy consumption in the
shortest task time. When the weights of all RSUs are
known, the total weight is a constant. Therefore, the cov-
erage ratio can be substituted by the coverage quality;
then, the optimization objectives are minimizing F and
maximizing the coverage quality W simultaneously. This
problem is a typical multiobjective optimization problem.

To transform the multiobjective optimization problem
to a single objective optimization problem, a utility function
Y as described in (13) is proposed to represent the total
benefit of the task.

Y=AF-(1-\)W. (13)

Here, A € [0, 1] is a weight coeflicient, which reflects the
importance of the task cost in the entire data collection task,
and its value will be given in the simulation experiment part.
Finally, the optimization problem in this paper is written as

min (Y)

S.t.
C,:E<E_ (j=1,2,k)
Cy i Ly Ly (j=1,2,+k)

max

C;: k<K
C,:X,nX,Nn-nX, =B

Constraint C, ensures that each UAV has enough energy
to complete its missions. Constraint C, ensures that the
flight distance of each UAV does not exceed its maximum
flight distance. Constraint C; ensures that the number of
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UAVs selected does not exceed the number of UAVs in the
base station. Constraint C, ensures that the data of each RSU
is collected by only one UAV.

The solution of multi-UAV coassisted RSU data collec-
tion is the grouping and combination sorting of some RSUs
in the target area, so the problem is a combinatorial optimi-
zation problem. Combinatorial optimization problems are
NP-hard problems. When the problem become large, it is
difficult to find the optimal solution in a short time. In
addition, the strong coupling of multi-UAV collaborative
task assignment also increases the difficulty of solving the
problem. Therefore, an effective solution for multi-UAV
coassisted RSU data collection is to design heuristic or
hyperheuristic algorithms to find the optimal solution or
suboptimal solution in a reasonable time.

4. Algorithm Design

In order to solve the problems of slow convergence speed,
low convergence accuracy, and being easy to fall into local
optimal solution of bionic learning algorithm in solving
combinatorial optimization problems, in this paper, we
propose an improved hybrid weighted gray wolf and whale
optimization algorithm to optimize the task assignment
scheme of multiple UAVs. Firstly, the grey wolf optimization
algorithm (GWO) [33] is improved and further mixed with
the whale optimization algorithm (WOA) [34], which is
called hybrid weighted grey wolf and whale optimization
algorithm (HWGWOA). The specific improvement ideas
of the algorithm are as follows.

(a) Tent map initialization

Bionic learning algorithm uses random initialization to
generate initial population, each individual in the population
is a feasible solution, and then the solution is updated to the
optimal solution or suboptimal solution step by step through
iteration. It can be seen that the quality of the initial solution
will greatly affect the convergence speed and final results of
the algorithm. However, random initialization can’t guarantee
the diversity and ergodicity of the initial solution, especially
when the population size is small; it will lead to uneven distri-
bution of the initial solution, which is not conducive to the
updating and optimization process of the algorithm.

In order to ensure the uniformity and diversity of the
initial feasible solution in the solution space, a tent map
[35] is used to initialize the population. The chaotic
sequence has the characteristics of inner randomness, ergo-
dicity, and boundedness, but the ergodic uniformity of
chaotic sequence generated by different maps is different,
which will have different effects on the optimization speed
of the algorithm. At present, most of the research uses the
chaotic sequence generated by logistic mapping. However,
the uniformity of the chaotic sequence generated by logistic
mapping is poor, and most of the values are in the interval
[0, 0.1] and [0.9, 1] [36]. Tent mapping has a simple struc-
ture, better ergodic uniformity, and faster iteration speed,
and the chaotic sequences generated by it are evenly distrib-
uted in [0, 1]. Therefore, in this paper, tent mapping is

selected to initialize the population. The mathematical
expression of tent mapping is

x
;” x, €[0,a),

(15)
L=, x, € [a,1].

(1-a)”

x(n+1)=

(b) Weighted update mechanism

The GWO algorithm uses the three solutions, alpha («),
beta (f3), and delta (8), with the highest fitness value to guide
other individuals to update towards the optimal solution. In
the original GWO algorithm, the guidance strength of the
three best solutions is the same, which will make the algorithm
easily fall into the local optimal solution area. In order to
increase the diversity and randomness of the updates, we use
the weighted update mechanism. Each update randomly gen-
erates three weight coeflicients added to the three solutions.

D(x = |C1X0¢ _Xt|
Dg=|CXp - X,|, (16)
Ds =|C3Xs — X,

X, =X,-A,-D,
X, =Xﬁ—A2 -Dﬁ. (17)
X3=X5—-A;-D;s

X, = (11X +]2§(2+]3X3), (18)

where equations (16) and (17) define the update direction

and step length of other individuals in the wolf pack towards

a, 5,and &. ], J,, and J; are weight coeflicients, and they are
calculated by

7
J = 7 19
VG titis) 19)
J
J,= 20
2 (1 +J2+73) (20)
]32173 (21)

Gy thtis)
where j,, j,, and j; are random numbers of [0, 1].

(c) Hybrid spiral renewal mechanism

In this paper, we propose a new hybrid algorithm
composed of the improved GWO algorithm and WOA.
In this hybrid algorithm, the WOA is adopted at the
exploration stage due to its good global search ability,
which is achieved by its logarithmic spiral update. In addi-
tion, the location of the best solution found by the GWO
algorithm is replaced by the location of the whale. The
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Input: R,U,C

Output: YV, X~

1. Initialize the population:X = (X, X,,"--,X,,);
2. Initialize the parameter: a,A,C,L,T , p,t = 0;

3. Calculate the fitness of each search agent;

4. X; =X, =the best search agent;

5. X 3 =the Second best search agent;

6. X; = the Third best search agent;

7. While (t<T)

8 For (every search member)

9. Update a,A,C,L,T and p;

10. If1(JA| <1)

11. 1f2(p < 0.5)

12. Update the position of the current search agent by the Equation (24);
13. Else if2(p >0.5)

14. Update the position of the present search agent by the Equations (25);
15. End if2

16. Else if1(]A| > 1)

17. Select a random search agent X, 4

18. Update the position of the current search agent by the Equation (26);
19. End ifl

20. End for

21. Calculate the fitness of each search agent;

22. Update X*, Xa,Xﬁ and X ;

23. t=t+1;

24. End while

25. Return X* ;

ArGoriTHM 1: HWGWOA.

location of the whale is the same as that of the gray wolf,
but it can quickly move to the optimal solution. The WOA
guides the wolves to converge to the optimal solution, and
reduce the calculation time.

In a word, combining the best characteristics of GWO
algorithm and WOA makes the probability of finding the
global optimal solution higher, and the algorithm stagnation
or falling into local optimization is avoided. The HWGWOA
combines the advantages of the GWO algorithm at the
exploitation stage and the WOA at the exploration stage to
obtain the global optimal solution. The mathematical model
of HWGWOA is as follows:

According to the hierarchical system, the GWO algo-
rithm preserves three solutions with the highest fitness value
in each iteration, which are named «, f3, and J, respectively.
In order to improve the convergence performance of the
GWO algorithm, the spiral update equation of the WOA is
used to update the positions of alpha, beta, and delta as
described by

Doc = |C1 'th - Q‘
Dﬁ:’CZXﬁ_Q > (22)

Ds=|C;5- X5 - Q|
Q=X,+D'e" cos (2n), (23)
where D' =|X; - X,| denotes the distance from an

individual to the prey, b is a constant that defines the shape
of the logarithmic helix, and [ is a random number in [-1, 1].

To sum up, the updating mechanism of HWGWOA is
described by (24)-(31).

X, =X/ -A-DIA|<1P<0.5, (24)

X, +,X,+].X
)(m:(]1 ! ]232 s 3)|A|slp20.5, (25)
XHl =Xrand -A- Drand|A‘ >1, (26)

where
D=[C-X; - X,|, (27)
A=2xa-r —a, (28)
C=2><7’2, (29)
2xcos (X x (30)
a= cos [ = x =1,
2 T

Drand:|C'Xrand_Xt|’ (31)

where ¢ is the current number of iterations, T is the max-
imum number of iterations, p,r,,r, are random numbers in
[0, 1], X, is the current position of a individual, and X] is
the optimal solution of the current iteration.
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TaBLE 3: The main parameters symbols in this paper.
A 0.1 0.3 0.5 0.7 0.9
45.96 42.70 43.80 43.65 43.84
N =30
Task cost coverage rate 0.90 0.97 0.93 0.95 0.89
63.70 57.36 53.94 55.64 60.20
N =50
Task cost coverage rate 0.93 0.83 0.91 0.92 0.88
80.93 77.52 70.51 75.73 77.95
N=70
Task cost coverage rate 0.77 0.79 0.79 0.72 0.69
95.65 91.95 87.10 82.53 94.96
N =100
Task cost coverage rate 0.68 0.72 0.76 0.78 0.69
TaBLE 4: Task cost and coverage rate under different scenarios.
RSU number UAV number Total weight Task cost Coverage rate
2 51.33 0.86
3 42.81 0.93
30 78
4 43.80 0.94
5 45.98 0.97
2 68.17 0.79
3 63.01 0.84
50 127
4 53.94 0.91
5 57.47 0.93
2 91.88 0.67
3 78.97 0.72
70 180
4 70.51 0.80
5 72.83 0.86
2 117.86 0.64
3 96.87 0.69
100 226
4 87.10 0.73
5 79.92 0.78

In the whole iterative process, by controlling the
parameters of a, A, C, I, and p, the algorithm makes full
global search at the early stage and accelerates convergence
at the later stage. The pseudocode of the HWGWOA is
shown in Algorithm 1.

In the HWGWOA, we set the number of populations as
N, taking one iteration as an example. N calculations are
needed to initialize the population, calculate the fitness of
each individual, and update the individual position. The first
three individuals selected by us need 3N — 3 calculations at
most. The update parameter is constant time, and the calcu-
lation in the iterative process is serial. Therefore, the time
complexity of the algorithm is O(N).

5. Simulation and Result Analysis

In this section, simulation results are provided to evaluate
the performance of the HWGWOA. Specifically, we com-
pare the HWGWOA with the genetic algorithm (GA) [17],
GWO [37], and WOA [38]. As a classical algorithm to solve
TSP and MTSP, the GA has good stability. GWO algorithm
and WOA, as two bionic learning algorithms proposed in

recent years, show good performance in solving optimiza-
tion problems and are also widely used in various optimiza-
tion problems. All simulations in this section are carried out
in MATLAB. All experimental data are rounded to 2 deci-
mal places. The detailed experimental results are as follows.

(A) Simulation model

The parameters in the simulation are set as follows. We
consider a 10km A-10km urban area and randomly deploy
multiple RSUs. Four different scenarios are chosen for simu-
lation experiments, whose number of RSUs is set to 30, 50,
70, and 100, respectively. The total number of UAVs in the
base station is 5. The base station location of UAV is B(1,
1). It is assumed that the configuration of each UAV is the
same; that is, the UAV flies at a constant speed of 60 km/h
when performing tasks, and the data transmission speed of
UAV is 1.5mbps/s.

(B) HWGWOA performance evaluation

Here, we study the influence of system parameters on the
performance of HWGWOA. In order to achieve the goal of
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F1GuRre 3: Coverage rate under different numbers of RSUs.

minimum cost and maximum coverage, the weight of task
cost and coverage quality should be considered in task
planning. Here, we assign equal weights to task time and
task energy consumption in task cost; that is, y in formula
(9) is fixed at 0.5.

In formula (13), we use the adjustment parameter y to
balance the weight between task cost and coverage quality.

We adjust it from 0.1 to 0.9 and set the number of UAVs
to 4 for simulation. Algorithm 1 shows the change of task
cost and coverage rate with parameter y when the number
of RSUs is 30, 50, 70, and 100, respectively. Because the
algorithm uses random initialization, in order to better show
the convergence effect, this paper uses the average of 30
convergence results as the convergence value.
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FiGURrk 4: Convergence results of the four algorithms.

Simulation results show that the algorithm is better
when y is between 0.3 and 0.7, as shown in Table 3; we
can get lower acquisition cost and higher coverage quality.

Then, we investigate the optimal number of UAVs with
different numbers of RSUs. When the parameter y is set to
0.5, that is, the task cost and the coverage quality weight
are equal, the change of task cost and coverage rate with
the number of RSUs and UAVs is tested. The number of
UAVs is changed from 2 to 5, and the numbers of RSUs
are 30, 50, 70, and 100, respectively. Similarly, the average

of 30 convergence results is used as the convergence value.
The total cost of each case is shown in Table 4.

It can be seen from Algorithm 1 that when the number
of RSUs is 30 and the number of UAVs is 3, the total cost
is the smallest and the coverage rate is high. When two
UAVs are selected, each UAV needs to collect more RSUs,
which makes the task cost maximum. Due to the constraint
of energy consumption, the path will ignore more nodes,
resulting in lower coverage rate. However, when there are
more UAVs, individual UAVs will collect less RSUs and



Wireless Communications and Mobile Computing 13
TaBLE 5: Stability comparison of the four algorithms.
GA GWO WOA HWGWOA
Worst 47.82 47.40 47.81 45.58
Best 44.40 43.73 43.83 41.90
Scene 1
Mean 45.41 44.89 44.62 42.81
Std 0.77 1.02 0.99 0.84
Worst 61.46 62.17 60.56 55.71
Best 57.92 56.25 54.93 51.82
Scene 2
Mean 59.62 58.19 57.26 53.94
Std 0.96 1.36 1.51 1.04
Worst 76.25 76.41 75.89 74.49
Best 70.95 69.23 67.36 67.51
Scene 3
Mean 73.51 72.53 71.37 70.51
Std 1.43 2.14 2.10 1.69
Worst 87.29 85.93 84.45 82.41
Best 81.70 78.96 78.87 77.68
Scene 4
Mean 84.37 82.95 81.57 79.92
Std 1.38 1.58 1.49 1.18

return to the base station, which greatly increases the energy
consumption, resulting in higher task cost, but lower cover-
age rate. Similarly, when the number of RSUs is 50 and the
number of UAVs is 4, the minimum task cost and high
coverage rate will be obtained. When the number of RSUs
is 70 and the number of UAVs is 4, the mission cost is
the lowest and the coverage rate is higher. When the
number of RSUs is 100 and the number of UAVs is 5,
the mission cost is the lowest and the coverage rate is the
highest. Therefore, with the increase in the number of tasks,
increasing the number of UAVs appropriately can get lower
task cost and higher coverage.

(C) Algorithm convergence comparison

In order to verify the performance of the algorithm, this
paper compares the task cost and coverage of genetic algo-
rithm, gray wolf optimization algorithm, and whale optimiza-
tion algorithm for multi-UAV coassisted RSU data collection.
The convergence of the four algorithms in 1000 iterations was
tested in the following four scenarios: (1) 30 RSUs and 3
UAVs, (2) 50 RSUs and 4 UAVs, (3) 70 RSUs and 4 UAVs,
and (4) 100 RSUs and 5 UAVs. Similarly, the average value
of 30 simulations of the algorithm is used as the convergence
result. The task cost comparison is shown in Figure 2, and
the coverage comparison is shown in Figure 3.

As shown in Figures 2 and 3, HWGWOA achieves lower
task cost and higher coverage in the above four scenarios.
Specifically, as for task cost, HWGWOA is 9.54% lower than
the genetic algorithm, 7.31% lower than the gray wolf algo-
rithm, and 5.8% lower than the whale algorithm; in terms
of coverage, HWGWOA is 27.87% higher than the genetic
algorithm, 15.19% higher than the gray wolf algorithm,
and 9.86% higher than the whale algorithm. In a word,
HWGWOA has low task cost compared with the other three
algorithms, and it can get more coverage. When the number

of RSUs increases, this advantage is more obvious. In order
to more intuitively compare the convergence speed and con-
vergence results of the four algorithms, the convergence
trends of task cost of the four algorithms in four scenarios
are shown in Figure 4.

As shown in Figure 4, in the four scenarios, the
HWGWOA acquires a lower task cost and a faster conver-
gence speed. When the task scale is small, this advantage is
more obvious. As the task scale increases, it becomes more
difficult to solve the problem, and the advantage of the
HWGWOA decreases a little.

(D) Stability comparison of four algorithms

Robustness is an important index to evaluate the perfor-
mance of this kind random search algorithm. Therefore, the
robustness of four algorithms is tested in this section. To this
end, each algorithm runs for 30 times, and the optimal solu-
tion, the worst solution, the average solution, and the vari-
ance of the task cost are recorded as shown in Table 5.

As shown in Table 4, the convergence accuracy of genetic
algorithm is the worst, but the variance is small, that is, the
robustness of the algorithm is good; the convergence
accuracy and stability of gray wolf optimization algorithm
and whale optimization algorithm are general; HWGWOA
is better than the gray wolf optimization algorithm and whale
optimization algorithm in convergence accuracy and robust-
ness. When the task scale is small, the robustness is slightly
worse than that of the genetic algorithm; with the task size
increasing, the robustness of HWGWOA is better when the
number of RSUs reaches 100 with the increase in modulus.
It can be seen that HWGWOA has better convergence speed
and accuracy than the other three algorithms in solving the
data acquisition problem of multi-UAV coassisted RSU,
and it also has better algorithm robustness, which is more
suitable for solving large-scale optimization problems.
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6. Conclusion and Further Work

This paper investigated the data acquisition of multi-UAV
coassisted RSU in a large-scale scene. First of all, according
to the physical constraints and collaborative constraints of
UAV, considering the two factors of mission cost and
mission coverage quality, a maximum cost minimum cover-
age model was proposed to seek the solution to obtain the
maximum coverage benefit under the premise of minimum
mission cost. Then, the HWGWOA was proposed for
UAV mission planning. Finally, the HWGWOA was
compared with the genetic algorithm, gray wolf optimization
algorithm, and whale optimization algorithm. The experi-
mental results show that the HWGWOA has faster conver-
gence speed, better stability, and higher convergence
accuracy, and it is more suitable for large-scale optimization
problems. In the future work, we are committed to further
research from the following aspects: on the one hand, we will
solve the real-time replanning problem of multi-UAV coop-
erative task planning according to the actual constraints; on
the other hand, we will consider the multi-UAV cooperative
task planning problem under rechargeable conditions.

Data Availability

The raw/processed data required to reproduce these findings
cannot be shared at this time as the data also forms part of
an ongoing study.

Additional Points

This article is a further expansion based on conference
papers. Conference papers consider a smaller task environ-
ment and fewer roadside units. In the conference papers,
the task distribution and path planning schemes are mainly
formulated according to the task set to realize the complete
collection of roadside unit data. On this basis, this article
considers more realistic large-scale scenarios. In a large-
scale data collection scenario, it will take a long time to
collect data from all roadside units. Therefore, the number
of drones selected will inevitably increase, which will result
in high collection costs. In actual scenarios, there are energy
consumption and time constraints. As the collection tasks
increase, we cannot collect all roadside unit data. At this
time, we need to perform partial collection, and the problem
is transformed into a scan coverage problem, that is, an
incomplete coverage problem. At present, for the scan cover-
age problem, the coverage rate is generally expressed by the
ratio of the number of target points covered to the total
number of target points. This is not reasonable in the data
collection problem of the roadside unit. In the problem of
roadside unit data collection, roadside units deployed in
different locations often collect road and traffic information
of different data sizes and different degrees of importance in
the same time period. This leads to different data collection
needs for each node. For example, roadside units deployed
near scenic spots, urban main road intersections, near
stations, etc., will collect more important and complex data
information. On the contrary, a roadside unit deployed on
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a remote trail will carry less important and less data infor-
mation. Therefore, this paper proposes a data collection
model based on coverage quality while optimizing time
and energy consumption. We define it as the minimum cost
and maximum coverage problem.
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DDoS (distributed denial of service) attacks have drastically effected the functioning of Internet-based services in recent years.
Following the release of the Mirai botnet source code on GitHub, the scope of these exploitations has grown. The attackers
have been able to construct and launch variations of the Mirai botnet thanks to the open-sourcing of the Mirai code. These
variants make the signature-based detection of these attacks challenging. Moreover, DDoS attacks are typically detected and
mitigated reactively, making DDoS mitigation solutions very expensive. This paper presents a proactive IoT botnet detection
system that detects the anomalies in the behavior of the IoT device and mitigates the DDoS botnet exploitation at the source
end, which makes our proposal a low-cost solution. Further, this paper uses a collaborative trust relationship-based threat
intelligence-sharing mechanism to prevent other IoT devices from being compromised by the detected botnet. The researchers
have evaluated the collaborative threat intelligence sharing mechanism using Ethereum Virtual Machine and Hyperledger. The
performance of our proposed system can detect 97% of the Mirai botnet attack activities. Furthermore, our collaborative threat
intelligence sharing mechanism based on the Ethereum Virtual Machine showed more scalability.

1. Introduction

Due to the advancements in microelectromechanical sys-
tems (MEMS), wireless technologies, microservices, and
the Internet, IoT has evolved rapidly in recent times, any-
thing connected to the Internet, a ubiquitous device, for
example, a heart monitor or health monitoring sensors
implanted in a person or biochip transponders implanted
in animals in a form [1]. The ample space of IP address

due to IPv6 is one of the essential factors in the massive
development of the Internet of Things [2]. IoT applications
can be found in energy, transportation, health care, building
management, cattle farms, and agriculture.

Other than trend-setters, architects, sellers, and clients,
IoT has too pulled into consideration of assailants. These
IoT devices are generally set up with fewer security controls.
This inborn imperfection has made the IoT millions of inse-
cure devices [3]. The more significant volume of the Web of
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Things makes its assault surface more noteworthy [4, 5].
Time to showcase, low-cost thought, and the need for related
security regulations have empowered vendors to make less
secure gadgets. Security specialists have, numerous times,
issued notices concerning the utilization of these less
ensured gadgets [6].

Numerous hosts and autonomous systems attacked
GitHub with a 1.35 Tbps attack in February 2018 [7]. In
May 2018, malware infecting particular network-attached
storage devices and home routers was identified as “VPNFil-
ter.” This malware has affected around 500,000 home
routers worldwide [8-10]. The exploitation of these insecure
IoT devices for initiating well-coordinated Distributed
Denial of Service (DDoS) was attacked by Mirai malware
in October 2016. Such kinds of attacks affect user trust in
adopting the IoT paradigm. After the Mirai malware source
code release, many Mirai malware variants were authored by
black hat hackers.

Traditional detection and mitigation of DDoS are carried
out at the destination of the attack. However, enterprises are
deploying costly and complicated solutions for DDoS pro-
tection to continue their core business processes. Therefore,
there is a limitation in detecting and mitigating DDoS at the
destination end.

L.1. Research Motivation. Collaborative security is a tech-
nique that is characterized by many vital features, including
“collective responsibility” and “think globally, act locally”
[11]. Different players, manufacturers, and vendors should
collaborate by sharing attack knowledge to provide proactive
detection and real-time mitigation of attacks. They also have
a significant role in the mitigation and prevention of botnets.
They are well placed to identify malicious activities pro-
duced by infected systems and subsequently separate them
from the network to safeguard the system. However, detect-
ing and stopping a single source of DDoS attack traffic is not
sufficient.

This paper presents detection and a collaborative mitiga-
tion system for the Mirai IoT type of malware. The main
contributions of this paper are the following:

(i) Based on the performed Mirai malware analysis,
this paper presented a model for detecting the
attempts of device compromise and subsequent
installation of the malware binaries on it

(ii) This research proposed a mitigation mechanism
that prevents a device from becoming a part of the
Mirai type of botnets

(iii) This paper also proposed a collaborative mitigation
mechanism for threat intelligence sharing among
trusted peers. This paper used smart contracts and
blockchain-based methodologies for trust establish-
ment and collaboration that helped implement the
proactive defense mechanism against the IoT
botnets

The remaining of the paper is structured as follows. Sec-
tion 2 discusses the existing state of the art. Section 3 is
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about the threat model, and it includes an analysis of the
complete functionality of Mirai malware, command and
control server, its scanning for vulnerable devices as poten-
tial bot targets, and malware loading process on these vul-
nerable devices. Section 4 elaborates on the particulars of
the proposed detection system. Section 5 contains the spe-
cifics of the anticipated collaborative mitigation system.
Implementation and deployment specifications are pre-
sented in Section 6. Section 7 provides results and analysis
of both detection and mitigation systems. Finally, Section 8
concludes the paper.

1.2. Significance of Work. Significance and potential benefits
of this work are the following:

(i) ToT malware attack can be detected at its source end

(ii) Timely informing the network administrator of the
compromised device during the attack

(iii) Availability of a mechanism for sharing the attacker
information with the peers in a proactive way

(iv) Significant addition in the enhancement of the secu-
rity and sustainability of the global Internet

(v) Significant addition in the enhancement of the con-
sumer trust on the Internet of Things

2. Related Work

In recent times, IoT security has been a popular area of
research. This study divided the related work section into
two subsections for a focused discussion. The first subsection
discusses the approaches related to IoT botnet detection, and
the second subsection discusses the collaborative mitigation
approaches and their limitations.

2.1. IoT Botnet Detection. Due to diverse reasons, from com-
paratively fewer computing capabilities to the pressure on
the market, there has been a trend to ship and deploy the
IoT devices and applications with less secure security con-
trols. Security researchers in academia [12] and industry
[13, 14] have been identifying the severe risks associated
with this trend of negligence in IoT security [15].

There have been numerous honeypot-based IoT botnet
detection efforts. Pa et al. [16] proposed the IoT honeypot.
Another attempt in this regard is [17]. These are low-
interaction honeypots, an emulated package that provides
the attacker with a limited level of interaction and is of little
use for the practical deployments in the IoT devices.

Numan et al. discussed that DDoS mitigation solutions
at the service provider’s end have many business advantages
for Internet service providers. In this way, not only ISPs can
safeguard themselves from DDoS attacks, but they also can
offer DDoS mitigation protection to their customers, leading
to secure and reliable Internet services [18]. However, these
solutions are costly and protect DDoS at its destination end
rather than the source end. Therefore, ISP-based DDoS
detection and mitigation solutions that block the CNC dur-
ing the IoT Botnet propagation stage before the launch of
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actual DDoS are more effective. Therefore, there is a need for
such kinds of solutions.

There have been some efforts on the DDoS preventive
techniques in the Internet of Things [19]. For example,
Dao et al. proposed to install Smart filters at the edge of
the attack source or destination. A central controller is
deployed, performing coordination among the smart filters.
The main controller restricts each smart filter by adopting
suitable parameters into its self-organizing map module,
built on the attacking behavior. However, the proposed solu-
tion fails to define how to identify the source of the attack.
Moreover, the complexity of the proposed method made it
unsuitable for smart home and smart office scenarios.

An access control mechanism, Manufacturer Usage
Description (MUD) enables functional correctness to devices
[20, 21]. MUD profiles are available on MUD servers openly.
The MUD profile consists of private consumer information.
Therefore, there is a chance of leakage of the consumer’s data.

Furthermore, a compromised device might direct toward
an illegitimate or corrupted profile as the MUD’s DHCP and
LLDP methods do not authenticate the device. MUD stan-
dard suggests the use of an X.509 extension. However, most
Internet of Things home gateways and WiFi access routers
do not possess X.509 certification. The deployment of the
proposed MUD solution is based and dependent on the
manufacturer of the devices. The implementation of the
defense solution must not be dependent on the manufac-
turer. Consumers and users must be capable of deploying
the defense solution independently.

Heimdal is an intrusion detection solution based on the
principle of whitelisting aimed at the IoT devices [22]. It
can operate on gateway routers and offer protection to all
the devices behind the gateway router. It is continually
applied on every device present in the network. Although
the whitelisting-based mechanism proposed in Heimdal
produces good results, the limitation of this approach is its
reliance on VirusTotal, which would hinder the detection
of zero-day malware.

A collaborative defense scheme to confront Mirai is pro-
posed by [23]. The authors deployed a white Mirai, which
expels the Mirai malware and blocks the communication
ports in case of a Mirai attack. Although collaborative
defense mechanisms are more productive, yet these solu-
tions have shortcomings. The limitation of this scheme is
that it only defeats the original Mirai malware. Furthermore,
the Mirai variant may use other ports and vulnerabilities.
Therefore, there is a need for a collaborative defense scheme
to detect any Internet of Things malware.

A SIEM-based system for the accurate identification of
malicious activities in the Internet of Things is proposed
[24]. The authors discuss vulnerabilities presented in IoT
devices. The detection of malicious activities in IoT devices
is detected using SIEM. However, SIEM deployment for
IoT devices in the smart home scenario is costly and not
cost-effective. Moreover, the integrity of the security events
generated by SIEM is critical. Its alteration would lead to
the generation of false alarms. Also, a centralized design
for detecting abnormalities in IoT systems creates a single
point of failure and attack.

An e-MUD for IoT botnets prevention on home WiFi
routers is presented in [25]. As MUD does not consider
identifying and patching vulnerabilities present in the device
before the issuance of the MUD profile, a device can be com-
promised even in the presence of the Manufacturer Usage
Description profile by exploiting either the configuration
vulnerabilities or firmware vulnerabilities present in the
device. E-MUD presents an evaluation study of the Manu-
facturer Usage Description (MUD), identifies its weaknesses,
and proposed enhancements in its architecture. It proposed
a mechanism for identifying and eliminating the configura-
tion vulnerabilities before creating the MUD profile for a
device to minimize the attack surface. The authors adopt
the OWASP firmware testing methodology for discovering
vulnerabilities in the firmware of WiFi home routers. The
device is allowed to request the MUD profile only if the
identified firmware vulnerabilities are low. A Usage, Com-
munication and Access Monitoring Based Botnets Detection
System for IoT is proposed in [26] . The proposed solution
has three main components, i.e., descriptor, monitor, and
comparator. Descriptor defines device usage, communica-
tion, and access policies. Monitor observes the current state
of device usage, communication, and access. Anomalies are
detected by the comparator. Results show that the proposed
detection system successfully detects Mirai IoT malware.

2.2. Collaborative Mitigation Approaches. The faith that
sharing security attack evidence amongst systems would
enhance the general protective position of the public is gain-
ing popularity. For example, during the post-Morris Worm
attack, the government of the US made CERT. Similarly,
PDD-63 made ISACs help fight the perceived cyber threats
[27]. Gordon et al. assessed the state of attacker information
sharing and presented an economic incentive-based proto-
type that broke down the managerial expense [28]. This
effort was then extended by Gal-Or et al. by utilizing game
theory to assess the demand-side consequences happening
underneath the existing sharing model [29]. The two works
lay the foundation for understanding the advantages of shar-
ing. In particular, sharing gives expected benefits to security
and cost savings [30].

The most promising cyber threat intelligence standards
in the market today are the Trusted Automated Exchange
of Indicator Information (TAXII) [31] and Structured
Threat Information Expression (STIX) [32]. STIX and
TAXII are open community efforts that are continually
developing. The MITRE Corporation initially served on
behalf and under the sponsorship of the US Homeland Secu-
rity Department as the creator and moderator of both the
STIX and TAXII communities. The US Homeland Security
Department, in 2015, moved STIX and TAXII for further
development to the OASIS Cyber Threat Intelligence Tech-
nical Committee (OASIS CTI TC). Today, STIX and TAXII
are widely discussed in the community.

Moreover, they have already incorporated many plat-
forms and tools, making them a de facto standard for threat
sharing to achieve collaborative mitigation. The main draw-
back of the TAXII STIX combination is its inability to estab-
lish trust between the receiver and the sender of the threat



data. Trust establishment between the peers before threat
information sharing is one of the main requirements for
threat data sharing to achieve successful collaborative
mitigation.

Fidelis Barncat [33] is a threat intelligence database for
sharing attacker information. It offers a tight security pack-
age that automates, correlates, orchestrates, and integrates
metadata from across the network, endpoint, and trickery
defenses to help the user swiftly detect, chase, and respond
with accuracy to threats. There are privacy issues in the
threat feed of Fidelis Barncat. The feed contains private
information about the victim. The data generated during
the decompilation of the virus includes victim server info:
FTP hosts, FTP passwords, usernames, IPs, and passwords
of the victim organization. In addition, the threat data con-
tains an attack pattern and hashes. This situation leads to a
none GDPR compliant environment. None GDPR compli-
ance may harm the sender of the threat feed [34].

Such issues hamper the user’s trust in sharing threat data
to achieve collaborative mitigation. The reasons of lack of
coordinated efforts in threat intelligence sharing are listed
below:

(i) Privacy and secrecy of security posture of the victim
[35]

(ii) Tradecraft on victim data by attacker [36, 37]
(iii) Lack of structure and context of the shared data [38]
(iv) The nonexistence of pertinent records [39]

(v) Lack of motivations [40]

Altogether, these points of interest create a climate
where people and organizations are reluctant to share threat
data. If sharing takes place, the realities are uncovered so
that the moment noteworthiness gets to be far-fetched.
Unfortunately, this ends in a worldview where conceivably
fundamental focuses that can halt dangers frequently, by
no implies, reach the imminent peers in time.

The transparency and security features provided by the
blockchain can enhance cybersecurity issues. They can con-
nect devices in a decentralized manner employing digital
signatures.

This decentralized establishment reduces the chance of
attack initialization from a central point for the attacker.
Once an assault happens, the information concerning the
occurrence can be unnoticed, jumbled, and complex. How-
ever, blockchain can proficiently outline what takes place.

During the recent years, few research initiatives have
aimed for a reliable framework that considers the issues
occurring during threat sharing [41-47]. This has led to
blockchain-based approaches, but still none is comprehen-
sive enough.

3. Threat Model

Recent past cyber-attacks demonstrate that susceptibilities
present in IoT devices are exploited for initiating DDoS.
After compromising the IP cameras, DVRs, and WiFi access
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routers, Mirai malware launches nine different types of
attacks: UDP flood, SYN flood, ACK flood, TCP stomp
flood, Valve source engine specific flood, GRE IP flood,
GRE Ethernet flood, HTTP flood, and DNS water torturing.
Figure 1 shows the infection process of Mirai malware, and
Figure 2 elaborates on the details of the analysis of the func-
tionality flow of the Mirai botnets. Scanner server is respon-
sible for scanning vulnerable devices, brute-forcing the
device password, and reporting them to loader server.

The command and control server collaborates with
human operators, allowing them to govern the botnets, con-
nected to a database, and provisions three kinds of per-
formers, each permitted to execute different procedures:
admin, user, and bot. In addition, the command and control
server runs two services, rental services on port 101 and
master services listening on port 23.

3.1. Mirai Malware Components. Mirai bot operates on com-
promised and infected devices. It has three submodules,
namely, “scanner,” “killer,” and “attacker.” The “scanner”
module is responsible for scanning for new vulnerable
devices and finding any weak device, directing the scan
result to the “reporting server.” The “killer” module is in
charge of finding and killing other malware running on the
compromised machine. The 'Attacker' component performs
the actual DDoS attack; it receives the attack command from
the command and control server. On execution, the bot
deletes itself, rewrites function pointers, changes code execu-
tion and process name, and connects to the CNC server. The
reporting server receives scan results of vulnerable devices
from the scanner server and newly compromised devices
(bots) and forwards them to the loader server. The loader
server transfers the Mirai malware binaries to susceptible
devices, making them bots, consequently making them part
of the botnet.

3.2. Mirai Malware Functionality. The Mirai CNC initially
scans several IP addresses to discover susceptible devices.
In the second phase, the pool of the Internet Protocol (IP)
addresses of the susceptible devices are transferred to the
loader server, which loads the Mirai malware on the
reported vulnerable IoT devices for making bots. Malware
is a malicious program that is implemented on infested
devices. As a next step, malware eliminates itself from the
infected machine, altering its surname to a random value.
Afterwards, it attempts to shelter itself from any rival mal-
ware by a background killer process, which destroys compet-
ing worms that ultimately belong to the same device. It also
prevents everybody from breaking using additional conven-
tional means, such as Telnet, SSH, or HTTP. The main
objective of this action is to extend the attack perspective
of every device, making sure the complete readiness of all
its computational means for the attack. As a final point, it
drives into the main lead implementation phase. This round
establishes a connection with the CNC server and keeps it
active, waiting for attack instructions. In case it receives an
attack command, the bot accomplishes the attack. Next,
the bot must complete a domain resolution to connect to
the reporting server or main command and control server



Wireless Communications and Mobile Computing

Command and control

server

4 CNC issues attack command

3 Loads bot to camera, DVR, to bot
NVR and Router
w I Home Tareet svst
Loade cameras ~ DVR/NVR router arge? system
—_— >
[ ‘
‘ — —P>
- SI—
2 Gives scanning result 5 Bot starts DDoS
to loader attack on target
Scanne;
S —
& 1 Dictionary attack on IP camera, DVR/NVR
NS

and home router trough telnet

FiGure 1: Compromising and exploiting IoT devices for launching DDoS attack.

by getting the corresponding IP address. The process-wise
functionality of Mirai malware is given below:

(1) Mirai scanner scans for vulnerable devices
(2) Mirai scanner pass on scans results to loader server

(3) Loader server loads Mirai malware on vulnerable
devices

(4) Vulnerable devices act as a bot after Mirai malware is
loaded on it

(5) The bot then kills its competitor

(6) The bot starts scanning for more vulnerable devices
(7) It reports new bots to the loader server

(8) The CNC issues the attack commands

(9) Bot initiates DDoS attacks on the destination

4. The Proposed IoT Botnet Detection System

IoT devices are typically run on specific applications and con-
stitute a network generally termed as a stub network. These
devices have well-defined access, communication, and usage.
Furthermore, the network administrator these devices are
deployed has full authorized access to these devices. Let us
consider installing a temperature sensor to pick up the room
temperature and transfer the sensed information to the data-
base system to comprehend this concept. In this case, the sens-
ing temperature of the room is the usage of the IoT device,
sending sensed data to the database machine is the predefined
communication of the IoT device, and the network adminis-
trator of the network in which these IoT devices are part has
authorized access to these devices. This research proposes a
botnet detection solution for the IoT based on the above-
explained principle. The proposed botnet detection solution
is presented in Figure 3.

The suggested detection technique has a policy descriptor
that refers to the device’s predefined policies for access, com-
munication, and usage. Another component is the policy
monitor, whose first job is to observe the present state of access
on the device, communication of the device, and device usage.
The comparator matches the current access, communication,
and usage with predefined access, communication, and usage
policies. If immediate access to the device, communication
pattern of the device, and usage of the device fit according to
the predefined rules, the behavior is called normal. If there is
a disparity, the behavior is called attack behavior. The attack
classifier categorizes attack behavior as one of the following
violations: access policy, communication policy, and usage
policy. The access, communication, and usage monitor report
these violations of the predefined policies. At this point, the
botnet detection scheme produces alarms to network
administrators.

4.1. System Model. In the proposed botnet detection system, a
B number of nodes are in the network. The number of nodes
present in a local network is presented as B={by, b, b, -

---b,}. A node b, observes its neighbouring nodes. The neigh-
bours of b, is a set of nodes having one-hop contact with node
b, and are represented as N,(b,) ={b;, b, --- -+ b,}. Every
node b; possesses different attributes. The set of attributes of
the node b; can be denoted as A, = {a, -+~ - a,,}. The node
b, observes the activity of the node b; by observing its attri-
butes. If node b, observes its neighbouring nodes N;(b,) = {
by b,}, it stores the set of the corresponding attribute
vectors Ay, ) ={a; == a, }. This can be represented in
matrix form as follows.

Ay, Ay, 0 G,
A I I T (1)
Ny(b,) =

b, W, T W,



Start

v

Mirai scanner

Wireless Communications and Mobile Computing

1 Mirai scanner scans for vulnerable devices

server

2

Mirai scanner
pass on scans
results to loader

v

v

Loader server

3 loader loads mirai malware

Vulnerable

devices

4

Vulnerable
devices acts as a
bot after mirai
malware is
loaded on it

and gives scanning result to
reporting server

4 on vulnerable devices 5
Kills
competing
Killer in bot kills all malwares
3 competing malware on
R vulnerable device
eports newly
detected 6
vulnerable Scans for new
devices to Scanners in bot scans for vulnerable
loader new vulnerable devices devices

7

Reporting server

CNC server

gives scanning result

to reporting server

9 Attack
commands

Attacker in bot receives
attack command from CNC
and act on it by launching
DDOS on target server

11 Launch
DDoS attack

A 4

DDosS target server

10
bot receives attack

commands from CNC

FIGURE 2: Analysis of functionality flow of Mirai.

More precisely, the attributes of any node include access
policy access, , communication policy com,, , and usage pol-

icy usg, . These are generic attributes and can be of homoge-

nious and hetrogenious setup. The set of defined access
attributes vector ADb,, can be represented in matrix form as

follows.
accessCy, accessCy,
m
accessDy, accessDy, accesstZI accesstm
1 im AccessCy, ) =
N b accessD,, accessDy, 5
COESSEN(b,) = (2) accessC, accessC,,
accessDy, accessD,,
n nm

The set of current access attributes vector AccessCb,, can
be represented in matrix form as follows.



Wireless Communications and Mobile Computing 7

Defined policies of Current observed state of
usage policy usage policy
access policy access policy
communication policy communication policy
yes
Normal
behavior
No
Attack behavior
A 4 v h 4
Usage monitor Access monitor Commur.ncatlon
monitor
DNS query
validator
v 4 ¢
Usage policy Access policy Communication
violation violation policy violation
Generate alarms

\ 4

A

A 4

Administrator

FiGure 3: The flow of the proposed IoT botnets detection system.

The set of defined communication attributes vector com The set of current communication attributes vector com
Dy, can be represented in matrix form as follows. Cy, can be represented in matrix form as follows.

comD,  comD, -+ comD, comC,  comC, -+ comC,

11 12 1m 11 12 1m
comD,  comD, -+ comD, comC,  comC, -+ comC,

ComD — 21 22 2m . COmC — 21 22 2m

Ny(b,) . . . : N, (b,)

comD,  comD, -+ comD, comC,  comC, -+ comC,

nl n2 nm nl n2 nm

(4) (5)



4.2. Detection of Access Policy Violation. Let AccessCb; is the
current access control attribute of the node b; observed by its
neighbouring nodes N;(b,) = {b; -+~ -+ b,} during time inter-
val t and AccessDb; is the Access control of node b; in the
defined access policy. At any instant ¢, if the current access
control AccessCb; is the same as AccessDb; defined in policies,
node access control behaviour is normal. Mathematically

accessCy, ~ accessCy, | accessCy,
"

accessC accessC, accessC
bll b22 me

AccessCh; == AccessDb;

accessC, accessC, accessC,
by, b, by

accessD accessD accessD
b 11 h 12 b 1m

accessDy,  accessD,, accessD,,
21 22 2m

accessD,  accessD,, accessD;,
nl n2 nm

(6)

For any node b;, if both AccessCb, and AccessDb, are not
equal, then the behaviour is termed as access policy violation.
Mathematically

accessC accessC accessC
by by by,

accessC accessC accessC
bZl bZZ me

AccessCb; # AccessCb;

accessC accessC accessC
by b,y By

accessD accessD, accessD.
bl 1 bl 2 hl m

accessD accessD, accessD.
bl 1 bZZ hZ m

accessDy, — accessDy, accessD,,
i i i

(7)

The detection system generates an alarm and sends it to
the network administrator.

4.3. Detection of Communication Policy Violation. Let
comCb; is the current communication attribute of the node
b; observed by its neighbouring nodes N;(b,) = {b; -+ -+ b,
} during time interval ¢ and comDb; is the communication
attribute of the node b; in the defined communication policy.
At any instant t, if the current communication policy
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comCb, is the same as comDb; defined in policies, node
communication is normal. Mathematically

comCy ~ comCy comCy,

comC;,  comC, comC,
21 22 2m

comCb; == comDb;,

comC,  comC, comC,,
nl n2 nm

comD,, ~ comD, comD,,
m

comD,, ~ comD,, comD,,

comD comD comD
bnl an bnm

(8)

For any node b;, if both comCb; and comDb; are not
equal, then the behavior is termed as communication policy
violation. Mathematically

comC, ~ comCy, comC,,
m

comCy, ~ comCy comCy,

comCb; # comDb;

comC, ~ comC,, comC,

comD, ~ comD,, | comDy,
m

comD,  comD, comD,,
21 22 2m

comD,  comD, comD,,
nl n2 nm

©)

The detection system generates an alarm and sends it to
the network administrator.

4.4. Detection of Usage Policy Violation. Let usgCb; is the
current usage attribute of the node b; observed by its neigh-
bouring nodes N;(b,) ={b, --- -+ b,} during time interval ¢
and usgDb; is the usage attribute of the node b; in the
defined usage policy. At any instant ¢, if the current usage
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policy usgCb; is same as usgDb; defined in policies, node
usage is normal. Mathematically

usgCy, -~ usgC, | usgCy,

usgCy, ~ usgC, usgCy,

2m

usgCb, == usgDb;,

usgCy, ~ usgC, usgCy,

usgD;, ~ usgDy, | usgD;,

usgDy, ~ usgD, usgD,,

usgDy, ~ usgDy, usgD,

(10)

For any node b;, if both usgCb, and usgDb; are not equal,
then the behaviour is termed as usage policy violation.
Mathematically

usgCy, -~ usgC, | usgCy,

usgC,  usgC, usgG,,

comCb; # comDb;,

usgC,, ~ usgCy usgCy

nm

usgDy, ~ usgDy, usgDy,

usgD,, ~ usgD, usgD,,

usgDy, ~ usgDy, usgD,,

(11)

The detection system generates an alarm and sends it to
the network administrator.

4.5. Explicit Notification of Device Health State to Network
Administrator. The detection system periodically reports the
health status of devices to the network administrator. If the
network administrator does not get an explicit notification
from the detection system, they assume that all the devices
in the network are either under attack or have been compro-
mised. In that case, it reboots all the devices in the network.

4.6. Local Mitigation Actions. The detection system initial-
izes the local mitigator. Then, it performs the following three
main tasks.

(i) Change device credentials: The attacker gets access
to the device by successfully brute-forcing the device
login credentials. The local mitigator changes the
device login credentials and informs the network
administrator about the new access credentials as a
first defensive measure

(ii) Block attacker domain and IPs address access to
devices: Local mitigator blocks access of the identi-
fied “command and control” server’s domain and
IPs to devices in the network

(iii) Reboot the device: The Internet of Things malware
resides in volatile memory. Rebooting the device
would remove the malware from the device. Instead,
the local mitigator reboots the infected devices to
abolish Mirai from devices

5. Proposed Collaborative IoT Botnets
Mitigation System

The proposed collaborative mitigation system is depicted in
Figures 4 and 5. Table 1 illustrates the mathematical notations
used in the collaborative mitigation system. In the suggested
collaborative mitigation technique, members in the
blockchain-based smart contract agree to share attacker infor-
mation to the members present in the smart contract through
its peer mitigator. Every member of the smart contract has its
detection system deployed at its premises responsible for
detecting the abnormal activities defined in Section 4. After
getting attacker evidence from the used detection system,
every fellow takes defensive actions via its local mitigator.

If one of the members of the smart contract is an Internet
service provider, it also safeguards its customers by blocking
access to attacker domains and IPs on their network. In case
the CNC server is using the internet connection from one of
the smart contract signatory Internet service providers, the
Internet service provider takes action and blocks command
and control server IP addresses, leading to the prevention of
the source of the attack provides proactive defense against
IoT botnets. Next are the stages of the anticipated collabora-
tive mitigation system.

As a first step, a smart contract is formed. This smart con-
tract confines every contributing member to share invader
info with the fellow of the smart contract in case of an attack
on IoT devices deployed within their network. This smart con-
tract is joined by various enterprises of IoT devices capable of
comprehensive threat intelligence abilities.

Figure 6 explains the smart contract management stack.
Initially, the like-minded vendors form a consortium. The
consortium management unit, responsible for managing the
consortium, executes the smart contract operation. First,
the public-private key pairs would be generated by registra-
tion with the certificate authority and certificates from
trusted CAs (certificate authorities). In the next phase of
the stack, the block is generated, leading to blockchain
formation.

Suppose an attack is launched on IoT devices deployed
by any members. In that case, the proposed botnet detection
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FI1GURE 4: Functionality flow of the proposed collaborative mitigation system.

system becomes aware of the attack based on the violation of
the defined policies and reports it to the peer mitigator.

The peer mitigator signs it as E(SP,K(T,)) = ST,.

The peer mitigator encrypts with group public key or
with public keys as E(RP,K(ST,)) = EST,

The peer mitigator decrypts this transaction with his/her
private key as D(RP,K(EST,)) =ST

The peer mitigator then validates the digital signature of
the sender by decrypting the message with either the public
keys of the or group public key as D(SP,K(ST,)) =T,.

Upon receiving attacker information, local mitigators
block the attacker access at receiving members end to the
network through firewall policies. In the attacker’s case, the
IP addresses pole belongs to one of the smart contract signa-
tory ISP; the ISP filters out attack traffic by taking down the
CNC server and blocking allocated public IPs.

6. Deployment and Implementation

This unit details the implementation and deployment of the
Mirai botnet attack setup, proposed detection, and collabora-
tive mitigation system. This research established the lab setup
for deploying and implementing the proposed solution, as
depicted in Figure 7.

6.1. Deployment of Mirai Setup. This study set up the Mirai
CNC server (IP address is 192.168.2.11 and domain name

“cnc.sajjad.local.”) from its source code [48], having a data-
base, loader, and scanner server “192.168.2.12.” A DNS
server “IP address 192.168.2.53” is established to resolve
the domain queries made by the devices, two WiFi home
routers as IoT devices. A system (IP address 192.168.2.141)
is also set up as a DDoS destination target system. The IP
addresses of the two WiFi home routers are 192.168.2.71
and 192.168.2.72, respectively. In the initial stage, a scanner
server starts scanning for compromised devices. The scan
results are reported to the loader server. The binaries of
the Mirai malware are loaded on the compromised WiFi
home Router by the loader server.

6.2. Implementation of Suggested IoT Botnet Detection
System. For the implementation of the detection, OSSIM
[49] is used. This research first defined the standard poli-
cies for the access on the device, communication of the
device, and usage of the device for both WiFi access
routers. Sample predefined rules are presented in
Table 2. At that point, these predefined policies are imple-
mented in the form of OSSIM rules. Those rules were then
included in the native rules of Suricata IDS present in the
OSSIM. In the attack, the suggested botnet detection sys-
tem produced alarms. Mitigator started actions required
for local mitigation and subsequently initialized collabora-
tive mitigation procedures.
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FIGURE 5: Functionality flow of the collaborative mitigation system between different vendors.

TaBLE 1: Used mathematical notations.

Notation Description

Tx Transaction

STx Transaction with signature

ESTx An encrypted transaction with a signature
DSTx A decrypted transaction with a signature
SP,K Private key of the sender

SP,K Public key of the sender

RP,K Private key of the receiver or group private key
RP,K Public key of the receiver or group public key

6.3. Implementation of Proposed Collaborative Mitigation
System. The proposed mitigation system consists of two parts,
namely, local mitigator and peer mitigator. This study imple-
mented a local mitigator by implementing a software module.
It then executes necessary administrative commands to per-
form the following three tasks.

(i) Change device credentials: An attacker could com-
promise the device by successfully brute-forcing the
device’s login credentials. Therefore, the local mitiga-
tor changes the device login credentials and informs

the network administrator about the new access cre-
dentials as a first defensive measure

(ii) Block attacker access to devices: The detection system
provides the identified command and control server’s
domain name and IP addresses to the local mitigator.
The local mitigator automatically updates firewall
rules for blocking the attacker access to the previously
compromised devices in the local network

Reboot the device: As Mirai malware resides in the
volatile memory, rebooting the device can remove
the malware from the device. For example, local
mitigator reboots the infected devices to remove
Mirai from devices

=

(i

The collaborative mitigation system uses Hyperledger and
Ethereum [50, 51]. Attack information, including attacker
domain and IP addresses, is shared with the participants of
the smart contract. Figure 8 illustrates the operational flow
of a smart contract. Initially, a smart contract is compiled
using an online solidity browser [52]. Then, the variables
returned by Web3 [53] are executed in the geth terminal [53].

7. Results and Analysis

This section includes the results and analysis of both detec-
tion and mitigation systems.
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TaBLE 2: Example of defined policies for a device.

Policy

Definition

Policy for accessing device
Policy for device communication

Policy for device usage

Administrate access allowed from 192.168.20.201
Communicate with 192.168.2.201

Collection of permitted commands
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7.1. Results and Analysis of Detection System. The process of
compromising the devices entails the following six steps.

(1) Compromising the initial login access of the device
by the attacker

(2) Getting access to the device shell

(3) Connection establishment with CNC

(4) Getting malware from CNC

(5) Malware execution on the compromised device

(6) A compromised device acting as a bot

Table 2 depicts the defined policies for a device. The pro-
posed botnet detection system produces alarms at each step
of the device compromise if there is a violation of predefined
policies. Table 3 describes the plotting of the alarms gener-
ated by the proposed botnet detection system during each

stage of the device compromise. A thorough study of the
packets taken by the proposed botnet detection system dur-
ing every step of the device compromise is carried out in the
subsequent subsections.

7.1.1. Compromising the Initial Login Access of the Device by
the Attacker. As a first step, CNC attempts to access the tar-
get device through login. The traffic packets transferred
between the CNC server and the target device are captured
during this process. The CNC server succeeded in getting
access to the target using the username root and default
password device, as shown in Figure 9.

7.1.2. Getting Access to the Device Shell. After successfully
logging into the target device, the CNC servers’ next job is
to get into the BusyBox of the compromised device. The
packet captured during the attempt of the CNC server to
access the BusyBox of compromised is shown in Figure 10.
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TaBLE 3: Alarms generated at every step of making a device bot.

Alarm Steps

Violation of I Compromising the initial login access
iolation of access polic
Poley Getting access to the device shell

o ) o Connection establishment with CNC
Communication policy violation .
Getting malware from CNC

. L Command execution in BusyBox
Usage policy violation . . i
A compromised device acting as bot

Internet Protocol Version 4, Src: 192.168.2.11, Dst: 192.168.2.71

Transmission Control Protocol, Src Port: 46856, Dst Port: 23, Seq: 4, Ack: 19, Len: 21
Telnet

Will Negotiate About Window Size
4 Suboption Negotiate About Window Size ]
4 Subopticn End
4
4

[ %

Won't Remote Flow Control
Do Echo
4 Do Suppress Go Ahead
Internet Protocol Version 4, Src: 192.168.2.71, Dst: 192.168.2.11
Transmission Control Protocol, Src Port: 23, Dst Port: 46@56, Seq: 66, Ack: 25, Len: 58
Telnet
Data: Release: @8/87/1@ (SVN revision: 14896)\r\n
4 <unknown option> <:|
Command: Unknown (13)
Data: \n
Data: DD-WRT login:

Internet Protocol Version 4, Src: 192.168.2.11, Dst: 192.168.2.71
Transmission Control Protocol, Src Port: 46856, Dst Port: 23, Seq: 25, Ack: 124, Len: 4

Telnet {:j

Data: root

Internet Protocol Version 4, Src: 192.168.2.71, Dst: 192.168.2.11

Transmission Control Protocol, Src Port: 23, Dst Port: 46856, Seq: 1308, Ack: 31, Len: 10

Telnet
Data: Password: <$j

Internet Protocol Version 4, Src: 192.168.2.11, Dst: 192.168.2.71

Transmission Control Protocol, Src Port: 46856, Dst Port: 23, Seq: 31, Ack: 148, Len: 5

Telnet -

Data: admin

Internet Protocol Version 4, Src: 192.168.2.71, Dst: 192.168.2.11
Transmission Control Protocol, Src Port: 23, Dst Port: 46856, Seq: 142, Ack: 38, Len: 640
Telnet

Data: S=====S=====S=S=S=SS=S==S=S======== S======S==SSS=S=S=SS=SSS=S=SSS=S=S=S=S===== ‘l\r‘\n {:
Data: root{@dDD-WRT:~#

FIGURE 9: Packets taken by botnet detection system during attacker efforts of compromising the initial login access of the device.
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Internet Protocol Version 4, Src: 192.168.2.11, Dst: 192.168.2.71
Transmission Control Protocol, Src Port: 46056, Dst Port: 23, Seq: 57, Ack: 874, Len: 20

Telnet

Data: /bin/busybox ECCHI\r\n a

Internet Protocol Version 4, Src: 192.168.2.71, Dst: 192.168.2.11
Transmission Control Protocol, Src Port: 23, Dst Port: 46856, Seq: 874, Ack: 77, Len: 137

Telnet
Data: sh\r\n
Data: \r\n
Data: \r\n

Data: BusyBox v1.13.4 (2010-88-87 @8:57:17 CEST) built-in shell (ash)\r\n =
Data: Enter 'help' for a list of built-in commands.\r\n

Data: cd /tmp/\r\n

Data: rm /usr/local/.t; rm /usr/local/.sh; rm /usr/local/.human\r\n

Data: /bin/busybox cp /bin/echo dvrHelper; >dvrHelper; /bin/busybox chmod 777 dvrHelper; /bin/busybox ECCHI\r\n

Data: \r\n

Data: root@DD-WRT:~#
Internet Protocol Version 4, Src: 192.168.2.11, Dst: 192.168.2.71
Transmission Control Protocol, Src Port: 46856, Dst Port: 23, Seq: 1379, Ack: 5511, Len: 172 {}
Telnet

Internet Protocol Version 4, Src: 192.168.2.71, Dst: 192.168.2.11
Transmission Control Protocol, Src Port: 23, Dst Port: 46856, Seq: 5541, Ack: 1551, Len: 648

Telnet
Data: p/.human\r\n

Data: rm: cannot remove '/usr/local/.sh":
Data: root@D-WRT:~# cd /tmp/\r\n

Data: chmod 777 dvrHelper; /bin/busybox ECCHI\r\n
Data: ECCHI: applet not found\r\n

Data: rm: cannot remove '/tmp/.t': No such file or directory\r\n

Data: rm: cannot remove '/tmp/.sh': No such file or directory\r\n

Data: rm: cannot remove '/tmp/.human': Ne such file or directory\r\n

Data: root@D-WRT:~# rm /usr/local/.t; rm /usr/lecal/.sh; rm /usr/local/.human\rin
Data: rm: cannot remove '/usr/local/.t': No such file or directory\r\n

No such file or directory\rin

Data: rm: cannot remove '/usr/local/.human': No such file or directory\r\n

Data: root@D-WRT:/tmp# /bin/busybox cp /bin/eche dvrHelper; >dvrHelper; /bin/busybox \r\r\n

FIGURE 10: Packets taken by botnet detection system during attackers getting access of the device shell.

7.1.3. Connection Establishment with CNC. After getting
access to the BusyBox, the CNC server directs the compro-
mised device to the web server having Mirai malware bina-
ries. The packets are swapped between the CNC server,
and the target device is shown in Figure 11.

7.1.4. Getting Malware from CNC. After a successful connec-
tion establishment, the Mirai binaries are downloaded. The
packets captured during this process are shown in Figure 12.

7.1.5. Malware Execution on the Compromised Device. The
CNC server executes the downloaded Mirai binaries attack
in this step, as shown in Figure 13.

7.1.6. Compromised Device Acting as a Bot. After getting
access and making the target device a bot, the CNC starts
the scan process to find the vulnerabilities in other devices
to make them part of the bot.

7.1.7. Mapping between Predefined Policies and Alarms
Generated by the Proposed IoT Botnet Detection System.
Table 2 demonstrates the predefined usage, communication,

and access policies. The mapping between violations of pre-
defined policies and the alarms generated by the proposed
IoT botnet detection system is depicted in Table 3. Access
to devices by the CNC and its shell (BusyBox) is the abuse
of the predefined policy for accessing the device. Device
communication with CNC Server for downloading Mirai
malware binaries is the abuse of the predefined communica-
tion policy. Finally, implementation of Mirai malware on the
device and the compromised device acting as the bot is the
abuse of the predefined policy for usage.

7.1.8. Alarms Generated against Each Attacked Host. In the
lab setup, two WiFi access routers having DD-WRT firm-
ware are deployed as vulnerable devices. The command
and control server attacks these two devices during the
experiment. This research draw alarms generated against
each attacked device, as shown in Figure 14. Three hundred
sixty alarms are made during the attack on the WiFi access
router having IP 192.168.2.71. The number of generated
alarms is 280 when the router having IP 192.168.2.72 is
attacked.
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Internet Protocol Version 4, Src: 192.168.2.11, Dst: 192.168.2.71
Transmission Control Protocol, Src Port: 46856, Dst Port: 23, Seq: 1657, Ack: 538943, Len: 128 '&
Telnet

Data: /bin/busybox wget http://192.168.2.11:80/bins/mirai.x86 -0 - > dvrHelper; /bin/busybox chmod 777 dvrHelper; /bin/busybox ECCHI\r\n

Internet Protocol Version 4, Src: 192.168.2.71, Dst: 192.168.2.11
Transmission Control Protocel, Src Port: 23, Dst Port: 46@56, Seq: 538943, Ack: 1785, Len: 130
Telnet
Data: /bin/busybox wget http://192.168.2.11:88/bins/mirai.x86 -0 - >\r\r\n
Data: dvrHelper; /bin/busybox chmod 777 dvrHelper; /bin/busybox ECCHI\r\n =
Data: Connecting to 192.168.2.11:80 (192.168.2.11:88)\r\n
Internet Protocol Version 4, Src: 192.168.2.11, Dst: 192.168.2.71
Transmission Control Protocol, Src Port: 46856, Dst Port: 23, Seq: 1785, Ack: 539328, Len: 44
Telnet
Data: ./dvrHelper telnet.x86; /bin/busybox IHCCE\r\n <

» Internet Protocol Version 4, Src: 192.168.2.71, Dst: 192.168.2.11
» Transmission Control Protocol, Src Port: 57836, Dst Port: 88, Seq: 1, Len: 92
4 Hypertext Transfer Protocol
4 GET /bins/mirai.x86 HTTP/L.I\r\n
4 [Expert Info (Chat/Sequence): GET /bins/mirai.x86 HTTP/1.1\r\n]
[GET /bins/mirai.x86 HTTP/1.1\r\n]
[Severity level: Chat]
[Group: Sequence]
Request Method: GET
Request URI: /bins/mirai.x86
Request Version: HTTP/1.1 ]
Host: 192.168.2.11:80\r\n
User-Agent: Wget\rin
Connection: close\r\n

\r\n

FIGURE 11: Packets taken by the botnet detection system during Bot Plea of establishing connection with CNC to download malware
binaries.

Internet Protocol Version 4, (Src: 192.168.2.11, Dst: 192.168.2.71 <0
Transmission Control Protocol, Src Port: 8@, Dst Port: 57836, Seq: 1,
- [SEQ/ACK analysis]

TCP payload (1448 bytes) (4

FIGURE 12: Packets taken by the botnet detection system during bot acknowledging download of malware binaries.

Internet Protocol Version 4,|Src: 192.168.2.71, Dst: 192.168.2.11
Transmission Control Protocol, Src Port: 23, Dst Port: 57117, Seq:
Telnet
Data: echo\r\n
Data: \177ELF\881\601\0081 {::I

FIGURE 13: Packets taken by the botnet detection system during the execution of the malware binaries downloaded earlier.

7.1.9. Alarms Generated by Each Attacker Host. The com-  tem generates around 540 alerts if the attacker is the com-
mand and control server (192.168.2.11) and scanner = mand and control server. The number of generated alerts
(192.168.2.12) are primarily the attacker hosts. In addition, is 150, 110, and 105 in case attacker, WiFi access router 1
two WiFi access routers, after becoming bots, act as the  has IP address 192.168.2.71, WiFi access router 2 has IP
scanner. Alarms generated against each attacking host are ~ address 192.168.2.72, and scanner server has IP address
shown in Figure 15. The figure depicts that the detection sys- 192.168.2.12.
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FIGURE 14: Packets taken by the botnet detection system during compromised device acting as bot.
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FIGURE 15: Alarms generated by each attacking host.
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FIGURE 16: Alarms generated against each attacked port.
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FIGURE 17: Throughput of the proposed collaborative mitigation system.

7.1.10. Alarms Generated against Each Attacked Port. During
the attack process, the attacker tries to gain access to the
WiFi access router by scanning different ports of the target
bot. The number of alarms generated against different ports
is shown in Figure 16. It shows that the detection system
against telnet access generates around 520 alerts.

7.2. Results and Analysis of Mitigation. The local mitigator
changes the device login credentials and informs the network
administrator about the new access credentials as a first defen-
sive measure. The detection system provides the identified
command and control server’s domain name, i.., cnc.sajja-
dlocal, and IP addresses, i.e., 192.168.2.11, to the local mitiga-
tor. The local mitigator automatically updates firewall rules for
blocking the attacker access to the previously compromised
devices in the local network. As Mirai malware resides in the
volatile memory, rebooting the device can remove the mal-
ware from the device. Local mitigator reboots the infected

devices to remove Mirai from devices. The collaborative miti-
gator writes the attacker IP addresses and the attacked ports to
the smart contract and shares them with the member of the
smart contract. This information is received by all the mem-
bers of the smart contract. The local mitigator of each member
blocks the access of the attacker IP address and the attacked
ports. After the mitigation steps, this research again launched
the attack on the WiFi access router from the Mirai scanner.
Mirai scanner (scanrec.sajjad.local having IP 192.168.2.12)
cannot compromise WiFi access routers as attacker access
on the WiFi access router is blocked by the firewall. The peer
mitigator of any organization takes the proactive defense steps.
The peer mitigator of any vendor or peer Internet service pro-
vider safeguards the users or customers of the vendors or
Internet service provider from becoming part of the IoT
botnets.

Similarly, the proactive defense steps taken by the
attacker organization, vendor, or Internet service provider
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FIGURE 19: Delay caused by the encryption overhead.

completely stop the source of the attack. In this way, smart
contract and blockchain-based collaborative mitigation pro-
vide a means of proactive defense to all the members of the
smart contract without members experiencing the attack
themselves. The actions taken by the collaborative mitigator
of the attacker vendor or Internet service provider
completely stop the attack source.

7.2.1. Throughput. The measurement of the per second
transactions is called throughput. Figure 17 elaborates the
throughput of the proposed system. Due to the complexity
and difficulty of the Ethereum’s consensus protocol “proof
of work,” the initial transaction occurred after 360 seconds.
Contrary to this, in Hyperledger, the initial transaction
occurred after 7 seconds.

7.2.2. Scalability. Figure 18 shows the scalability evaluation
of the collaborative mitigation. Hyperledger is less scalable
than Ethereum. Nevertheless, it is also eminent that transac-

tions per second also declined with the number of peer
nodes.

7.2.3. Latency. As shown in Figure 17, the occurrence of the
first transaction is at 350 seconds. Due to the higher diffi-
culty level of Ethereum’s “proof of work” consensus algo-
rithm, 10,000 transactions occurred in 440 seconds. In
Hyperledger’s case, an initial transaction happens at around
4 seconds, while 10000 transactions occur in 440 seconds.

7.2.4. Performance Discussion. Ethereum Casper, an
improved version of the Ethereum consensus protocol, was
launched in May 2018 [54]. Version 2 of the said protocol
utilizing a “proof of stake” based improved consensus mech-
anism is expected to resolve the issues present in Ethereum
[55]. This release targets enhanced scalability and perfor-
mance. These improvements would probably solve perfor-
mance issues at Ethereum.
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TaBLE 4: List of threat exchange protocols and their formats.

S# Protocol Format

1 Common Intrusion D”etecnon Framework “Common Intrusion Specification Language (CISL) Messages” [63]
(CIDF)” [62]

2 Real-time Inter-network Defense (RID) [64] “Incident Object Description Exchange Format (IODEF)” [65-67]

3 XEP-0268 Incident Handling [68-71] Incident Object Description Exchange Format (IODEF)

4 Intrusion Detection EE;czh]ange Protocol (IDXP) “The Intrusion Detection Message Exchange Format (IDMEF)” [73, 74]

5 Simple Mail Transfer Protocol (SMTP) [75]

6 CEE Log Transport (CLT) [77]
Syslog Protocol [79]

Common Announcement Interchange Format (CAIF), Abuse Reporting

Format(ARF) [76]
Command Event Expression (CEE) [78]
Syslog [80]

TaBLE 5: Description of evaluation criteria.

S. no Level Score
1 Low 5
2 Medium 10
3 High 15
4 Very high 20

7.2.5. Encryption Overhead. By default, blockchain does not
include data encryption. In the proposed collaborative miti-
gation system, the peer mitigator in the proposed collabora-
tive mitigation system sends the signed transaction by
encrypting it with the receiver public keys one by one. This
process causes an extra encryption overhead at the sender
side and additionally may cause delays. Figure 19 depicts
the comparison of the time taken by the arrival of threat data
at the receiver end in a proposed scheme with OpenTAXII
[56], Anomali STAXX [57], MISP [58], and Soltra Edge
[59]. The proposed scheme implementation with Ethereum
takes the most time compared to the proposed scheme
implementation with Hyperledger and other threat data-
sharing platforms. The symmetric group encryption key
can be used to avoid the encryption overhead on the sender
side.

7.3. Comparative Analysis. There are numerous threat
exchange protocols. Each protocol has a specific exchange
format. An exchange protocol is a set of rules describing
how network devices across a computer network can be
interconnected to create a channel for transmitting data
through exchange formats [60, 61]. Table 4 describes some
of the threat exchange protocols and their formats.

7.3.1. Evaluation Parameter and Criteria. The exchange pro-
tocols are assessed on the following twelve parameters:

(1) Confidentiality
(2) Nonrepudiation
(3) Authenticity
(4) Trust

(5) Integrity

(6) Reliable message transport
(7) Scalability
(8) Product based on standard

The confidentiality principle defines the capacity to safe-
guard sensitive information from exposure to unauthorized
parties. The authenticity defines the ability to assess if the
exchanging parties are really whom they have claimed to
be and therefore use authentication mechanisms. The poten-
tial to secure data from unauthorized parties’ alteration or
deletion is defined by the integrity. If the transmission of a
threat data uses a guaranteed delivery to prevent duplicate
messages and message loss, an exchange protocol uses “reli-
able message transport.” The ability to manage various net-
work sizes is defined by the metric of “scalability.”
Ensuring that the sender and receiver cannot deny the trans-
mission and receiving of data is termed nonrepudiation.

The sender and receiver should have a trusting relation-
ship with each other. The recipient of the threat data should
authenticate the origins of the received data and verify the
correctness of the received data and the sender. Thus the
threat sharing platform should have a mechanism that
should provide correctness of the received data.

7.3.2. Evaluation Results. The following sections discuss the
evaluation results. Table 5 presents the numerical evaluation
criteria.

(1)Confidentiality. Figure 20 depicts the comparison of the
confidentiality of the CTT platforms to the proposed mecha-
nism. CIDF offers a matchmaking service with the help of
which CIDF components use authenticated and secured
communications between CIDF components. The match-
maker service also acts as a certificate authority (CA).

Therefore, the confidentiality, integrity, and authentica-
tion capabilities of the CIDF are great. RID utilizes XML
encryption to offer confidentiality in the “IODEF and
“IODEF-RID” [132] systems, based on the iodef: restriction
attribute. To provide confidentiality, IDXP uses TLS under-
lying BEEP protection profile with the “TLS DHE DSS
WITH 3DES EDE CBC SHA” cipher suite. XMPP employs
TLS to guarantee privacy and confidentiality, making the
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FIGURE 20: Data confidentiality in Information Sharing Platform concerning proposed blockchain platform.
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FIGURE 21: Nonrepudiation in Information Sharing Platform with respect to proposed blockchain platform.
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FIGURE 22: Authentication process in Information Sharing Platform with respect to proposed blockchain platform.

confidentiality services and capabilities of XMPP and XEP-
0268 strong enough. SMTP does not include the usage of
any technique to guarantee protection. The potential for
secrecy is, therefore, low in SMTP. To counter security event
disclosure, CLT and Syslog RFC 5424 use TLS; thus, the con-
fidentiality capacity is high. In the proposed blockchain-
based threat information sharing, encrypting the digitally
signed transaction with the receiver’s public keys provides
a high level of confidentiality.

(2)Nonrepudiation. As trust in CIDF is high due to origin
authentication provided by Generalized Intrusion Detection

Objects (GIDO) messages exchanged between CIDEF-
compliant components, nonrepudiation is high. As RID,
CLT, and Syslog (RFC 5425) have high trust due to TLS
based authentication and authorization, it has high nonre-
pudiation. XEP-0268 has low nonrepudiation as sharing
incident reports with trusted peers is optional. IDXP has
high nonrepudiation due to high trust as it employs a BEEP
security profile. A user cannot deny a transaction as its pri-
vate key signs in the proposed blockchain-based threat
information sharing. Figure 21 demonstrates the compari-
son of the nonrepudiation property of the CTI platforms
regarding the proposed mechanism.
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FIGURE 23: Trust in Information Sharing Platform with respect to proposed blockchain platforms.
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FIGURE 24: Data Integrity in Information Sharing Platform with respect to proposed blockchain platform.
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FIGURE 25: Reliable message transportation in Information Sharing Platform with respect to proposed blockchain platform.

(3)Authenticity. Figure 22 shows the comparison of the
authenticity of the CTI platforms to the proposed mecha-
nism. To authenticate the sender of the RID message, RID
utilizes digital signatures on the hash of the RID message
with an X.509v3 certificate provided by the trusted authority.
XEP-0268 is XMPP-based. The authentication capabilities of
XEP-0268 are considered to be strong because XMPP uses
the “Simple Authentication and Security Layer (SASL)” for
peer authentication. IDXP provides mutual authentication
by employing the public-key certificates of the TLS security
profile of underlying BEEP protocol. Syslog RFC 5425 also

uses mutually authenticated channels with cryptographic
algorithms and protocols commonly deployed. As CLT is
Syslog RFC 5424, the CLT has the same features as Syslog
RFC 5424. The authentication capacity of the “RID, IDXP,
CLT, and Syslog RFC 5425” exchange protocols is high.
The SMTP exchange protocols cannot verify that the
declared sender is the message-sending peer, so the SMTP
authentication functionality is low. IDXP utilizes the under-
lying BEEP protection profile of TLS with the “TLS DHE
DSS WITH 3DES EDE CBC SHA” cipher suite to provide
high authentication capabilities. In the proposed
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FIGURE 26: Scalability in Information Sharing Platform with respect to proposed blockchain platform.
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FIGURE 27: Practical application of Information Sharing Platform with respect to proposed blockchain platform.

blockchain-based mechanism, the user sends a digital signa-
ture (encryption with its private key) to the data, ensuring
user and data authentication.

(4)Trust. Trust in CIDF is high due to origin authentication
provided by Generalized Intrusion Detection Objects
(GIDO) messages exchanged between CIDF-compliant
components. RID, CLT, and Syslog (RFC 5425) have high
trust due to TLS-based authentication and authorization.
XEP-0268 has low trust as sharing incident reports with
trusted peers is optional. IDXP has high trust as it employs
a BEEP security profile. A BEEP security profile is used to
establish trust between end-to-end peers of the IDXP. In
the proposed blockchain-based solution, trust is established
via the smart contract.

Additionally, each transaction contains the hash of the
previous transaction forming the data origin authentication.
Moreover, the sender encrypts the data with its private key
before sending it to the receiver. Figure 23 elaborates the
comparison of the trust of the CTI platforms with respect
to the proposed mechanism.

(5)Integrity. Figure 24 depicts the comparison of the integ-
rity of the CTI platforms with respect to the proposed mech-
anism. The integrity of messages sent over the network is
tackled using authentication methods. The “RID, XEP-
0268, IDXP, CTL and Syslog RFC 5424” TLS-based proto-
cols support message integrity by using TLS message
authentication, TLS security profile of BEEP, or SASL profile
members. The capacity of “RID, XEP-0368, IDXP, CTL, and
Syslog RFC 5424” TLS-based exchange protocols to main-
tain the integrity of the transmitted message is high. On
the other hand, SMTP does not have any mechanisms to
guarantee integrity, and thus, the integrity capacity is low.
In the proposed blockchain-based threat, information shar-
ing digital signature of the receiver and hashes of the trans-
action provides temper proof integrity.

(6)Reliable Message Transport. Figure 25 demonstrates the
comparison of the reliable message transport of the CTI
platforms regarding the proposed mechanism. Reliable
CIDF messaging over UDP is the default transport layer pro-
tocol for CIDF messages. However, CIDF also uses (i) the
message layer directly over UDP without acknowledgement
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and retransmission, (ii) message layer of the CIDF with
acknowledgement and retransmission through UDP, and
(iii) the CIDF message layer explicitly over TCP. “RID,
XEP-0268, and IDXP” include the use of connection-
oriented protocols and therefore use TCP. SMTP is indepen-
dent of the specific transmission protocol, but a stable, orga-
nized data stream channel is necessary. Hence, the ability of
a reliable message transport of the protocols “CIDF, RID,
XEP-0268, IDXP, SMTP, CLT, and Syslog RFC 5425~ is
high. In the proposed blockchain-based mechanism, the
receiver sends an acknowledgement message upon receiving
the information. Secondly, the consensus algorithm does not
allow the duplication or replay of the actual message.

(7)Scalability. The scalability of “CIDF, IDXP, XEP-0268,
SMTP, CLT, and Syslog” is high. RID’s capacity to support
various network sizes is low; hence, it does not scale up to
the mark. The EVM implementation of the suggested threat
data sharing scheme is more scalable as compared to
Hyperledger. Figure 26 shows the comparison of the scal-
ability of the CTI platforms with respect to the proposed
mechanism.

(8)Practical Application (Product Based on Standard). CIDF
was not meant to be a standard impacting the commercial
marketplace. There are no practical applications that allow
CIDF, CTL, and XEP-0268 since CIDF was a research pro-
ject and the work on CEE and XEP-0268 is currently
stopped. The availability of practical applications is, there-
fore, low. Some implementations that use RID and IDXP
are available, so the practical application is average. Most
businesses use SMTP and Syslog, and thus, the realistic
implementation of these two is robust. The practical applica-
bility of blockchain-based information sharing is high since
the platform is readily deployed. Figure 27 shows the com-
parison of the practical application of the CTI platforms
with respect to the proposed mechanism.

8. Conclusion

In this paper, the functionality of Mirai malware was ana-
lyzed in detail. This research proposed detection and collab-
orative mitigation system. The detection system detects the
abnormal behavior of the device based on the violation of
the defined policies by the device. The local mitigator
blocked the command and control server access to the WiFi
access router, blocked the attacked ports, and rebooted the
device. The collaborative mitigator sends the attack detec-
tion report to the peer mitigators. Peer mitigators block the
attacker’s access to their network. The attacker was unable
to compromise the device after the mitigation actions. A col-
laborative mitigator provides a means of proactive defense to
all the members of the smart contract.

Results show that the proposed detection and mitigation
system detects Mirai malware and mitigates it successfully.
Results demonstrate that the proposed detection system suc-
cessfully detects each offensive step of the attacker and gives
a 97 percent detection rate. Collaborative mitigation system
implementation with “Hyperledger” offers a high-

Wireless Communications and Mobile Computing

throughput and a more negligible latency due to its consen-
sus algorithm’s lesser complexity than its implementation in
“Ethereum Virtual Machine.” Ethereum “proof of work”
complexity is greater than the Hyperledger. Contrary, its
implementation in “Ethereum Virtual Machine” exhibits
great scalability compared to its implementation in
“Hyperledger.”
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The Industrial Internet of Things (IIoT) is a technology that uses the Internet of Things (IoT) infrastructure to sense, process, and
communicate real-time events in the industrial system to cut down on unnecessary operating costs and to speed up industrial
automation of internal and external working processes. Since the IToT system inherits the same cyber-physical vulnerabilities that
the IoT system already encounters, it requires additional work to address security concerns owing to its heterogeneous nature. As a
result, an efficient security mechanism is essential to protect against various and unknown cyber-attacks. In this article, we
propose a certificate-based signature scheme based on hyperelliptic curve cryptography (HECC), with the aim of improving
security while reducing computational and communication costs in the IToT environment. The proposed scheme outperforms
existing schemes in terms of both computational and communication costs, as well as offering better security.

1. Introduction

The term “Industrial Internet of Things” (IIoT) refers to the
use of Internet of Things (IoT) devices and infrastructure to
collect and communicate real-time events in industrial
systems in order to reduce human efforts and operational
costs while also improving manufacturing and industrial
processes [1]. Chemical factories, for example, are a good
example of industrial processes since they include highly
sensitive processes that require real-time communication
between machines and other entities [2]. One of the ad-
vanced tiers of networking design, termed Fifth Generation
(5G) mobile networks, appears to give a worthy commu-
nication in the digital words of ITIoT [3]. The International
Data Corporation (IDC) report that globally 70% of
companies spend $1.2 billion on 5G connectivity

management solutions. When 5G and IIoT (5G-IIoT) are
combined, a rapid, intelligent, and ubiquitous communi-
cation system emerges [4]. Additionally, 5G mobile net-
works support a cutting-edge technology known as cloud
computing [5], which ensures the storage, processing,
analysis, and exchange of data generated by IIoT devices. A
traditional cloud computing paradigm, on the other hand,
is incapable of effectively managing data directly. Because
the sensor has limited resources, it will be unable to process
the complicated intelligent algorithms. A mobile edge node
with extra attributes of powerful processing and storage
capacity will be employed to overcome this challenge. In
Figure 1, collaborative technologies such as 5G, cloud
server (CS), edge computing (EC), and bluetooth low
energy (BLE) are used to create an infrastructure for an
IIoT environment.
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FIGURE 1: A collaborative technology architecture for IToT.

However, in an IIoT setting, a malicious sensor can put
the entire network at risk, necessitating the use of a robust
authentication mechanism [6]. For the purpose of ensuring
integrity and authenticity, the digital signature procedure is
used [7]. Digital signatures are public key cryptographic
primitives (PKCP), which are classified into three categories:
public key environment (PKE), identity-based environment
(IBE), and certificateless environment (CE). In the cryp-
tography/information security field, PKE has got a lot of
attention. It does, however, have severe flaws in terms of
certificate management and revocations. Then, when a
trusted agent (TA) or organization receives the participant
identification, IBE removes certificate management and
revocation concerns, and a trusted agent (TA) or organi-
zation creates the private key for participating devices. The
secret key was provided with participants through a dedi-
cated link by TA. However, if TA so desires, it will provide
the opponent with the private key, so that he or she may
generate a real signature of the participants. The CE resolves
the issue of participant signature forgery in IBE by elimi-
nating the process of private key generation from the TA and
having the TA produce the partial private key (PPK) for the
participating users, which is then shared with participants
via a dedicated link. Sharing PPK with participants, on the
other hand, necessitates a dedicated link with participants,
which is a major concern in CE.

The certificate-based environment (CBE) is an enhanced
version of PKCP that overcomes the limitations of PKE, IBE,
and CE by removing the need for certificate management
and revocations, as well as a dedicated link for exchanging
private key and PPK with participants. The CBE is a hybrid
of PKE and IBE in which the participant sends his identi-
fication to the TA, who subsequently generates a certificate
using his private key and public parameters, as well as the
participant’s identity. Furthermore, instead of utilizing a
dedicated link, TA provides the certificate to that user, and
the participants create their private and public keys. PKCP
security and efficiency are wusually determined by

mathematical parameters. Because it substitutes elliptic
curve (EPC) with an extra package of low key and parameter
size, the mathematical aspects of hyperelliptic curve (HPEC)
have received increased attention when creating protocols
for resource hungry environments [8]. As we all know,
bilinear pairing is worse than EPC and RSA; thus, we can
conclude that HPEC is the best option for building a scheme
for the IloT environment. As a result, using collaborative
technologies such as 5G, cloud computing, and edge
computing, we introduced a new intelligent certificate-based
signature for IToT in this article. The following are the study’s
key contributions:

(i) We propose a HECC-based certificate-based sig-
nature scheme for IIoT security, which improves
security while having a small key size.

(ii) We introduce an edge computing architecture for
IToT that uses BLE to directly access data from IloT
devices and transmits it to a cloud server through a
5G wireless link.

(iii) We use the random oracle model (ROM) to un-
dertake a formal security analysis of the proposed
scheme, ensuring that it is secure against type 1 and
type 2 adversaries.

(iv) We compare the computation and communication
costs of the proposed scheme to some of the existing
schemes, demonstrating that our scheme is more
efficient.

The organization of the article is set out as follows. The
related work on certificate-based signature schemes is
presented in Section 2. We go through the network model in
Section 3, which also includes network and threat models. In
Section 4, the proposed model and algorithm are defined.
Section 5, on the other hand, provides the proposed
scheme’s security analysis. In addition, we discuss perfor-
mance analysis in Section 6. The conclusion is presented in
Section 7.
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2. Related Works

The major security measures rely on cryptographic concepts
to ensure authenticity, confidentiality, and integrity. A well-
designed data security strategy may greatly reduce the
likelihood of data being compromised. Kang et al. [9]
presented a certificate-based signature with the help of
pairings on elliptic curves, and its security analysis is pro-
vided by utilizing the random oracle model. Then, Li et al.
[10], analyzed the presented scheme in [9], and they say that
it is suffering from key replacement attack. Furthermore,
they proposed an enhanced certificate-based signature with
the use of lower length operations. However, the scheme
presented in [9, 10] will definitely suffer by higher com-
putational cost due to expensive pairing operations. To avoid
such limitations, Liu et al. [11] presented a new certificate-
based signature by not entertaining the expensive operations
of bilinear pairing. However, it can still be affected by ex-
ponential operations when we consider today’s resource
hungry IoT devices. Also, Zhang [12] stated that the scheme
presented in [11] is suffering from certain security flaws and
proposed new approach with the help of pairing operations.
Ming and Wang [13] presented a new certificate-based
signature by not entertaining the expensive operations of
bilinear pairing. Li et al. [14] presented a new certificate-
based signature by entertaining the expensive operations of
bilinear pairing that can be suffered from greater compu-
tational operations. In 2013, Li et al. [15] proved that the
scheme used in [13] is not secure from malicious certifier,
and they further proposed a low processing time-oriented
certificate-based signature. Lu and Li [16] presented a cer-
tificate-based signature by entertaining the expensive op-
erations of bilinear pairing. Zhang et al. [17] presented a
certificate-based signature by not entertaining the expensive
operations of bilinear pairing. Li et al. [18] contributed a key-
insulated certificate-based signature; however, Lu et al. [19]
proved that the scheme of [18] is not secure from malicious
certifier. Also, the proposed certificate-based signature is
with improved nature. Lu and Li [20] presented a certificate-
based signature by entertaining the expensive operations of
bilinear pairing.

3. Network Model

The proposed scheme’s network model comprised of four
entities, as shown in Figure 2: certificate authority (CA),
edge node, cloud server, IIoT devices, and data users. The
following is the role of each entity:

(i) Certificate authority (CA): this entity can function
as a trusted third party, creating system parameters
for the whole network as well as certificates for IToT
devices and data users.

(ii) Cloud server (CS): this entity may be used to store
data generated by IIoT devices and data users in a
big resource-oriented database.

(iii) IIoT devices: these devices are responsible to gen-
erate data from different machines and send it to the
edge node using BLE.

(iv) Edge node: this node will be responsible for pro-
ducing certificate-based signatures on IIoT data
after it obtains a certificate from a CA and generates
his public and private key.

(v) Data users: data users are responsible for validating
the received certificate-based signature from IloT
devices after receiving a certificate from a CA and
creating his public and private key.

4. Proposed Certificate-Based
Signature Scheme

Here, we first provide the symbols used in the proposed
scheme, as given in Table 1; then, the proposed scheme is
defined in detail in the phases that follow [21]:

Setup: suppose O is the given HECC security pa-
rameter with size of 80 bits. Then, CA performs the
following steps for generating master secrete key
(@), public key (9), and global parameter set (o).

(i) CA select @ randomly, where 1<@<n

(ii) It computes § = Q.9 and selects h° and h” as hash
functions

(iii) Make ¢ = {n, 0, h°, h?, 5, D} and get available in a
network publicly

Key generation: given o, an actor with identity (ID%)
select % randomly, where 1 < %“ <n and compute
7% = U°.D. Then, an actor with identity (ID?) set
%*° as his private key and 7 as his public key.

Certificate generation: an actor with identity (ID%)
send (7%,ID?) to CA. Then, select #"* randomly,
where 1<%“<n, compute 2 =¥*"D, and
compute €* =% + Q. h° (ID*, 7). Finally, CA
dispatched Gert® = (€, 2?) to an actor with ID?.

Signature generation: a sender can generate signa-
ture (Z,$) utilizing the following steps

(i) It selects € randomly, where 1<¥ <n and com-
putes /' =2°+C.D

(ii) Compute F =h? (77,ID", ) and
S=C+U'.Z +%C*

(iii) Send (Z, &) to receiver

Signature verifications: a receiver can verify the
signature (Z£,9) utilizing
$.D =N+ 680 (ID°, 77) + WP (77°,1D%, 6).7°.

(i) Correctness

A receiver can verify the signature (Z,§) utilizing the
following computations:
SD=8+WUWZ+6.D=5+W"
+Q.h° (ID%, 77°) + U°.h? (7°,1D%6).2 =8.2 +W".
D+ Q.0 (D% 77) + U .D.0P (77,1D%6) (8.9 +° +
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FIGURE 2: Network model of the proposed scheme.
TaBLE 1: Symbols used in the proposed scheme.

No. Symbol Descriptions
1 Q Master secret key of CA which is picked from hyperelliptic curve finite field
2 ) Master public key of CA which is the combination of @ and &
3 7 Devisor of hyperelliptic curve
4 h° and h? These are two hash functions of a same nature and with same properties
5 0 It is the selected security parameter from hyperelliptic curve
6 n It is a finite number with range of 80 bits
7 Bert® = (€°,27) It show certificate of sender
8 Gert" = (€7, 27) It show certificate of receiver
9 7 It show the public key of sender
10 7" It show the public key of receiver
11 U* It show the private key of sender
12 U It show the private key of receiver
13 ID* It show the identity of sender
14 ID" It show the identity of receiver
15 il A symbol used to represent type 1 adversary
16 i A symbol used to represent type 2 adversary
17 4 The symbol of a facilitator for type 1 and type 2 adversaries

8.0 (ID%, 7°°) + Z°h? (77°,1D%,8)) = N + 8.h°
+h? (7°%,1D%, 8).7°°.

(ID%, 77)

5. Security Analysis

Here, the security analysis is totally based on the hardiness of
the hyperelliptic curve discrete logarithm problem
(HECDLP) that can be defined as follows: suppose A = B.9,
where 1<B<wn, so finding B is said to be HECDLP. This
section comprises the following two games that are playing
for defending of our scheme signature against two types of

adversaries, e.g., type 1 () and type 2 (*). Here, € acts as a
facilitator for these adversaries. So, f' is the outsider attacker
whose capability is to replace the user public key for gen-
erating the forge signature; furthermore, it is not capable to
access the private key of CA. Moreover, f* is the insider
attacker whose capability is to access CA private key, and it is
not capable to replace user public key.

Game 1: in this game, by performing maximum
number of queries (Q), using ROM, f' can forge our
scheme signature with the help of €, when it is to solve
HECDLP utilizing the following advantages:
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Q
Successfl>é(l —é) &, (1)

where & represents the f' success advantages key generation,
ke (.), h? (.), private key generation, certificate generation,
and signature generation, respectively. The results of these
queries include in the lists ZXC PN P PPKG 29 and
£, Also, € perform the following steps for generating
master secrete key (@), public key (), and global parameter
set (0).

Proof. Theinstance Y = 8 of HECDLP is given to f'; then, {!
make the queries such as

(i) It selects @ randomly, where 1 < @ <n and gives it to
fl
(ii) It computes § = Q.9 and selects h° and h” as hash
functions
(iii) Make o = {n, O, h°, h?, 5, D} and get available in a
network publicly

(iv) It also picks the index 7, where 1 <. .7 <h? ()

So, we discuss the queries in the following steps with
their results.

Key generation query (.): f! sends IDY (1< g<KGQG)
to key generation oracle (.), where KG represents
the maximum number query. € includes the out-
puts in Z*C. To reply, & look for (ID9, 79, %) in
FXC if it exists, then € send 77 to fl; otherwise, it
performs the following steps.

(i) If F+#g, then it selects %7 randomly, where
1<%9 <n and compute 79 = U%9.D

(i) If 7 = g, it sets 77 = f.D.
ke (): f* sends this query; to reply, € look for
(IDY, 79, f) in £ if it exists, then & send f to f'.
Otherwise, @ select f randomly, send f to i', and
store (IDY, 79, f) in P
h? (): f' sends this query; to reply, & look for
(IDY, 79,8, h) in & if it exists, then € send h to
f!. Otherwise, & select h raroldomly, send h to f', and
store (IDY, 7°9,8,h) in " .
Private key generation query (.): f' send IDY; to
reply, € perform the following steps:

(i) If F#g, € look for (ID, 79, %) in Z*XC; if it
exists, then & send %9 to f'

(ii) If 7 = g, then it selects % randomly, send %9 to f',
and includes (IDY, %9, %9) in &*XC

Signature generation query (.): f' sends IDY; in
reply, € runs key generation query (.), private key
generation query (.), h° (.), and h? (.) oracles. €
perform the following steps.

(i) If 7 # g, ¥ runs certificate generation oracle (.) and

run signature generation oracle (.); then, € send the
resultant value to f'

(i) If .7 = g, then it selects ¢, f7, 07, and @’ ran-

domly, and set /7 = X7 +Y, f7 = k> (ID7, 7),
and o7 = h?(7"7,ID7, )
Forgery: when we take Forking lemma [21] in ac-
count, ¥ can output two signature that are
(Z*,8") and (Z**,8*"), and we have the fol-
lowing computations:

S* D=7 +Y+6.f7 +o7 .77,
S* D=7 +v+0.f  +o" 77
S D-8 D=7 +Y +6.f7 +o" 77
—%J—Y**
S.f - v =S D -8 D =YY"
=S D-8"D
=BD -BD = (ST -8)D

e, (ST=8T).2
=B (2" -2 )_/3_7(9*_@”).

(2)

Probability analysis: here, we define the following
events:

(i) &': during execution of this game, & is not abandon

(i) &% ' is succeeded

(iii) &°: target identity is supposed to forge the proposed
scheme signature
So,  (&)>(1- (1/Q)%,
(&1, &%, &%) = 1/Q. Therefore,

Q
Success' = é(l - é) &, (3)

(&, &) =&  and

where £ represents the f' success advantages.

Game 2: in this game, by performing maximum
number of queries (Q), using ROM, i can forge our
scheme signature with the help of €, when it solves
HECDLP utilizing the following advantages:

s f‘>1(1 1)Qe (4)
uccess > —| 1-—| ¢,

Q\ Q
where & represents the f* success advantages. O

Proof.. 'The instance Y = 8.9 of HECDLP is given to
then, f* make the queries such as key generation, h° (.), h? (.),
private key generation, and signature generation, respec-
tively. Also, € perform the following steps for generating
master secrete key (@), public key (), and global parameter
set (0). Then, € give all these parameters to .

The proof is same like a game 1. O
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TABLE 2: Major operations of proposed and existing schemes.

Schemes Signature Verification Total

Lu and Li [16] 6EPL 2EPL + 3P 8EPL + 3P

Li et al. [18] 4EPL 4p 4EPL + 4P

Lu et al. [19] 5EPL 1EPL + 4P 6EPL + 4P

Lu and Li [20] 9EPL 1EPL + 4P 10EPL + 4P
Proposed scheme 2 HM 3 HM 5 HM

TaBLE 3: Computational cost comparisons of the proposed scheme and existing method on the bases of mile seconds.

Schemes Signature Verification Total
Lu and Li [16] 6%125=75 2%1.25+3%14.90=47.2 8%1.25+3%14.90=54.7
Li et al. [18] 4%1.25=5 4%14.90=59.6 4%1.25+4%14.90=64.4
Lu et al. [19] 5%1.25=6.25 1% 1.25+4 %14.90=60.85 6%1.25+4%14.90=67.1
Lu and Li [20] 9%1.25=11.25 1%1.25+4 %14.90=60.85 10 %1.25+4 % 14.90=72.1
Proposed scheme 2 %0.48=0.96 3%048=1.44 5%0.48=24
70 4500
4096 4096 4096
6 596 60.85  60.85 4000 7
. 2 3500
%) 0
= 3072
=01 a2 & 3000 -
o 8
S 40 - Lé 2500
= )
S 301 3297
= =1
£ 2 1500
£ 20 1 £
8 6 1000
10 2 00
175 500
5 6.25 166
0 M 0 T T T T T
. . . . f .
[16] (18] (19] 20] Proposed [16] [18] [19] [20] Proposed
Schemes Schemes

Ficure 3: Computational cost comparison.

TaBLE 4: Communication overhead comparisons of the proposed
scheme and existing method on the bases of bits.

Schemes Signature size Signature size in bits
Lu and Li [16] 3|G| 3 %1024 =3072

Li et al. [18] el 4 %1024 = 4096
Lu et al. [19] 4|G| 4 %1024 = 4096
Lu and Li [20] 4|G| 4 %1024 =4096
Proposed scheme 2|n| 2% 80=160

6. Performance Analysis

In this section, we provide details about computational and
communication costs of the proposed scheme with its
counterpart schemes.

6.1. Computational Cost. Here, we first provide major op-
erations such as exponential (EPL), bilinear pairing (P), and
hyperelliptic curve divisor multiplications (HM) in

[ Communication Cost (in bits)

F1GUre 4: Communication cost comparison.

proposed certificate-based signature scheme and the other
approaches such as by Lu and Li [16], Li et al. [18], Lu et al.
[19], and Lu and Li [20], respectively, as given in Table 2.
Then, we consider the time taken by each major operations
from [1], in which EPL consumes 1.25 ms, P takes 14.90 ms,
and HM utilizes 0.48 ms, respectively [22, 23]. So, on the
bases of above-discussed consuming time of major opera-
tions, we make the comparisons of proposed certificate-
based signature scheme and the other approaches such as by
Luand Li [16], Lietal. [18], Lu et al. [19], and Lu and Li [20],
as given in Table 3. Thus, the clearer improvement in
computational cost can be seen from Table 3 and Figure 3,
and it means our scheme consumes less time during
computational processing.

6.2. Communication Cost. Here, we provide the parameter
considered for communication overhead bilinear pairing
group (G) and hyperelliptic curve (n) in proposed certificate-
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based signature scheme and the other approaches such as by
Luand Li [16], Li et al. [18], Lu et al. [19], and Lu and Li [20],
respectively, as given in Table 3. Then, we consider the bits
consumed by each parameter, in which G consumes 1024
bits and n take 80 bits. So, on the bases of above-discussed
consuming bits by each parameter, we make the compari-
sons of proposed certificate-based signature scheme and the
other approaches such as by Lu and Li [16], Li et al. [18], Lu
et al. [19], and Lu and Li [20], as given in Table 4. Thus, the
clearer improvement in computational communication
overhead can be seen from Table 4 and Figure 4, which
authenticates that our scheme ingests less bits during
communications.

7. Conclusion

The Industrial Internet of Things (IIoT) has recently gained
popularity for industrial applications. IIoT systems are
vulnerable to a variety of cyber-attacks due to the wireless
and widespread connectivity of IoT sensors and devices.
Certificate-based signature methods are a better solution
than other cryptographic schemes for solving the IIoT’s
security demands in terms of offering resilience to such
attacks. As a result, certificate-based IloT signature mech-
anisms are proposed in this study. We employed HECC,
which is similar to RSA, bilinear pairing, and ECC, but has a
smaller key size. After performing a comparison study, we
found that our scheme outperforms its equivalent schemes
in terms of computation and communication costs. In ad-
dition, the proposed scheme improves security against both
known and unknown attacks.
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Flying Ad hoc Network (FANET) presents various challenges during communication due to the dynamic nature of network
and ever-changing topology. Owing to high mobility, it is difficult to ensure a well-connected network and link stability.
Thus, flying nodes have a higher chance of becoming disconnected from the network. In order to overcome these dis-
crepancies, this work provides a well-connected network, reducing the number of isolated nodes in FANETs utilizing the
depth of machine learning by taking inspiration from biology. Every biological species is innately intelligent and has strong
learning ability. Moreover, they can also learn from existing active events and can take decision based on previous ex-
perience. There may be some unusual events such as attack of predator or when it may become isolated from the rest of the
community. This ability helps them to maintain connectivity and concentrate on target. In this work, we take inspiration
from dragonflies, which provide novel swarming behaviors of dynamic swarming and static swarming. The nodes in FANETSs
learn from the dragonflies and use this learning to search for a neighbor, ensuring connectivity. Moreover, to avoid collision
and establish larger coverage area, they employ separation and alignment. In case a drone is isolated, it strives to become part
of the network using machine learning (ML) via the dragonfly algorithm (DA). The proposed scheme results in larger
coverage area with reduced number of isolated drones. This improves the connectivity in FANETs adding to the network
intelligence via learning through DA, allowing communication despite the complexity of mobility and dynamic
network topology.

1. Introduction

UAV (unmanned aerial vehicle) is an aircraft without a
human pilot onboard which is popularly known as flying
drone. They are equipped with a variety of additional
equipment such as cameras, global positioning systems
(GPSs), GPS-guided missiles, navigation systems, and sen-
sors. They have ultra-stable flight and can hover and perform

different acrobatics in the air. Their versatility is what truly
makes them popular. Multiple drones are connected directly
or through intermediate nodes in FANETS. These drones act
as wireless relay in ad hoc networks, which provide coverage
of wirelessly connected devices. Formation of small drones
are now being introducing in military expeditions, civilian
applications, disaster management, forest fire detection,
agricultural management, border surveillance, and


mailto:11722@hbuas.edu.cn
https://orcid.org/0000-0001-6167-5253
https://orcid.org/0000-0003-3628-0262
https://orcid.org/0000-0002-1355-3881
https://orcid.org/0000-0002-5999-4498
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/5432023

telecommunications [1]. FANETs can be used as mobile
radio stations or WLAN transmitters in regions lacking
infrastructure [2-12].

Connectivity of a network is of utmost importance in
critical fields involving uncertain flying driving units in
FANETs. If a drone is destroyed by an enemy, it is important to
offload data wirelessly to other neighboring drones. Therefore,
FANETs can address predisaster and postdisaster calamity in
real-time applications. Drones in the predisaster situation,
collect the location information of all vulnerable zones and
update that information periodically such as occurrence of
disaster. This can measure the destroyed area for rescue op-
eration. It can strengthen respond ability to the end user.
Moreover, drones deployed on the postdisaster situation can
help to establish necessary communication service. Application
of FANETS in calamity situation is shown in Figure 1.

Previously, traditional approaches were adopted to ana-
lyze the performance of FANET to model the connectivity.
The performances of the biological inspired algorithms are
important development to capture the scalability and reli-
ability patterns of wireless ad hoc networks. We therefore
propose a machine-learning-based DA algorithm for con-
nectivity of the drones in FANETS. Quick deployment of small
flying drones is similar to dragonfly’s behavior. Instead of
food, the drones are searching for neighbors to enable wireless
communication network. The choice of dragonfly technique
comes into inspiration due to their light weight, rapid flying
adjustment and finding neighbors within a communication
range. They are able to maintain mobility, reduce isolation,
and search for target consistently. Unpredictable FANETSs
scenario needs to organize crucial flight factors of altitude,
speed, direction, etc. Organizing flying drones is a key
challenge to establish a wireless network, and we attempt to
make it possible through social inspiration behavior of
dragonfly. To the best of our knowledge, the proposed work is
the first solution for connectivity in the field of FANETs using
machine learning. Our proposed scheme is valid for ad hoc
applications and other wireless development technologies.

The rest of the paper is constructed as follows: Section 2
briefly explains the existing work. Section 3 presents the pro-
posed working architecture of the dragonfly algorithm. The
simulation results of the proposed work are presented in Section
4. Finally, the conclusion of this paper is presented in Section 5.

2. Related Work

FANETs are sparsely connected networks because of low
density and high mobility of nodes. This causes fluctuation
of link, loss of connectivity, and performance degradation.
In He et al.’s study [13], the concepts of relay chain and relay
tree are presented. When nodes are unable to establish
connection with existing infrastructures on the ground, they
can still communicate through other nodes. In Rautu et al.’s
study [14], air-to-ground communication is investigated to
overcome the loss of connectivity. The results showed that
network stay connected when node replacement is per-
formed. Optimal replacement of flying drone is a chal-
lenging task during flight missions. However, it is not
feasible to replace the drones in an existing network.
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Replacing a drone is not a simple task due to ever-changing
location information.

In Zhao et al’s study [15], emergency communication
system is established with the help of UAVs which relies on the
mesh network with the objective to ensure connectivity be-
tween ground station and UAV. Yu et al. [16] developed
UAVNet framework and established flying wireless mesh
network. These studies focused on infrastructure-based ad hoc
networks which is not the case of pure ad hoc network and may
influence the quality of communication due to interference and
time delay. Oubbati et al’s study [17], an algorithm that
considers change in network topology was constructed with an
assumption that UAVs have full knowledge of the location of
devices. It is investigated that optimal movement of UAVs can
improve the connectivity of ad hoc networks.

In Cicek et al.’s study [18], semicentralized framework
is proposed to establish ad hoc communication between
UAVs under the conserving centralized organization. In
this research, movement planning and reliability are
addressed with the structure of multiple groups. This re-
quires a governing framework including control and
motion planning. This can utilize the UAVs to play the role
of gateway to connect the groups to the base station (BS)
and communicate further. This framework presents im-
proved performance as compared to purely centralized
base framework. However, certain data transfer route
through ground BS still exists which can cause network
partition due to failure of BS. This failure can isolate a
group of UAVs from the rest of the network. Popescu et al.
[19] present the use of UAV as relay to support wireless
sensor network and guaranteed the delivery of data gen-
erated by wireless nodes on the ground. As a feature of
mobility, the significance of possible isolated drone is not
studied in most research works. There is a need of intra-
network connectivity for transmitting information with
recently employed drone.

Many problems in networking can take inspiration from
the biological world for its solution. Biological world
demonstrates the algorithms which propose different
models of networking behavior for optimal solutions. Unlike
conventional networks, the study of swarm organizing helps
to develop the idea from the natural world in the research
field. There are several swarming techniques studied in
which the researchers tried to figure out the principles of
interaction between the individuals. The study that mimics
the behavior of individuals and yields to social intelligence is
called swarm intelligence (SI) [20]. It deals with the artificial
implementation or simulation because there is no central-
ized unit to control and guide the individuals. The basic
principles between some of them can easily simulate the
social behavior of the entire population.

Ant colony optimization (ACO) is the first SI technique
which simulates the social intelligence of ants [21]. Based on
the natural ability of pheromone, each ant in this algorithm
draws its own path from nest to food with the help of
pheromone. Another popular SI model is particle swarm
optimization (PSO) algorithm [22], which mimics the for-
aging and navigation behavior of flocking birds. It is based
on three rules of interaction between birds:
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Figure 1: FANETS in calamity situation.

(i) Fly and maintain their direction towards current
direction

(ii) Best food location obtained so far

(iii) Best food swam found so far

These rules help each individual towards the optimal
solution and swarm simultaneously. Artificial bee colony
(ABC) is another recent and well-regarded SI-based algo-
rithm [23], mimicking the social behavior of honey bees
when foraging nectar. In this algorithm, bees are categorized
in three different ways:

(i) The employed bee
(ii) Onlooker bee
(iii) Scout bee

Implementations of PSO [24, 25], ABC [26, 27], and
ACO [28, 29] have been applied in different problems to
improve the existing algorithms. However these optimiza-
tion techniques do not obtain static and dynamic swarming
behaviors. DA is a recent development in swarm optimi-
zation which improved the diversity of solutions and caused
exploration algorithms to become effective. The exploration
and exploitation of DA are mainly determined by five
primitive principles and significant research applications of
DA in applied sciences have been conducted. For example,
image processing [30-32], machine learning [33-35],
wireless and network [36, 37], cooperative diversity [38, 39],
etc. However, no study is discussed in literature for con-
nectivity in ad hoc networks to simulate the individual and
apply social intelligence of dragonfly swarming.

Social behaviours of animals derived in Boids of Rey-
nolds swarm intelligence introduced three primitive prin-
ciples of separation, alignment, and cohesion [40].
Dragonfly algorithm [41] is an extension of Boids with the

novel objectives of static and dynamic swarming behavior of
dragonflies. Therefore, no scientific procedures were made
use of the objective that maintaining high-performance
connectivity in FANETs. However, insufficient work cited to
provide and maintain network connectivity. Moreover,
literature has numerous SI algorithms for applied sciences;
however, there is no study found to analyze the DA for
FANETs. We summarize our contribution for this research
and describe as follows:

(i) Biological species are innately intelligent, and they
have strong learning ability. Instead of searching for
food as in biological species, the proposed learning-
based approach supports the isolated drones to
search for a neighbor to ensure connectivity.

(ii) To construct a valid solution, our proposed work
follows the nature-inspired flying principles of DA
through machine learning.

(iii) When a drone is isolated, it flies in a random flight
termed as levy flight. This situation opts an im-
portant feature in learning contribution.

(iv) Only isolated drone should go for levy flight to
search for possible neighbor while learning helps
them to become early finding of neighbors. The rest
of the drones retain the mobility as per DA rules.

(v) Learning supports the isolated drone to move to the
direction experienced in its last isolation.

(vi) Connectivity is a key challenge in dynamic topology
network. However, when a drone is isolated during
flight mission, it strives to become a part of the
network.

(vii) Maximum numbers of drones stay connected using
DA to ensue connectivity in minimum number of
iterations.



2.1. Machine Learning. Machine learning (ML) offers com-
puter systems to learn with minimal human intervention and
teach a machine how to learn and find better solution from
practice. Basically, ML is an application of artificial intelli-
gence (AI) and comprises on data analytics technique. This
technique not only educates computer systems to do what
comes naturally to human individuals but also biological
species. This strategy permits computers to learn autono-
mously or assistance and adjust actions accordingly. Algo-
rithms based on ML employing computational techniques to
“learn” information directly without depending on a defined
equation as a model. The learning process commence with
different observations such as paradigm, direct behavior,
experience, or command. Such actions have been learnt from
regular practice. The iterative feature of ML is significant;
however, as models are discovered to fresh data, they are
intelligent to autonomously adjust. They learn from com-
putations that have been done earlier and able to generate
efficient and frequent judgments to improve accuracy.

3. The Proposed Dragonfly Algorithm (DA)
Using Machine Learning

Dragonfly algorithm is an emerging SI algorithm which
mimics the behavior of dragonflies. Logically, DA divides the
search process into two phases, namely exploration phase and
exploitation phase. Dragonflies get into small groups in ex-
ploitation phase which enable them to forage over different
areas to find their food repeatedly, whereas they form a group
of large number in exploration phase when migrating to a
certain direction to one destination. The pentagon repre-
sentation of the basic concept of DA consists of five primitive
principles as shown in Figure 2. These are vital in finding the
weights solution with the following classifications:

(i) Separation
(ii) Alignment
(iii) Cohesion
(iv) Attraction to food

(v) Distraction from enemy

Due to natural leaning and intelligent decisions capability,
our work assumes that the dragonflies in a swarm are similar to
drone in a FANET. The search range of the dragonfly defines
the communication range of drone with potential to allow
accurate area marking and unambiguous identification of
drones. Based on learning, the search agent feature of the
dragonfly assists in identification of neighbors within the
predefined range of each dragonfly. The quick deployment of
drones inspired from DA and establishing small groups in static
swarming may assist in situations to fly over disaster areas.
Furthermore, subswarm or interaction of few drones within a
network marks the presence of another subgroup in the existing
network which aims the property of static swarming. Flying
drones need to remain separated from each other in a defined
range to avoid collision. Similarly, alignment in FANETs can
control the flying speed and direction which ensures data
transfer reliably. Finally, cohesion brings each drone to try to
move to the center of swarm for the best position to achieve
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Enemy Distraction

FIGURE 2: Primitive principles of DA.

better connectivity. Hence, DA is the only algorithm that fulfils
the requirements to establish FANETs through ML and si-
multaneously search for neighbors to ensure connectivity.

3.1. System Model. Our system model details the features
of dragonfly through ML in FANETs. This aims to provide
efficient neighboring search solution and connectivity.
Assuming similar mobility behavior of drones (i.e., speed
and range), proper neighbor selection ensures the con-
nectivity in a network. The drones are deployed randomly
and connected within a fixed communication range “R” at
the distance “d,” whereas each drone is equipped with ad
hoc communication capability. Each drone tries to sus-
tain connectivity within the vicinity; however, due to
scarcity of network, some drones are isolated and listed
outside the communication range of other drones as
shown in Figure 3.

The maximum step size (Delta,,,,) is defined for all the
drones, and it is based on network dimension. This step size
determines the mobility of the drone towards the partial
network for joining or rejoining during flight operations. On
the contrary, isolated drones are those drones that have no
neighbors within their communication range. These drones
need to survive and randomly search for possible neighbors
by adopting levy flight. To become a part of a connected
network, this can force the isolated drone to search for
neighbors. Thus to recognize drone as isolated, ML supports
the drone to opt efficient decision based on previous expe-
rience and obtain neighboring solution. Only those drones
opt for random flights which have no neighbor. The rest of the
drones retain the mobility as per DA rules.

Stability and control are much more complex for
flying drones, which can move freely in three-dimensional
space as compared to static or vehicular networks. At
present, there is an increased need to establish a
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FIGURE 3: Schematic diagram of the system model.

mechanism which could define the collaborative steps
among the uncertain movement of drones for its appli-
cability in the FANETs.

3.2. Mathematical Model. This section details the mathe-
matical modeling of proposed scheme. In this scheme, every
drone can sense its communication range to determine any
possible neighbor drones. The separation rule ensures to
maintain a minimum distance between drones when they are
closer to each other or to move towards a drone when located
far away. The key separation among flying drones helps in
avoiding collision by maintaining a minimum distance between
the drones. Mathematically separation can be expressed as

S=->p-p, (1)

=

where §' is the gap between the drones defined for ith drone,
p' is the current position of drone, and p/ is the position for
jth point in the neighbor. The variable k is defined as the
number of neighbors situated within the communication
range of ith drone.

The ith drone moves with an average velocity which
depends on the speed of other drones whether it is in
searching mode or connecting mode. The flying movement
of drones is matched in velocity to other nearby drones. This
average velocity refers to the particles not exceeding in speed
from other neighbors in a unit space. The tendency of an
individual to match its velocity with neighboring drones can
be mathematically calculated as

k
PR (2)
j=1

where v/ is the velocity of jth neighbor for ith drone.
Every drone in FANETs obtaining the proposed archi-

tecture tends to move to the center of radius for the best

position to achieve better results. In other words, the

i
Vv =

&=

cohesion step refers to the drone towards the center point of
space that contains other drones close to its position. The
tendency of an individual to move toward the center of mass
of neighboring drones can be mathematically calculated as

. k . .
C' ==Y (p - kp'), (3)
=1

& =

where p’ is the position of ith drone, k is the number of
neighbourhood, and p/ shows the position of jth neighboring
individual. Whenever a drone is isolated, it strives to move to
find neighboring drone within the communication range to
ensure connectivity. Let dij (t) be the Eucljdean distance at
time ¢ between position p* and position p/ and is given as

d;; (t) = \/(xj - xi)z +(yj - yi)z. (4)

In view of the aforementioned mathematical model, the
disciplinary instructions are assumed for drone operation in
the flying zone. Thus, a newly linkedup drone in a swarm
learns to follow these primitive rules to maintain the net-
work connectivity and conserve its resources. As long as the
drone is connected, cooperation among the drones would be
sustainable which prolongs the network life.

The drone attaining at least one neighboring solution
learns to update its positions by a couple of defined vectors,
that is, velocity step vector (AQ’) and position vector (Q')
according to the following mathematical expressions:

AQ (t+1)=sS+3 +cC + fFi +eE +wAQ (), (5)

where AQ'(t + 1) is a step vector which is a movement of
drone at the next time step t + 1. The product sS shows
separation weight and separation of ith individual respec-
tively. Similarly, ¥ is velocity weight, v/ is the velocity of ith
individual, ¢ is cohesion weight, C' is the cohesion of ith
individual, f is food factor, F' is the food source of ith
individual, e is the attacker factor, E' is the location of enemy
of ith individual, w denotes the weight of inertia, and ¢ is the



iteration number. The point of vector position is computed
afterward by the step vector:

Q(t+1)=Q (1) + AQ (t + 1), (6)

where Q' (t + 1) is a position vector at next time ¢ + 1. The
different explanative and exploratory natures can be ob-
tained during flight such as separation, velocity, cohesion,
food, and enemy attacker factors s, ¥, ¢, f, ande. Finally, the
position of a drone having no neighboring solution updates
its position using the following mathematical function:

Qu+1)=QM+Q ), (7)
where ( is the levy flight and is calculated as follows [42]:

_ "
{=0.01 * ap *o (8)
|”2|

where 1, and r, denote the two random numbers in [0, 1], 8
is assumed constant, and o is computed as follows:

T (1 + Pysin(npr2) " (©)
L(L+pR)2E12g)  °

where T (x) = (x — 1)L Solo flight reduces the lifetime of a
drone and disrupts connectivity. This mathematical ex-
pression assists in learning the nearest neighbor when there
is no neighbor and drone is isolated.

In order to ensure connectivity in a large area, every
drone in FANET acts as relay for transfer of information to
the other drones and/or base station. A link is established
between nodes i and j such that j € k|d;; <R. As soon as
these individuals are the members of a group, they maintain
minimal separation and contribute to the connectivity of the
entire network. If a drone is isolated, the connectivity is
compromised for that particular region. Moreover, along
with task-oriented sensors, drones are also equipped with
GPS, radar mechanism, and height sensors. Frequent to-
pology changes with drones leaving or joining the network is
often another complex challenge in FANETS. This situation
benefits from machine learning to accomplish communi-
cation in a highly dynamic topology network. In order to
achieve maximum connected drones in entire flying net-
work, we present a solution for connectivity problem. After
performing primitive principles of natural species such as
separation, alignment, and cohesion, it is now possible to
achieve better communication path by maintaining link
between drones so they can share data easily. Mathematical
expression for improved path stability is given as follows:

y = max(k,), (10)

where greater y presents better connection opportunity. In
the above discussion, it is established that drones do not
remain isolated when following the devised strategy. Iter-
atively, isolated drones become a part of the swarm by using
levy flight and cover larger area with maximum connectivity
and minimize the isolated drones accordingly. In this
learning scheme, the maximum number of flying drones stay
connected in the network in minimum iteration and reduces
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the isolated drones during flight. Hence, neighboring so-
lution minimizes the isolated drones adaptively, which are
preserved till the period of network communication.

The factor range index is taken into account when
measuring the connectivity between drones. The connectivity
decreases with increase in the distance and subsequently
drone is not able to communicate with any of the other
drones. Range index allows selection of appropriate drone for
communication path stability. This can be modeled as follows:

i
i (0@

= 11
1 maxvj(di]- (t)) (1)
where 7' is the range index of ith individual that decreases
with an increase in distance and « is a constant 0< oc’ < 1.

In order to determine the suitability of a drone for re-
laying as part of the swarm, a fitness function is considered
which summarizes a single figure of merit. It shows a given
design solution to achieve connectivity. The fitness is devised
so that the number of isolated drones in the network is
reduced and can be calculated as follows:

PN Yi(t)
M) =K (t)+ a0 (12)

where A’ is the fitness value of ith drone, k' is the number of
neighbors of ith drone at any given time t, ' is the remaining
energy of ith flying drone, and d;; (t) is the distance of the ith
drone from the BS at time t. The distance from BS is in-
corporated to accommodate the drones which may not have a
neighbor but are within transmission range of BS. These
drones are not isolated drones, rather these drones are a great
option for relaying data of other flying drones to the BS.

The pseudo code for the proposed solution is given in
Algorithm 1. Considerable stages for the proposed scheme are
detailed as follows: Lines 1 to 4 show the basic network
initialization. Here, the number of drones is initialized with
random deployment. Solution set for the drones is initialized
in certain restricted boundaries. Furthermore, communica-
tion range for each drone remains the same, and step vector is
initialized for necessary flight operation. Lines 5 to 12 show
the computation and update stage. On the basis of initial
deployment, each drone computes the position values and
available neighboring solutions within an assigned commu-
nication range. Different weights such as s, 7, ¢, f, e, andware
updated in this stage. Distances are calculated between the
drones and BS. S,v,C,F, and E are also computed in this
stage. Thus drone should update the position values and
neighbouring solution using first three primitive flight rules.
In this course of action, each isolated drone learns to locate
neighbors and update action of practice accordingly. Lines 13
to 22 show the proposed neighboring solution for isolated
drones. If at least one neighbor is available within the drone
vicinity, it should retain the flight as per DA principle.
However, if there is no neighbor, it should go to opt learning
and update their position using levy flight to search for
possible neighbor. ML supports the isolated drone to move to
the direction experienced in its last isolation. Hence, isolated
drone count is reduced adaptively.
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(3) for iteration 1 to max

(16) Declare the node as isolated
(17) Calculate the isolated drones

(20) end if

(22) end for

Proposed DA algorithm using machine learning
(1) Initialize the random position of drones (flying nodes)
(2) Initialize the communication range and step size for all drone

(4) Compute the position values of all the drones based on mobility

(5) Determine the nodes in the communication range of each nodes
(6) Determine learning stack to the isolated nodes
(7) Compute the neighboring solution
(8) Compute the network parameters by Equations (1) to Equation (4)
9) Update the position values

(10) Update the neighboring solution

@) Update learning solution

(12)  if (a drone has at least one neighboring drone)

13) Learn velocity vector by Equation (5)

(14) Learn position vector by Equation (6)

(15) else

(18) Update position of isolated drone by flying randomly by Equation (7)
(19) Update the neighboring connectivity by Equation (8) to Equation (10)

(21) Check and correct the new positions by Equation (12)

(23) Determine average network connectivity based on the isolated node count

ALGORITHM 1: Pseudo code for the proposed solution.

4. Simulation and Results

Simulations are conducted to evaluate the performance of
the proposed scheme. In this section, the performance of the
proposed scheme is tested using MATLAB simulator. This
evaluation observes the effects of flight of drones, its con-
nectivity and reduction of isolated drones using DA tech-
nique for machine learning. Basic set of parameters used for
simulations are presented in Table 1.

Initial network deployment of nodes is shown in Fig-
ure 4. In this model, DA technique is implemented for
learning in the proposed scheme. Network is initialized
using DA principles such as random deployment of nodes,
set the define parameters to maintain separation, velocity,
and cohesion. Flight of the nodes experiences the course of
actions during iterations, and they are based on learning.
However, the wireless communication range for a node in a
grid of 100m® is set to 20m for 10 homogeneous nodes.
During flight, the network nodes detect their neighbors
within 20m communication range. There are six nodes
shown isolated in an initial deployment of network, that is, 4,
5,6, 7,8, and 9. It can be seen that there is no neighbor
within 20 m communication range for these nodes while rest
of the nodes having at least one neighbor within their vi-
cinity. If neighbor is found by a node, it will retain the
mobility under DA principle; however, if there is no
neighbor in the node vicinity, it will consider isolated and
opt ML to flies in a levy flight. This can help the node to
search for prospective neighbors. This search is repeated
iteratively till a neighboring solution is found. If there is at
least one neighboring solution for an isolated node, it will
update its defined vectors of velocity step vector and position

TaBLE 1: Simulation parameters.

Parameters Values
Number of nodes 10
Network area 10 m®
Node flight Random
Channel type Wireless channel
Communication range 20m
Maximum iteration 25
Antenna model Omni antenna
Upper bound 100
Lower bound 0
Initial Network Deployment
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FIGURE 4: Initial network deployment.
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FiGure 6: Final network without DA.

step vector according to Equations (5) and (6), respectively.
Since the nodes are dynamic and gain experience due to
repeatedly finding neighboring solutions. Such type of ac-
tion helps the existing isolated node to learn for next term of
isolation. This aims to update the node position efficiently in
future course of actions. Those drones having no neighbor
will have to update its position according to Equation (7).

When the simulation begins, three important flight
factors of separation, velocity, and cohesion are performed
for sustainable network operation. To avoid collision, the
distance between the nodes is maintained. They shall also
match the velocity to its neighboring nodes and maintain
cohesion among these nodes. All nodes which become a
part of this disciplinary behavior create a group for future

cooperation. It is important that members of the group
must be in the neighboring communication range. DA aims
the group of nodes plays to a key role in selecting a net-
working architecture for effective performance. As soon as
a neighboring solution exists for a node, the network be-
comes connected. Furthermore, as explained, there are two
important vectors of DA such as velocity step vector and
position vector are incorporated to store and update po-
sition of those nodes having at least one neighboring node.
They are now able to update their positions by adding the
step vectors to the position vectors as given in Equation (6).
Keep knowing the updated vectors of all nodes; this work
enables us to simulate the next iteration based on the
existing node position as well as the learning performs levy
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FIGURE 7: Comparison result with and without DA.

flight of nodes who is finding the solo flying in an entire
network. Thus, a node in a dynamic topology network may
be isolated and reduce network efficiency especially in high
mobility FANETs.

Graphical representation of isolated nodes count after
DA results the significance of DA through ML. The result of
the final network after DA is shown in Figure 5. Although
there are six nodes isolated in initial deployment, they be-
come a part of cooperative nodes. This reduces the isolated
node count significantly. It can be seen that after the
completion of course of iterations, only one node is isolated,
that is, Node 7. This improvement is achieved due to DA
technique as well as previous experiences of isolated nodes
during action of isolation using ML. Moreover, all the other
nodes have one or more than one neighbors and consider
connected to each other and/or BS. Hence maximum
number of nodes stay connected using DA to ensue con-
nectivity in minimum number of iterations. Based on
learning-based finding neighbors, this scheme works to
reduce the time, provides the best finding neighboring so-
lution, maintains node’s connectivity, and updates the flying
positing of the drone. This scheme reduces the spatial
complexities of possible isolated drones.

Significance of DA algorithm for proposed scheme is
compared without DA algorithm. The result of isolated count
without DA is shown in Figure 6. This view results the im-
portance of DA algorithm for dynamic network. As men-
tioned earlier that there are six nodes isolated at the start of
network deployment. The plot of isolated node count without
DA shows that isolated node counts are not sufficiently re-
duced as compared to DA. Higher number of node isolated
during course of iterations and found no learning and dis-
cipline to force an isolated node to become a part of coop-
erative nodes. Consequently, only Node 4 and Node 10, which
is lying exist within the vicinity of each other, while the rest of
the nodes are isolated. The significance of DA can be gauged

from its implementation and comparison. This challenging
problem of FANET is overcome by inspiring the biological
nature of DA and especially the learning-based levy flight.

Significance of DA for ML is clearly viewed in the
comparison result of isolated node count with and without
DA which is shown in Figure 7. Simulations are performed
iteratively and results are obtained for isolated node count.
Now it can be clearly seen that isolated nodes count started
with six isolated nodes for both the schemes. However, after
course of iterations, DA reduced the isolated nodes in best
way due to learning. Consequently, it overcomes the con-
nectivity problem of FANETSs by reducing the isolated nodes
which improves the communication area. On the contrary,
without DA scheme where there is no learning exists,
maximum nodes stay isolated which reduces the network
performance. Hence, neighboring solution minimizes the
isolated nodes adaptively, which are preserved till the period
of network communication.

5. Conclusion

In this paper, we have attempted to design a well-connected
FANET via biological inspired learning. The rapid mobility of
drones leads to drone isolation in FANETs which is a main
challenge for FANETs. We present a scheme to minimize the
number of isolated drones. This scheme is based on biologically
inspired technique of DA using the depth of machine learning.
Thus, connectivity is achieved by choosing the primitive prin-
ciples of DA and ML. The preference to DA especially for
FANET: is due to the novel SI behavior of dragonflies namely
static swarming and dynamic swarming. Social behavior of DA
is investigated in this paper, and an ML-based solution is
proposed to find the efficient neighboring solution of the drones
isolated during the flight mission. In this scheme, maximum
number of flying drones stay connected in the network by
effective learning in minimum iterations and reduces the iso-
lated drones during flight. Hence, neighboring solution mini-
mizes the isolated drones adaptively, which are preserved till the
period of network communication. Furthermore, adopting the
concept of biological step walk for neighbor searching over-
comes the energy issue in the FANETs. We propose a fitness
function for drones situated within the communication range
which assists in the proposed learning scheme. Simulation re-
sults show that our proposed fitness function maximizes the
network stability period, improves connectivity for routing, and
updates the flying positioning of drones. Thus the proposed
scheme benefits from the intelligence of machine learning and
strategic learning of dragonfly to reduce energy consumption
and ensure network connectivity.
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