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Histopathological images are very efective for investigating the status of various biological structures and diagnosing diseases like
cancer. In addition, digital histopathology increases diagnosis precision and provides better image quality and more detail for the
pathologist with multiple viewing options and team annotations. As a result of the benefts above, faster treatment is available,
increasing therapy success rates and patient recovery and survival chances. However, the presentmanual examination of these images
is tedious and time-consuming for pathologists. Terefore, reliable automated techniques are needed to efectively classify normal
and malignant cancer images. Tis paper applied a deep learning approach, namely, EfcientNet and its variants from B0 to B7. We
used diferent image resolutions for each model, from 224× 224 pixels to 600× 600 pixels. We also applied transfer learning and
parameter tuning techniques to improve the results and overcome the overftting problem. We collected the dataset from the Lung
and Colon Cancer Histopathological Image LC25000 image dataset.Te dataset acquisition consists of 25,000 histopathology images
of fve classes (lung adenocarcinoma, lung squamous cell carcinoma, benign lung tissue, colon adenocarcinoma, and colon benign
tissue). Ten, we performed preprocessing on the dataset to remove the noisy images and bring them into a standard format. Te
model’s performance was evaluated in terms of classifcation accuracy and loss. We have achieved good accuracy results for all
variants; however, the results of EfcientNetB2 stand excellent, with an accuracy of 97% for 260× 260 pixels resolution images.

1. Introduction

Malignant growth has been described as a combination of
related infections, including unusual cell development that
continuously spreads into encompassing tissues. Diferent
cancer types can occur in human bodies as per worldwide
disease statistics [1]; lung and colon malignancies are among
the most common, with lung cancer frst in men and third in
ladies. Colonmalignancy is positioned third inmen and second
in ladies. Te leading causes of lung cancer are tobacco and

smoking, whereas the causes of colon cancer are older age,
smoking, and regular use of redmeat. Lung cancer subtypes are
lung adenocarcinoma, lung squamous cell carcinoma, and
colon adenocarcinoma [2], identifed by histopathology, which
studies tissues using a microscope. A histopathology report is
called a biopsy report, in which the doctor identifes subtypes of
cancer and their stage. Te characteristics and treatments of
diferent pathologic subtypes of cancer are dissimilar. Never-
theless, the right and on-time prognosis can execute a com-
pelling treatment design and draw outpatient endurance.
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Computer-aided diagnosis (CAD) systems can be
a helpful tool for avoiding misclassifcation [3]. Te CAD
gives a modernized yield as a “second assessment” to help
a pathologist’s fndings and helps clinical technologists and
pathologists to assess malignancies more precisely. Artifcial
intelligence approaches have improved the precision and
computerization of histopathologic slide examination.
Convolutional neural networks (CNNs) are presently the
best method to assemble dynamic work processes in com-
puterized pathology [3]. When a given CNN model is ad-
equately trained on labelled image information, it takes
complex histological features from pictures through
deconvolution of the picture content, which has many
features and afterwards perceives these features in in-
conspicuous pictures. Any basic CNN model is based upon
convolutional flters, pooling, and fully connected layers.
Diferent hidden layers of CNN give various picture details
level information to detect complex features.

Te major goal of this work is to categorize lung and
colon cancer biopsy images into fve classes with subtypes of
lung adenocarcinoma, squamous cell carcinoma, normal
tissues, colon adenocarcinoma, and colon normal tissues
using the EfcientNet model to observe the efect of the
CNN model when image resolution is increased. For clas-
sifying any CNN model, a large dataset is usually required.
Our chosen dataset consists of twenty-fve thousand images
with fve classes, but it is not enough. CNN architecture faces
the problem of overftting due to the small size of the dataset.
Pretrained models with fne turning can be used to prevent
overftting issues and computing power.Te whole dataset is
divided into three phases, training, validation, and testing,
for the experiment. In this work, CNN architecture with
pretrained EfcientNet variants EfcientNetB0–B7 has been
used to classify into fve classes for lung and colon cancer
histology images.

1.1. Objectives and Contribution of the Proposed Work.
Te major contribution of this research work is as follows:

(1) To classify histology images into three classes of lung
cancer and two classes of colon cancer with high
accuracy

(2) To avoid overftting problems and train the model
with limited available resources, pretrained models
with fne-tuning and transfer learning techniques are
used to classify images into fve categories correctly

(3) To fnd the model’s efectiveness by increasing the
resolution correspondingly, diferent variants of
EfcientNet from B0 to B7 are trained, with each
model having a diferent image resolution (from
224× 224 pixels increased to 600× 600 pixels).

(4) To make a comparison among the proposed model
and variants of EfcientNet

Te related work is briefy discussed in Section 2. Section
3 discusses the Materials and Methods. Results and Dis-
cussion are elaborated in Sections 4 and 5, followed by
conclusion and future directions in Section 6.

2. Related Work

Various works have been found in the literature to detect,
segment automatically, and classify cancerous and non-
cancerous from histopathology images using machine
learning and deep learning techniques. Deep learning is the
most recently used technique for classifcation tasks due to
its accuracy and automatic selection of the best features.
Barker et al. [4] proposed a method for cerebrum tumours in
entire slide computerized pathology pictures. Ojansivu et al.
[5] researched the grouping of bosom disease from histo-
pathological images. In [6], the authors investigated diferent
resolutions EfcientNets for sore skin grouping, joined with
broad data increase, and balancing loss and considered
multiresolution a signifcantly important parameter for
the model.

In [7], the authors proposed and assessed a convolu-
tional neural network to arrange interstitial lung infection
disease patterns. Te proposed network comprises fve
convolutional layers with two parts and Leaky ReLU, trailed
by average pooling with a size equivalent to the size of the
last component guides and three deep layers. In [8], lung
cancer pathology subtypes are classifed in CT scan images
using a deep residual neural network with transfer learning
techniques which achieved 85% of accuracy. In [9–12], re-
searchers applied diferent models to classify lung cancer
types or lung cancer from noncancer images with various
deep learning models and tried to increase the model’s
accuracy using other datasets. Iizuka et al. [13] used the
inception v3 model and the recurrent neural network to
classify stomach and colon biopsy histopathology from
whole slide images. Te model was trained to classify ad-
enocarcinoma, adenoma, and nonneoplastic. In addition,
the authors added regularization methods and diferent
augmentation techniques to make the algorithm more ro-
bust. Rathore et al. [14] used an SVM classifer to examine
colon cancer of histopathology images in normal and ma-
lignant tissue.

Te proposed approach [15] was tried on a histopatho-
logical dataset for colorectal malignancy order in light of
seven sorts of CNNs. Scaling up CNNmodels is broadly used
to improve accuracy [16]. Te most basic route is the scale-
up CNN model by depth [17]; these networks are simpler to
advance and can acquire precision from an impressively
expanded depth or scale model through width [18]. Another
more uncommon, however, progressively mainstream
technique is scaling up models by increasing the size of
images [19]. Te EfcientNet model [16] addresses all three
scaling methods named compound scaling. However, the
model needsmore layers to build the open feld and channels
to catch all the fne-grained designs on the larger picture for
the larger input image size. Moreover, increasing image
resolution [20] compromises the largest conceivable batch
size for CNN training. After reviewing the literature, this
paper presented a method to classify the colon and lung
histopathology images using all variants of the EfcientNet
model (from B0 to B1), increasing the image resolution up to
600× 600 pixels.
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3. Materials and Methods

Tis section explains our proposed methodology, experi-
ment, and dataset used to classify lung and colon histopa-
thology images using EfcientNet Model variants from B0
to B7.

3.1. Images Dataset Acquisition. Te dataset used in this
research is taken from the Lung and Colon Cancer Histo-
pathological Image LC25000 image dataset [21], which
consists of 25,000 images with two subfolders: colon cancer
folders containing 10,000 images and lung cancer folders
with 15,000 images. All images are in JPEG format and are
768× 768 pixels in size.Te lung cancer folder contains three
subfolders with two lung cancer types and benign lung tissue
images. From histopathology images, cancerous and non-
cancerous can be identifed as follows:

(1) Malignant tissue: It can be identifed as dark in
colour and abnormal nuclei tissue growth compared
to its normal tissue image, as shown in Figure 1.

(2) Benign tissue: Tis region has normal growth of
tissues and is light in colour.

Tree functions are applied to augment the images, as
explained in [21]; the frst function is rotated randomly
between 25% on the right and 25% on the left. Te second
function adds random noise to the images, and the third
function is horizontal fips, which fips the image array of
pixels. Using these augmentation functions, the images in
the dataset are expanded for lung cancer images up to
15,000. So, in this research, the fve classes, lung adeno-
carcinoma, lung squamous cell carcinomas, benign lung
tissue, colon adenocarcinoma, and colon benign tissue, are
considered to be classifed. Each class contains 5,000 images.
Te same for colon images; make 10,000 images, each of the
two categories having 5,000 images.

3.2. Preprocessing. In the preprocessing phase, we have to
ensure that all images are equal in size for the best result of
the CNN model. In the frst step, all images are in 768× 768
pixels, as shown in Figure 2. We adjusted the image reso-
lution size as required for each EfcientNet model variant
according to Table 1. As for EfcientNetB0, convert all
images into equal sizes of 224× 224 pixels for all training,
validation, and testing stages. To avoid the imbalanced
problem [22], the classifcation of classes is not balanced;
that is, one class has more images than all other classes, so we
must have an equal number of images in each class. Tat is
why each class has an equivalent of 5,000 images in our
dataset. A straightforward way to deal with surviving class
irregularities in model learning is to resample the training
data (a premeasure).

Te whole dataset is divided for the CNN model’s
training, validation, and testing phases in the second step. To
avoid the overftting problem (which means not having
enough data in the training phase that the model does not
correctly predict the classes) and for the best accuracy re-
sults, more images are kept in a training folder of 25,000

images, 15,000 images belonging to 5 categories (colon
adenocarcinoma, benign colon tissue, lung adenocarcinoma,
lung benign, and lung squamous cell carcinoma). In the
validation folder, we allocate 5000 images belonging to 5
classes and assign 5000 images belonging to 5 classes for
testing. In the third and last step of the preprocessing phase,
we make sure that all images in subfolders are correctly
labelled; all images in the colon adenocarcinoma folder are
labelled as “colonca1” 1 represents the number of an image,
and in the same way, all images in a colon benign tissue
folder are marked as “colonn1”. Also, all images in three
classes of lung folders are diferently labelled (lungaca1,
lungn1, and lungscc1); this helps our model in the Image-
DataGenerator phase to train and generate labels for the
training phase.

3.3. Transfer Learning. Transfer learning is a mainstream
approach in computer vision-related problems; hence, we
combined the pretrained models with the newly trained
layer of CNN architecture. Here, we are using a deep
learning pretrained EfcientNet model, where the last layer
of the model performs as input data to another classifer. In
addition, we utilized the ImageNet dataset for transfer
learning techniques for classifcation, which helped us
achieve better performance accuracy and saved training
time. Figure 3 shows the schematic diagram for transfer
learning. It can be seen that the previous model that was
trained on source data is combined with the newly trained
target data model with the help of transfer learning.

3.4. Proposed CNN Method. Tis section explains our pro-
posed work for classifying lung and colon cancer into fve
classes (lung benign, lung adenocarcinomas, lung squamous
cell carcinomas, colon adenocarcinomas, and colon benign),
as shown in Figure 4. Transfer learning on the ImageNet
dataset and the fne-tuning method means adjusting each
model’s last layers to achieve good accuracy and perfor-
mance. Te whole dataset is divided into three portions,
where 80% of the data is used for training, 10% for vali-
dation, and 10% for testing. EfcientNet with diferent
variants from B0 to B7 is used. Similar size images are used
for each model, as mentioned in Table 1, so we frst resize it
into 224× 224 pixels for EfcientNet B0 and the same for
other models. After preprocessing and training, the model
results are evaluated.

3.5. EfcientNet and Variants. Te EfcientNet models [16]
depend on straightforward and compelling compound
scaling strategies. EfcientNets are a group of neural or-
ganization structures delivered by Google in 2019, planned
by an enhancement methodology that amplifes the pre-
cision for a given computational expense. EfcientNets are
suggested for characterization errands. Tey beat numerous
organizations (such as DenseNet, Inception, and ResNet) on
the ImageNet benchmark while running quicker. Tis
strategy empowers the scaling up of a benchmark ConvNet
to any objective asset imperative while maintaining model
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profciency, which is utilized for moving learning datasets.
As a rule, EfcientNet models accomplish higher precision
and better productivity over existing CNNs, for example,
AlexNet, ImageNet, GoogleNet, and MobileNetV2. Specif-
ically, EfcientNet explores the focal inquiry: is there
a standard technique to scale up ConvNets to accomplish
better exactness and productivity? In this model, observational
investigation, as shown in Figure 5, is essential to adjust all
measurements of organizationwidth (more flters in the layer),
depth (more layers), and resolution (more H∗W); such
equilibrium can be accomplished by essentially scaling each of
them with steady proportion. Tis model is a basic yet
powerful compound scaling strategy in light of this perception.
Unlike all traditional models that scale any of these elements,
our approach consistently scales network width, depth, and
resolution with a bunch of fxed scaling coefcients.

0

100

200

300

400

500

600

700

0 200 400 600

Figure 2: Index representation of the dataset image sample before
preprocessing to the model’s desired size.

Table 1: Diferent image resolutions used for each model.

Base model Resolution
EfcientNetB0 224× 224
EfcientNetB1 240× 240
EfcientNetB2 260× 260
EfcientNetB3 300× 300
EfcientNetB4 380× 380
EfcientNetB5 456× 456
EfcientNetB6 512× 512
EfcientNetB7 600× 600

Source Data

Target data

Model

Model

Transfer
Learning

Figure 3: Transfer learning schematic diagram.
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(d) (e) (f)

(g) (h) (i)

Figure 1: Image samples from LC25000 dataset image. (a, b) Colon adenocarcinoma. (c, d) Colon benign tissue. (e, f ) Lung adeno-
carcinoma. (g, h) Lung squamous cell carcinomas. (i) Benign lung tissue.
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A ConvNet Layer I can be characterized as a capacity:

Yi � Fi Xi( 􏼁, (1)

where Fi is the operator, Yi is the yield tensor, and Xi is the
input tensor with a tensor shape (Hi, Wi, Ci), where Hi and
Wi are the spatial measurements and Ci is the channel
measurement. A rundown of created layers can address
a ConvNet N:

N � Fkʘ . . .ʘF1ʘF1 X1( 􏼁 � ʘJj � 1 . . . kFj(X1). (2)

Te network scales the existing baseline ResNet model as
described in the following equation:

N �
ʘ

i�1...sf
Li

i X HiWiGi( )􏼒 􏼓, (3)

where f
Li

i denotes layer fi is repeated Li times in stage iand
(HiWiGi) indicates the shape of the input tensorX of a layer.
Diferent variants of EfcientNet are available from B0 to B7.

Each variant is scaled up to increase all three elements
(depth, width, and resolution) from the previous one to see
the model result in terms of accuracy and computational
cost. Each number addresses variants with more parameters
and higher accuracy, and the processing power generally
increases for each addition. Attempt EfcientNetB0 frst
since its exactness is comparable to diferent networks while
being absurdly quick to run and train. If you need to im-
prove your outcomes, take a stab at utilizing greater and
greater sizes of the EfcientNet design (B1⟶, B2⟶,
B3⟶, and so on) until you hit the most elevated exactness
for your information. Each model was pretrained on the
ImageNet dataset Top1 and Top5 accuracy in Table 2.

4. Experiments

In this paper, we adopt the method to explicitly preserve the
previous convolution and pooling layers, in which the model
parameters of the record stacked on the dataset of ImageNet

Dataset

Dataset Pre-
processing

Train, Valid, Test

Train
Valid

Data Generator
From (0-255) to (0-1)

EfficientNet with
Transfer LearningModel

Result
on Test

Data

Test
Dataset

Run Model on Unseen Data

Accuracy
and Loss

Visualize Result

Add Layers

CNN

ADAM
Optimize

Figure 4: Block diagram of the proposed work.
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resolution H×W

(a)
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Figure 5: Te basic idea of EfcientNet [16] is to carefully balance scale, the network width depth, and resolution if resources are available
(https://ai.googleblog.com/2019/05/efcientnet-improving-accuracy-and.html).
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are pretrained to introduce the new network. Further-
more, the pretrained model carried out a new job by using
parameters, fully associated layers, and Softmax activa-
tion function in combination with turning the last layers
of the model using fne-tuning methods for each model to
improve the accuracy and decrease loss. Tus, the net-
work construction could adjust to the new character-
ization task in this manner, speeding and simplifying the
learning efectiveness of the model and upgrading the
inference capacity.

We have utilized all EfcientNet variants from B0 to
B1 models for the transfer learning measure and added
a batch normalization layer. Batch normalization in-
credibly speeds up the training of deep networks and
builds the stability of the neural model [23] to limit
overftting by reducing the all-out number of parameters.
Moreover, after fattening the layer, two dense inward
layers with RELU activation function having 512 neurons
to activate (change activates several neurons for each
model) and dropout layers have been added. A 30%
dropout rate has been picked randomly to overcome
overftting. At last, one dense output layer contains fve
output units for multiclass order to classify fve classes of
our dataset. Softmax implementation has been added to
the proposed automatic fnding framework.

We give input shape 224× 224 size to the EfcientNetB0
model in which the dataset is divided into three parts. Te
training set consists of 20,000 images for fve classes; vali-
dation consists of 2500; and the testing set also has 2500
images and then initializes weight as ImageNet. We keep the
batch size minimum as the model takes minimum training
time.Terefore, the batch size is set to 30 for the training and
validation path. We change the resolution in every model as
variants improve from the previous model and change the
resolution size to check the model’s performance efciency.

4.1. Parameter Adjustment. Parameter adjustment in-
credibly afects the exhibition of the model since they
straightforwardly administer the model’s training. Also,
fne-tuning can avoid overftting and the structure of
a summed-up model. Terefore, in our study, for the correct
classifcation of lung and colon cancer histology images into
fve classes, a more efective CNN pretrained model, Ef-
cientNet, is chosen. Our proposed method for this model
consists of two parts.

(1) First, we download and import EfcientNet and then
specify the model variants.

(2) Fine-tuned, fully connected layers.

In the frst step, variants of EfcientNet (EfcientNetB0,
EfcientNetB1, EfcientNetB2, EfcientNetB3, Ef-
cientNetB4, EfcientNetB5, EfcientNetB6, and Ef-
cientNetB7) are added with setting weight to ImageNet. In
the fully connected layer (FCL), “Softmax” is used as an
activation function. Te reason for using Softmax is that the
classifcation is categorical.

One major problem we faced during training the model
was that training accuracy was not good and loss also in-
creased. To overcome this, the last layer’s parameters are
adjusted to improve accuracy. Te parameters are turned
accordingly; when the model gives us more loss than ac-
curacy in some variants, the dropout function is increased, in
this way, the overftting problem is reduced, and loss is
decreased.

4.2. Implementation Details. All models are trained for 100
epochs using Adam. Categorical cross-entropy is used for
the loss function in multiclass classifcation, one class in
many possible categories. Batch size and learning rate are
received depending on every network’s GPU memory ne-
cessities. All the software and libraries utilized in the pro-
posed work are open source.Te perusers should use Google
Colab Notebook to replicate the outcomes using the GPU
run time. Tis product can be used without costs, since
Google gives it to explore exercises utilizing a Tesla K80 GPU
of 12GB. Te EfcientNet models are pre-prepared, scaled
CNNmodels that can be used for transfer learning in picture
characterization issues. Te model was created by Google AI
in May 2019 and is accessible through GitHub vaults. Tis
work has been performed using Python. Te neural network
library “Keras” develops, compiles, and assesses the pro-
posed methodology. Te Python programming language
rendition 2.7 (counting libraries, for example, numpy, cv2,
pandas, and matplotlib) was utilized for all parts of this
undertaking. Te model was trained and tested on the
framework of the window.Te performance can also depend
on how many medical images are loaded for training and
validation.

5. Results and Discussion

To assess the model’s performance, as per the attributes of
the network model, the accuracy rate and loss rate are
utilized as the evaluation measures. Te normal exactness of
the model is characterized as follows [24]:

Accuracy �
RA

R
∗ 100. (4)

In (4), R represents the total number of images in the
training and validation phase, and RA represents correctly
classifed images. Te model runs for 100 epochs, with seven
iterations for training and three for validation in each epoch
to improve the model performance. As in the start of model
training, the validation loss and training loss value is high, 40

Table 2: Top5 and Top1 accuracy of models trained on the
ImageNet dataset.

Model variants Parameters
(m)

Top1 accuracy
%

Top5 accuracy
%

EfcientNetB0 5.3 76.3 92.3
EfcientNetB1 7.8 78.8 94.4
EfcientNetB2 9.2 79.8 94.9
EfcientNetB3 12 81.1 95.5
EfcientNetB4 19 82.6 96.3
EfcientNetB5 30 83.3 96.7
EfcientNetB6 43 84.0 96.9
EfcientNetB7 66 84.4 97.1
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or 50%, and then gradually decreases in each epoch. Te
result of every model is described in Table 3. Training results
for EfcinetNetB0 are 95% accuracy and 0.37 loss, having
224× 224 image resolution; EfcinetNetB1 is 96% accuracy
and 0.11 loss for 240× 240 image size; EfcinetNetB2 is 97%
accuracy and 0.07 loss for having 260× 260 resolution; for
B3, B4, B5, B6, and B7 accuracies are 95, 94, 93, and 95% and
losses are 0.18, 0.33, 0.22, and 3.05, increasing the image
resolution. So, from this result, we can say that the B2 model
gives us good accuracy with less loss, and image resolution is
also not very minimal. B6 and B7 also have good results in
terms of their image resolution size and efectiveness in
being run with a Colab GPU in less time than other studies
that take days to train on this resolution size and have some
good physical hardware attached to the GPU.

We explore all variants of efcient models for diferent
image resolutions for the classifcation of lung and colon
histopathology images into fve classes (colon adenocarci-
noma, benign colon tissue, lung adenocarcinoma, lung
benign, and lung squamous cell carcinomas). In previous
studies, these model variants were not explored for histo-
pathology image classifcation, and we consider that input
resolution is an important parameter that was not consid-
ered in previous studies. For a long time, small image sizes
have been considered for convolutional neuron network

models to increase model performance efectively. A similar
study [6] increased input resolution to 528× 528 pixels, and
we increased it to 600× 600 pixels. When the image reso-
lution increases, more features are extracted with more fne
details than fewer resolution images (as the visualization
graph from B0 to B7 is shown in Figures 6–13). Our results
predict that by increasing the input size, the performance
does not decrease. Still, the loss is a little bit high for low-
resolution sizes. Validation loss rates for B7 drop from
52.51%, 5.11%, and 2.55% after 1, 30, and 99 epochs. But this
loss can also be overcome with the availability of increased
memory and computation power for running more epochs.

Te other measure we consider for evaluating these
models’ performance is the time taken to train a model for
100 epochs.Te time taken by each model depends upon the
Internet speed and the availability of the GPU in Colab.
Sometimes the Colab is not assigning GPU to our notebook
or cannot connect with the host, so we run it without GPU,
and it takes many hours to train the model. Convolutional
neural organizations (CNN) are neural organizations that
are especially ft for picture classifcation. It has been, for
instance, efectively utilized for picture classifcation orders
[25–27]. A typical CNN design contains convolutional,
pooling, and completely associated layers. Moderately novel
procedures, for example, batch standardization [23],

Table 3: Te model evaluation results in terms of classifcation loss and accuracy.

Efcient net
variants

Training Validation Testing Model training
timeAccuracy Loss Accuracy Loss Accuracy Loss

B0 0.95 0.37 0.93 0.37 0.96 0.34 09minutes
B1 0.96 0.11 0.96 0.06 0.96 0.11 08minutes
B2 0.97 0.07 0.07 0.97 0.97 0.07 07minutes
B3 0.95 0.18 0.95 0.08 0.95 0.18 3 hours 17minutes
B4 0.96 0.11 0.14 0.94 0.11 0.96 2 hours 33minutes
B5 0.94 0.33 0.93 0.20 0.95 0.28 36minutes
B6 0.93 0.22 0.96 0.21 0.94 0.47 2 hours 45minutes
B7 0.95 3.05 0.92 2.79 0.95 2.75 54minutes
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Figure 6: EfcientNetB0 training and validation plot of accuracy and loss.
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Figure 8: EfcientNetB2 model training and validation plot of accuracy and loss.
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Figure 7: EfcientNetB1 training and validation plot of accuracy and loss.
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Figure 9: EfcientNetB3 model training and validation plot of accuracy and loss.
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Figure 10: EfcientNetB4 model training and validation plot of accuracy and loss.
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Figure 11: EfcientNetB5 model training and validation plot of accuracy and loss.
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Figure 12: EfcientNetB6 model training and validation plot of accuracy and loss.
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dropout [28], and alternate way associations [17], can,
moreover, be utilized to build classifcation precision. In
light of the outcomes, we see that the EfcientNet models, all
variants with transfer learning methods, yield better results
than the previous model with a simple minimum image size
and many other classifer models in calculating malignancy
expectation. However, on-time and accurate prognoses are
challenging because of the malignancy’s intricacy and high
mortality. Accordingly, improving the forecast exactness by
applying computer-aided diagnosis methods is very helpful
for malignancy treatment.

5.1. Comparison with State-of-the-Artwork. In Table 4,
EfcientNet variants B2 are compared with the published
state-of-the-art methods used for lung and colon classifcation
of histopathology images to prove the superiority of our
approach. Te EfcientNet model gives good accuracy for
maximum resolution and has a minimum number of pa-
rameters compared to other models. In the literature, no one
attempts to classify the lung and colon cancer images accu-
rately [29]. In [27], the authors classifed COVID-19 from
X-ray pictures using EfcientNetB4, which can categorize
binary and multiclass data. Te deep convolutional neural
network [3, 31, 32] has 60 million parameters to classify lung
cancer subtypes (adenocarcinoma, squamous cell carcinoma,
and small cell carcinoma), and we classify fve classes. Ref-
erence [3] built up a mechanized characterization plot for

cellular breakdowns in the lungs using microscopic images to
utilize a deep convolutional neural organization (DCNN), an
efective deep learning method. Te DCNN utilized for
grouping comprises three convolutional layers, three pooling
layers, and two completely associated layers. Terefore, from
these studies, we can say that our model result efciently
classifes the cancer images.

6. Conclusion and Future Work

Contrasted and shallow learning techniques, deep learning
has numerous focal points in dissecting pathology images,
including clarifcation of feature defnition, power in per-
ceiving complex objects, efciency through equal calcula-
tion, and reasonableness for transfer learning.Tis paper has
tested the EfcientNet model for all variants to classify lung
and colon cancer histopathology images. Tis model aims to
scale a CNN model in not just one element but in all three
features, namely, depth, width, and resolution, according to
available resources in a principled way. Tis is the frst study
considering lung and colon image classifcation and the
pretrained EfcientNet model. All variants with diferent
resolutions started at 224× 224 in the B0 model and in-
creased to 600× 600 in the B7 model. Each model’s last layer
is adjusted for better performance, and diferent dropouts
prevent overftting. Te experiment was performed on the
LC25000 dataset, having lung and colon images of fve
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Figure 13: EfcientNetB7 model training and validation plot of accuracy and loss.

Table 4: Comparison with state-of-the-artwork.

Architectures Parameters Input size Classifcation Accuracy
result (%)

EfcientNetB4 [29] 17 million Not specifed Binary and multiclass for COVID-19 diagnosis 96
DCNN [3] 60 million 256 × 256 Tree classes of lung cancer subtypes 71.1
Residual neural network [8] 0.27 million 50× 50 Lung cancer type from CT scan images 85.71
Inception-v3 [13] 23 million 512× 512 Gastric and colonic from histopathological 96
SC-CNN [30] Not specifed 27× 27 Nuclei in colon cancer histology images 68
EfcientNetB2 (our
approach) 9.2 million 260× 260 For histopathology images of lung and colon cancer (fve classes) 97.24
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classes. Te classifcation accuracy for training the models
B0, B1, B2, B3, B4, B5, B6, and B7 are 95.87, 96.26, 97.24,
95.63, 96.83, 94.31, 93.76, and 95.59%. Our model performed
well in terms of training time and computational power. We
run ourmodel in theminimum time on a personal computer
utilizing Google Colab using GPU without accessing
a physical GPU attached to the computer. We plan to extend
the work by experimenting with more images of diferent
sizes. We also intend to increase the number of classes based
on the availability of the data, which may lead to an increase
in the accuracy of the model.
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MIT-BIH arrhythmia and INCART datasets, respectively. Using a transfer learning mechanism, the proposed model is also
evaluated with only �ve individuals of supraventricularMIT-BIH arrhythmia and �ve individuals of European ST-Tdatasets (both
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1. Introduction

With the advancement of computerized and automatic
electrocardiogram (ECG) analysis, it is widely used in
detecting and diagnosing heart diseases, assisting cardiol-
ogists with long-term ECG recordings and analysis. One
significant indicator of heart disease is the detection of
heartbeats, which is an essential factor in detecting ar-
rhythmias. Arrhythmias are irregularities in heart conduc-
tion with electrical impulses, resulting in a disturbance in
heart rate (irregular rhythm) [1], which necessitates careful,
rapid, and frequent examination. In this case, automatic and
computerized systems can be more useful. A traditional
automatic arrhythmia recognition system includes (i) pre-
processing [2], (ii) features extraction such as beat seg-
mentation [3], QRS complex [4], R-peak or R-R interval [5],
wavelet transform (WT) [5], time-frequency [6], morpho-
logical learning [6], and (iii) classification such as artificial
neural network (ANN) [7], support vector machine (SVM)
[8], decision tree (DT) [9, 10], and random forest (RF) [8]
steps. However, despite a good number of shallow learning
methods (features engineering techniques) with promising
results for identifying arrhythmias from ECG signals, these
are unable to properly describe the optimal features of
signals and are prone to overfitting [11]. Furthermore,
dealing with unbalanced data while yielding satisfactory
results remains difficult [12]. Several researchers attempted
to solve these problems by optimizing classifiers’ general-
ization capabilities [13]. Due to the limited nonlinear fitting,
the learning parameters in machine learning face a challenge
during training to extract all features from ECG. As a result,
the pattern recognition performance of classifiers in tradi-
tional methods from ECG signals is typically insufficient in
the context of big data-driven [14]. Considering the afore-
mentioned challenges of machine learning approaches
[15, 16], an effective recognition method that takes a dif-
ferent approach is highly desired in arrhythmia diagnosis.

Deep learning approaches for arrhythmia recognition,
such as deep neural networks (DNNs) [17], convolution
neural networks (CNNs) [18, 19], recurrent neural networks
(RNNs) [18], long short-term memory (LSTM) [20], and
combining of these approaches [21], have recently gained
popularity [22, 23]. Aside from arrhythmia recognition,
deep learning approaches have received a lot of attention
recently in other applications, such as emotion recognition
from electroencephalography (EEG) [24–28]. Although
high-level features learned from ECG inputs of such de-
veloped deep learning models automatically perform feature
extraction and recognition, satisfactory performance of
arrhythmia diagnosis remains a challenge. 1e major factors
behind this challenge are as follows: (i) some patterns of
ECG are hard to detect in deep learning because of extensive
volume of data demanding for training the deep networks
with the target domain, even it is hard to recognize by
experienced physicians [17] in some cases, and (ii) deep
networks tends to vanishing gradient problems during
training. 1e first challenge could be addressed by a
mechanism known as “transfer learning,” in which expe-
rienced learning from the upstream dataset (large volume

dataset) is transferred into the downstream dataset (target
dataset), and pretrained weights from the upstream dataset
are used as the target dataset’s initial weights [29]. 1is
mechanism could easily solve the deep network overfitting
problem. A few contributions to the literature address the
transfer learning mechanism for detecting abnormalities in
ECG signals [30–33]. In this type of approach, there is no
requirement to develop a model from scratch.

However, the appearance of ResNet [34] in deep learning
marked a turning point in CNNmodels. ResNet’s interesting
developments include shortcut and skip connections be-
tween the front and back layers, which aid in resolving
vanishing gradient problems. Following the benefits of
ResNet, DenseNet [35] introduces an intriguing connectivity
pattern among the layers known as “dense connections” for
the further improvement of ResNet, in which feature maps
for each layer in a dense block are followed by all of its
previous layers, with direct connections from low- to high-
level layers. As a result, the second challenge of recognizing
arrhythmias with satisfactory results could be overcome by
developing a model based on the dense connections
mechanism. In this study, an end-to-end 2D CNN method
with an effective DenseNet model was proposed to recognize
arrhythmias from ECG automatically, taking into account
the potential benefits of a CNN-based DenseNet model
addressing the aforementioned challenge in cardiac ar-
rhythmia recognition. Recently, 2D CNN approaches for
arrhythmias recognition have gained popularity because of
the transformation of sequential data of beats into their
corresponding beat images, which alleviates the time strict
alignment problem of beats ignoring the score of fiducial
points. 1e duration and amplitude of various waves of an
ECG signal, such as RR intervals, QRS complex, P-wave, and
T-wave, are highly sensitive to its dynamic and morphology
features. ECG signals from time series data could be
transformed into 2D images in a variety of ways, such as
time-frequency (short-time Fourier transform (STFT) [36],
continuous wavelet transform (CWT) [37, 38], discrete
wavelet transform (DWT)), frequency spectrum, own de-
veloped python module [39].

Besides, some interesting contributions are introduced
in the literature addressing dense connections mechanism
for ECG classifications. Rubin et al. [40] proposed a densely
connected CNN for atrial fibrillation (AF) detection from
ECG by combining the SQI (signal quality index) algorithm
to assess the noisy instances in ECG. Importantly, this work
discussed an additional challenge of the imbalance problem
in private or publicly available arrhythmia datasets, which
may significantly impact the accuracy of arrhythmia diag-
nosis in real-life applications. Importantly, this work dis-
cussed an additional challenge of the imbalance problem in
private or publicly available arrhythmia datasets, which may
significantly impact the accuracy of arrhythmia diagnosis in
real-life applications. Some interesting contributions have
been demonstrated in the literature for resolving the chal-
lenge [12, 41–43]. We have used the weighted categorical
cost function [44] to handle the imbalanced data in this
study due to the function’s several advantages. In this study,
a novel and end-to-end 2D CNN-based deep learning
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method is proposed for cardiac arrhythmia recognition with
improved performance, taking into account the aforemen-
tioned challenges and opportunities. 1e following are the
key contributions near the end:

(i) A 2D CNN model is developed to recognize ar-
rhythmias with greater accuracy than state-of-the-
art models on imbalanced datasets.

(ii) 1e proposed model expresses model generalization
because it was tested on four datasets without
changing any hyperparameters, and the model ar-
chitecture and results are consistent.

(iii) 1is achievement is due to the use of some diverse
regularization strategies: batch normalization (BN)
[45], call-back features [46], weighted random
sampler [47], Adam optimizer [48], on-the-fly
augmentation [49], and appropriate initialization of
layers [50] of the model in the method.

1e rest of the paper is expressed as follows. 1e pro-
posed methodology is presented in Section 2 with details.
Results and discussions with study limitations and prospects
are included in Section 3. Finally, Section 4 concludes the
study.

2. Methods and Materials

2.1. Dataset Description

2.1.1. MIT-BIH Arrhythmia Database. MIT-BIH arrhyth-
mia database: 1e MIT-BIH arrhythmia database is a widely
used benchmark database for evaluating the performance of
arrhythmia detectors. It contains 48 records from 47 subjects
(25 males aged 32 to 89 and 22 females aged 23 to 89) with
30-minute two-channel ambulatory Holter ECG recordings.
1e recordings are sampled at 360Hz per channel with an
11-bit resolution over a 10mV range. Its first channel de-
scribes the upper signal, MLII (a modified limb lead II), and
its second channel describes the lower signal, modified lead
V1 (rarely as V2 or V5, and only once as V4), with electrodes
placed on the chest in both cases. In the upper signal, normal
QRS complexes are more visible. As a result, the upper signal
lead is chosen in our study. Records 102 and 104 are involved
with patient surgical dressings and records 102, 104, 107,
and 217 are involved with paced beats, so we excluded these
records from our experiment.

2.1.2. INCART 12-Lead Arrhythmia Database. INCART
contains a total of 75 annotated records extracted from the
32 Holter recordings. Every record is thirty minutes long,
holds the twelve standard leads, and is sampled at 257Hz
with varying gains from 250 to 1100 per mV. 1e records
were accumulated from the patients who were undergoing
tests on coronary artery diseases. Most of them had ven-
tricular ectopic beats, and nobody had pacemakers. ECGs
from subjects with arrhythmias, coronary artery disease,
ischemia, and conduction abnormalities were preferred for
incorporation into the database. Leads II and V1 are two of
the 12 standard leads that appear more frequently in this

dataset. In the lead II, QRS complexes are more noticeable.
As a result, lead II is chosen in this study, similar to theMIT-
BIH arrhythmia database.1e dataset is used in this study to
test the generalization of the proposed model.

2.1.3. MIT-BIH Supraventricular Arrhythmia Database.
1is database contains 78 two-lead ECG recordings with a
sampling rate of 128Hz, each with half an hour. 1e an-
notation of recordings was performed with the Marquette
Electronics 8000 Holter scanner firstly, and it was corrected
and reviewed later with a medical student. 1e original
labeling was modified in accordance with AAMI recom-
mendations. It is a supplementary dataset of MIT-BIH ar-
rhythmia that is chosen only for testing or evaluating the
performance of the proposed model in this study. Only five
records, 800, 828, 849, 867, and 873, are considered for
transfer learning, and one record, 873, is considered for
testing the performance of the proposed model.

2.1.4. European ST-T Database. 1e database includes 79
patients’ ambulatory ECG recordings from 90 annotated
snippets.1ere were 8 women and 70males, aged 55 to 84, in
the study. Each two-hour record includes two lead signals
sampled at 250 samples per second with 12-bit resolution
across a nominal 20-millivolt input range. After digitization,
the sample values were rescaled with reference to calibration
signals in the original analog recordings to ensure a uniform
scale of 200 analog-to-digital-converter units per millivolt
for all signals. Each record is documented by concise clinical
reports. 1ese reports, which are stored in the header (.hea)
files associated with each recording, summarize pathology,
medications, electrolyte imbalance, and technical informa-
tion. Two cardiologists annotated each record beat by beat,
looking for changes in STsegment and T-wave morphology,
rhythm, and signal quality. ST segment and T-wave changes
in both leads were identified (using predefined criteria that
were applied consistently in all cases), and their onsets,
extrema, and ends were annotated. Only five records, e0103,
e0121, e0202, e0413, and e0614, are considered for transfer
learning, and one record, e0121, is considered for testing the
performance of the proposed model.

2.2. Method Overview. Herein, an arrhythmia recognition
framework is made. To begin, annotated data from the MIT-
BIH arrhythmia, St. Petersburg INCART 12-lead, MIT-BIH
supraventricular arrhythmia, and European ST-T database
datasets are selected to categorize the arrhythmias into four
classes of interest.1e raw data instances are then segmented
into available beats and transformed into RGB (Red, Green,
and Blue) images via the preprocessing step. 1e proposed
method makes use of the transformed images as input. 1is
framework’s model architecture is based on the structure
(DenseNet) in [35] to perform recognition. 1ree dense
blocks are created in this model, each with five inner layers,
followed by a transition layer to extract the features from our
preprocessed images. Finally, preprocessed images are
classified as N, S, V, and F (based on AAMI) with two fully
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connected (FC) layers and a softmax classifier. Based on
AAMI recommendations, the class mappings of all datasets
are as follows: (1) N-normal, (2) V-ventricular ectopic, (3)
S-supraventricular ectopic, (4) F-fusion, and (5) Q-un-
known. Because of the involvement of paced and unclas-
sified beats, the Q class is not considered in this study. 1e
overall method includes three subsections: (1) data pre-
processing, (2) feature extraction and recognition based on
the proposed DenseNet model, and (3) model evaluation.
We have evaluated the proposed method with the strategies
(experiments): E1-experiment 1 (5-fold stratified cross-val-
idation (CV) on MIT-BIH dataset), E2-experiment 2 (5-fold
stratified CV on INCART dataset, for the generalization
purpose of the proposedmodel), E3-experiment 3 (MIT-BIH
as the training and MIT-BIH supraventricular arrhythmia is
only for evaluation), E4-experiment 4 (INCART as the
training and MIT-BIH supraventricular arrhythmia is only
for evaluation), E5-experiment 5 (learned experiences from
MIT-BIH arrhythmia dataset by the proposed model are
transferred into MIT-BIH supraventricular arrhythmia
dataset using transfer learning mechanism), and E6-exper-
iment 6 (learned experiences from INCART dataset by the
proposed model are transferred into MIT-BIH supraven-
tricular arrhythmia dataset), E7-experiment 7 (MIT-BIH as
the training and European ST-T database is only for eval-
uation), E8-experiment 8 (INCART as the training and
European ST-T database is only for evaluation), E9-exper-
iment 9 (learned experiences from MIT-BIH arrhythmia
dataset by the proposedmodel are transferred into European
ST-T dataset using transfer learning mechanism), and E10-
experiment 10 (learned experiences from INCART dataset
by the proposed model are transferred into European ST-T
dataset). In the transfer learning mechanism, learned
knowledge from a large volume of dataset is transferred into
a small volume of dataset (target dataset, which is unseen)
during the evaluation. 1e developed model is fine-tuned in
this mechanism by randomly initializing the weights of FC
layers remaining the same target classes (N, S, V, and F).
Transfer learning is a promising technique for dealing with
the challenge of large volume training datasets in deep
learning. As a result, the technique is more useful in real-
world applications, particularly in remote health monitoring
sensor devices. 1e complete framework with the stratified
K-fold cross-validation of the proposed method for E1, E2,
E3, E4, E7, and E8 is demonstrated in Figure 1(a). However,
the model is in only evaluation mode in the case of E3, E4, E7,
and E8 and tested with the MIT-BIH supraventricular (E3
and E4) and European ST-T (E7 and E8) datasets. Figure 1(b)
illustrates the workflow of the proposed method using a
transfer learningmechanism in the case of E5, E6, E9, and E10.

2.3. Data Preprocessing. Following segmentation, 1D ECG
signals are transformed into 2D RGB beat images, fed as
input to the developed 2D DenseNet model, segregating
various characteristics in the images. Every record in our
chosen datasets contains the signals, annotation, and header
files for the ECG signals. After downloading the data for each
dataset, the annotation file is obtained from these files using

Python’s Glob module. 1e individual heartbeats are then
segmented from the QRS complexes of ECG signals by
slicing each beat using the R-peak wave detection algorithm.
1is algorithm is more accurate than others in the literature
[19]. Once R-peaks are detected, a single beat is traced by
taking into account 250ms (90 sampling points) before and
after the R-peak.1e distance is sufficient to represent a beat
while excluding neighbor heartbeats from an ECG signal
[51]. 1is study’s datasets do not all have the same sampling
frequency. As a result, the dataset records must be resampled
before segmentation. We completed the beats segmentation
task using the WFDB Toolbox and the Biosppy Python
module at a sampling frequency of 250Hz. A CSV file of
heartbeat sequences for each beat category was received.1e
Python Matplotlib module and OpenCV are used to convert
the segmented beats from the CSV files into their equivalent
RGB images of 128128 pixels. Finally, for the four class
labels, we received 97720 (N-87311, S-2706, V-7080, and
F-623) and 141404 (N-129585, S-1712, V-10001, and F-106)
extracted beat images from the MIT-BIH and INCART
datasets, respectively. 1e total of 10244 (N-9797, S-368,
V-64, and F-15) and 1673 (N-1622, S-13, V-23, and F-15)
beat images for five (800, 828, 849, 867, and 873) records and
one (873) record are received from the MIT-BIH supra-
ventricular dataset, respectively. Besides, the European ST-T
dataset yielded 44169 (N-43516, S-168, V-364, and F-121)
and 10828 (N-10595, S-79, V-91, and F-63) beat images for
five (e0103, e0121, e0202, e0413, and e0614) records and one
(e0121) record, respectively. Figure 2(a) shows the seg-
mentation of beats, while Figures 2(b) to 2(f ) show the
transformed beats images. 1e transformed images are fed
into the developed model for feature extraction. A high-level
feature vector is generated from these extracted features, and
arrhythmia recognition is performed using a softmax
classifier.

2.4. Features Extraction Based on Proposed DenseNet and
CNN Classifier. Deep learning approaches, particularly
several CNNs, have recently emerged as the dominant
techniques for image classification [52]. CNNs carry out
convolution operations between kernels and tensors. RGB
images are used as the input to the developed model. As a
result, it should have three channels to represent the in-
tensities of three primary colors (red, green, and blue). 1e
kernels in the convolution operation can be considered as
the filters that detect edges, shapes, and other patterns in the
input ECG beat images. One major flaw in CNNs is that
information may disappear while training the network, a
phenomenon known as the “vanishing gradient problem,” as
the network’s layers become deeper. 1ough there are
several primary approaches to solving the problem, such as
layer-wise pretraining and proper activation function se-
lection, dense connections in the DenseNet [35] are a
promising mechanism compared to such approaches.
DenseNet provided state-of-the-art performance with no
degradation despite stacking hundreds of layers. 1is ar-
chitecture signifies that the CNNs are deeper and more
effective. 1e DenseNet architecture consists of a series of
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dense blocks and transition layers [35]. Transition layers
facilitate the downsampling, which is required to change the
size of features map in CNNs. DenseNet’s architecture
differs from other CNNs in that it allows for more narrowing
layers, which is controlled by a hyperparameter called
“growth rate” k. Each layer holds a k features map at its
output. In this study, the minimal optimum configuration
consists of three dense blocks, each of which contains five
convolutional layers with nonlinear activation functions,
ReLUs, and BN, followed by a transition layer, depicted in
Figure 3. Each convolutional layer generates 32 feature maps
(number of output channels), which are concatenated to all

previous convolutional feature maps in the depth direction.
Figure 4 illustrates the concept indicating the reused feature
maps from all the preceding layers in a dense block with five
layers. For instance, the input channel of the second con-
volutional layer is 32 (first convolutional layer output), but
the input channel of the third convolutional layer is 64
(32∗2� 64 for the two prior convolutional layers) and
generates 32 output channels, and so on. 1e produced
feature map through the convolving of learnable filters/
output channel numbers across the input images is fed to
ReLU, a nonlinear activation function. 1e convolution
output channel number as the base value is set to 32. No
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Figure 1: 1e workflow of the proposed method (a) with stratified K-fold cross-validation (in case of E3, E4, E7, and E8, the model is in only
evaluation mode); (b) using transfer learning mechanism (in case of E5, E6, E9, and E10).
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further significant enhancement is achieved with greater
channel numbers, dense blocks, and transition layers. 1is
probably happened due to the small volume of preprocessed
images during training the network compared to ImageNet.

1e convolutional layers are the prime components of
CNNs, where major functions of CNNs are performed.
Large filter 7× 7 is considered at the starting of the model in
the convolution layer with a spatial downsampling of
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a single beat
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Figure 2: ECG signal representation such as (a) heartbeat segmentation demonstration, (b) normal beat, (c) supraventricular ectopic beat,
(d) ventricular ectopic beat, (e) fusion beat, and (f) unknown beat.
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Figure 3: 1e proposed DenseNet model structure with three dense blocks.
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striding of 2 to conceal the inconsequent features from
images. In the preprocessed images, the desired features
appear in the narrow part of the full image. And hence, the
subsequent convolution layers in the dense blocks with a
small size of 3× 3 and no spatial downsampling are chosen
to extract the locally replicated features. As a result, the
computational cost of the model is reduced. 1e employed
ReLUs in the dense blocks and transition layers help to
suppress vanishing gradient problems during training. BN
[45] layers are used to accelerate the training. As a result, the
learnable parameters converge with the imminent possible
time of training. It also suppresses the sensitivity and interior
covariate shift of training in the direction of weight ini-
tialization. 1is is one kind of regularization technique to
reduce overfitting during the training phase. 1e weights
during training are made with the gradient-based back-
propagation mechanism.

As shown in Figure 3, a transition layer is embodied after
each block as the adjacent two blocks that minimize the

computational complication with a bottleneck structure. It
reduces the dimension of the feature map by removing the
learnable parameters. 1e transition layer receives activa-
tions from all of the dense block’s preceding kernels. It
consolidates them using convolution and pooling opera-
tions. Its primary functions are convolution and pooling.
Conv., BN, ReLU, and average pooling layers are included in
each transition layer. Each transition layer’s average pooling
layer calculates the average for each patch of feature maps
and extracts average spatial high-level features. It also serves
as a translation-invariant to help filters and kernels detect
the morphological shapes of input images. No learnable
parameters are produced from this layer. 1e output shape
of the last pooling layer in the final transition layer is
64×16×16 with a kernel size of 2× 2 and stride of 2, as
shown in Table 1. 1e convolutional layer with a 1× 1 kernel
size in the transition layer is used to capture the information
across the channel features and deliver the identical output
feature maps of 32 in the convolutional layer for the next

CONV1 CONV2 CONV3 CONV4 CONV5

Dense Block

(a)

Transition Block

C
onvolution Layer

Average Pooling Layer

(b)

Figure 4: (a) Internal structure of a dense block, where every convolutional layer receives the outputs from all prior layers as the input, and
(b) structure of a transition block.
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block, which goes through the average pooling layer with
subsampling. 1e transition layer can also play the com-
pression preface to control the model size by a factor θ, called
compression in the 0< θm≤ 1 range. If a dense block has m
feature maps, the following transition layer produces θm
output feature maps. In our experiment, we have fixed θ � 1
to keep the number of feature maps unchanged across the
transition layers. After passing all blocks and transition
layers, the feature map of the last average pooling layer is
reduced to 64×16×16, which goes to linear layers for the
classification. 1e output of the linear layer contains the
high-level model ascertainment. 1ese layers learn the
features vector so that the softmax layer can properly rec-
ognize the preprocessed images. 1e final linear layer’s
output channel numbers are set to the required number of
classes and fed through the softmax activation function for
the final predicted labels. In our study, two linear layers are
used to ensure that the model learns input patterns correctly.
Finally, at the model’s end, a softmax layer is included to
recognize the arrhythmia labels using numerical processing.

2.5. Cost Function andEvaluationMetrics. 1e cost function
or cross-entropy loss is used to assess how well a model is
trained. It represents the difference between training
samples and predicted labels, thus scoring the training loss.
It bridges the gap between measured labels and targets. 1e
function displays the training efficiency of a model. A
gradient-descent-based optimizer with a learning rate
controls the loss of cost function. Adagrad, Adam, and
Adadelta are a few well-known optimizers. Adam optimizer
function is used in our experiment, which gets to the
optimal points faster than others [48]. 1is weighted

categorical cost function is better suited to dealing with
imbalanced data [44, 53]. 1e MIT-BIH, INCART, MIT-
BIH Supraventricular, and European ST-T datasets are
more unbalanced. As a result, we chose this function in our
study to address the class biasing issue. Let w represent the
vector weights of the prescribed classes, with a large wi

value corresponding to a high penalty applied to the in-
correct label predictions. 1e weighted categorical cost
function is as follows:

CE � −
1
D

􏽘

D

j

􏽐
C

i

witijlogpji. (1)

where D represents the training samples, and C narrates the
class numbers. As for the example, if tj holds the class i, tji � 1
and pji will be the predicted probability; otherwise, tji � 0.

1e performance of our proposed method is evaluated
with four metrics: precision, recall, F1-score, and accuracy,
which are expressed in (2) to (5) [54–56], where TP, FP,
TN, and FN are the true positive, false positive, true
negative, and false negative, respectively. TP represents the
beat recognition result in which positive is represented as
positive, whereas FN represents the result in which positive
is represented as negative. TN, on the other hand, defines
the beat identification result in which the negative is
evaluated as negative, whereas FP defines the result in
which the negative is evaluated as positive. 1e recall and
precision parameters could be used to specify the model’s
sensitivity and exactness. F1-score is used to capture the
accuracy by summing up the recall and precision for every
predicted class sample. Finally, accuracy assesses the
method performance across all beat classes. 1e metrics
equations are as follows:

Table 1: 1e developed DenseNet model’s internal architecture, including relevant hyperparameters. ReLU, BN, fully connected, and
softmax layers are not shown here.

Dense blocks Layers name Output size Kernel size # Filters Stride Padding
Primary convolution layer Conv2d-1 128×128 7× 7 64 2 3

Dense_Block-1

Conv2d-4 128×128 3× 3 32 1 1
Conv2d-6 128×128 3× 3 32 1 1
Conv2d-9 128×128 3× 3 32 1 1
Conv2d-12 128×128 3× 3 32 1 1
Conv2d-15 128×128 3× 3 32 1 1

Transition layer -1 Conv2d-19 128×128 1× 1 128 1 0
AvgPool2d-22 64× 64 2× 2 128 2 0

Dense_Block-2

Conv2d-25 64× 64 3× 3 32 1 1
Conv2d-27 64× 64 3× 3 32 1 1
Conv2d-30 64× 64 3× 3 32 1 1
Conv2d-33 64× 64 3× 3 32 1 1
Conv2d-36 64× 64 3× 3 32 1 1

Transition layer -2 Conv2d-40 64× 64 1× 1 128 1 0
AvgPool2d-43 32× 32 2× 2 128 2 0

Dense_Block-3

Conv2d-46 32× 32 3× 3 32 1 1
Conv2d-48 32× 32 3× 3 32 1 1
Conv2d-51 32× 32 3× 3 32 1 1
Conv2d-54 32× 32 3× 3 32 1 1
Conv2d-57 32× 32 3× 3 32 1 1

Transition layer -3 Conv2d-61 32× 32 1× 1 64 1 0
AvgPool2d-64 16×16 2× 2 64 2 0
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precision �
TP

TP + FP
. (2)

recall �
TP

TP + FN
. (3)

F1−score � 2 ×
precision × recall

precision + recall
�

2TP

2TP + FP + FN
. (4)

Accuracy �
TP + TN

TP + FP + TN + TF
. (5)

2.6. Experimental Details. All experiments are carried out in
PyTorch open-source framework on Windows 10 with Intel
Corei5-7400 CPU @ 3.00GHz, 8GB RAM, and an NVIDIA
GeForce RTX 2070 graphic card with 8GB memory. For
proper initialization, an intelligent weight initialization
mechanism for the available layers in the model is required,
which aids the model in alleviating biasing. Layer weights
could be expressed as kernels and groups of kernels that
form a single layer. 1e proposed model employs the
Kaiming normal distribution [50] to initialize the weights in
all convolution layers. All BN layers’ biases and weights are
initialized with the constants 0 and 1, respectively. 1e
Xavier initializer and a constant 0 are used to initialize the
weights and biases of fully connected layers, respectively.
1e primary goal of using these initializers is to balance the
gradients scale across all kernels. 1e performance of a
model is highly dependent on the training to testing sets
ratio. As a result, the random split technique is used to
partition the entire set of preprocessed images into a vali-
dation set. 1e K-fold cross-validation strategy is used to
train and evaluate the model. A validation set is typically
required to confirm whether or not the model has achieved
sufficient accuracy using the training and testing set ratio
settings in the training module. Without the validation set,
the model could have become overfit. In the hold-out
evaluation strategy, K-fold cross-validation is a promising
technique for resolving such changing issues as training and
testing set ratio. In this strategy, the samples are randomly
grouped into the total k-fold, and k splits are generated. We
used stratified 5-fold cross-validation in our study. As a
result, in each split, one fold serves as the validation or
testing set, while the remaining four folds serve as the
training set. In this case, 10% of the total extracted beat
images are preserved for testing, while the remaining 90%
are used for model training, resulting in a training and
testing splitting ratio of 9 :1.5-folds reducing the compu-
tation cost while increasing the likelihood of samples from
each class entering each fold. Furthermore, a stratified
K-fold ensures that samples from each class enter each fold,
reducing the class imbalance problem more effectively than
K-fold.1e initial learning rate and batch size are set to 0.001
and 32. To optimize the cross-entropy loss, a gradient de-
scent optimizer with a learning rate scheduler is required. In
this study, the Adam optimizer [48] with the PyTorch
REDUCELRONPLATEAU scheduler is chosen to achieve

the desired performance. If the validation loss becomes a
plateau for 5 consecutive epochs, the learning rate is reduced
by 0.1. During the training process, a weighted random
sampler [47] is also used to ensure the representativeness of
the equal samples from each class. To achieve the optimal
training time, an appealing regularization technique called
early stopping [46] is used. If the validation loss remains
constant for the next eight epochs, the training is terminated,
and the overfitting is reduced. In the training module, the
transformed 2DRGB images are simply rotated randomly by
6 degrees before being converted into tensors; this technique
is known as “on-the-fly augmentation” of data. 1is is also a
likely factor in reducing model overfitting during training.
Finally, the delivered accuracy of our proposed method in E1
and E2 on the extracted beat images from the MIT-BIH and
INCART arrhythmia datasets is 99.80% and 99.63%, re-
spectively. Furthermore, E3, E4, E5, E6, E7, E8, E9, and E10
achieve accuracy of 99.70%, 99.94%, 99.70%, 99.87%,
99.90%, 99.95%, 99.87%, and 99.95%, respectively.

3. Results and Discussion

3.1. Classification Results. In this study, extracted heartbeat
images from ECG signals from four publicly available im-
balanced datasets are used to detect arrhythmias in cardiac
patients. It is attempted to improve the detection perfor-
mance by looking into issues where the developed CNN
models for arrhythmia recognition are incompetent. A
confusion matrix, depicted in Figure 5(a), could express the
performance details of all metrics on the MIT-BIH ar-
rhythmia dataset (E1). 1e confusion matrix is non-
normalized row-wised. 1e entries in the diagonal correctly
represent beat recognition, while the entries in the off-di-
agonal express the beat misclassification rate. 1e rows of
Figure 5(a) show that the 87150N, 7061V, 2691 S, and 620 F
beats are correctly classified out of 87311, 7080, 2706, and
623 beats, respectively. Only 161N, 19V, 15 S, and 3 F beats
are incorrectly classified. Despite class imbalance issues in
the MIT-BIH arrhythmia dataset, it indicates the intended
accuracy in each class. 1e overall accuracy, F1-score, recall,
and precision achieved in standard testing are 0.9980,
0.9891, 0.9996, and 0.9834, respectively. Table 2 shows a
summary of all metrics (average accuracy, precision, recall,
and F1-score) from the confusion matrix (shown in
Figure 5(a)) received in E1. 1is table clearly shows that the
average values for all metrics are close to the overall values,
indicating that the developed training module for testing the
experiments has generalized. 1e average accuracy, F1-score,
recall, and precision achieved are 0.9990, 0.9892, 0.9963, and
0.9823. 1e table also shows that the F beat identification
precision is low compared to other beats, resulting in a lower
F1_score. Figure 5(b) depicts the loss curves used in this
experiment for model training and testing. 1e training loss
curve is nearly stable after 61 epochs, whereas the testing loss
curve changes abruptly at the start and is nearly stable after
61 epochs, analogous to the training loss curve. 1e model is
halted after 123 epochs due to the use of an early stopping
feature during training and evaluation, even though the total
number of epochs is set to 200. As a result, the developed
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model efficiently completes the training and evaluation
process without encountering any overfitting issues. In this
experiment, the minimum validation loss is 0.0233. Finally,
we can say that the model produced the desired level of
achievement on our preprocessed images from theMIT-BIH
arrhythmia dataset.

A confusion matrix was used to figure out the perfor-
mance details of all matrices on the INCART arrhythmia
dataset (E2), shown in Figure 6(a). According to the rows of
the confusion matrix, the 129124N, 9964V, 1685 S, and
106 F beats are correctly classified out of 129585, 10001,
1712, and 106 beats, respectively. Only 461N, 37V, and 27 S
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Figure 5: (a) Confusion matrix from MIT-BIH arrhythmia dataset in E1, and (b) training and testing loss curve for E1.

10 Computational Intelligence and Neuroscience



Table 2: A summary of metrics from confusion matrix depicted in Figure 5(a).

Accuracy(%) Precision (%) Recall (%) F 1score (%)
N 99.81 N 99.97 N 99.82 N 99.90
S 99.96 S 99.08 S 99.45 S 99.26
V 99.86 V 98.32 V 99.73 V 99.02
F 99.97 F 95.53 F 99.52 F 97.49
Average 99.90 Average 98.23 Average 99.63 Average 98.92

F_
be

at
s

N
_b

ea
ts

S_
be

at
s

V
_b

ea
ts

Predicted label

Confusion matrix, without normalization

106 0

0

0 0

0 0

1

37

20 1685 7

9964

8 452129124

F_beats

N_beats

S_beats

V_beats

Tr
ue

 la
be

l

120000

100000

80000

60000

40000

20000

0

(a)

Training/Testing Loss Vs Epochs

0
Epochs

Training Loss

Testing Loss

25 50 75 100 125 150 175 200

Tr
ai

ni
ng

/T
es

tin
g 

Lo
ss

0.030

0.031

0.029

0.028

0.027

0.026

0.025

0.024

0.023

(b)

Figure 6: (a) Confusion matrix from INCART arrhythmia dataset in E2, and (b) training and testing loss curve for E2.
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beats are incorrectly classified; all F beats are correctly
classified. It also expresses the desired accuracy in each class
despite the INCART dataset’s class imbalance issues. 1e
overall accuracy, F1-score, recall, and precision achieved in
standard testing are 0.9963, 0.9891, 0.9942, and 0.9894,
respectively. Table 3 shows a summary of all metrics (average
accuracy, precision, recall, and F1-score) from the confusion
matrix (shown in Figure 6(a)) received in E2. It is also clear
from this table that the average values for all metrics are close
to the overall values. Average accuracy, F1-score, recall, and
precision obtained are 0.9981, 0.9897, 0.9942, and 0.9854,
respectively. 1e table also shows that the precision for V
beat identification is low in comparison to other beats,
resulting in a lower F1-score. Figure 6(b) depicts the loss
curves for the model’s training and testing. 1e training loss
curve is nearly stable near 75 epochs, whereas the testing loss
curve changes abruptly at the beginning and remains nearly
stable after 75 epochs, analogous to the training loss curve.
Despite the fact that the epoch is set to 200, the model stops
at 193 epochs.1emodel successfully completes the training
and evaluation process with no overfitting issues. In this
experiment, the minimum validation loss is 0.0234. As a
result, the model achieved the desired level of accuracy on
our preprocessed images from the INCART arrhythmia
dataset. 1e delivered results of all the measured matrices
and minimum validation loss from both experiments are
depicted in Table 4. From Tables 2–4, it is observed that the
average and overall values for all measured metrics in both
experiments are almost the same despite data and features
variability of ECG signals in both datasets (MIT-BIH and
INCART). 1is also indicates the generalization of the
proposed model.

1e graphs for the three matrices such as accuracy, F1-
score, and recall in E1 and E2, respectively, are shown in
Figures 7(a) and 7(b). It is clear from these graphs that the
values of these matrices grew as the number of epochs in-
creased and became nearly steady from 61 epochs in E1
(Figure 7(a)) and 75 epochs in E2 (Figure 7(b)). 1e initial
changes in the graphs are sudden since it takes some time for
the testing samples to adapt to the trained model.

1e trained model on MIT-BIH in E1 and INCART in E2
is also tested in E3 and E4, respectively, with MIT-BIH
supraventricular. 1e reached evaluated average values of all
performance metrics (average accuracy, precision, recall,
and F1-score) in E3 and E4 are figured out by the achieved
confusion matrices, demonstrated in Figures 8(a) and 8(b),
respectively. A summary of all reached metrics from the
confusion matrices depicted in Figures 8(a) and 8(b) is il-
lustrated in Table 5. 1e obtained average accuracy, F1-score,
recall, and precision from Figure 8(a) are 0.9985, 0.9639,

0.9992, and 0.9375, respectively, whereas from Figure 8(b),
the reached average accuracy, F1-score, recall, and precision
are 0.9997, 0.9919, 0.9998, and 0.9844, respectively. 1e
overall achieved accuracy, F1-score, recall, and precision in E3
are 0.9970, 0.9639, 0.9992, and 0.9375 respectively, while in
E4, the overall reached accuracy, F1-score, recall, and precision
are 0.9994, 0.9919, 0.9998, and 0.9844, respectively, dem-
onstrated in Table 6. Tables 5 and 6 show that the average
and overall values for all measured metrics in both exper-
iments are almost identical, which also expresses the gen-
eralization of the proposed model.

1e trained model on MIT-BIH (E1) and INCART (E2)
datasets is scored by E5 and E6, respectively, with MIT-BIH
supraventricular using a transfer learning mechanism. 1e
reached evaluated average values of all performance metrics
(average accuracy, precision, recall, and F1-score) in E5 and E6
could be figured out from the achieved confusion matrices,
demonstrated in Figures 9(a) and 9(b), respectively. A
summary of all metrics from the confusion matrices
depicted in Figures 9(a) and 9(a) is illustrated in Table 7.1e
average accuracy, F1-score, recall, and precision in E5 are
0.9983, 0.9892, 0.9927, and 0.9859, respectively, whereas in
E6, the reached average accuracy, F1-score, recall, and pre-
cision are 0.9994, 0.9955, 0.9970, and 0.9939, respectively.
1e overall achieved accuracy, F1-score, recall, and precision
in E5 are 0.9970, 0.9892, 0.9927, and 0.9859, respectively. In
contrast, the overall reached accuracy, F1-score, recall, and
precision are 0.9987, 0.9954, 0.9971, and 0.9939, respectively
in E6, demonstrated in Table 8. From Tables 7 and 8, it is also
observed that the average and overall values for all measured
metrics in both experiments are nearly identical, indicating
that the proposed model is generalizable. 1e loss curves
(training and testing) for E5 are shown in Figure 10(a). 1e
curves are almost stable to 40 epochs. 1e model is halted at
only 72 epochs due to the use of early stopping feature in our
developed training and testing module. It is also observed
from Figure 10(a) that the developed model completes the
training and validation process without facing any over-
fitting issues with the minimum validation loss of 0.0236. A
similar scenario is also observed in Figure 10(b) for E6,

Table 3: A summary of metrics from confusion matrix depicted in Figure 6(a).

Accuracy (%) Precision (%) Recall (%) F 1score (%)
N 99.63 N 99.96 N 99.64 N 99.80
S 99.98 S 99.53 S 98.42 S 98.97
V 99.65 V 95.60 V 99.63 V 97.57
F 99.99 F 99.07 F 100.0 F 99.53
Average 99.81 Average 98.54 Average 99.42 Average 98.97

Table 4: 1e comparison of all evaluation metrics and validation
loss for both experiments.

Evaluation matrices/validation loss E 1 E 2

Recall 0.9963 0.9942
F 1-score 0.9891 0.9891
Accuracy 0.9980 0.9963
Precision 0.9834 0.9894
Minimal validation loss 0.0233 0.0234

12 Computational Intelligence and Neuroscience



where the loss curves almost remained stable from 60
epochs. 1e model is halted at 78 epochs with the same
minimum validation loss.

1e trained model on MIT-BIH in E1 and INCART in E2
is evaluated with the European ST-T database in E7 and E8,

respectively. 1e achieved confusion matrices, as seen in
Table 9, quantify the reached evaluated average values of all
performance metrics (average accuracy, precision, recall,
and F1-score) in E7 and E8. In E7, the overall accuracy, F1-score,
recall, and precision are 0.9990, 0.9664, 0.9802, and 0.9523,
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Figure 7: Graphs for the three matrices such as accuracy, F1-score, and recall in (a) E1 and (b) E2.
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respectively, whereas in E8, the overall accuracy, F1-score,
recall, and precision are 0.9995, 0.9802, 0.9865, and 0.9742.
Using a transfer learning technique, the trained models on
the MIT-BIH (E1) and INCART (E2) datasets were further
scored by E9 and E10 using the European ST-T database,
respectively. 1e achieved confusion matrix, shown in Ta-
ble 10, could be used to determine the evaluated average
values of all performance indicators (average accuracy,
precision, recall, and F1-score) in E9 and E10. When

comparing to E9, the overall attained accuracy, F1-score, re-
call, and precision in E9 are 0.9987, 0.9839, 0.9912, and
0.9733, respectively, while these are 0.9995, 0.9901, 0.9959,
and 0.9847 in E10. Figure 11(a) depicts the loss curves
(training and testing) for E9. 1e curves are nearly stable
after 40 epochs. Because of the early stopping feature, the
model is halted after only 72 epochs. It is also clear from
Figure 11(a) that the developed model successfully com-
pletes the training and validation processes with a validation
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Figure 8: Reached confusion matrix in (a) E3 and (b) E4.
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loss of 0.0236. A similar scenario is shown in Figure 11(b) for
E10, where the loss curves are nearly stable after 85 epochs
and the model is stopped at 78 epochs with the same
minimum validation loss.

3.2. Discussions. In this section, we will first discuss the
issues of why our proposed deep approach provides satis-
factory results in arrhythmia recognition. First, deep CNNs
have learned the dominant features with their convolution
layers, and the outcome is investigated with the resulting
classifier. Furthermore, the class activation map from the
CNN-based models could be easily reached for the visual
analysis compared to RNN and LSTM employed for the
sequential modeling. Visual analysis is a significant factor in
medical diagnosis. Second, the most crucial stage of the
experiment is segmenting and transforming ECG signals
into beat images, where R-peak detection or beat segmen-
tation is reached based on a well-known and influential
algorithm (Pan-Tompkins) on the arrhythmia datasets.
1ird, DenseNet architecture has some inspirable benefits
compared to other CNN architectures, such as being easy to
train by delivering the promoted stream of information,
reusing features, fewer parameters to train, and alleviating
vanishing gradient problems. Forth, some diverse mecha-
nisms are used such as early stopping [46] and on-the-fly
augmentation [49] that help to stop overfitting of the model,
weighted random sampler [47] to reduce the class imbalance
problem, Adam optimizer [48] to converge the model
quickly with the minimum validation loss, and proper
initialization of model layers [50]. In addition, data im-
balance problems negatively affect the performance of a
model. So, in this study, we have used a simple class
weighting strategy to resolve the issue of data imbalance.1e
smaller the class size scores, the more considerable the class

weight from the training samples. 1at class weight is uti-
lized to measure the weighted loss during training so that
loss from the smaller class is more significant than the larger
class. 1e strategy is also more apparent from our expressed
used loss function in Section 2.5. Previously, some re-
searchers attempted to resolve the class imbalance problem
in different ways. Al Rahhal et al. [41] addressed a scenario to
handle the data imbalance problem using the focal loss
technique [42]. An interesting study by Rajesh and Dhuli
[12] with three-level data preprocessing approaches: ROU
(random oversampling and undersampling), DBB (distri-
bution-based balancing), and synthetic minority over-
sampling technique with random undersampling
(SMOTE+RU) was observed to handle the data imbalance
problem. Our employed cross-entropy loss function can also
handle such data imbalance issues. It is demonstrated in [57]
that, without using the class weighting strategy, the model’s
performance is not improved with only focal loss. Moreover,
many prior promising models in this sense demand enor-
mous in-depth domain ideas for the preprocessing and
feature extraction. On the other hand, our proposed method
needs the minimum skill in preprocessing and feature ex-
traction while obtaining better performance even compared
to deep learning approaches, as demonstrated in Table 11.
1e developed model extracts desirable activation on in-
tensity, edge, and shape of the peak of our preprocessed beat
images. 1e background is not so important here because
extracted beats appear only in a small portion of the image.
1e satisfactory performance of the developed model rep-
resents the learned features from the images after training.
1e model is well correlated and embedded with the desired
classes concerning the high dimensional (mapped in two
dimensions) feature space, which is more evident from the
confusion graph and evaluated matrices. So, we are as-
suming that the averaging procedure of representation
performs well. 1e morphological and dynamic character-
istics of all datasets are analogous despite data and features
variability of ECG signals, and identical experimental
dealing is performed on all datasets. Furthermore, the
reached performance results on all datasets with the de-
veloped model are almost identical, as illustrated in Tables 2
to 10. 1is expresses the generalization of the developed
model.

We have compared our findings with [12, 36–39, 58,
59, 61, 62] in Table 11, where the authors employed almost
similar approaches with our works in case of 2D CNN. In the
table, we have only placed the results from E1 and E2. 1e
results demonstrate that our developed DenseNet outper-
forms compared to others. It represents the effectiveness of
the developed model. F1-score is an effective performing
metric compared to accuracy on imbalanced datasets, jus-
tifying the sensitivity and exactness of a model, where recall
and precision are summed up as the harmonic mean. It is
observed from the table that the scores of all measured
metrics in both experiments on MIT-BIH and INCART
datasets, respectively, are almost identical, which indicates
the generalization of the proposed method. From Table 11, it
is also shown that all 2D CNN approaches deliver better
results compared to 1DCNN as well as hand-crafted features

Table 5: A summary of all evaluatedmetrics from confusionmatrix
depicted in Figures 8(a) and 8(b).

Accuracy (%) Precision (%) Recall (%) F 1score (%)
For E 3
N 99.70 N 100.0 N 99.69 N 99.85
S 100.0 S 100.0 S 100.0 S 100.0
V 100.0 V 100.0 V 100.0 V 100.0
F 99.70 F 75.00 F 100.0 F 85.71
Average 99.85 Average 93.75 Average 99.92 Average 96.39
For E 4
N 99.94 N 100.0 N 99.94 N 99.97
S 100.0 S 100.0 S 100.0 S 100.0
V 100.0 V 100.0 V 100.0 V 100.0
F 99.94 F 93.75 F 100.0 F 96.77
Average 99.97 Average 98.44 Average 99.98 Average 99.19

Table 6: 1e comparison of all reached metrics in E3 and E4.

Evaluation matrices E 3 E 4

Recall 0.9992 0.9998
F 1-score 0.9639 0.9919
Accuracy 0.9970 0.9994
Precision 0.9375 0.9844
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engineering techniques. We have also tested our proposed
method in 1D CNN form (with time series data) following
experiments 1 and 2. 1e achieved results in both experi-
ments are poor compared to all experiments (E1–E10) in 2D
CNN. 1e reached accuracies are 97.56% and 97.65%, re-
spectively, following E1 and E2. 1D CNNs are less versatile
than 2D CNNs. So, the transformation mechanism of se-
quential data of beats into their equivalent beat images is a
promising strategy. Indeed, it is not practicable to thor-
oughly compare our study with the previous studies because

various strategies are used in the preprocessing stage and
model designing. R-R intervals or R-peaks, duration, and
amplitude of the QRS complex of ECG are highly sensitive to
its dynamic and morphology. 1e transformation-based
method reduces the problem of strict time alignment; it
ignores the scoring of fiducial points of heartbeats. 1e
nonlinear and nonstationary characteristics of ECG heart-
beats due to the heart’s episodic/irregular electrical con-
duction are the significant factors behind such problems.
Moreover, heartbeat-based arrhythmias are classified mainly
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Figure 9: Reached confusion matrix in (a) E5 and (b) E6.
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into two categories, (i) tachycardia and life-threatening
ventricular fibrillation that need early diagnosing and
treatment with the defibrillator, and (ii) non-life-threatening
arrhythmias but require further treatment. AAMI divides
non-life-threatening arrhythmias into five classes (N, S, V, F,
and Q), where each beat category significantly differs in
morphology from others and holds some subclasses with
various shapes that introduce a massive challenge for
physicians to diagnose manually. 1e N class includes
normal (N), right bundle branch block (RBBB), left bundle
branch block (LBBB), atrial escape (e), and nodal (junc-
tional) escape (j) beats; S class includes aberrant atrial
premature (a), supraventricular premature (S), nodal
(junctional) premature (J), and atrial premature (A) beats; V
class includes ventricular escape (E) and premature ven-
tricular contraction-PVC (V) beats; F class only includes the
only fusion of normal and ventricular (F) beats; Q class
includes paced (/), unclassified (Q), and fusion of normal
and paced (f) beats but this class is not considered in our
study due to the involvement of paced and unclassified beats.
Moreover, an automatic diagnosis with deep learning
methods compensates the manual interpretations effectively
and efficiently and visual errors of physicians with reduced
workloads and medical costs. Our study of automatic ar-
rhythmia recognition is based on AAMI recommendations
and provides the desired outcomes. It is observed from the
confusion matrix graphs in Figures 5(a), 6(a), 8, and 9 and
Tables 9 and 10 that N is more noticeable compared to the
remaining beats; again V and S beats are more remarkable
than F. It exposes that their ratios are misbalancing, but the
proposed method classifies each category properly without
biasing towards their majority class.

Experiments 3, 4, 7, and 8 show that the proposed model
is only tested with two different unseen datasets (MIT-BIH
supraventricular and European ST-T) after training with
MIT-BIH and INCART datasets. 1e outcomes of both
experiments are satisfactory, which expresses the model’s
effectiveness. As a result, the proposed method could
prosper in wearable devices such as medical bracelets,
wristwatches, and vests for instantaneous cardiac condi-
tions. It could also be a booming approach in telemedicine
due to its lightweight compared to fundamental DenseNets
(DenseNet-121, DenseNet-169, DenseNet-201, and Dense-
Net-264) [35]. 1e lightweight of the proposed model also
indicates its more usefulness in storage constraint devices
such as mobile, portable/wearable healthcare devices.
Transfer learning is becoming popular nowadays due to
handling the challenge of huge data demanding for deep
model training (the most private and publicly available
datasets are currently of small volume). In this approach, the
model is not trained from scratch, so it helps to reduce the
overfitting problem of a deep model [32] and enhance the
computational efficiency. 1e mechanism could also be a
prosperous solution for storage constraint devices in real-life
applications. We evaluated our proposed method using this
mechanism in experiments 5, 6, 9, and 10. We achieved
satisfactory findings by considering only five records/indi-
viduals from a different dataset. We have also evaluated the
proposed model with ten records/individuals from the same
dataset and received almost the same results, which also
expresses the model’s generalization.

However, there are a few open challenges instead of
achieving satisfactory results with our proposed method.
First is the intrapatient paradigm in E1, E2, E3, E4, E7, and E8,
where the same patient heartbeats are likely to arrive in
training and testing sets. 1is circumstance may lead to
biased results. 1e patient-specific study could be the solu-
tion to this challenge. Second, arrhythmia recognition based
on a single beat has some limitations to a few extents as the
relevant distinction. Short segments from the ECG signals or
adaptive beat size length segmentation could be the inter-
pretation of this issue. 1ird, there is no doubt that it is
computationally intensive, so it is more applicable for offline
applications in medicals and clinics compared to resource
constraint devices. A method’s computational efficiency
varies with the hardware configuration of the utilized PC.
Deep learning-based methods require high computational
complexity compared to morphological-based techniques.
Hence, these are slower in real-life applications [63]. So, it is
suggested that deploying deep learning-based methods in
real-life applications where bid data dealing is required is
more feasible. Forth is efficiency; it will be hard to deploy our
proposed method into portable healthcare devices for real-
life applications. In that case, designing the lightweight deep
model is directed, or models compression techniques such as
weight sharing and knowledge distillation are used. Fifth is
integration with expert features; it is hard to integrate a
trained deep model with the existing expert features. To
handle the issue, domain expert knowledge could be directed
to design a deep model. Sixth is noise robustness: a deep
method that automatically extracts all features from the

Table 7: A summary of all evaluatedmetrics from confusionmatrix
depicted in Figures 9(a) and 9(b).

Accuracy(%) Precision (%) Recall (%) F 1score (%)
For E 5
N 99.67 N 99.90 N 99.79 N 99.84
S 99.67 S 94.46 S 97.28 S 95.85
V 100.0 V 100.0 V 100.0 V 100.0
F 100.0 F 100.0 F 100.0 F 100.0
Average 99.83 Average 98.59 Average 99.27 Average 98.92
For E 6
N 99.87 N 99.96 N 99.90 N 99.93
S 99.87 S 97.59 S 98.91 S 98.25
V 100.0 V 100.0 V 100.0 V 100.0
F 100.0 F 100.0 F 100.0 F 100.0
Average 99.94 Average 99.39 Average 99.70 Average 99.55

Table 8: 1e comparison of all reached metrics in E5 and E6.

Evaluation matrices/validation loss E 5 E 6

Recall 0.9927 0.9971
F 1-score 0.9892 0.9954
Accuracy 0.9970 0.9987
Precision 0.9859 0.9939
Minimal validation loss 0.0236 0.0236
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signals, including different types of real-world noises, which
may lead to incorrect results. So, some researchers tried to
resolve the issue by fitting denoising/filtering techniques
before commencing data into the input of deep models, but
some valuable information could be omitted in that case [64].
So, any denoising/filtering technique is not employed on the
raw information in our study. Finally, the major failure case

of our proposed method is the inability to identify all cat-
egories of images correctly available in real worlds including
the identification of all beat images properly, which is
demonstrated in Figures 5(a), 6(a), 8, and 9 and Tables 9 and
10. However, 2D CNN-based deep method is a promising
direction for diagnosing various categories of cardiovascular
diseases in offline and online approaches.

Epochs

Training Loss
Testing Loss

0.028

0.027

0.026

0.025

0.024

Tr
ai

ni
ng

/T
es

tin
g 

Lo
ss

Training/Testing Loss Vs Epochs

0 10 20 30 40 50 60 70

(a)

0.028

0.029

0.027

0.026

0.025

0.024

Tr
ai

ni
ng

/T
es

tin
g 

Lo
ss

Epochs

Training Loss
Testing Loss

0 10 20 30 40 50 60 70 80

Training/Testing Loss Vs Epochs

(b)

Figure 10: Training and testing loss curve for (a) E5 and (b) E6.
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Table 9: 1e reached confusion matrix and average values of evaluated metrics in E7 and E8.

Predicted label
Accuracy (%) Precision (%) Recall (%) F 1_score (%)

F N S V
E 7

True label

F 62 0 0 1

99.92 95.27 98.03 96.62N 0 10585 10 0
S 4 0 75 0
V 0 1 0 90

E 8

True label

F 62 0 1 0

99.94 97.41 98.68 98.03N 0 10590 5 0
S 2 0 77 0
V 0 1 0 90

Table 10: 1e reached confusion matrix and average values of evaluated metrics in E9 and E10.

Predicted label
Accuracy (%) Precision (%) Recall (%) F 1_score (%)

F N S V
E 7

True label

F 119 0 0 2

99.89 97.37 99.15 98.38N 2 43500 10 4
S 0 0 166 2
V 0 2 0 362

E 8

True label

F 120 0 0 1

99.98 98.51 99.58 99.03N 1 43506 6 3
S 0 1 167 0
V 0 0 1 363
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Figure 11: Continued.
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4. Conclusions

In this study, a 2D CNN method with an effective DenseNet
is proposed for arrhythmias recognition on four different
imbalanced datasets with various experiments. 1e findings
from all experiments demonstrate that the proposed method
outperforms the performance of state-of-the-art models,

which validates the proposed method’s effectiveness and
generalization. 1e key convenience of the developed model
is that each layer can access the gradients directly from the
input signals and loss function, resulting in improved
gradients and information flow across the network with
various regularization techniques. 1ese regularizing effects
alleviate the overfitting challenges on classification tasks
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Figure 11: Training and testing loss curve for (a) E9 and (b) E10.

Table 11: Comparative table of our work with the previous approaches.

Classifier type/approach Class categories Accuracy Precision Recall F1-score
2D CNN (proposed) (on MIT-BIH-E1) 4 99.80∗∗ 98.34∗∗ 99.63∗∗ 98.91∗∗
2D CNN (proposed) (on INCART-E2) 4 99.63∗∗ 98.94∗∗ 99.42∗∗ 98.91∗∗

2D CNN [36] 8 98.92∗ — 97.26∗ 98.00∗
99.11∗∗ — 97.91∗∗ 98.00∗∗

2D CNN [39] 8 99.05∗ — 97.85∗ —98.90∗∗ — 97.20∗∗

2D CNN [39] AlexNet 8 98.85∗ — 97.08∗ —98.81∗∗ — 96.81∗∗

2D CNN [39] VGGNet 8 98.63∗ — 96.93∗ —98.77∗∗ — 97.26∗∗
2D CNN [37] 4 98.50∗ — — —
2D CNN [38] 8 99.02∗∗ — — —
2D CNN [58] 5 99.00∗ — — —
2D CNN [59] 5 99.70∗∗ — 99.70∗∗ —
2D CNN [60] 5 99.62∗ — 92.24∗ 94.00∗
1D CNN [36] 8 97.80∗ — — —
1D CNN [58] 5 90.93∗ — — —
1D CNN [38] 5 97.38∗ — — —
CNN-LSTM [61] 5 98.10∗ — 97.50∗ —
LSTM, FL [62] 8 99.26∗ — 99.26∗ —
DBB, AdaBoost [12] 5 99.10∗ — 97.90∗ —
∗∗with augmentation on-the-fly or manual, ∗without augmentation, FL: focal loss, DBB: distribution-based balancing.
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with the confined training data sizes. Moreover, our ex-
perimental results from all experiments illustrate that the
proposed model provides satisfactory results in resolving the
class imbalance issue of all used datasets. 1e findings also
indicate that the performance of the developed model re-
mains almost identical despite using various strategies in
various experiments for four heterogeneous datasets. 1is
expresses better applicability and scalability of the proposed
method. So, the proposed method could be a helpful tool for
cardiologists’ clinical decision support systems in offline or
online approaches. 1e factors behind such successes are (i)
because of using indicated regularization techniques, (ii)
advantages of the fundamental DenseNets model compared
to others such as features reusing, the punctuation of fea-
tures propagation, and less trained parameters to be re-
quired, (iii) proper segmentation and transformation of beat
images, and (iii) because of using weighted categorical cost
function and weighted random sampler in all experiments.
In the future, we will look into a hybrid model incorporating
LSTM with the developed model. We have also planned to
conduct a study with the clinical data or data from our
developed flexible sensor to test the proposedmethod, which
will be more applicable in real-life applications. It is also
possible to employ the study in other biomedical engi-
neering applications, especially in neurological diseases such
as Alzheimer’s, epilepsy.
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Game theory is an excellent mathematical tool to describe the interaction between the immune system and cancerous leukocytes
(c.leu). �e feature of cancerous leukocytes to di�erentiate and mutate to give rise to leukemia is in the domain of ecological
models as well. In this work, the dynamic of leukemia is described and compared by two models: �rstly by a simple probabilistic
mathematical model using the zero-sum two player game of Hawk and Dove, and secondly by Leslie Predator Prey model of
ecology. �e main goal of this study is to compare the results of both models and then discuss the treatment of leukemia i.e.,
Hematopoietic Stem cell transplant with the best model among them. Hawk and Dove model also describes the cell to cell
interaction of cancerous leukocytes and healthy leukocytes (leu) after diagnoses and the condition of the patient before and after
treatments. In this work, Hematopoietic Stem cell transplant is discussed by using concepts of a zero-sum three player game. Also,
both models will be characterized by determining the stability properties, identifying basins of attraction, and locating the
equilibrium points to see, at what extent the patient’s survival is possible with leukemia in its body. Results for both models will be
presented graphically.

1. Introduction

In blood there are several types of diseases that can occur,
among them is “hematological malignancy.”�is term refers
to the type of malignancy that can a�ect lymph nodes, bone
marrow, and blood as well. Among hematological malig-
nancy, leukemia was discovered in 1847 by Rudolf Virchow.
In Leukemia, the production of a certain kind of white blood
cells known as “the blasts” increases, and the normal
function of blood and bone marrow gets disturbed. Leu-
kemia is mainly categorized into four types: Acute lym-
phocytic leukemia (ALL), Chronic lymphocytic leukemia

(CLL), Acute myelogenous leukemia (AML), and Chronic
myelogenous leukemia (CML). Leukemia, up to some ex-
tent, is regarded as the treatable disease in the medical world.
For this cause, medical and all other branches of science and
technology have been continuously trying to �nd the cure
and e�cient drugs to tackle this disease in order to relieve
the curb and misery of mankind. To examine the root causes
and their therapies, there are plenty of approaches. With the
available scienti�cally obtained data from computer aided
models, the mathematical and statistical approach has paved
the way for new useful medical investigations. Research on
Leukemia is underway. Furth & Makhn [1] showed in
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history, the transmission of leukemia in mice, for the very
first time. Later on, many mathematical models and treat-
ments were suggested based on intercellular interactions by
[2–4]. A further detailed model demonstrated the interac-
tions of myeloblasts with neutrophils, T-cells and leukemia
and also provided the treatment model for acute myelo-
blastic leukemia chemotherapy, see [5]. *e model was
proposed by Helen & Natasha [6] based on the usual dif-
ferential equations explaining the interaction of effector
T-cell, a naive T-cell in chronic myelogenous leukemia.
Huge changes in the growth and death rates of chronic
myelogenous leukemia cells can be observed in the results.

Recently, some authors investigated that the patients
prognosis of acute myeloid leukemia is due to cytokine-
independent leukemic cell proliferation see [7]. Miguel [8] &
Rodriguesa et.al [9], also contributed their results for cancer
metabolism and presented a detailed mathematical model
for chemoimmunotherapy for lymphocytic leukemia de-
scribing its normal conditions and stability analysis of
immunotherapy. Leukemia and tumor based on several
other mathematical models were studied by a few more
researchers such as [10–13]. On the other hand, many other
models related to differential equations were studied re-
cently by several authors, see [14–26].

It is important to mention here, that all discussed models
were furnished either with differential equations or nu-
merical methods but the use of Game theory for a such
complex disease is a recent advancement. Game theory is
very effective in describing the interaction between the
immune system and cancer leukocytes. Whereas the in-
terrelation of stem cell after the transplant with leukocytes
against cancerous leukocytes or with cancerous leukocytes
against leukocytes is in the domain of evolutionary game
theory.

In this century, a new arising treatment of leukemia i.e.,
stem-cell transplantation has gained the interest of re-
searchers of different fields. By the hematopoietic stem-cell
idea, Pappenheim [27] initiated stem-cell biology. Since they
are capable of differentiating into the main three major life
cells, but also replicating into another cell of their own kind,
until the end of life, the process of differentiation of the same
DNA continues.*is treatment was first performed byMain
& Prehn [28] in the mice. Stem-cells have a history that is
very fascinating. *e researchers observed after the dis-
covery of stem-cells that leukemia tumours have the ability
to develop in vitro and vivo colonies, see [29]. *is finding
and other postulates led to the result that, just as other
normal cells differentiate, stem-cells have the capacity to
indefinitely differentiate themselves. Cancer stem-cells were
first investigated by Lapidot et.al [30] in acute myeloid
leukemia and Cobaleda et.al [31] for acute lymphocytic
leukemia. *ese studies captured the interest of mathema-
ticians so many mathematical models have been developed
for the treatment of different diseases. Boni et.al [32] sug-
gested a model using evolutionary game theory for the
interaction of stem-cells in bioactive scaffolds (i.e., cardiac
muscles that lose elasticity). Mneimneh et. al [33] described a
game-theoretic and stochastic survivability mechanism
against induced attacks in cognitive radio networks.

Torkaman et. al [34, 35] developed a system for classifying
leukemia based on a cooperative game based on the pop-
ulation of Iran.

With all the available treatments yet, a leukemia patient
can not be treated completely but his survival is possible with
long term treatments such as chemotherapy, immuno-
therapy, radiation, and stem cell transplantation. But in all
these treatments the major drawback is that these medicines
while targeting the c.leudestroy the immune system of the
patient too. It is yet a challenge to find a such cure that can
only target the cancerous cells and improve the life quality of
such patients by lessening their pain and suffering. *ere-
fore, this paper is very important in understanding the cell-
cell interaction for medical science to gain capabilities of
improving the diagnostic techniques and improve survival
rate and quality of medicines.

*is paper combines the evolutionary game theory and
ecology, predator-prey model with life threatening disease
i.e., leukemia. *e main goal of this study is to apply rep-
licator dynamics and the Leslie predator-prey model to the
dynamics of leukemia see Figure 1. *en, treatment of
leukemia i.e., stem cell transplant is discussed with the
concept of evolutionary game theory because it is easier to
formulate the cell to cell interaction by this methodology
instead of the Leslie Predator Prey model see Figure 2.

In this paper, significant contributions have been made
in both directions: (1) in terms of the formal analysis of this
disease, this work has focused on the proposed extension
model of an existing formalism. *e viability and effec-
tiveness of this proposal are corroborated by the application
of both formalism to the analysis. (2) With regard to the
design of leukemia dynamics, this approach is based on
applying population dynamics, and to generate a mathe-
matical model which can be proven rationally within an
underlying game theoretical framework.In this paper, Sec-
tion 2 is about showing leukemia in a fast time scale using
the replicator dynamics model. Section 3 describes the
leukemia Dynamics by the Predator Prey model. Section 4 is
about a patient’s condition after stem-cell transplant therapy
in view of replicator dynamics. Section 5 discusses the results
of replicator dynamics for Hematopoietic Stem-Cell
Transplantation. Also, discusses the numerical values of
parameters (i.e cell count of each cell type) among calcu-
lations to show the graphical illustrations. Section 6 is the
discussion of the results. In Section 7, Conclusion and
Future Work is given.

2. LeukemiaDynamics byHawkandDoveGame

*eprinciples of game theory provide a common framework
for creating structures and, eventually, comprehending
several significant cancer problems. A game can be defined
as a set of comparisons and the opportunity to play the game
in line with the game’s rules. *e classical game theory is
founded on a set of strictly defined axioms about game
structures. It is assumed in game theory that each player or
agent has predefined goals, choices, and interests, which are
described by a function called the “utility function.” Again,
utility refers to the most gains that players may receive as an
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outcome of the game, and each player’s goal, theoretically, is
to yield maximum profit or value, theoretically.

(i) *eir ethical and viable plan of action in view of the
rules.

(ii) *e outcome, that players are getting, represent
every move they could possibly make given the vast
array of strategies at their disposal.

Since acute or chronic leukemia are just different time
scale cases theoretically, a case of acute leukemia is taken in
consideration in this research (see [36]). Leukocytes, or
white blood cells, are a part of the immune system that
protect the body from diseases or external invaders (see
Figure 3).

While in leukemia, some of these healthy leukocytes get
defected and works against the host body and do not let the
healthy cells work either. *at is the point when tumours are

formed called neoplasm. Two types of replicating cells are
investigated in this work i.e., cancerous leukocytes (c.leu)
and normal leukocytes cells (leu). *ere will be lower but
equal probabilities for leu to further multiply into large
numbers, resulting in the ability to work as leu. In the
process, the capacity to sustain neoplastic growth is acquired
mainly by those cells which enjoy the capacity for self-re-
newal. *is model concludes that only a limited and re-
stricted number of cells inside the tumour are expected to
relaunch tumour development. As per the stochastic theory,
the tumour cells are relatively homogeneous, all of these
tumour cells undergo active genetic modifications and
progress towards malignancy growth. *e replicator model
suggests that the biologically and functionally explicit
population of tumour-launching cells is limited. *erefore
the focus of research is on those leu breeds that support the
progression of targeted treatment for leukemia and this will
strongly prevent disease recurrence. Simple and incomplex
hypotheses have been made, for the initial discussion of the
replicator dynamics model in terms of leukemia. But for
more detailed analysis, more and more complex variables
that can simulate the reality will be used in the future
model.A set of pay off matrix in the evolutionary game
theory, i.e., sums, costs, and benefits, of a specific strategy are
calculated in terms of success and failure of leu and c.leu. To
begin with the test, let the specific (c.leu, leu) phenotypes be
set as external stimuli, in the general context of the payoff
matrix.

A �
a11 a12

a21 a22
􏼢 􏼣. (1)

Here, aij is the player’s payoff using the i plan as opposed to
the j plan player, since the matrix occupancy acquired in the
form as seen in Table 1 is applied in this case, assuming that
the interaction between the same type of cells stays neutral,
which is why only diagonals are zeros. On the other hand, the
leu-c.leu interplay capitulates into a negative payoff.
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Figure 3: Stem-cell proliferation showing the ability of self renewal
and replication into mature cells. *is is an infinite process and
stem-cells are the only ones who can replicate themselves many
times unlike other cells. Unusual proliferation or accelerated cell
division can cause leukemia or tumours.
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Figure 1: Flow chart of the methodology for mathematical
modeling of leukemia.
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Figure 2: Flow chart of methodology formathematical modeling of
treatment of leukemia.
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In particular, for evolutionary game theory, this scenario
exactly resembles the Hawk and Dove game, where leu

denotes the Doves and c.leu denotes the Hawks. Let the total
number of cells be denoted by p in time t and this further can
be classified into two types c.leu are PL(t) and leu are PI(t).
*e cell masses selecting Si strategy i.e., Si � s1, s2, . . . , sk􏼈 􏼉

where i � 1, 2 at t. Let x1′(t) and x2′(t) denote the cells
proportion of Hawk and Dove strategies, respectively.

x1′(t) �
PL(t)

p(t)
,

x2′(t) �
PI(t)

p(t)

� 1 − x1′(t).

(2)

*e normalized symmetric matrix in Table 1 gives the
general replicator dynamics equation as follows:

x1′(t) � ax1 − bx2( 􏼁x1x2,

x2′(t) � bx2 − ax1( 􏼁x1x2.
(3)

Fitness is referred as the payoff in replicator dynamics.
Hi is the fitness of the i phenotype, represented in terms of
the A fitness and payoff matrix phenotypes, where the cell
population’s fitness function is Hi � (Ax)i and H is the
average fitness of the population of cells i.e.,
H � 􏽐ixiHi � xTAx. Taking x1 + x2 � 1 and with some
algebra, the growth rate of c.leu and leu by selecting a
strategy is Si: x(1 − x)(H1 − H2) at any time t, here x is the
frequency of cells. *ere are the three stationary points i.e.,
0, 1, and d  frac H1H2 � x∗ . For H1 <H2 it can be stated
that x∗ is dimorphic. Also, for (1 − (H1/H2))leu and
(H1/H2)c.leu, population cells is the polymorphic and
stationary point is asymptotically stable. If H1 >H2, which
means x∗ � 1 then the stationary point is asymptotically
stable, which means there are only c.leu.

In Figure 4 the unique symmetric mixed Nash equi-
librium is asymptotically stable i.e., (H1/H2). Also, both
pure Nash equilibrium of leu and c.leu are asymptotically

stable. *e risk-dominant one has the larger basin of at-
traction which is true in general because x∗ > (1/2) for
games with an efficient equilibrium and a risk dominant one.

In this paper, the dynamical behaviour of the cells in
mathematical models, is illustrated with the help of Math-
ematical software. *ese portraits are within the standard
ranges of leu and c.leu blood samples of patients recently
diagnosed with leukemia, see [37]. In leukemia, leu counts
differ rarely or sometimes at regular intervals ranging from
30 to 200 × 109 cells/liter. *is variance was recorded during
the 40 to 80 days time frame, which is a significantly long
time relative to the c.leu life span and maturation
acquisition.

In these portraits, the white zigzag trajectory shows c.leu

and pink dotted line shows leu. In Figure 5 c.leu is greater in
number than leu and if not treated soon c.leu will make leu

extinct and the patient will die with the passage of time. Also,
the trajectory shows an unstable node as the direction is
moving away from the point. c.leu is much larger in amount
than leu in Figure 6 and with the passing time, c.leu makes
leu extinct and the patient dies. As the path shifts away from
the point, the trajectory also shows unstable nodes. So this is
the point where the cell population is monomorphic, which
is that there will be just c.leu. It is studied by using fast-scale
techniques that if not treated, how quickly a patient will die
of acute leukemia.

3. Leukemia Dynamics by Leslie Predator
Prey Model

*e Leslie Predator-Prey Model has a significant impact on
the field of mathematical biology and ecology. If the can-
cerous leukocytes (predator) density is l(t) and the leuko-
cytes (prey) density is i(t), then Leslie’s model can be
represented by systems of nonlinear differential equations as
follows:

di

dt
� r1 − c1l − bi( 􏼁i, (4)

dl

dt
� r2 − c2

l

i
􏼠 􏼡l. (5)

In equation (5), the factor c2(l/i) is defined as Gower
Term. *e reason for adding the Gower word comes from
the leukocyte growth rate factor, as countless (i⟶∞) rise
relative to the per capita growth of the cancerous leukocytes
reaches their maximum growth i.e., ((1/l)(dl/dt)⟶ r2).
On the other hand, when leukocyte population declines i.e.,
(i⟶ 0), then (1/l)(dl/dt)⟶ − ∞ (i.e., cancerous leu-
kocytes must vanish). Both cells have logistic growth. r1 is
the growth rate of leu with carrying capacity (r1/b1) and r2 is
the growth rate of c.leu with carrying capacity (c2/i) in
proportion to the population size of leukocytes. c1 and c2
provides the estimate of the quantity of transformation of
c.leu and leu into each other respectively. *e constant b

signifies the effectiveness of c.leu in eliminating leu. In
Leslie’s model it was suggested that the carrying capacity of a
predator should be equal to prey. Also, it should be

0

0 1

1
H1
H2

H1
H2

Figure 4: For n � 2, the replicator dynamic phase plane showing
the three equilibrium points as 0, 1 and a dimorphic equilibrium
x∗.

Table 1: General form of the payoff matrix for cell to cell
interaction.

c.l(c.leu) I(leu)

c.l(c.leu) 0 a11 − a21 � − a

I(leu) a22 − a12 � b 0
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emphasized that the upper limits associated with predator
prey together are met under the following conditions:

(i) For Predators: when there are more predators than
prey in the population ratio

(ii) For Prey: when the ratio of Prey to Prey population is
high

To estimate the level of success of the design function for
achieving the set targets, take into consideration another

type of function that acts as a fitness function and intends to
represent the net outcome as a single merit value as follows:

H1 �
r1

k1
k1 − i( 􏼁 − bl, (6)

H2 � r2 1 −
l

cbi
􏼠 􏼡, (7)

where H1 and H2 are the fitness functions of leu and c.leu,
respectively. For a detailed derivation of equation (6) please
see [36]. In contrast with c.leu, equation (7) defines the
increased death rate of leu. c is the nutritional value constant
of leu, which is proportional to c.leu. *e densities of leu and
c.leu at t time are i and l. Also, r1 & r2 are the intrinsic
growth rate of leu and c.leu, k is the carrying capacity. *e
assumptions of this model are that a predator is intruding
into each other’s behavior. *is intervention has a negative
effect on the predators themselves and increases the
mechanism to bring the dramatic shifts in equilibrium,
stability, and strength in the population of c.leu and leu.
Consider the difference equation of equations (6) & (7) to be
interpreted to understand this phenomenon more closely,

i(t + 1) � i 1 +
r1
k1

k1 − i( 􏼁 − bl􏼠 􏼡,

l(t + 1) � l 1 + r2 1 −
l

cbi
􏼠 􏼡􏼠 􏼡.

(8)

Solving equation (5) the following equilibrium point is
obtained E � r1c2/(bc2 + c1r2), r1r2/(bc2 + c1r2). *e Jaco-
bian matrix of equation (5) at this equilibrium point is given
by the following equation:

J(i,l) �

− r1bc2

bc2 + c1r2

− r1c1c2

bc2 + c1r2

r
2
2

c2
− r2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (9)

*erefore the characteristic equation is

λ2 +
r1bc2 + bc2 + c1r2( 􏼁r2λ

bc2 + c1r2
+

r1br2c2 + r1c1r
2
2

bc2 + c1r2
� 0. (10)

Obviously, λ1λ2 � (r1br2c2 + r1c1r
2
2/bc2 + c1r2)> 0 and

λ1 + λ2 � − (− r1bc2 + (bc2 + c1r2)/bc2 + c1r2)< 0. Hence
equilibrium E � (r1c2/(bc2 + c1r2)), (r1r2/(bc2 + c1r2)) is
an asymptotically stable node if (

��
r1

√
−

��
r2

√
)2 ≥

(r1c1r2/bc2 + c1r2) or focus if (
��
r1

√
−

��
r2

√
)2 < (r1c1r2/

(bc2 + c1r2)). Also, the positive equilibrium (x∗, y∗) of
system equation (5) is globally stable, where
x∗ � (r1c2/(bc2 + c1r2)) & y∗ � (r1r2/(bc2 + c1r2)).

Parameters, i.e., modest intraspecific competition, are
shown on the left side of Figure 7. Leukemia was the patient’s
original diagnosis. As can be seen in the graph on the left, leu

and c.leu coexist in the body. *e stable node is thus present
during this time interval.
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Figure 5: Diagnosis of leukemia is shown through the replicator
dynamic phase plane.
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Figure 6: leu and c.leu phase plane of interaction. At the time of the
spread of the disease when the patient is near death.
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An interspecific competition with high saddles. *e
parameters are displayed on the left. As an example, acute
leukemia leuhas a typical range of 0  to 6; however, when
acute leukemia flares up, the graph shows that c.leuclimbs to
6 or higher and leubecomes scarce. *is node is unstable.

Figure 8 illustrates how chronic leukemia, or leu and
c.leu, can coexist in a patient’s body for a very long time.*e
parameters are displayed on the left. While there is an
equilibrium point between x � 0 to 2 and y � 0 to 4, it is a
globally unstable node because the trajectory is moving away
gradually. As mentioned above, there are three symptoms

that a person with leukemia could encounter. *ey are all
globally stable nodes since all of the estimated critical points
are positive.

Typically, a blood sample is taken when a patient has no
symptoms yet the disease is present in his blood. Similar to
the previous portraits, they are unstable nodes since both
healthy and cancerous leukocytes are present in the blood,
and in this model, the equilibrium stable point or node
occurs when one cell population prevails or survives with a
high rate. By utilizing a few algebraic procedures and the
mathematical software Mathematica, two different scale
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b 0.1

r2 0.6
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Figure 7: A phase plane of a two-dimensional Leslie predator-prey model that demonstrates the cohabitation of leu & c.leu.
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Figure 8: Phase plane for a two-dimensional Leslie predator-prey model.
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models of various areas have been developed and studied.
Although different results were found, the scenario
remained the same. So let’s talk about leukemia treatment in
the section afterwards.

4. Hematopoietic Stem-Cell
Transplantation (HSC)

In this section, a speculative patient who has already been
given high chemotherapy measurements and has been
transplanted with HSC. Since this is a mathematical study
and a hypothetical patient is considered here (assumed
parameter values are closer to the real patients data de-
scribed in Section 5.1) so it is important to clarify here that
the sole purpose of this study is to show the applicability of a
powerful model such as “replicator dynamics” on a complex
disease such as “leukemia.” Hence the complications oc-
curring due to chemotherapy and its medicine have not been
included in this study. Only the after effects of chemotherapy
on blood count is considered in this work.

To understand the interaction of HSC, leu, and c.leu

after the transplant, game theory have been used. Here are
three players, namely, HSC, c.leu, and leu, with two exe-
cution strategies: kill or not kill. In such a case, there are two
cell reaction possibilities when HSC enters the body of the
patient. One is that, with them, leu will react and produce
graft versus host disease that is not favourable for the patient
and therefore can be said to be grouped with c.leu. And
secondly, to boost the patient’s immune system, HSC creates
a group of leu to help destroy the remaining c.leu to support
him in recover.

*ere is one and only one coalition that could con-
ceivably occur in two-individual games, particularly the
coalition between the two players. *e amount of possi-
bilities is, obviously greater in games with more than two
players, called n− individual games. As with this case, the
following segments of the players in coalitions could occur in
a game with three players:

(a) For any player on his own
(b) A coalition between Player 3 and Players 1 & 2
(c) Players 1 & 3 versus 2
(d) Players 2 & 3 versus 1
(e) the grand alliance, all three players included, see [36]

So on the basis of the HSC decision, this case has two
clear coalitions to decide if it applies to leu to fight against
the remaining c.leu or to collate with c.leu against leu i.e.,

(i) Favourable (HSC, leu) unfavourable (c.leu)

(ii) Favourable (leu) unfavourable (c.leu, HSC)

It is presumed that interactions between cells of the same
types are neutral, therefore, there are zeros on the diagonal,
see Tables 2 and 3). In the presence of the right stimuli that
allow the cell to differentiate, while interacting with an
unfavourable team, the favourable team receives a positive
payoff, while the unfavourable team receives a negative
payoff. *is implies not only that it is believed that the

favourable team gets a greater payoff under the favourable
environment, but also that an unfavourable team will get
negative feedback under this environment, see Tables 2 and
3. In Tables 2 and 3 normalized matrices, F1 stands for a
favourable team and F2 for an unfavourable team.

5. Replicator Dynamics and Nash
Equilibrium of HSC Transplantation

If there are n distinct behaviour patterns called “Pure
Strategies,” E1, E2, . . . , En where n � 1, 2. *e state of a
population of cells concerning this conflict is fully described
by a vector xi � [x1, x2, . . . , xn] ∈ Rn, where xi represents
the frequency of leu and c.leu with behaviour
Ei, i � 1, 2, . . . , n. Consequently, xi ≥ 0 for all i and 􏽐ixi � 1
the set of all such x′s is denoted by Sn. If an Ei individual cell
contends with an Ej individual cell then the payoff will be aij.
Let A be the matrix of all those aij’s. *en, assuming random
encounters of cells as,

ei.Ax � 􏽘
i

aijxj, (11)

is the average payoff for an Ei-cell in a cell population x and

x.Ax � 􏽘
i

xiei.Ax

� 􏽘
i

􏽘
j

aijxixj,
(12)

is the mean average payoff within cell population x. Taylor
and Jonker [38] assumed that the growth rates (x1

.
/xi) �

((dxi/dt)/xi) of the frequency of strategy Ei are equal to the
payoff difference ei.Ax − x.Ax, *is yields the replicator
equation

_x1 � xi ei.Ax − x.Ax􏼂 􏼃; i � 1, 2, . . . , n, (13)

on the invariant set Sn. If the game begins with xi(t°) � 0, so
for all t, the strategy is xi(t) � 0. And if there are no
favourable cells or unfavourable cells that play strategy from
the beginning, then there are no cells that can replicate that
approach. *e general replicator dynamics equation for
normalized symmetric matrix from Tables 2 and 3 is

Table 2: General form of the payoff matrix for cell/cell interaction
in HSC transplant (coalition (i)).

F1 F2

F1 0 a − c � − a1
F2 d − b � a2 0

Table 3: General form of the payoff matrix for cell/cell interaction
in HSC transplant (coalition (ii)).

F1 F2

F1 0 e − g � − b1
F2 h − f � b2 0
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x1′ � a1x1 − a2x2( 􏼁x1x2,

x2′ � a2x2 − a1x1( 􏼁x1x2.
(14)

After some algebra, these equations become

x1′ � x1 1 − x1( 􏼁 a1 − a1 + a2( 􏼁x2( 􏼁. (15)

Also,

x1′ � b1x1 − b2x2( 􏼁x1x2,

x2′ � b2x2 − b1x1( 􏼁x1x2.
(16)

After some algebra these equations become

x2′ � x2 1 − x2( 􏼁 b1 − b1 + b2( 􏼁x1( 􏼁. (17)

Which gives five solutions for equations (15) and (17) i.e.,
the pure strategy unstable solutions are (0, 0), (1, 1), (1, 0),
(0, 1) or a mixed strategy solution ((a1/a1 + a2),

(b1/b1 + b2)). Clearly, system has positive equilibrium hence
the Jacobian matrix at equilibrium is given by the following
equation:

J
∗

�
1 − 2x

∗
1( 􏼁 × a1 − a1 + a2( 􏼁x

∗
2( 􏼁 − x

∗
1 1 − x

∗
1( 􏼁 a1 + a2( 􏼁

− x
∗
2 1 − x

∗
2( 􏼁 b1 + b2( 􏼁 1 − 2x

∗
2( 􏼁 − b1 − b1 + b2( 􏼁x

∗
1( 􏼁

⎡⎣ ⎤⎦.

(18)

For easier calculation let a1 � a, b1 � b, (a1 + a2) � m,

(b1 + b2) � n then a mixed strategy equilibrium occurs when
0< (a/m), (b/n)< 1 where x∗1 � (b/n), x∗2 � (a/m). From
this, it can be deduced that this system has a positive
equilibrium. *erefore, its Jacobian matrix at this equilib-
rium point becomes

J
∗

�

0
− bm

n
1 −

b

n
􏼠 􏼡

− an

m
1 −

a

m
􏼒 􏼓 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (19)

Now, further this matrix describes two cases:

(i) if a1 & b1 have different sign, then after solving
equations (15) & (17), it is observed that the function
shows closed spirals and is monotonic if the fol-
lowing conditions are satisfied:

(a) a1 ≤ (a1 + a2) & b1 > (b1 + b2)

(b) a1 > (a1 + a2)

(ii) if a1 and b1 have same sign than it is a saddle point
which means an unstable point. Also, its equilibrium
is hyperbolic i.e., (x∗1 , x∗2 ), so from this, it can be
observed that one monomorphic fixed point is as-
ymptotically stable whereas the fixed points under
replicator dynamics is a saddle.

5.1. Complete Description of Leukocytes (NK Cells, Peripheral
CD34+cells):. *e number of Nk cells after chemotherapy is
given in parameters see [37] where 2.08 × 10− 7 Nk cells and
5.00 × 108 leu are remaining cells in the body. *e mean

value of the peripheral CD34+ cells infused was
9.19 × 106 cells/kg recipient’s body weight and the mean
CD34+ cell number was 3.47 × 104 cells/kg. Whereas Pillis
et.al [37] shows remaining c.leu i.e., 4.31 × 10− 1 and
1.42 × 10− 6 cells/kg.

Figure 9 shows how badly this coalition can affect the
patient’s life as at the time of chemotherapy the number of
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Figure 9: Phase portrait of replicator dynamics after stem-cell
transplantation for (leu) and (HSC, c.leu).
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Figure 10: Phase portrait of replicator dynamics after stem-cell
transplantation for favourable (HSC, leu) and unfavourable
(c.leu).
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c.leu was minor but after transplantation if graft versus host
disease occurs, it can kill the patient. *e rise can be ob-
served in an unfavourable coalition of cells. *e payoff
matrix for this simulation becomes

J
∗

�
0 5 × 108

9.2247 × 106 0
⎡⎣ ⎤⎦. (20)

Interaction of favourable and unfavourable coalition of
leu and c.leu with HSC is described in Figure 10. As it can be
seen after a small oscillation the unfavourable group has
stopped rising, whereas leu is approaching infinity. Payoff
matrix for this simulation becomes

J
∗

�
0 1009224700

0.431001 0
􏼢 􏼣. (21)

Equations (20). And (21). Gives real and distinct eigen
values as they have opposite signs. Equation (20). Have
de t(J∗) � − 4.61235 × 1015 < 0, τ2 − 4 de t(J∗)> 0 shows a
saddle point. Equation (21). Also, have distinct and real
eigen values and de t(J∗) � − 434976854.9< 0,
τ2 − 4 de t(J∗) � 83424.39498> 0 which means its also a
saddle point.

6. Discussion of Results

According to the calculations, it showed that replicator
dynamics has three stationary points, 0, 1 and
(H1/H2) � x∗. Also, it showed that x∗ is dimorphic for
H1 ≤H2 which means that in blood, both cell populations
(i.e., leuand c.leu) exist.

For asymptotically stable stationary point, it showed that
the cell population is polymorphic i.e., 1 − (H1/H2)c.leuand
(H1/H2) leu.

For monomorphic cell population i.e., only c.leuexists,
where x∗ � 1, for H1 ≥H2 which implies that x∗ is as-
ymptotically stable.

By considering the data of a patient who has been di-
agnosed with leukemia, the two-dimensional Leslie predator
prey model of equation (10). Shows in Figure 7 a stable node,
that is, (

��
r1

√
−

��
r2

√
)2 � 4.5548 × 10− 3 and (r1c1r2/bc2+

c1r2) � 8.519876 × 10− 6.
*e coexistence equilibrium point with parameters given

in Table 4 is obtained as x∗ � 4.99 and y∗ � 5.99. At this
point the patient can survive for some time period.

Also, from Figure 11 if (
��
r1

√
−

��
r2

√
)2 ≥ (r1c1r2/bc2 +

c1r2) with parameters in Table 4 it gives (
��
r1

√
−

��
r2

√
)2 �

8.623253 × 10− 4, (r1c1r2/bc2 + c1r2) � 0.588 then both the

Table 4: Description of parameters for leukemia patient for different stages of disease.

Description Early prognosis value Acute leukemia Chronic leukemia
r1 0.5 0.7 0.6
c1 1.42 × 10− 6 0.7 0.6
b 0.1 0.25 0.6
r2 0.6 0.75 0.6
c2 0.5 0.4 0.6

parameters

r1 0.7

c1 0.7

b 0.25

r2 0.75

c2 0.4
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Figure 11: Leslie’s predator-prey phase plane depicts the onset of the disease or the decrease in leukocytes following an increase in cancerous
leukocytes.
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eigenvalues are positive i.e., λ1 + λ2 � 0.638, λ1λ2 � 0.525 so
it is unstable knot.*is situation describes an acute leukemia
i.e., variation of parameters shows a drastic change in pa-
tients condition.

For a chronic leukemia patient, the parameters are given
in Table 4 and the critical point is x∗ � 0.5 and y∗ � 0.5. As it
can be observed in Figure 8, in this case, the patient con-
dition does not change drastically but still, it is an unstable
node due to the positive eigen values i.e.,
λ1 + λ2 � 0.3, λ1λ2 � 0.36

In the last section, a three player game interaction is
described after the HSC transplantation between human
normal leu, c.leu, and HSC. It is shown by taking two co-
alitions i.e., favourable and unfavourable. Different results
have been obtained to show the accuracy and applicability of
replicator dynamics to this disease. *e phase portrait
Figure 10 for the first coalition between favourable and
unfavourable cells depicts the rise in leu. Which means that
chemotherapy is being successful in eliminating the c.leu,
the transplant have been successful and patient will surely
survive.

*e portrait in Figure 9 indicates the increase in
unfavourable cell coalitions. *e second coalition indicates
how badly it can affect the life of the patient because the
amount of cancerous leukocytes are limited at the time of
chemotherapy, but if graft versus host disease happens after
transplantation, it can destroy all the remaining leukocytes
that cause the patient to die.

7. Conclusion & Future Work

*is paper concludes that even a complex disease such as
leukemia can be described using population dynamics and
evolutionary game theory. *ese techniques have been
implemented and their results provided. *ese models
successfully deduce steady states and their stability. *ese
models individually permit the existence of two types of
stationary states:

(1) State of no disease, with no cancerous leukocytes
(2) State of coexistence where a cancerous leukocyte

persists against the background of the immune
response

*e state of no disease is asymptotically stable and a state
of leukemia is unstable. Both models are in complete
agreement about stable and unstable situations. It was found
from the study, that the state of no disease represents the
immune state.

In this research, a two person zero-sum game of evo-
lutionary game theory is used to describe the patient’s
condition having leukemia. Different results have been
obtained for this situation by incorporating a mathematical
software Mathematica. *en leukemia dynamics is studied
by an ecological model Lesli predator prey model. Different
results have also been obtained for this situation as well by
incorporating a mathematical software Mathematica. *e
treatment of leukemia i.e., HSC is then studied by using a
three player zero sum game as it was observed that evolu-
tionary game theory gives a better understanding of

leukemia than the ecological model. *is study is a sincere
effort to show another perspective of game theory that it can
also define the complex dynamics of leukemia. By adding
more complex factors, these calculations can give more
realistic and accurate results.

*e game is based on the number of leukocytes in this
paper, but in future work, we may investigate evolutionary
game theory for leukemia into specific cell types and their
count to better determine which cell types should specifically
be targeted and can result in eradicating the disease. Because
current treatment advancements remove both healthy and
malignant cells from the body, patients suffer greatly and are
more susceptible to getting infected by a virus.
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As of late 2019, the COVID19 pandemic has been causing huge concern around the world. Such a pandemic posed serious threats
to public safety, the well-being of healthcare workers, and the overall health of the population. If automation can be implemented
in healthcare systems, patients could be better cared for and health industries could be less burdened. To combat such challenges,
e-health requires apps and intelligent systems. Using WBAN sensors and networks, a doctor or medical professional can advise
patients on the best course of action. Patients’ �tness could be assessed using WBAN sensors without interfering with their daily
activities. When designing a monitoring system, system performance reliability for competent healthcare is critical. Existing
research has failed to create a large device capable of handling a large network or to improve WBAN topologies for fast
transmitting and receiving patient data. As a result, in this research, we create a multisensor WBAN (MSWBAN) intelligent
system for transmitting and receiving critical patient data. To gather information from all cluster nodes and send it to multisensor
WBAN, a novel additive distance-threshold routing protocol (ADTRP) is proposed. In small networks where data are managed by
the transmitting node and the best data route is determined, this protocol has less redundancy. An edge-cutting-based routing
optimization (ES-EC-R ES-EC-RO) is used to �nd the best route. �e Trouped blow�sh MD5 (TB-MD5) algorithm is used to
encrypt and decrypt data, and the encrypted data are stored in a cloud database for security. �e performance metrics of our
proposed model are compared to current techniques for the best results. End-to-end latency is 63ms, packet delivery is 95%,
security is 95.7%, and throughput is 9120 bps, according to the results. �e purpose of this article is to encourage engineers and
front-line workers to develop digital health systems for tracking and controlling virus outbreaks.

1. Introduction

�e ongoing COVID-19 endemic, poor lifestyle choices, in-
su�cient stress relief, rising healthcare costs, and an aging

population all posed signi�cant challenges to governments and
healthcare organizations around the world. �e growing
number of patients has necessitated the use of advanced
technologies to enable doctors to remotelymonitor patients via
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wireless body area network (WBAN) sensors [1]. However,
because WBAN networks involve remote access and sensitive
and critical data, they necessitate extremely high levels of se-
curity and privacy during storage and processing. As a result,
the installed WBAN infrastructure should always include a
variety of security elements to ensure data protection, privacy,
integrity, and confidentiality. Existing wearable device plat-
forms are constrained by hardware capabilities, parameter
estimation techniques, and software design [2].

An outbreak of a virus such as COVID19 can alter the
worldwide health and economic landscape. It can result in
massive monetary damages both locally and globally. To
protect the healthcare systems from collapsing, the world
urgently needs to use the Internet of medical things (IoMT)
technologies to help monitor patients and save many lives.
MSWBAN plays an essential part in IoMT in the healthcare
sector, where multiple sensors are used to monitor various
medical symptoms of patients [3]. WBAN necessitates the
collection of data from sensor nodes in an effective and
efficient manner in order to ensure the network’s depend-
ability. )e cluster head selection scheme is one of the key
schemes that contribute to the WBAN network’s increased
efficiency. From a group of nodes, a few are chosen as cluster
heads (CHs). )e data are then obtained by the CHs from
“contributing nodes,” which are nodes that are linked to one
another. )e nodes that send their readings to CH are
typically located near the CH [4]. To be used in the clustering

approach, the data collected by each sensor must be sent to
the sink via the cluster head. When it comes to WSN power
usage, clustering algorithm-based hierarchy routing proto-
cols elect and rotate CHs at random. Inefficient CH, re-
gardless of network size, may be chosen in certain
circumstances, resulting in variable cluster sizes. Clustering
algorithm-dependent hierarchical routing protocols employ
a single cluster formation parameter and a probabilistic
cluster selection approach. As a result, choosing CHs and
building clusters is difficult in clustering algorithm-based
hierarchy routing protocols [5].

Figure 1 depicts the MSWBAN’s architecture. It has
three levels. Wearable or implanted biosensors (ECG, EEG,
temperature, blood pressure) capture the data through
ZigBee and Bluetooth wireless technologies and transmit it
to the body coordinator (BC). Intra-MSWBAN is another
name for Tier 1. A BC in Tier 2—also referred to as Inter-
MSWBAN—transmits patient data to a nearby access point
or sink node. )is gateway is a conduit for sharing patient
data from Tier-1 to Tier-3. Using the Internet, the sink nodes
transfer the gathered data to a distant medical facility or
doctor in Tier 3 (also known as BeyondMSWBAN). Figure 2
shows the WBAN flowchart.

)is paper proposes remote monitoring of COVID-19
patients using additive distance threshold routing protocols
in the MSWBAN innovative system. )e rest of the paper
proceeds as follows; Part II contains the relevant literature as
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Pulse Oximetry
Sensor

Tier -2
Inter MSWBAN

Tier -1
Intra MSWBAN

Tier -3
Intra MSWBAN

Sink Nodes

Doctor

Medical information Database

Emergency

Figure 1: Architecture of MSWBAN.
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well as the problem research gaps. Part III explains the flow
of the proposed form. Part IV investigates and compares the
behaviour of the proposed method to previously established
methods. Finally, Part V concludes the paper.

2. Related Works

Singla et al. [6] defined many security criteria for WBANs
and conducted a comprehensive evaluation of current secure
routing techniques. Many secure routing protocols have

been evaluated in terms of security and performance, and an
assessment based on these characteristics has been pro-
duced, while a comprehensive review of concern about
security and privacy is presented about WBAN in [7]. A
strategy to bridge the gap between current technological
developments and the healthcare system has been presented
in [8], in which WBAN sensors and networks may enable a
doctor to assist a COVID-19-infected patient in making the
best possible decision for themselves at the appropriate time.
)is situation enables the community to maintain social
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Figure 2: WBAN flowchart.
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distance while keeping hospitalized patients in a comfortable
atmosphere. Nanosensors are employed in the wireless
WBAN to continuously monitor a patient’s medical health
because of resource constraints and essential applications,
improving security and privacy to a high degree offers
various challenges. Majumder et al. in [9] conducted a
thorough survey in the domain of WBAN. WBAN is a
technological breakthrough that has made remote patient
monitoring possible. When medical personnel is in low
supply, and some patients need 24-hour monitoring, BAN is
an important tool for such a scenario.

WBANs are used in both medical and nonmedical ap-
plications [10]. It has also thoroughly explored the different
wireless technologies that WBAN can support. Routing
protocols have affected one of the essential factors of
assessing network efficiencies, such as power consumption,
throughput, and delay. Researchers may compare routing
protocols to help in the development of a certain protocol for
a given application. In addition, wireless technologies that
employed WBAN systems were investigated in [11]. It
comprises miniature sensors that gather and send data
across a wireless network, allowing medical professionals to
monitor patients in their everyday lives and provide real-
time medical diagnoses. Several wireless technologies have
already shown value inWBAN applications, while others are
still in the research phase. According to Jin et al. in [12],
fever, cough, and expectoration were the early symptoms in
36 patients (80%), 23 patients (51%), and 15 patients (33%),
respectively, at the commencement of illness. Senior patients
(58) and their concomitant chronic diseases were inde-
pendent predictors of a severe and critically sick population
with a higher fatality rate. COVID-19 has the potential to
harm a variety of organs in the human body. Treatment of
COVID-19 patients with glucocorticoids is well-accepted.
Furthermore, Basiri established in [13] that the coronavirus
is an encapsulated virus of the RNA virus family. Fever,
cough, and shortness of breath are present in the patients,
and no definitive therapy or vaccination is available. Due to
the body’s generation of antibodies, the viral infection
progressively becomes self-limiting. Using a novel lab test
developed by the Centres for Diseases Control and Pre-
vention, the SARS coronavirus, which causes “severe acute
respiratory syndrome,” has been identified. Traditional
medicine seems to be beneficial in the treatment COVID-19
sufferers as well.

)e major purpose of the framework is to bridge the
gap between the current technologies and healthcare
systems. WBAN, fog, cloud, and clinical decision support
systems are combined to give a comprehensive paradigm
for sickness diagnosis and monitoring. )e framework is a
powerful tool, and they expect it to have a significant
impact on the spread of COVID-19 as well as a consid-
erable reduction in healthcare costs [14]. WBSN and
contemporary advances in the field were discussed in [15],
which emphasized the need for remote monitoring for the
elderly and chronically ill. )e scientific notion of WBSN
architecture, problems, healthcare applications, and their
needs was conducted to meet the scientific idea of WBSN.
Following that, the key critical part of the WBSN, such as

data collection, fusion, risk assessment, and decision-
making, is explored. Finally, the article suggests that in-
creasing awareness of critical concerns and the future
growth of WBSNs is a great way to monitor a patient’s life.
According to Qu et al. in [16], the introduction of WBSN
has brought hope and a new era in the battle against
population aging, chronic illnesses, and a lack of medical
facilities. WBANs necessitate the development of routing
protocols, which play a crucial role in communication
stacks and have a significant impact on network perfor-
mance. Furthermore, WBSN present issues, applications,
and discoveries, and performance difficulties were dis-
cussed in [17]. )e study covers WBAN Signal processing,
network reliability, spectrum management, and security.
As a result, they conclude the study by identifying various
current and future research directions. On the other hand,
a framework for evaluating COVID-19 prevention and
protection strategies in hospitals was discussed in [18].
COVID-19 recommendations for preventative and pro-
tective measures, tight procedures, frequent audits, staff
education and training, and active monitoring should
emphasise the case hospital management. During the
COVID-19 period, this suggested evaluation model is a
novel effort in in-hospital assessment in preventative and
safety actions in the healthcare industry. )is method-
ology will serve as a continual evaluation tool for hospital
management looking to enhance their COVID-19 pre-
vention efforts. )en, Rahman et al. in [19], demonstrated
that WSN frameworks are widely utilised in applications
such as healthcare and smart cities to collect and analyse
real-time data and take appropriate actions based on
demand of the application. Application-specific demands
and requirements might play a significant role in deciding
on a routing protocol for a WSN. In order to design an
inefficient routing protocol, the networking infrastructure
must be generalized, while application-specific limitations
are ignored. During the quarantine period, a wearable
gadget prototype is intended to remotely monitor the
COVID-19 health symptoms of potentially infected pa-
tients (PIP). )e 3D prototype incorporates a three-layer
wearable body sensor, a web API layer, and a mobile front-
end layer for an automated healthcare system to lessen
stress and create a communication channel between
physicians, medical authorities, and family responders
[20]. WBANs provide information-based sickness diag-
nosis, allowing for early treatment. If attackers access the
web, the whole network will become wasteful. Using
biometric and digital signature technologies, this research
proposes an integrated security framework that counters
intruder assaults and improves network security, resulting
in a more trustworthy network and stability [21]. Sangeetha
Priya et al. in [22] propose a security-conscious trustworthy
cluster established routing protocol for WBS. Many human-
centric applications rely on large-scale deployments of
wireless body sensor networks. Sensor hubs’ vitality reserve
funds are among the most crucial components of such sys-
tems to extend their life spans. )e wireless body area sensor
system must also include secure routing to reduce the risk of
information leakage. Furthermore, new security concerns has
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been introduced by WBANs and the services, so that WBAN
is evolving to suit these demands [23]. Detection method of
COVID-19 is based on a multistage fuzzy rules’ technique,
with the CART algorithm used to generate the fuzzy rules
[24]. )e suggested strategy distinguished the growth of ill-
ness prediction accuracy according to the implementation
outcomes. )is study provides detailed specifications of an
IoT-based [25] conceptual design for a COVID-19 patient
monitoring system. )e solution contains method for
modifying this assessment approach, as well as ensuring the
individualization of evaluations, and a legitimate and widely
utilised early-warning score system for evaluating and
monitoring hospitalized patients. Table 1 shows the related
works.

3. Proposed Work

Figure 3 depicts a schematic illustration of the proposed
approach. It includes the process of analysing the fuzzy logic
dependent cluster head selection, multisensor wireless body
area network deployment, sending node, receiving node,
encryption using the trouped blowfish MD5 algorithm,
cloud database, key generation, and authentication, de-
cryption, distant monitoring of COVID-19 patients using
additive distance-threshold routing protocol in MSWBAN
innovative system.

3.1. Data User. )is component collects personal infor-
mation as well as serves illness symptoms. )ere are 493
COVID-infected and 206 noninfected individuals with
symptoms, and the data are used to build a threshold routing
protocol model. Following that, each new user inputs their
information and signs into the system, and the suggested
trouped blowfish MD5 algorithmmodel is used to safeguard
COVID-19 patients’ data [26].

3.2. Fuzzy Logic-Based Cluster Head Selection

3.2.1. CH Selection. Cluster-based routing is an energy-ef-
ficient strategy in which high-energy nodes process and
transport data as clusters form. Low-energy nodes are in
charge of detecting and transmitting data to the cluster
heads. )e cluster information routing protocol improves
scalability, energy efficiency, and security. )e longevity of
the network should be maximized.

3.2.2. Cluster-Head Selection Using Fuzzy Logic. )e FLCH-
based clustering technique uses three input parameters to
choose wireless sensor networks CHs [27]. Input variables for
the model include remaining energy (RE), nodes centrality
(NC), and distance to the base station (DBS). )e residual
energy of a node must be considered while determining
whether it belongs to a CH or not. BS receives the information
acquired by CH nodes, compiles it, and then sends it on to
other nodes. One-hop adjacent nodes inRc are are called Node
Degrees (ND) based on the total number of one-hop neigh-
bours. Neighbour-centricity (NC) describes a node when it is
located between two other nodes in a ring.When the NC value
is low, a node has a better chance of being selected as a CH.

NC �

������������

􏽐
ND
i�1 dis

2
i /ND

􏽱

Ntk − Dimension
. (1)

)e counting of neighbours in node’s transmitting ra-
dius Rc is denoted in equation (1). In theM×M field region,
“M” is the value Ntk—Dimension, and the distance between
ith neighbouring nodes is represented by dist2i . )e amount
of energy consumed in data transmission increases the
distance between the transmission and reception nodes.
When selecting CH, the remaining energy in the sensors, as
well as their maximum and minimum distances from the BS,
are taken into consideration

Table 1: Summary of related works.

Reference Methods Advantages Drawbacks

Singla et al. [6] Secure routing
technique

)e pricey secure data transfer is not required if no
incident is found.

Bandwidth is wasted. It requires a high
computational cost for encryption and needs

more RAM.

Jabeen et al. [8] Nanosensors It gives a high surface area/volume ratio by
increasing their sensitivity.

)ese sensors always adopt a similar fundamental
process.

Majumder
et al. [9]

Remote patient
monitoring

Increasing communication options strengthen the
patient-provider connection and raise customer

loyalty and satisfaction.

It relies on technology, which some people may
not be able to afford. Reliable Internet

connections are required for RPM systems.

Kaur et al. [10] Routing protocol
No route setup delay for connections over small

distances. Reactive routing for farther-off
destinations results in reduced routing overhead.

)ey depend on routable network protocols to
function. Compared to other network devices,

they are expensive.

)omas and
Suresh [18]

Hospital
management

Every piece of data is accessible by approved login
from anywhere in the globe. )is form of

communication has become considerably less
expensive.

User interface and user experience (UI/UX
design) are complex designs concerned with a

data breach.

Rahman et al.
[19] WSN Because it is scalable, any additional nodes or

devices may be added at any moment.
Due to its limited speed architecture, it cannot be

utilised for high-speed communication.

Paganelli et al.
[25]

Multistage fuzzy
rules

Fuzzy logic systems have a straightforward and
reasonable structure. )e fuzzy logic is typically

applied in practical and business contexts.

In the large organization industry, it is used for
dynamic, emotionally supporting networks and

individual assessments.
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Distance toBS �
di

α.Ntk − Dimension
, (2)

α �
dmax

Ntk − Dimension
. (3)

)e distance between nodes i and the BS is denoted bydi

and the maximum length among a network node, and BS is
dmax indicated by max. In contrast, α implies the network
dimensional constant. When selecting the CHs, the
remaining energy of the sensor is taken into account, as well
as the sensors’ and BS’s maximum and minimum distances,
the amount of energy used by each cluster of sensors, the
quality criteria for collections, the sensor distribution, the
group mean distance, and the cluster density. )e four
overall energy levels we proposed are low, medium, and
high. )ey are the energy’s “fuzzy linguistic variables” in
their totality.

Low

1 Energy ≤ 0.25

0.35 − Energy
0.1

0.25<Energy ≤ 0.35

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

, (4)

Medium

Energy − 0.25
0.25

0.25<Energy ≤ 0.5

0.6 − Energy
0.1

0.5<Energy ≤ 0.36

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

, (5)

High

Energy − 0.5
0.3

0.5<Energy ≤ 0.8

0.89 − Energy
0.09

0.8<Energy ≤ 0.89

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

, (6)

Very High
Energy − 0.8

0.09
0.8<Energy ≤ 0.89

1 Energy > 0.89

⎧⎪⎪⎨

⎪⎪⎩
. (7)

)e following are the membership functions for the
distance parameters:

Near

1 x≤ c1

L − x

L − c1
c1 < x≤L

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

, (8)

Average

x − c1

L − c1
c1 <x≤ 1

c2 − x

c2 − L
L<x≤ c2

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

, (9)

Far

x − l

L − c1
L<x≤ c2

1 x> c2

⎧⎪⎪⎨

⎪⎪⎩
. (10)

In the equations above, the BS minimum and maximum
sensor distances are c1 and c2, respectively, and an average
distance to the BS is denoted by L, which is calculated as follows,

L �
c1 + c2( 􏼁

2
. (11)

)e CHs are chosen to have the most energy and the
shortest distance to the BS. As a result, numerous sensors in
each cluster have the potential to be a CH, and the final CH is
determined by which sensor best satisfies the set criteria.
Figure 4 depicts the cluster head.
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Figure 3: Schematic representation of the suggested methodology.
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(1) MSWBAN Development: the wireless body sensor con-
nects or implants each sensor in multisensor WBAN. )ese
devices monitor electrocardiograms, blood pressure, tem-
perature, heart rate, pulse oximetry, and steps. )e
MSWBAN architecture may be divided into three subsys-
tems: information capturing, transmitting, and processing.
Body sensors oversee collecting physiological data and
transferring it to the gateway, which then sends the data to a
distant server for analysis. To construct sophisticated
MSWBAN systems, the first step is to detect and acquire
physiological data about the patient and his surroundings.
)ere has been a rise in the need for a greater depth of
information from sensors. Fusing the outputs from many
sensors may be the only method to access that breadth of
knowledge when a single sensor modality is insufficient.
However, in the context of our proposed system, different
sensors employ different physical principles, cover distinct
information spaces, and provide data in various forms at
various sampling rates. )e data collected have a various
resolution, accuracy, and dependability characteristics. It is
essential to utilise a technique that can appropriately fuse
data from diverse sources considering these impacts to get
the required detection to work successfully. To coordinate a
peripheral module and execute the data processing function,
data collecting capabilities are equipped with several sensors,
wireless data transmitting modules, electricity supply
modules, and a microcontroller. MSWBAN’s application-
based design is inherently static. Infrastructure and appli-
cation are inextricably linked. )e sensors platform, gate-
way, and server would all have to be updated if the
application intelligence were to be changed. Developing a

sensor platform, gateway, and remote server from the
ground up will need a distinct physical structure for each
application. However, deploying a new application is not
simple; instead, it involves a lengthy period. )erefore,
future application innovations are hampered. Patients using
MSWBAN in healthcare typically enjoy complete freedom of
movement when body sensors are linked to their bodies.
)ey are occasionally in proximity or within the nearby
MSWBAN in such cases. Because of this movement, packets
are lost, and the error rate rises. As a result, in MSWBAN, a
robust handover mechanism should be provided [27].

(2) COVID19 Patient Monitoring Via MSWBAN: MSWBAN
is a kind of external monitoring health care system
(eHealth), which is a type of continuous health monitoring
system that provides local monitoring and control. To treat
the ill, these systems do not need frequent hospitalizations.
It’s a win-win situation since it prevents last-minute
scrambling and saves time.

For MSWBAN, most major challenge is its energy
consumption since the biosensors it employs have a charging
leakage issue and must be replaced after a set of time. An IoT
system for the real-time healthcare monitoring systems for
the prediction of a preliminary phase of COVID-19 is shown
in this study using wearable sensors, including temperature,
heartbeat, and pressure sensors. Body temperature, respi-
ratory symptoms, and oxygen levels may all be measured
with these biosensors. )is gadget communicates biosensor
data to the cloud utilizing low-power LoRa technology using
Arduino, My Signal hardware, and LoRa technology. To
simulate and monitor patients, back-end servers show real-
time data, while cloud servers gather, handle, and transport
that data [28].

3.3. Distance Additive ?reshold Routing Protocols. In
MSWBAN, there are two types of threshold routing systems:
data transmission and data reception. During the threshold
routing of aggregated data from CHs to the BS, the routing
protocol [6] utilizes an election energy threshold,TnhCH, to
choose the next CHs.

EUy(k, d) � Eelec · k + Eamp · K. d
2
, (12)

Esy(k) � Eelec × k, (13)

where the per-bit dissipation of transmitter circuits is denoted
by Eelec, the transmitter amplifier dissipation is denoted by
Eamp, the bit length is given by k, whereas the transmission
line length among the sender and receiver is given by d.

)reshold routing in an MSWBAN is the process of
transmitting detected data to the Base station through
various protocols rather than sending it directly to the Base
station. Every round, threshold routing across CHs involves
passing aggregated data via many CHs to the BS. When the
CH is next to the BS, information is sent directly to the base
station; however, when the distance between BS and CH is
significant, high energy is spent in transferring the sensed
data to the BS via the radio energy mode. During network

Base station

Cluster Head

Sensor Node

Figure 4: Cluster head.
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configuration, all sensor networks communicate their re-
sidual energy (RE) levels and locations to the base station
(BS). As a result, the BS has comprehensive awareness of the
whole network region. During data routing to the BS, the
threshold is utilised to decide which CH should serve as the
next protocol.

EnhCH �
􏽐

l
n�1 RE(neighbourCHs)

t
, (14)

where EnhCH that is, the election energy threshold, the re-
sidual energy of neighbour CHs is denoted by RE, and t is the
number of neighbour CHs.

d0 �

������
Eamp1

Eamp2
.

􏽳

(15)

)e threshold value, together with the estimated dis-
tances of the nearby CHs, is utilised to determine the fol-
lowing protocol in the threshold route’s creation. A distance
threshold value, the maximum transmission distance, is
determined by d0.

3.4. Encryption Using Trouped Blowfish md5 Algorithm.
Blowfish md5 algorithm is a symmetric technique, and the
same key is used for encryption and decryption. It is utilised
in the encryption process because it is substantially quicker
than DES and has a strong encryption rate with no practical
cryptanalysis method.

3.4.1. Blowfish Algorithm. Blowfish’s cryptographic calcu-
lation is productive and customizable, with several pa-
rameters (“key size, square size, number of rounds”) that
may be utilised to combine certain quality with power
consumption and computational overhead. With the right
conditions, this blowfish calculation might work well for
MSWBAN applications with varying data quantities. )e
blowfish computation had a positive influence on the
cryptography business when compared to algorithms. )e
author also proposed a multipurpose security system that
uses near-field communication to connect the physical and
logical worlds, as well as remote sensor organisers for data
and vaccination security [29]. (Algorithm 1 shows the
Pseudocode for blowfish, and algorithm 2 shows the
Pseudocode for MD5.)

3.4.2. MD5 Algorithm. A 512 bit block of information (each
of which has sixteen 32 bit subblocks) makes up an MD5
message (Message-Digest algorithm). )ere are four con-
nected 32 bit barriers to document honesty in MD5’s 128 bit
message processing.

3.5. Key Generation and Authentication. As soon as the
patient register, a physician will be assigned. For initial
password-based validation, physicians and patients use a
secure password (MD5)-based technique. When a doctor
logs into the system and views patient data, the system
compares the doctor’s palm/thumb picture scan reading to

the recorded information. Access to the system will be
granted after the doctor’s ID is validated to ensure au-
thenticity. )e patient’s palm/thumb is used to produce a
biological key for security purposes.

3.6. Decryption. Decryption will begin only once authenti-
cation has been performed by extracting an authentication
code or frame value from the previously created frame and
completing the whole method for building an authentication
code as specified. An encrypted version of the patient’s data is
stored in the MSWBAN Client, which comprises a collection
of sensors and a control unit. Data consumers may check the
cypher text’s authenticity and decode the data if they have the
decryption characteristics defined by the signature access
structure when accessing data from theMSWBAN client [30].

3.6.1. Performance Analysis. We conducted extensive sim-
ulation experiments using Castalia-3.2 simulator, built on
the OMNeT++ platform, to verify our proposed work.
Figures 5–8 shows the comparison of performance metrics,
namely packet delivery ratio, security level, throughput, and
end-to-end delay. )e approaches include the Geographic
Routing Protocol (GRP), Optimized Energy Efficient Secure
Protocol (EESR), Secure and energy-efficient framework-
Internet of Medical )ings (SEF-IoMT), Energy Efficient
Routing Protocol (EERP), and (ADTRP+TD-MD5) addi-
tive distance threshold routing with trouped blowfish MD5.
Table 2 shows the comparative analysis of metrics for
existing and proposed methods, and Table 3 represents the
simulation parameters.

End-to-end latency is determined by calculating the total
amount of time needed for data transmission from the
sender node to the destination node. )en, the delay in
normal mode is determined using the following formula:

D �
1
n

􏽘

n

i�1
Tri − Tsi( 􏼁 × 1000 [ms], (16)

where D is the average end-to-end delay, i is the packet
identifier, Tri is the reception time, Tsi is the send time, n is
the number of packets successfully delivered.

Figure 5 represents the end-to-end delay results with
proposed and existing approaches. Every millisecond a packet
travels from the sender to the receiver is counted as an end-to-
end latency measurement (mS). From the above figure, com-
pared to the existing methods such as the dual sink approach
using WBAN, novel framework for software-defined WBAN,
fragmentation through MAC IEEE 802.15.4 to delay perfor-
mance, efficient and reliable direct diffusion routing protocol in
WBAN, and the proposed method of ADTRP+TB-MD5 has
low end-to-end delay. )e previous approaches like GRP has
35%, OEESR has 30%, SEF-IMOT has 25%, and EERP has 20%
for the packet delivery ratio. )e proposed ADTRP+TB-MDS
has an 18% of packet delivery ratio.

)e sum of the number of packets received to the
number of packets issued is known as the packet delivery
ratio. )e following formula is used to determine the packet
delivery ratio:
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Packet delivery ratio �
􏽐 total packets received by all destination nodes

􏽐 total packets send by all source nodes
× 1000. (17)

Packet delivery ratio results with proposed and existing
approaches are shown in Figure 6. Packet delivery ratio
measures the proportion of sending packets to received
packets. From the above diagram, compared to the current
methods such as GRP, OEESR and SEF-IoMT, and EERP,

the proposed method of ADTRP+TB-MD5 has a high
packet delivery ratio. )e earlier methods, such as GRP,
OEESR and SEF-IoMT, and EERP, had packet delivery ratios
of 28%, 25%, 29%, and 33%, respectively. )e suggested
ADTRP+TB-MD5 has a packet delivery ratio of 40%. )e

Step 1: Input (64 bit) X as the text.
Step 2: In the text, there are two 32 bit halves: XL and XR.
Step 3: For I� 1 to 16:
XL � XL XOR PI.
XR � F( XL)XORXR

XL And XR is switched.
Next, I.
Again XL and XR are switched ()e last switch was undone).
XR � XR XOR P17
X L � XL XOR P18
CombinedXLand XR

Step 4: Calculate Function f:
XL is split into four eight-bit quarters: A, B, C, and D f (XL)� ((S1, A+ S2, B mod 232) XOR S3, C) + S4, D mod 232.
Decryption:
Instead, the decryption is similar, except the reverse order of P1, P2. . .. . .. . ..P18 is used.
Generation key:
Step 1: Initiated X boxes and P arrays.
Step 2: )e 32 critical bits of the first P array are XOR’d with the 32 key bits of the second P array, and so on.
Step 3: )e approach described above is used to encrypt all zero strings.
Step 4: new input is provided by P1 and P2
Step 5: Using sub-keys, a completely new P1 and P2 have been encrypted.
Step 6: P3 and P4 are the newly generated outputs.
Step 7: Repeating this method 512 times yields a fresh P array and four S-boxes to be calculated.

ALGORITHM 1: Pseudocode for blowfish.

Step 1: )e no of input bits is verified.
Step 2: A process of adding additional bits to the messaging input (MI) such that the total data length is equivalent to 512 multiples
Step 3: m is the result of adding 64 bit MI to the output of step 2.
Step 4: )e blocks from m to b are separated (512 bits each).
Step 5: )is is a list of blocks, each with 32 bits, from b to x (16).
Step 6: )e algorithm has four rounds, each with 16 steps (64 steps in total).
Step 7: )ere are four hex-encoded shift registers, each with a capacity of 32 bits.
reg a� [7 6 5 4 3 2 1 0] 32- bits [a]� [d]′
reg b� [f e d c 8 a 9 7] 32- bits [b]� [c]′
reg c� [8 9 a b c d e f] 32- bits [c]� [d]′
reg d� [0 1 2 3 4 5 6 7] 32- bits [d]� [a]′
Step 8: aa, bb, cc, & dd are used to temporarily store the a, b, and c values.
Step 9: Several variables f, g, h, and I are involved in the algorithm processing. Shown below is a one-step operation:
a� b+ (a+ f(b, c, d)) +xi[k] + t[i]<<< S
where.
xi [k]← is the 32 bit ckth word of xi

<<<S← left circular shift of S bits.
After each round’s final output is added, the first round’s input is used as the output.
Step 10: )e output bit depth is increased to 128 bits

ALGORITHM 2: Pseudocode for MD5.
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current technique has a larger overall packet loss percentage
during certain data transmission times in the sensor network
than our recommended alternative.

Figure 7 represents the security level results with proposed
and existing approaches. In the above diagram, compared
to the current methods such as GRP, OEESR, SEF-IoMT,
and EERP, the proposed method of ADTRP+TB-MD5 has
high security.

Security is a wide concept that incorporates many dif-
ferent technologies, tools, and procedures. It is a collection
of guidelines and settings intended to safeguard the reli-
ability, accessibility, and integrity of computer networks and
data. Figure 8 shows the comparison of security levels for
existing and proposed work. )e security level of different
encryption techniques is examined. GRP, OEESR, SEF-
IoMT, and EERP, the proposed method of ADTRP+TB-
MD5 has a high security level. )e suggested approach of
ADTRP+TB-MD5 has a high security level of 98%, whereas

100

90

80

70

60

50

Pa
ck

et
 D

el
iv

er
y 

Ra
te

 (%
)

50 100 150 200 250
No.of. Nodes

ADTRP + TB + MD6 (Proposed)
EERP (31)
SEF-IoMT (30)
OEESR (29)
GRP (28)

Figure 6: Packet delivery ratio results of the proposed
methodology.
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Figure 7: Energy consumption results of the proposed
methodology.
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posed methodology.
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Figure 5: End-to-end delay results of the proposed methodology.
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GRP achieves 65%, OEESR scores 73%, SEF-IoMTgets 85%,
and EERP gets 90%.

)e production rate of a specified process during a
predetermined time period is known as throughput.

Throughput �
Number of units produced

Time period
. (18)

)e most apparent goal of any efficient system is to
increase throughput. However, remember that precision is
more important than speed. When errors are made, pro-
ductivity is reduced. )e amount of data transmitted in a
communication environment is referred to as throughput. It
refers to the quantity of information or packets sent from the
source node to the destination node. )roughput is calcu-
lated as the amount of traffic received minus traffic trans-
mitted divided by the total number of data packets received.

Figure 9 represents the throughput results with proposed
and existing approaches. Bits-per-second (BPS) is a unit of
measurement for the quantity of data sent by a network
system. )e suggested approach of ADTRP+TB-MD5 has a
high throughput of 98 bps when compared to the current
methods at the 250th node, where GRP attains 69 bps,
OEESR attains 79 bps, SEF-IoMT attains 84 bps, and EERP
attains 88 bps.

)e encryption is the amount of time required to
transform plaintext into ciphertext. In contrast, decryption
time restores the plaintext from the received ciphertext.
Decryption, on the other hand, recovers the plaintext from
the received ciphertext. )e speed of every algorithm is
inversely related to the quantity of data it must process. For
the encryption and decryption execution time, the suggested

method and existing approach were compared. Figures 10
and 11 illustrate the outcomes. )e figures show that the
suggested technique requires less calculation time for en-
cryption and decryption.

)e overall comparison of proposed and existing
methods shows that the proposed methods are high in se-
curity levels, packet delivery, and throughput and low in
end-to-end delay.

4. Discussion

Figures 5–8 compare throughput, end-to-end delay, packet
delivery ratio, the security level for the existing method, and
proposed plans. )e current approaches are the dual sink
approach using WBAN, a novel framework for software-
defined WBAN, fragmentation through MAC IEEE 802.15.4
to delay performance, efficient, and reliable direct diffusion
routing protocol in WBAN, and the proposed method is
additive distance threshold routing protocols (ADTRP+TB-
MD5). )e proposed method, ADTRP+TB-MD5 has an
end-to-end delay of 63ms, and the existing techniques GRP
has 82ms, OEESR has 7ms, SEF-IoMT has 72ms, EERP has
81ms. So, compared to existing methods, the proposed plans
perform better in terms of end-to-end delay. )e proposed
method, ADTRP+TB-MD5, has a packet delivery ratio of

Table 2: Comparative analysis of the proposed methodology.

S. no Classification methods End-to-end delay (ms) Packet delivery rate (%) Security level (%) )roughput (bps)
(1) GRP [31] 82 90 81 8460
(2) OEESR [32] 7 93 88 8830
(3) SEF-IoMT [33] 72 92 87 8786
(4) EERP [33] 81 81 80 8086
(5) ADTRP+TB-MD5 [proposed] 63 95 95.7 9120

Table 3: Simulation parameters.

S.no Parameter Value
(1) No. of nodes 250
(2) Time 270 s
(3) Energy consumption 16.3 j
(4) Transmission power −15 dBm
(5) No. of packets 250
(6) Depth threshold 10m
(7) Min: and max: communication range 225m, 255m
(8) Packet generation frequency 0.02 pkts/min
(9) Transmission range 32 cm
(10) Node displacement 0–5m/s
(11) Number of rounds taken for simulation 450 rounds
(12) Number of sinks 1
(13) Data processing rate 15,000 bits/s
(14) Temperature threshold 45°C
(15) SNR 16 dB
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Figure 9: )roughput results of the proposed methodology.
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95% and the existing techniques, GRP, has 90%, OEESR has
93%, SEF-IoMT has 92%, EERP has 81%. So, compared to
existing methods, the proposed technique performs better in
terms of packet delivery ratio. )e security level of the
proposed method ADTRP+TB-MD5 is 95.7%, and in the
existing process, GRP is 81%, OEESR is 88%, SEF-IoMT is
87%, and EERP is 80%. Hence, compared to existing
methods, the proposed techniques perform better in terms
of security level. In terms of throughput delay, the proposed
method, ADTRP+TB-MD5, has 9120Mbps, and the
existing plans, and GRP has 8460Mbps, OEESR has
8830Mbps, SEF-IoMT has 8786Mbps, and EERP has
8086%. So, compared to existing approaches, the proposed
method is better in terms of throughput. )e overall

comparison of all parameters shows that the proposed
method performs better.

5. Conclusion

)e detection and prevention of COVID-19 are major
concerns all over the world. As a result of this research, a
model for an energy-efficient multisensor wireless body area
network that is capable of monitoring COVID-19 patients
has been developed. When a user reports symptoms to the
cloud, the additive threshold routing protocol analyzes them
to determine whether or not the user has COVID-19. If a
user has been reported as infected with COVID-19, the
MSWBAN will always keep a record of their infection status
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in the database. It is possible that in the future, new cate-
gorization algorithms will be utilised to improve the
MSWBAN’s accuracy as well as its long-term viability. Using
parallel and distributed processing based on microservices
achieved through GPU grids, the proposed health applica-
tion would be able to analyse multiple data flows coming
from various devices for the purposes of machine learning
and pattern recognition. In addition to that, and as was
mentioned earlier, it will utilise federated learning ap-
proaches in order to monitor and artificially reason about
data streams coming from a large number of MSWABNs.

Data Availability

)e data used to support the findings of this study have been
deposited at https://doi.org/10.1109/ISMS.2018.00031.

Additional Points

)e schematic representation of the suggested technique
includes the process of analysing the fuzzy logic dependent
cluster head selection, wireless body area network deploy-
ment, sending node, receiving node, encryption using the
trouped blowfish MD5 algorithm, cloud database, key
generation, and authentication, decryption, distant moni-
toring of COVID-19 patients using additive distance-
threshold routing protocol in WBAN innovative system.
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