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Tis article has been retracted by Hindawi following an
investigation undertaken by the publisher [1]. Tis in-
vestigation has uncovered evidence of one or more of the
following indicators of systematic manipulation of the
publication process:

(1) Discrepancies in scope
(2) Discrepancies in the description of the research

reported
(3) Discrepancies between the availability of data and

the research described
(4) Inappropriate citations
(5) Incoherent, meaningless and/or irrelevant content

included in the article
(6) Manipulated or compromised peer review

Te presence of these indicators undermines our con-
fdence in the integrity of the article’s content and we cannot,
therefore, vouch for its reliability. Please note that this notice
is intended solely to alert readers that the content of this
article is unreliable. We have not investigated whether au-
thors were aware of or involved in the systematic manip-
ulation of the publication process.

Wiley and Hindawi regrets that the usual quality checks
did not identify these issues before publication and have
since put additional measures in place to safeguard research
integrity.

We wish to credit our own Research Integrity and Re-
search Publishing teams and anonymous and named ex-
ternal researchers and research integrity experts for
contributing to this investigation.

Te corresponding author, as the representative of all
authors, has been given the opportunity to register their
agreement or disagreement to this retraction. We have kept
a record of any response received.
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In this paper, the statistical characteristics of the multi-cascade κ-μ shadowed fading channels are investigated and analyzed under
the classic Wyner’s eavesdropping model. In particular, the general accurate expressions of the probability density function and
the cumulative distribution function for amplitude and signal-to-noise ratio (SNR) are derived for the first time. Moreover, we
further utilize the two performance evaluation metrics including outage probability and intercept probability to investigate the
impacts of cascade number and channel parameters on reliability and security. Finally, the theoretical results are consistent with
the simulations, proving the correctness of the derivation.)e interesting conclusion is that when the average SNR is greater than
2 dB, the reliability of the multi-cascade model will decrease as the number of cascade increases; on the contrary, more cascading
can lead to stronger anti-eavesdropping ability.

1. Introduction

With the wide application of wireless networks, people have
higher demands on the transmission performance and se-
curity of the communication system. Secure and reliable
wireless communication systems have become an important
support for providing reliable services, transmitting confi-
dential information, ensuring social stability, and main-
taining national security. Different from traditional
encryption and decryption algorithms, physical layer se-
curity (PLS) utilizes its fading properties to improve the
system’s anti-eavesdropping ability by increasing the secu-
rity capacity. Many scholars are committed to the security
performance analysis of communication networks and have
obtained some research results [1–8]. Wyner et al. in [1]
proposed the security matter of the physical layer. )e most
crucial feature of physical security was to use the charac-
teristics of its own channel to evaluate and improve the anti-
eavesdropping capabilities of the system [2]. )e authors in

[3] utilized the collaborative automatic repeat request
technology to improve the security performance. Cao et al.
in [4] studied the PLS of the collaborative non-orthogonal
multiple access (NOMA) system. )e authors in [5] eval-
uated the confidentiality of cognitive radio networks. Song
et al. in [6] investigated the optimal confidentiality capa-
bilities of two different schemes of amplified forwarding and
coordinated interference based on cooperative communi-
cation. )e basic metrics on physical layer performance over
fading distributions were defined and researched in [7, 8],
such as the strictly positive secrecy capacity (SPSC), the
security outage probability (SOP), and the average secrecy
capacity (ASC).

In practical wireless communication systems, wireless
fading channels are susceptible to noise, interference, and
other channel factors, which can lead to serious challenges
for reliable communication. )erefore, research on fading
channels is of great practical significance. )e statistical
characteristics of the channel are crucial to the analysis of
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system performance [9]. In recent years, with the emergence
of complex communication environments, many fading
channels have been explored by scholars [10–18]. When
there is no line-of-sight component in the transmitted
signal, the fading channel can be modeled as Rayleigh
distribution [10]. Mason et al. in [11] put forward the Rician
fading, which is also called Nakagami-n distribution. )e
Nakagami-m fading was first studied in [12], and its sta-
tistical properties were investigated in [13]. )e η-μ fading
can characterize small-scale changes of fading signals [14],
and the accurate expression of the level crossing rate was
investigated. Michel et al. in [15] proposed the α-μ distri-
bution and deduced the principal characteristic function of
the channels. )e authors in [16] applied α-μ fading to the
NOMA system and analyzed the effect of residual transceiver
hardware impairments on the communication networks.
)e κ-μ fading considers the propagation of signal in a non-
uniform scene, and the authors in [17] gave the charac-
teristics of κ-μ fading distribution and important attributes.
Imperfect Weibull channels and their applications were
researched in [18].

)e above-mentioned channels are all single-fading
channels, but in practice, many scenarios are more complex
and need to be simulated by complicated models. For ex-
ample, since the mobile-to-mobile communication model
experienced more severe channel fading, the cascaded
Nakagami-m distribution model was used to simulate this
scenario [19]. )e cascaded fading channel can also be
applied to satellite communications systems [20], ultra-high
frequency identification systems [21], multiple-input mul-
tiple-output correspondence [22], and vehicle-to-vehicle
communication networks [23]. )erefore, more and more
research on n-level cascaded fading channels has been
conducted in recent years [24–26]. )e precise expressions
of the probability density function (PDF) and cumulative
distribution function (CDF) for the SNR of the N∗
Nakagami random variables were first investigated in [24].
)e cascaded Weibull distribution was composed of mul-
tiple random variables, and its statistical properties were
derived in [25]. Tashman et al. in [26] studied the expres-
sions of PDF and CDF of the receivers’ SNR of the multi-
cascade κ-μ distribution and deduced security performance
of the channels when there are multiple eavesdroppers.

)e κ-μ fading is a general composite distribution, which
can be simplified to Rician, Nakagami-m, and Rayleigh
models by changing the parameters [17] where as the
channel assumes that the components in each cluster are
deterministic. For the limitation of κ-μ distribution, the κ-μ
shadowed distribution was first investigated in [27], which is
the physical extension of the κ-μ fading. )e channel can
simulate that the deterministic components of all clusters
fluctuate stochastically. Also, the accurate expressions of
PDF and CDF of SNR over the κ-μ shadowed distribution
have been obtained, which makes it easier to carry out
mathematical operations and analyses. )e security of κ-μ
shadowed fading was analyzed in [28], and the precise ex-
pressions of SPSC and the lower limit of SOP were inves-
tigated. )e authors in [29] gave the capacity analysis of the
multiple-input multiple-output communication system over

κ-μ shadowed distribution. )e security performance of
downlink NOMA networks over κ-μ shadowed fading was
researched in [30]. Bhatnagar in [31] studied the statistical
properties of correlated squared κ-μ shadowed fading by
deriving theoretical expressions for PDF and moment-
generating function. In [32], the outage probability (OP) of
amplify-and-forward relay communication system over κ-μ
shadowed distribution and the expression of ASC were
studied; moreover, the effect of beamforming and shaping
arguments on system property was analyzed. Sun et al. in
[33] deduced the new expression of SOP for single-input
multi-output system based on the κ-μ shadowed random
variables. In [34], the authors investigated the effective rate
of communication networks under κ-μ shadowed random
variables. )e authors in [35] deduced the theoretical for-
mulas of the channel capacity over κ-μ shadowed fading and
investigated the performance of the spectrum aggregation
system based on composite fading channels.

References [1–8] describe the research on wireless
communication network security by scholars, references
[9–18] mainly list the investigation status of several common
fading channels, references [19–26] aim to present the
cascaded wireless related investigations and applications of
fading channels, and references [19–34] specifically intro-
duce the characteristics and research status of the κ-μ
shadowed random variables. Combining the above analysis,
to the authors’ knowledge, no relevant literature exploring
multi-cascaded κ-μ shadowed distribution has appeared in
the current database. )erefore, we carried out this work.
Furthermore, the outstanding contributions of the paper are
summarized as follows:

(1) )rough the statistical analysis, the accurate ex-
pression of PDF and CDF of SNR over a multi-
cascaded model is deduced mainly by deriving the
unified closed expression of PDF and CDF of the
amplitude of n-level κ-μ shadowed distribution.

(2) Based on the derived expressions of PDF and CDF of
SNR, the theoretical analytic equations of OP and
intercept probability (IP) are derived, and the se-
curity performance of the system is analyzed. Finally,
the theoretical results and Monte Carlo simulations
are used for comparison and verification. Moreover,
the impacts of its parameters on the systems’ per-
formance are discussed.

)e content of the paper is arranged as follows. Section 2
depicts the system model and statistical features. Section 3
derives the universal formulas for PDF and CDF of am-
plitude and SNR under the multi-cascade κ-μ shadowed
distribution. )e theoretical expressions of OP and IP are
presented in Section 4. )e influences of each parameter are
provided in Section 5. )e conclusions of this paper are
given in Section 6.

2. System Model and Channel Characteristics

2.1. SystemModel. In Figure 1, the paper considers Wyner’s
eavesdropping model under multi-cascade κ-μ shadowed
fading. )e model mainly includes an emission source (S), a
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legitimate user (D), and an illegal user (E). We suppose that
confidential information is transmitted through the main
channel (S to D), but the eavesdropper will intercept the
information through the eavesdropping channel (S to E).
)e fading of both the main (S to D) and wiretap (S to E)
channels experiences multi-cascade κ-μ shadowed distri-
bution, where XD,i and XE,i, i ∈ 1, n{ } represent the i-th
cascade channel gain of the main channel and the eaves-
dropping channel, respectively.

)e signal received by the receiving terminals (D or E)
can be expressed as

yw � hwx + nw w ∈ D, E{ }, (1)

where x denotes the transmitting signal and nw represents
the additive white Gaussian noise (AWGN) with an average
value of zero and fixed variance σ2n. In addition, hw repre-
sents multi-cascade κ-μ shadowed distributions between S
and w, which can be expressed as

hw � 􏽙
n

i�1
hw,i, (2)

where hw � 􏽑
n
i�1 hw,i is the product of amplitudes repre-

senting κ-μ shadowed fading with the independent non-
identical distribution.

2.2. Statistical Features. We presume that both the main and
eavesdropper channels are submissive to i.n.i.d. over κ-μ
shadowed random variables, and the PDF of the SNR over
the channel was presented as [27]

fc(c) �
m

m
(1 + κ)

μμμ

Γ(μ)(m + κμ)
m

c

c

c
􏼠 􏼡

μ− 1

e
− c(1+κ)μ/c

× 1F1 m; μ;
μ2κ(1 + κ)c

c(m + κμ)
􏼠 􏼡,

(3)

where κ � d2/2σ2μ, d2 indicates total power of primary in-
gredients, 2σ2μ represents the general power of scattered
waves, κ> 0 represents the ratio of aggregate power of the
primary ingredients to the overall power of the dispersive

waves, and μ> 0 is an attenuation parameter whose value is
correlative to the quantity N of cluster groups in the received
signal. M is the shaping parameter of Nakagami-m distri-
bution. Besides, c � E[·] and E[·] represent the average SNR
and the expectation operator, respectively. Γ(·) is defined in
[36, eq. (8.310.1)] and 1F1(·) is contained in [36, eq. (9.210.1)].

)e PDF of the amplitude for single κ-μ shadowed
random variable was deduced as [37]

fX(x) �
2m

m
(1 + κ)

μμμ

Γ(μ)(m + κμ)
m

x
2μ− 1

Ωμ
e

− x2(1+κ)μ/Ω

× 1F1 m; μ;
μ2κ(1 + κ)x

2

Ω(m + κμ)
􏼠 􏼡,

(4)

where Ω � E[R2] represents the mean power and E[R2] �

2μσ2 + d2 is the average signal power.

3. System Model and Channel Characteristics

)is section mainly deduces the theoretical expressions of
the PDF and CDF for amplitude and SNR over multi-cas-
cade κ-μ shadowed fading.

3.1. Analysis of Channel Amplitude Characteristics. )e
amplitude of κ-μ shadowed fading with cascade degree n is
expressed as

Yn � 􏽙
n

i�1
Xi, (5)

where Yn � 􏽑
n
i�1 Xi is the transformation of (2). Since the

derivation process of the main and the eavesdropping
channels is similar, only the main channel is considered in
the analysis. Also, we denote the product of themagnitude of
the cascade by Xi􏼈 􏼉

n

i�1.
We first consider the condition of the two-level cascade.

Let Y2 � X1X2; these two random variables are considered
the product of the PDF of X1 and X2 of κ-μ shadowed
fading. Employing substitution of random variables, the
PDF of Y2 is represented by the following equation:

Main channel

Wiretap channel

S

D

E

XD, 1 XD, 2 XD, n nD

XE, 1 XE, 2 XE, n nE

Figure 1: )e system model.
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fY2
(y) � 􏽚

∞

−∞

1
|t|

fX1

y

t
􏼒 􏼓fX2

(t)dt. (6)
Substituting (4) into (6),(6) can be rewritten as

fY2
(y) � Φ1y

2μ1− 1
􏽚
∞

0
t
− 2μ1+2μ2− 1

× exp −
(y/t)2 1 + κ1( 􏼁μ1
Ω1

􏼠 􏼡 × exp −
(t)

2 1 + κ2( 􏼁μ2
Ω2

􏼠 􏼡

× 1F1 m1; μ1;
μ21κ1 1 + κ1( 􏼁(y/t)2

Ω1 m1 + κ1μ1( 􏼁
􏼠 􏼡 × 1F1 m2; μ2;

μ22κ2 1 + κ2( 􏼁(t)
2

Ω2 m2 + κ2μ2( 􏼁
􏼠 􏼡dt,

(7)

where Φ1 is given as

Φ1 �
2m

m1
1 1 + κ1( 􏼁

μ1μμ11
Γ μ1( 􏼁 m1 + κ1μ1( 􏼁

m1

1
Ωμ1

×
2m

m2
2 1 + κ2( 􏼁

μ2μμ22
Γ μ2( 􏼁 m2 + κ2μ2( 􏼁

m2

1
Ωμ2

. (8)

After some mathematical operations, (7) can be re-
written as

fY2
(y) � 􏽘

∞

g1�0

􏽘

∞

g2�0

Φ1Φ2
2

y
2μ1+2g1− 1

×
1 + κ2( 􏼁μ2
Ω2

􏼢 􏼣

μ1− μ2+g1− g2

× G
0,2
2,0

Ω1Ω2
1 + κ1( 􏼁μ1 1 + κ2( 􏼁μ2y

2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

1, 1 + μ1 − μ2 + g1 − g2

−

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

(9)

where

Φ2 �
m1( 􏼁g1

μ1( 􏼁g1
g1!

μ21κ1 1 + κ1( 􏼁

Ω1 m1 + κ1μ1( 􏼁
􏼢 􏼣

g1

×
m2( 􏼁g2

μ2( 􏼁g2
g2!

μ22κ2 1 + κ2( 􏼁

Ω2 m2 + κ2μ2( 􏼁
􏼢 􏼣

g2

. (10)

)rough mathematical induction, the PDF of multi-
cascade κ-μ shadowed distribution can be written as

fYn
(y) � 􏽘

∞

g1�0
􏽘

∞

g2�0
· · · 􏽘
∞

gn�0

Φxy
2μ1+2g1− 1

× G
0,n
n,0

􏽑
n
i�1Ωi

y
2

􏽑
n
i�1 1 + κi( 􏼁μi

|
Ψ

−

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

(11)

where ψ � 1, 1 + μ1 − μ2 + g1 − g2, . . . , 1 + μ1 − μn + g1 − gn

and

Φx � 2􏽙
n

i�1

m
mi

i 1 + κi( 􏼁
μiμμi

i

Γ μi( 􏼁 mi + κiμi( 􏼁
mi

1
Ωi

􏼠 􏼡

μ1+g1

× 􏽙
n

i�1
1 + κi( 􏼁μi􏼂 􏼃

μ1− μi+g1− gi

× 􏽙

n

i�1

mi( 􏼁gi

μi( 􏼁gi
gi!

μ2i κi 1 + κi( 􏼁

mi + κiμi( 􏼁
􏼢 􏼣

gi

.

(12)

After some operations, the CDF of amplitude can be
obtained as

FYn
(y) � 􏽘

∞

g1�0
􏽘

∞

g2�0
· · · 􏽘

∞

gn�0

Φx 􏽚
y

0
x
2μ1+2g1− 1

× G
0,n
n,0

􏽑
n
i�1Ωi

x
2

􏽑
n
i�1 1 + κi( 􏼁μi

|
Ψ

−

⎡⎢⎣ ⎤⎥⎦dx. (13)

According to [38], we have

􏽚
y

0
x
α− 1

G
s,t
u,v ωx

􏼌􏼌􏼌􏼌􏼌􏼌

au( 􏼁

bv( 􏼁
􏼢 􏼣dx � y

α
G

s,t+1
u+1,v+1 ωy

􏼌􏼌􏼌􏼌􏼌􏼌

a1, . . . , at, 1 − α, at, . . . , au

b1, . . . , bs, −α, bs+1, . . . , bv

􏼢 􏼣, (14)
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and using (A.5) and (14), formula (13) can be converted to

FYn
(y) � 􏽘

∞

g1�0
􏽘

∞

g2�0
· · · 􏽘
∞

gn�0

Φx

2
y
2 μ1+g1( ) × G

n,1
1,n+1

􏽑
n
i�1 1 + κi( 􏼁μi

􏽑
n
i�1Ωi

y
2

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

1 − μ1 − g1

ζ
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦, (15)

where.
ζ � 0, −μ1 + μ2 − g1 + g2, . . . , −μ1 + μn − g1 + gn, −μ1 − g1.

Proof. See Appendix. □

3.2.CharacteristicsAnalysis of SNR. )is section will give the
PDF and CDF of the SNR. We utilize the variate c to
represent the SNR at the import of the receiving terminal.
)e received average SNR (c) is expressed as

c � E Y
2
n􏽨 􏽩

P

N0
, (16)

where Yn is the product vector of the multi-cascade κ-μ
shadowed fading, N0 is the power spectral density of
AWGN, and P is the transmitted power. Using (5) and (16),
we can obtain

c �
P

N0
􏽙

n

i�0
E X

2
i􏽨 􏽩. (17)

According to [10, eq. (2.3)], the PDF of the SNR at
receiver terminal can be written as

fc(c) �
fYn

���������

􏽑
n
i�0Ωic/c

􏽱

􏼒 􏼓

2
����������
cc/􏽑

n
i�0Ωi

􏽱 . (18)

Substituting (11) into (18),

fc(c) � 􏽘

∞

g1�0
􏽘

∞

g2�0
· · · 􏽘

∞

gn�0

Λx

2
1
c

􏼠 􏼡

μ1+g1

× G
0,n
n,0

c

c 􏽑
n
i�1 1 + κi( 􏼁μi

|

Ψ

−

⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦c
μ1+g1− 1

.

(19)

By using (A.5) and (14), the CDF of SNR can be gained as

Fc(c) � 􏽘
∞

g1�0
􏽘
∞

g2�0
... 􏽘
∞

gn�0

Λx

2
c

c
􏼠 􏼡

μ1+g1

× G
n,1
1,n+1

􏽑
n
i�1 1 + κi( 􏼁μi

c
c

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

1 − μ1 − g1

ζ
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦,

(20)

where

Λx � 2􏽙
n

i�1

m
mi

i 1 + κi( 􏼁
μiμμi

i

Γ μi( 􏼁 mi + κiμi( 􏼁
mi

× 􏽙
n

i�1
1 + κi( 􏼁μi􏼂 􏼃

μ1− μi+g1− gi

× 􏽙
n

i�1

mi( 􏼁gi

μi( 􏼁gi
gi!

μ2i κi 1 + κi( 􏼁

mi + κiμi( 􏼁
􏼢 􏼣

gi

.

(21)

)e meanings of the parameters in formulas (20) and
(21) mentioned above are as follows. mi, μi, and κi are all
parameters of the κ-μ shadowed distribution. mi are the
shaping parameters of Nakagami-m random variables, μi are
non-negative natural numbers, representing the number of
clusters, and κi are non-negative real numbers, expressing
the ratio of overall power of the primary ingredients to
aggregate power of the dispersive waves. In addition, gi

means loop variables, n represents the number of cascade,
and Gm,n

p,q [·] is Meijer’s G function [39].

4. Analysis of OP and IP

In this section, we mainly research the accurate expressions
of OP and IP based on the above channel model and sta-
tistical properties of multi-cascade κ-μ shadowed fading.

4.1. Outage Probability. OP is the probability that the in-
stantaneous SNR of the system output is lower than a fixed
threshold; the threshold is cth; then, the expression of OP is

Pout � Pc c≤ cth( 􏼁 � Fc cth( 􏼁. (22)

Substituting (20) into (22),

Pout � 􏽘
∞

g1�0
􏽘

∞

g2�0
· · · 􏽘
∞

gn�0

Λx

2
cth

c
􏼠 􏼡

μ1+g1

× G
n,1
1,n+1

􏽑
n
i�1 1 + κi( 􏼁μi

c
cth

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

1 − μ1 − g1

ζ
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(23)

4.2. Intercept Probability. IP is expressed as the probability
that the eavesdropping channel capacity is greater than the
target secrecy rate, which is the probability of the system
being eavesdropped. )en, the IP can be presented as

Pint � P CE >RS( 􏼁 � 1 − P CE ≤RS( 􏼁 � 1 − Fc e
RS − 1􏼐 􏼑, (24)

where we suppose that CE represents the channel capacity of
the eavesdropping and RS is the target secrecy rate;
substituting (20) into (24),

Pint � 1 − 􏽘

∞

g1�0
􏽘

∞

g2�0
· · · 􏽘

∞

gn�0

Φx

2
eRS − 1

c
􏼠 􏼡

μ1+g1

× G
n,1
1,n+1

􏽑
n
i�1 1 + κi( 􏼁μi

c
e

RS − 1􏼐 􏼑

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

1 − μ1 − g1

ζ
⎡⎢⎢⎢⎣ ⎤⎥⎥⎥⎦.

(25)
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5. Numerical Analysis

In this section, some comparisons between numerical
simulation results and Monte Carlo trials are provided.
All experimental figures show that the theoretical results
are consistent with the simulation trials. In Figures 2–6,
unless otherwise mentioned, we used the following pa-
rameter settings: m1 � m2 � 1, κ1 � κ2 � 2, μ1 � μ2 � 2,
Cth � 1, and n � 2. It is worth noting that although the
derived formulas contain infinite series, it has been ver-
ified by simulation that the expressions of OP and IP have
converged when the number of simulation cycles reaches
50.

Figure 2 demonstrates the OP and IP versus the average
SNR in different cascade numbers (n � 1, 2, 3). It can be
observed that the influence of the cascade degree n on the
value of IP varies with the change of the average SNR. When
c> 2 dB, as n increases, the IP gradually decreases. Also,
when the SNR is large, increase in n will enhance its security.
)e value of OP becomes bigger with the increase of n, which
may be due to the increase in the number of scatterers
between the transmitter and the receiver, which reduces the
possibility of successful transmission.

Figure 3 presents the impact of OP and IP with average
SNR in different parameters (κ � 1, 2, 3). We clearly see that
the Monte Carlo simulations and theoretical curves coincide
very well. Comparing Figures 3 and 2, it can be concluded
that the trends of their diagrams are similar, and the in-
fluences of cascade degree n and the parameter κ on OP and
IP are analogical. However, the change amplitude of OP and
IP caused by different n values is more significant than that
caused by different κ.

Figure 4 plots the variation of OP and IP with average
SNR in different thresholds (Cth � 1, 2, 3). We can note that
in the entire range of the abscissa, as the SNR rises, the
reliability of the system increases while the security de-
creases. Furthermore, as the value of Cth increases, OP rises
and IP reduces. )erefore, the reliability of the channel will
decrease by increasing the threshold, and the anti-eaves-
dropping capability of the channel will be improved.

Figure 5 depicts the OP and IP versus the average SNR
when m is different. )e figure presents that when c> 2 dB,
OP reduces and IP increases with the increase of m, which
shows that when c> 2 dB, the increase of parameter m will
strengthen the reliability of the multi-cascade network, and
its security will gradually worsen with the increase of m.
When c< 2 dB, the change of m has little impact on the
reliability, and the security improves with the increase of the
value of m.

Figure 6 illustrates the OP and IP versus average SNR in
different parameters (μ � 1, 2, 3). )e figure shows that as
the average SNR increases, OP decreases and IP rises. It
means that increasing the average SNR can improve the
reliability and weaken its security. )rough the analysis of
Figures 6 and 5, we discover that the various tendencies of

the two figures are similar, which shows that the changes of
the parametersm and μ of the system have similar effects on
the communication process of the multi-cascaded κ-μ
shadowed fading channels.

In summary, the parameters of the channel and the
environmental parameters in the model determine the
transmission and security performance. Utilizing
Figures 2–6, we can obtain the settings for enhanced security
performance as smaller cascade degree n, small SNR, large
threshold Cth, and small κ and m and the environmental
settings for improving the transmission performance as
larger SNR, small threshold, small cascade degree, and large
m and μ at low SNR.
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6. Conclusion

)is paper mainly studies the n-level cascade situation of the
κ-μ shadowed fading under Wyner’s eavesdropping model.
In particular, the statistical characteristics including the PDF
and CDF of the amplitude and SNR are investigated. )en,
the evaluation indicators (OP and IP) are obtained. Finally,
we conduct theoretical simulations and Monte Carlo trials,
respectively. According to the simulation results, we analyze
the factors that affect the reliability and security. In addition,
the multi-cascade system studied in this article can provide a

theoretical basis for vehicle-to-vehicle communication and
satellite communication systems.

Appendix

Utilizing the formula [30]

1F1(a; b; x) � 􏽘
∞

n�0

(a)n

(b)nn!
x

n
, (A.1)

we can obtain
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and

1F1 m2; μ2;
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2

Ω2 m2 + κ2μ2( 􏼁
􏼠 􏼡 � 􏽘

∞

g2�0

t
2g2

m2( 􏼁g2

μ2( 􏼁g2
g2!

μ22κ2 1 + κ2( 􏼁

Ω2 m2 + κ2μ2( 􏼁
􏼢 􏼣

g2

. (A.3)

According to [37, 39], we have

exp(−px) � G
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Using (A.4) and (A.5), we get
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Substituting (A.2), (A.3), (A.6), and (A.7) into (7) and
using variable substitution, the following formula can be
obtained:
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)en, use the classical integrals of the two Meijer’s G
functions given in [39]:
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Substitute (A.8) into (A.9) to obtain (9).
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In civil engineering, image recognition technology in artificial intelligence is widely used in structural damage detection.
Traditional crack monitoring based on concrete images uses image processing, which requires high image preprocessing
techniques, and the results of detection are vulnerable to factors, such as lighting and noise. In this study, the full convolutional
neural networks FCN-8s, FCN-16s, and FCN-32s are applied to monitoring of concrete apparent cracks and according to the
image characteristics of concrete cracks and experimental results. -e FCN-8s model was tested with a correct crack monitoring
rate of 0.6721, while the new network model had a correct crack detection rate of 0.7585, a significant improvement in the correct
crack detection rate.

1. Introduction

Concrete is an important infrastructure for the development
of the national economy, the development of concrete to
strengthen the links between various cities, thus promoting
the economic development of all walks of life, and with the
economic development of the country, there will be a large
number of construction of roads. Although road con-
struction has been developing, but cannot just focus on the
constant construction of new roads and not focus on road
maintenance, road maintenance and repair and road con-
struction are equally important [1].

With the construction of a large number of roads and the
increase in road density, the health of roads requires even
more close attention. With the spread of the automobile,
many old roads are experiencing increasing traffic volumes
that have long exceeded the standards for which they were
designed. Because of the road surface in the long-term load
and frequent natural disasters, damage, and the emergence
of cracks, structural strength continues to decline, affecting
the safety of traffic; even if the cracks are left less serious, the
presence of too many will not only affect the comfort of
driving and affect the aesthetics but also the potential safety
risks, so for the location of the road damage, certain

measures should be taken to extend the life of the structure
[2, 3] and to prevent road accidents from occurring [4, 5].
However, with the large number of roads and the changing
condition of the pavement, it is not realistic to perfectly and
strictly control the integrity of each road, and it is important
to take appropriate measures to regularly record the health
of each road and provide recommendations for its repair
based on the actual condition of each road. -erefore, for
pavement works, a proper assessment of the health of the
road is essential for the rehabilitation of the road.

Assessing the health of a road is not an easy task, as the
complexity of the road surface makes it difficult to collect
information on the road surface, but with the development
of technology, today’s camera equipment can now take real-
time pictures of the road surface at certain moving speeds, so
we can both use the massive amount of photos taken by a car
with the ability to take pictures of a section of the road
surface and use them as statistical data in the form of big data
[6]. However, for a large amount of photo data, it is ob-
viously not appropriate to take manual statistics, so machine
learning can be used to train a learner capable of recognizing
cracks through a large number of crack samples to recognize
and count the large amount of photos, while the learner can
also be used for real-time inspection by inspecting vehicles;
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the recognition accuracy of the learner is crucial to be able to
correctly assess the health of the road. -e study of road
crack recognition algorithms is of great significance [7].

2. Related Work

With the development of computer technology, researchers at
home and abroad have come up with their own crack ex-
traction solutions. With the development of pavement
photography technology, CCD cameras are commonly used
to capture images of pavement cracks [8]. With traditional
digital image crack detection algorithms, the captured crack
images can be processed to analyze the location where they
are located in the image. Wang et al. [9] combined feature
extraction of cracks by Sobel’s operator combined with the
iterative threshold segmentation method and morphology
[10]. Yang et al. [11] proposed an improved Sobel operator to
do feature extraction of pavement cracks with remarkable
results. In addition, many researchers have used the Sobel
operator for crack feature extraction [12]. In [13], an im-
proved Canny operator was proposed for feature extraction of
pavement cracks, and it was demonstrated that the improved
Canny operator was more effective in denoising cracks than
the improved one before [14]. In [15], an application was
designed to detect the width of cracks by processing images
with the Canny operator in conjunction with Android de-
velopment [16]. In addition to this, many researchers have
used the Canny operator for crack feature extraction [17].

Crack detection based on SVM is usually performed by
manually tagging the cracked and noncracked images after
image processing with classification labels and training the
trained model for crack recognition by the SVM algorithm.
Wang Yixin segmented the image by an improved DBC
algorithm, extracted cracks by a threshold detection algo-
rithm, and then recognized the cracks by the traditional
SVM algorithm [18]. Wang et al. [19] designed feature
images of different scales to identify noise, cracks, and
background pavement by training a classifier through SVM.
In addition to this, a number of researchers have used SVM
algorithms for crack recognition [20].

Similar to SVM, BP neural network-based crack detection
also requires a model trained on a large number of images to
identify cracks, except that the BP neural network simulates a
computational model defined by the human brain. In [21],
unprocessed native images were used to train a BP neural
network, which did not work well. Garcia et al. [10] proposed
an improved median filter algorithm combined with an area
contrast algorithm for crack feature extraction, classification,
and recognition using a BP neural network. In [11], cracks were
extracted by median filtering and noise reduction through
Sobel’s operator, and finally, a BP neural network was con-
structed to identify these cracks. In addition, many researchers
have used BP neural networks for crack recognition [12].

-e deep learning-based convolutional neural network is
also a type of the neural network, which is able to learn
deeper features in images compared to shallow neural
networks. Kou Xiao used a grey-scale feature algorithm to
extract crack features and used a convolutional neural
network for crack training recognition via the deep learning

framework Caffe [13]. In [14], the image was binarized by
threshold segmentation of the crack image, and then, the
binarized image was flagged with a connected domain, and
the rectangular parameters of the connected domain were
denoised to extract features, which were then trained for
recognition by the convolutional neural network AlexNet
[15]. Due to the rapid development of computer technology
in recent years, convolutional neural networks have been
used in large numbers for image recognition in recent years,
so there are also many researchers using convolutional
neural networks for crack recognition [16].

3. Dataset Creation

One hundred and twenty-five (3120× 4160) images of cracked
concrete were taken as the original dataset, of which 35 images
were taken as the test set and the remaining 90 imageswere used
for training and validation of the convolutional neural network.
-e network used in this study has a fixed size requirement for
input images, so the samples need to be sliced and deflated, and
this process is carried out through a MATLAB program.

Before the network is trained, all training samples need to
be labelled, i.e., the class of each training sample needs to be
determined. Onemethod of labelling is to first slice the original
image collection into smaller samples and then label each
sample.-is method has many drawbacks, such as the number
of samples needed for network training is huge, and manually
classifying the samples one by one is undoubtedly a tedious and
time-consuming task; for some images with obscure image
features, different people may have different classification re-
sults for the same sample, and themanual classificationmethod
is highly subjective. As crack images are cut into small samples,
people lose other reference information in the original images
for sample labelling, and it causes people to classify the samples
inaccurately. -erefore, this study applies a semiautomatic
labelling method [17] to circumvent these drawbacks.

Cracked samples can be broadly classified into three cat-
egories according to the learning difficulty of the network: the
first category of cracks are in the central region of the sample,
such samples have obvious features and are easy for the net-
work to learn, as shown in Figure 1(a); the second category of
cracks are at the edges of the sample, but have sufficient length
to make it easier for the network to learn their features, as
shown in Figure 1(b); the third category is when cracks exist at
the edges of the sample and have a short length, it is difficult for
the network to learn and detect such samples, as shown in
Figure 1(b). -ese samples are referred to as fuzzy samples, as
shown in Figures 1(c) and 1(d). In traditional crack detection
methods, fuzzy samples are often discarded from training
samples because they are prone to misclassification. In this
study, two classification criteria are used to compare the effect
of sample discard on crack detection.

4. Full Convolutional Neural Network
Crack Detection

4.1. Improved FCN-8s CrackDetectionModel Based on Cavity
Convolution. FCN-8s performed best in crack detection, but
its crack accuracy (CA) was only 67.21%, leaving much room
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for improvement. 53.05%, 46.86%, and 67.21% were
achieved by FCN-32s, FCN-16s, and FCN-8s, respectively,
with FCN-16s being the worst performer. FCN-16s added
more front-end feature map information to the network
than FCN-32s, i.e., the inclusion of the feature map extracted
by convolution module 4 (conv4) did not contribute to crack
detection. -is is due to the fact that the front-end con-
volution of the network has a smaller field of perception and
some of the features extracted from the concrete surface are
partially similar to the feature information of the cracks.-is
part of information can interfere with the network learning
crack features, so the perception of convolution module 4
should be expanded appropriately. In this way, the con-
volutional module 4 can extract a larger range of infor-
mation, allowing the network to better learn the difference
between the crack and its similar parts.

-e cost function of the warp network is

J(w, b) �
1
m

􏽘

m

i�1
J w, b; x

(i)
, y

(i)
􏼐 􏼑,

J w, b; x
(i)

, y
(i)

􏼐 􏼑 �
1
2

y
(i)

− hw,b x
(i)

􏼐 􏼑􏼐 􏼑
2
.

(1)

-e overall cost of the network is the average cost of all
training samples.

We are trying to find the best w, b that minimizes the
value of J(w, b) and the cost function, so J is a function on
w, b, where w, b is also not a scalar, but a set of many wij, bij

s. -e expression for w, b is not explicitly seen in the cost
function because it is replaced by the concise hw,b(x(i)).
-erefore, it is important to emphasize that only w, b is a
variable in the expanded expression of J (assuming it can be
expanded), and the rest is known. -erefore, according to
the idea of gradient descent, for each w

(l)
ij , b

(l)
ij , we simply

update in the direction of the negative gradient, i.e.,

w
(l)
ij ≔ w

(l)
ij − a

zJ

zw
(l)
ij

,

b
(l)
ij ≔ b

(l)
ij − α

zJ

zb
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.

(2)

-e vectorized expression is

w
(l) ≔ w

(l)
− α

zJ

zw
(l)

,

b
(l) ≔ b

(l)
− α

zJ

zb
(l)

,

(3)

where α is the learning rate.
-erefore, as long as the partial derivative of w, b can

be obtained, it can be updated iteratively, so as to
complete the whole algorithm. It seems simple, but it is
difficult. Because J(w, b) is difficult to write an explicit
expression, it is difficult to find the partial derivative for
each wij, bij. -e main reason is that the network is
layered, and then, w, b is layered, which leads to the
difficulty of finding the partial derivative and back
propagation.

Since w, b is hierarchical, it is natural to find the partial
derivatives of w, b in a hierarchical way. -en, it is natural to
find a recursive structure to express the bias. Observing the
structure z(l+1) � w(l+1)a(l) + b(l+1) in forward conduction, it
is natural to find the bias of w(l+1), b(l+1), by simply asking for
the bias of z(l+1) (matrices and vectors are derived in a scalar-
like form, a(l) considered as constants).

Considering the case of a single sample, when is the
output layer (l� 3), we have

δ(3)
�

zJ

zz
(3)

�
z

zz
(3)

1
2
(y − h(x))

2

�
z

zz
(3)

1
2

y − a
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2

�
z

zz
(3)

1
2

y − f z
(3)

􏼐 􏼑􏼐 􏼑
2

� (y − h(x))of′ z
(3)

􏼐 􏼑.

(4)

When l is a nonoutput layer (hidden layer) (l� 2), we
have

(a) (b) (c) (d)

Figure 1: Sample cracks. (a) Short cracks at edges. (b) Central cracks. (c) Short cracks at corners. (d) Long cracks at edges.
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(6)

4.2. Null Convolution. -e first is to increase the number of
convolutions, e.g., 2 layers of 3× 3 convolutions can be
combined to obtain a 5× 5 field of perception, and the
second is to use pooling layers, where pooling operation
reduces the feature map to make the field of perception of
subsequent convolutions relatively larger. -e first method
increases network parameters less than using 5× 5 convo-
lution directly, but the number of convolutions per layer in
convolution module 4 is 512, and each additional layer of
3× 3 convolution increases the number of parameters by
3× 3× 512, which is still a significant increase. -e second
method does not increase the number of parameters, but
loses some of the image information. -ese cracks them-
selves have a low number of pixels, and this loss of infor-
mation may have a detrimental effect on the detection of
cracks.

Dilated convolution [18] is a data sampling method that
can increase the convolution field while avoiding the
problems mentioned above. Figures 2(a) and 2(b) show the
size of the convolution field for a convolution kernel size of
3× 3 and an expansion factor of 1, 2, and 3, respectively. -e
field size of null convolution can be calculated from equation
(7), where k is the conventional convolution field edge
length, r is the expansion factor, and k′ is the corresponding
null convolution field edge length. Null convolution can
make the receptive field grow rapidly with the same number
of convolution parameters involved in the calculation, e.g.,
when three-layer convolution in Figure 2 is coupled, a re-
ceptive field of size 13×13 can be obtained, whereas a
normal three-layer 3× 3 convolution can only obtain a re-
ceptive field of size 7× 7.

k′ � (k − 1)(r − 1) + k. (7)

-e use of null convolution requires the following rules.
(1) -e maximum convention of the expansion coefficients
of superimposed null convolution cannot be greater than 1.
(2) -e expansion coefficients of null convolution need to
be designed in a sawtooth shape. (3) -e expansion co-
efficients the null convolution need to satisfy equation (8),
where Mi is the maximum expansion coefficient of the ith
layer and ri is the expansion coefficient of the ith layer.
When the edge length of the convolution kernel is k, we
need to let Mi ≤ k.

Mi � Max Mi+1 − 2ri, Mi+1 − 2 Mi+1 − ri( 􏼁, ri􏼂 􏼃. (8)

-e jagged expansion coefficients help the network to
detect information about objects of different sizes in the
image, and the other two rules ensure that null convo-
lution utilizes the full pixel value of the image. Figures 3
and 4 show the utilization of this part of the input layer
feature map eigenvalues when 3 × 3 convolution with
expansion coefficients of [2 2 2] and [1 2 9] is coupled,
respectively. -e utilization of the eigenvalues in the layer
2 convolution output, the layer 1 convolution output, and
the layer 1 convolution input eigenmap by layer 3 con-
volution is shown in Figures 3 and 4 in (a), (b), and (c),
respectively. -ese two combinations of null convolution
do not conform to rules 1 and 2, respectively, and their
convolution operations on the input feature map are
discontinuous and do not utilize all the eigenvalues of the
input feature map.

4.3. New Network Architecture. From the previous section,
it is clear that FCN-8s have the best detection of cracks
among the three full convolutional networks, and the
extracted feature map of convolutional module 4 is not
helpful for crack detection. -erefore, the new network
will be based on FCN-8s with modifications to con-
volutional module 4. Null convolution is used to replace
normal convolution in the original convolution module 4,
so that the convolution can extract a larger range of in-
formation and avoid the network being too sensitive to the
detailed information of the image and confusing the
cracks with the parts of the concrete background that are
similar to it [22].

-e size of the feature map output from convolution
module 4 is reduced due to the use of null convolution
instead of normal convolution in the original convolution
module 4. To prevent the feature map size from being too
small at the back end of the network, the padding pa-
rameter of first convolution in convolution module 1
(conv1) changed from 100 to 150. -e detailed param-
eters of new convolution module 4 are given in Table 1,
where the initial input image size is 256 × 256 pixels when
training the network and the feature map size is 69 × 69
when input to convolution module 4, with a depth of 512.
In the following, the improved FCN-8s crack detection
model based on null convolution is referred to as the new
network.
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Figure 2: Schematic diagram of the convolution field of a cavity. (a) Normal convolution. (b) Convolution with an expansion factor of 2.
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Figure 3: Convolutional combination of voids with expansion factor [2 2 2]. (a) Layer 2 convolution output feature map. (b) Layer 1
convolution output feature map. (c) Input feature map.
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Figure 4: Continued.
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5. Crack Identification Experiments

5.1.ExperimentalResultsandAnalysis. -enew network was
tested using the same test set and the results were compared
with those of FCN-8s, as given in Table 2.

As given in Table 2, the new network has a reduced
correct rate compared to the FCN-8s background, while the
correct rate for cracks has increased by 8.64%, which shows
that the improvement to convolution module 4 is effective.
By expanding the field of perception of the convolution in
convolution module 4, the network is able to extract more
complete information about these cracks and better dis-
tinguish between cracks and their similarities. Figure 5
shows a picture of cracks detected by FCN-8s and the
new network, and Figure 5 shows a zoomed-in view of boxed
section in Figure 6.

-e reduction in correctness of the new network com-
pared to the FCN-8s background, as given in Table 2, is due
to the convolution of a larger field of perception, which can
cause some loss of detailed information. When the image
background is more complex, the impact caused by this part
of information will likely become apparent. As shown in
Figure 7, the folded parts present in their images are detected
as cracks on a large scale.

It was also found that the new network performed better
than FCN-8s for interference on rough concrete surfaces, as
shown in Figure 8. FCN-8s detected more uneven parts of
rough concrete surfaces as cracks. -is is due to the fact that
the unevenness of the concrete surface is more uniform, and
some of the image detail information lost due to the larger
receptive field do not affect the network’s learning, while the

larger convolutional receptive field allows the network to
better learn the difference between rough concrete surfaces
and cracks.

In summary, the new network built by expanding the
convolution field in convolution module 4 by means of
cavity convolution can effectively improve the detection
accuracy of cracks and has a good effect on rough concrete
surfaces, but is not suitable for the detection of complex
parts such as folds and smears in the background. Cracks are
a concern to us and we want to improve the detection of
cracks as much as possible, so the new network meets our
needs to a certain extent.

5.2. Test Results. -e test results of FCN-8s and the new
network are given in Table 3. As the new dataset is from a
different region than the training set of the network, the
correct crack rate in the test results of both FCN-8s and the
new network has decreased compared to the previous one.
As this test set was not adjusted for difficulty and concrete
surfaces in most of the images were more uniform and flat,
the new network’s detection of the background improved
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Figure 4: Convolutional combination of voids with expansion factor [1 2 9]. (a) Layer 2 convolution output feature map. (b) Layer 1
convolution output feature map. (c) Input feature map.

Table 1: Parameters of convolutional module 4 in the new network.

Layer Operator Rate Stride Padding Output size
Input — — — — 69× 69× 512

Conv4_1 [3, 3, 256, 512] conv 1 1 1 69× 69× 512
ReLU — — — 69× 69× 512

Conv4_2 [3, 3, 512, 512] conv 3 1 1 65× 65× 512
ReLU — — — 65× 65× 512

Conv4_3 [3, 3, 512, 512] conv 5 1 1 57× 57× 512
ReLU — — — 57× 57× 512

Pool4 [2] max pool — 2 0 28× 28× 512

Table 2: Results of various types of detection for FCN-8s and the
new network model.

Type FCN-8s New network
Pixel accuracy 0.9815 0.9716
Mean accuracy 0.8247 0.8654
Crack accuracy 0.6721 0.7587
Background accuracy 0.9258 0.9174

6 Journal of Advanced Transportation



RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

RE
TR
AC
TE
D

Figure 6: Crack detection results of FCN-8s and the new network.

Figure 7: FCN-8s and new network concrete crease detection results.

Figure 8: FCN-8s and new network coagulation rough surface inspection results.

Figure 5: Partial enlargement of FCN-8s and new network fracture detection results.
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significantly from the previous results, and the difference
between the new network and FCN-8s in the correct
background rate was reduced from 1.02% to 0.33%. On the
new dataset, the new network improved the crack cor-
rectness metric by 13.09% compared to FCN-8s, and the
difference between the two was greater than the test results
on the original dataset. -is means that the new network
performs better on normal cracked images (those with a

more homogeneous concrete surface). -e test images in the
new dataset are shown in Figure 9, where the new network is
more effective in detecting cracks in normal concrete with a
flat surface.

-e results of the three types of convolutional neural
networks are shown in Figure 10. -e relationship between
the mean square error and the number of iterations for the
first group of experiments is shown in Figure 11.

Figure 9: FCN-8s and new network detection results.
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Figure 10: Classification accuracy of different models.

Table 3: Results of various types of detection for FCN-8s and the new network model.

Type FCN-8s New network
Pixel accuracy 0.9875 0.9816
Mean accuracy 0.7247 0.8154
Crack accuracy 0.5721 0.6587
Background accuracy 0.98258 0.9874
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6. Conclusion

Traditional concrete image-based crack detection uses image
processing, which requires high image preprocessing tech-
niques, and the results are susceptible to factors, such as
illumination and noise. In this paper, full convolutional
neural networks FCN-8s, FCN-16s, and FCN-32s are ap-
plied to the detection of apparent cracks in concrete. -e
correct crack detection rate of the FCN-8s model was 0.6721
when tested, while the new network model had a correct
crack detection rate of 0.7585, a significant improvement in
the correct crack detection rate.
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In view of the unsatisfactory effect and major limitations of the style transfer of art works, this paper takes Chinese ink painting for
the research subject. (e obvious texture characteristics of Chinese ink painting are selected as the input of the Cycle Generative
Adversarial Network (CycleGAN) model builder, and the relativistic evaluator is employed to improve the model loss function
and the adversarial loss function. An improved art style transfer method of the CycleGAN model is proposed. (e experiment
shows that the improved CycleGAN model is efficient and feasible for style transfer. Compared with the traditional CycleGAN
model, the proposed model performs better in GAN train and GAN test, with a higher average pass rate, which is an increase of
nearly 10%. At the same time, with the increase of the number of iterations, the training time of the improvedmodel is close to that
of the original model, but the image of the improved model training is larger, which shows that it has more advantages.

1. Introduction

Art works are products of human culture, embodying the
spirit of humanism and reflecting the cultural characteristics
of the times. Research on the style transfer of art works is
conducive to spreading art more widely. However, the
current studies of art style mainly focus on image analogy,
image preprocessing, and feature extraction. For instance,
Hahn et al. extracted image features from multiple art works
with the same style by preprocessing images and image
analogy, and carried out art style transformation, thus re-
alized the style transfer learning of art works [1, 2]. Wang
et al., for the purpose of objectively calculating the artistic
style of Xin An Art School, tried to put forward digital
features such as redundancy, order degree, and intricacy to
represent the art style of painting algorithm based on
Shannon entropy in information theory. To some extent, it
reflects the artistic styles of Xin’an School of Painting in
different times and the diversity of different artists. Over the
years, the progression and application of deep learning have
brought new opportunities for the study of art works style
[3, 4]. Yang, and Ghani and Md Azahar put forward an
image art classification method on the basis of the VGGNET
model for the classification of various painting artistic styles
in contemporary society. Convolutional neural network

(CNN) was employed to complete the classification of
various painting art styles, which lays a foundation for the
transfer learning of art works [5, 6]. Chen et al. applied deep
learning in different artistic contexts, discussing to which
extent the space induced by deep learning CNN can capture
the progress of works in music and visual art. Based on the
main path algorithm, the evolution analysis of the vector
space induced by CNN was carried out, and the reasonable
connection between visual art works and songs of different
styles was found, which provides interesting insights for
extracting evolutionary information in any high-dimen-
sional spaces [7, 8]. Kang et al. proposed a texture migration
method for video stream, which can stylize the perception-
enhanced video [9]. Ruder et al. proposed a style transfer
method of deep learning, which can stylize videos of any
length [10]. Zhu et al. proposed the saliency algorithm to
guide style transfer, showing good performance [11]. Cui
et al. proposed visual smooth bilateral convolution block (B-
block) and feature fusion strategy (f-block) to improve the
image quality in style conversion [12]. According to the
above research, it can be found that the neural network has
certain advantages in the style classification and transfer
learning of art works. (e style transfer image can be ob-
tained by reorganizing the features of rented images through
the network and then using the decoder to generate synthetic
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images. However, the transfer effect of the model based on
the above neural network has to be improved. For solving
this problem, this paper takes Chinese ink painting as the
research object. Based on the CycleGAN, which is currently
ideal style transfer model, the obvious texture features of
Chinese ink painting are used as the input of CycleGAN
model generator. (e loss function and adversarial loss
function are improved by relativistic discriminator, and an
improved CycleGAN art style transfer model is proposed.

2. Basic Methods

2.1. Introduction to CycleGAN Style Transfer Model.
CycleGAN style transfer model is an unsupervised style
transfer method for transforming in different image fields
without requiring specific image pairs. It is often used in
language translation and image conversion tasks in daily life
[13]. When the CycleGAN model is applied to the image
conversion task, its specific operations are as follows.

Given images X and Y of two different domains, con-
struct generators G and F, respectively:

G: X⟶ Y,

F: Y⟶ X.
(1)

In other words, the real image IA in source domain A is
transformed into the false image IB in target domain B
through generator G. (en, IB is reconstructed through
generator F to obtain reconstructed image IRA so that the
original image information can be saved. Finally, IB and its
real image IB are put into the discriminator D to judge the
authenticity, and the complete one-way GAN network is
obtained. Combining the two one-way GAN networks, a
consistent loss supervision training network can be ob-
tained. (e related formulas of the whole process are as
follows [14]:

LGAN G, DY, X, Y( 􏼁 � Ey∼pdata(y) log DY(y)􏼂 􏼃 + Ex∼pdata(x) log 1 − DY(G(x))( 􏼁􏼂 􏼃,

Lcyc(G, F) � EX∼pdata(x) ‖F(G(x)) − x‖1􏼂 􏼃 + Ey∼pdata(y) ‖G(F(y)) − y‖1􏼂 􏼃.
(2)

In the formula, LGAN is the confrontation loss, while Lcyc
represents the cyclic consistency loss and ‖ · ‖1 represents the
L1 loss.

Two GANs each contain a discriminator and share two
generators, so their loss function can be represented as [15]:

LGAN G, F, Dx, DY( 􏼁 � LGAN G, DY, X, Y( 􏼁 + LGAN F, DX, X, Y( 􏼁 + λ1Lcyc(G, F) + λ2Lidt(G, F). (3)

In the formula, Lidt stands for the identity mapping loss;
λ1 and λ2 stand for the weighting coefficients.

Figure 1 shows the framework of the CycleGAN model.

2.2. Improvement of CycleGAN Style Transfer Model

2.2.1. Improvement of Discriminator. (is paper argues that
the missing key characteristics of the CycleGAN model are
the increased probability of fake data becoming real (D(xf))
and the decreased probability of real data becoming real
(D(xr)). In the standard CycleGAN model, the identifier
can be defined as follows, according to the non-
transformation layer C(x) [16]:

D(x) � Sigmoid(C(x)). (4)

Relativistic discriminator is adopted to improve model
discriminator and generator loss function, that is, to sample
A from real/false data, then formula (4) can be rewritten to
[17]:

D(x) � sigmoid(C(xf)). (5)

(e probability that the given true data are more real
than the fake data which are randomly sampled can be

estimated by the above method. (erefore, the loss function
of the CycleGAN model evaluator and generator are re-
written as formulas (6) to (16).

LD � Exr∼p[1og(sigmoid(C(xr)))]

− Exf∼Q[1og(1 − sigmoid(C(xf)))],
(6)

LG � −Exr∼Q[1og(sigmoid(C(xf)))], (7)

L
RGAN
D � −E(xr,xf)∼(P,Q)[1og(sigmoid(C(xr) − C(xf)))],

(8)

L
RGAN
G � −E(xr,xf)∼(P,Q)[1og(sigmoid(C(xf) − C(xr)))].

(9)

In the formulas, xr and P represent real data and their
data sets, respectively; xf and Q, respectively, represent
generated data and its set. C(x) is the output of the dis-
criminator without transformation layer.

In addition, to make the identifiers of the relativistic
discriminator play a role in the initial definition, this paper
proposes an average relativistic discriminator, as shown in
formulas (10) and (11) [18]:
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L
RaGAN
D � −Exr∼P[1og(D(xr))] − Exf∼Q[1og(1 − D(xf))],

(10)

L
RaGAN
G � −Exf∼Q[1og(D(xf))] − Exr∼p[1og(1 − D(xr))],

(11)

D(xr)sigmoid C(xr) − Exf∼QC(xf)􏼐 􏼑, (12)

D(xf) � sigmoid(C(xf)). (13)

2.2.2. Improvement of Generator. Generator is a significant
part of the CycleGAN model, which is related to the final
transfer result of the model.(e CycleGANmodel generator
loss function includes saturated loss function and unsatu-
rated loss function. In practical applications, the saturated
loss function is very unstable, which causes the failure of the
CycleGAN model to reach the optimal state, and the
problem of gradient disappearance is prone to occur when
the learning rate is high [19]. (erefore, to solve this

problem, this paper improves the model from two aspects:
generator and generating adversarial loss function.

(1) Generator Improvement. (e CycleGANmodel generator
is usually composed of residual networks, and its basic
model structure is shown in Figure 2 [20], including two
downsampled convolution layers with 2 steps, two
upsampled convolution layers with 1/2 step, and nine re-
sidual modules. It achieves the transfer of image style by
downsampling the image, changing the image characteristics
through the network conversion, and finally restoring the
image through upsampling. (e texture features reflecting
ink painting features are added as additional conditions to
the generator under the original input conditions, so that the
CycleGAN model generator is improved. (e improved
model structure is shown in Figure 3 [21].

(2) Improvement of Generating Adversarial Loss Function. L2
is employed as the adversarial loss, and the average rela-
tivistic discriminator loss is used [22]. (e loss of modified
discriminator and the adversarial loss are shown as follows:

LD � E(x∼pdata(x) (D(X) − Ey∼pdata(y)[D(G(Y))] − 12􏽨 􏽩 + Ey∼pdata(y) (D(G(Y) − Ex∼pdata(x)[D(X)] + 12􏽨 􏽩

LGAN G, DY, X, Y( 􏼁 � Ey∼pdata(y) DY(G(Y)) − Ex∼pdata(x) DY(X)􏼂 􏼃 − 1􏼐 􏼑
2

􏼔 􏼕 + Ex∼pdata(x) DY X( ) − Ey∼pdata y( ) DY(G(X))􏼂 􏼃 + 1􏼒 􏼓
2

􏼢 􏼣.

(14)

X Y

DX DY
G

F

Figure 1: Schematic diagram of the CycleGAN model structure.

Real Image
indomain A GAB

Fake Image
in domain B GBA

Reconstructed
Image

DB

Real Image
in domain B

real or fake

Lcyc

Figure 2: CycleGAN model structure.
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In the formula, Lcyc and Lidt keep unchanged, then the
model’s total loss is

LGAN G, F, DX,DY􏼐 􏼑 � LGAN G, DY, X, Y( 􏼁LGAN F, DX, X, Y( 􏼁

+ λ1Lcyc(G, F) + λ2Lidt(G, F).

(15)

3. The Style Transfer Method of Art Works
based on the Improved CycleGAN Model

3.1. Feature Extraction. Feature extraction has a great in-
fluence on the construction of style transfer of art works
based on the improved CycleGAN model. (erefore, before
the style transfer of art works, this paper extracted the art
features that can reflect the style of art works at first. Feature
extraction includes line feature extraction and texture fea-
ture extraction [18]. Among them, line feature extraction is
the main manifestation of emotional features in traditional
Chinese paintings, and the fluidity of lines is usually
expressed by curvature, as in formula (16) [23]:

Fline �
1 + f

2
x􏼐 􏼑fyy + 1 + f

2
y􏼐 􏼑fxx − 2fxfyfxy

1 + f
2
x + f

2
y􏼐 􏼑

3/2 . (16)

In the formula, x and y represent the coordinates of a
certain pixel in the image, respectively, and f(x, y) repre-
sents the pixel’s grey level. fx, fy, fxy, fxx , and fyy, re-
spectively, represent the first-order, second-order, and
mixed partial derivatives of f(x, y), and Fline represents the
Gaussian curvature of the pixel.

In this paper, the LBP method is adopted to extract
texture features, as shown in formula (17) [24]:

LBP xc, yc( 􏼁 � 􏽘

p−1

p−0
2p

s ip − ic􏼐 􏼑. (17)

In the formula, (xc, yc) indicates the central element of
the 3∗ 3 area, and its pixel value ip, ic indicates other pixel
values in the area. S(x) indicates a symbolic function, and its
basic definition is shown as follows [25]:

S(x) �
1, if x≥ 0,

0, else.
􏼨 (18)

By referring to relevant literature and the characteristics
of Chinese ink painting, texture features that can best reflect
ink painting are selected as the main features and extracted
in this paper.

3.2. Ink Painting Transfer Process based on Improved
CycleGAN. Based on the improved CycleGAN model, this
paper takes ink painting as the research object and designs
the style transfer process of art works as Figure 4. (e
specific steps are as follows:

(e specific steps are as follows:

(1) Image data collection and sorting: all the image data
are unified in specification and size and divided them
into training and test data set in a certain proportion;

(2) Feature extraction: the LBP method is used to extract
texture features from images and input them into the
CycleGAN model generator as additional
conditions;

(3) Model training: the initial learning rate, batch size,
epoch, and other parameters of the CycleGANmodel
are initialized, and the model is trained.(emodel is
saved as it met the termination conditions;

(4) Input the test data set into the saved CycleGAN
model and output the image transfer results.

4. Simulation Experiment

4.1. Experimental Environment Construction. (is experi-
ment is simulated on a 64-bit Windows 10 with Intel Core
i7-7800K CPU, and the GPU is NVIDI GeForceRTX2070.
(e memory is 16G, the open-source depth framework is
pytorch, and the programming language is python.

4.2. Data Sources and Preprocessing. In this paper, 300
natural landscape pictures and 360 Chinese ink paintings are
taken from the Internet by crawler technology as experi-
mental data sets, and the part of the data is shown in
Figure 5. Considering the small number of data sets, to
expand the data set, data enhancement technology is
adopted to enlarge the natural landscape pictures and
Chinese ink paintings to twice the original size in this paper.
In addition, due to the different sizes of each image, all

Real Image A GAB
Fake Image 

B GBA
Reconstructed 

A

DB

Real Image B

real or fake

Lcyc

Texture B Texture B

Figure 3: Improved CycleGAN model structure.
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images are unified to 256∗ 256 pixels before training to meet
the model input requirements [26].

4.3. Evaluation Indicators. At present, there is no unified
evaluation indicator for the study of art works style transfer,
which makes it difficult to objectively evaluate the transfer
results. (rough consulting relevant references, this paper
finds that manual evaluation test and GAN train/test can
basically evaluate the art works style transfer [23, 27–29].
(erefore, the above two indicators are selected as the
evaluation criteria for the transfer effect of the proposed
method. Among them, manual evaluation test reflects
subjective evaluation results, while the GAN train/test re-
flects objective evaluation of image transfer effect to a certain
extent by classifying images and evaluating the quality of
generated images according to classification accuracy. (e
GAN train/test includes two indicators, GAN train and
GAN test. When the GAN train is closer to the classification
accuracy GAN base, it indicates that the diversity of gen-
erated samples is closer to the real sample, that is, the better
the GAN model is; when the GAN test is close to GAN base,
it indicates that the higher the quality of the image generated
by the GAN model.

4.4. Parameter Setting. (e model proposed in this exper-
iment uses Adam as the optimizer. (e original learning rate

is 2e− 3, the batch size is 2, and the epoch is 200.(e number
of iterations of each epoch is consistent with that of the
larger total pictures in the training data set. (e training
parameters of the compared model CycleGAN are config-
ured with default parameters, and the epoch is also 200.

4.5. Experimental Results

4.5.1. Feature Extraction Results. (e LBP method is
adopted to extract texture features of works as shown in
Figure 6. It shows that the proposed method can well extract
texture features of ink painting works, laying a foundation
for subsequent style transfer of ink painting works.

4.5.2. Qualitative Experimental Results. (e verification of
the proposed method for its effectiveness was conducted.
(e proposed model and CycleGAN model were used to
transfer experimental data under the same parameter set-
tings, and the transfer results of the two models were
compared.(e overall and partial comparisons are shown in
Figures 7 and 8. In the figures, the first column is the initial
image, and the second and third are, respectively, the
transferred images of the compared model and the model in
this paper. It can be seen from the figures that compared
with the transferred images of the unimproved CycleGAN
model, transferred images of the model proposed in this
paper are more suitable for the characteristics of Chinese ink
painting. (e CycleGANmodel only reduced the contrast of
the original input image to transfer images, making the

Image data

Training data Test data

Feature extraction

Picture textures

CycleGAN Model 
Builder

Model data

output

Figure 4: Art Work Style transfer process based on the improved
CycleGAN model.
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Figure 5: Example of experimental data set.

Figure 6: Extraction results of texture features.
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overall image style looks closer to the input images. (e
transferred images generated by the model proposed in this
paper are closer to the average of all style and Chinese ink
painting style by the average relativistic discriminator.
(erefore, the improvements of CycleGAN model in this
paper are effective, and the improved model can generate
images with Chinese ink painting style.

Since both the proposed model and the CycleGAN
model need to realize self-reconstruction, Figure 9 is the
reconstruction result of the experimental data set on the
proposedmodel. In the figure, the first column is the original
input image, including a picture of natural landscape and ink
painting style; the second column is the transferred image
corresponding to the first column; the reconstructed image
of the second column is shown in the third column. As the
figure shows, the generated transfer image retains the
original image content, while the landscape painting style is
changed to ink painting style with Chinese characteristics,

and the ink painting image is changed to a more realistic
landscape image. (e reconstructed image can be recon-
structed well through two generators that are opposite to
each other. (erefore, the model proposed in this paper can
realize image style transfer, which proves the effectiveness
and feasibility of it.

4.5.3. Quantitative Analysis Results. To quantitatively ana-
lyze the validity of the proposed model, the GAN train/test
indicators are used to evaluate the model. Considering that
the data set for training is small, the classifier in this paper
adopts the ResNet-50 model, and the outcomes of the
proposed model and the unimproved CycleGAN model are
obtained. (e results are shown in Table 1. As the table
shows, in comparison with the CycleGAN model, the GAN
base of the proposed model is 94.3%, and it performs better
in the GAN train and GAN test indicators. It indicates that
the model proposed in this article has a certain effectiveness
in the style transfer of art works.

As the style of art works is an abstract concept and its
style transfer has a certain degree of subjectivity, this paper
sets manual evaluation test indicators to further analyze the
experimental results. Firstly, image sets A and B are gen-
erated by inputting 100 natural landscape images to the
model proposed in this paper and the CycleGANmodel, and
the images in the A and B sets are disarranged. (en, 10 art
students were selected to judge each image to see whether it
looked like a Chinese ink painting or not. Secondly, the
images that resemble ink paintings are counted, and their
proportions are calculated as the pass rate. Finally, the av-
erage pass rate is taken as the final evaluation result, as
shown in Table 2. From the table, compared with the
CycleGAN model, the average pass rate of the proposed
model is higher, with an increase of nearly 10%. (is shows
that the proposed model is effective in improving the
CycleGAN model and can obtain images that are more
suitable for Chinese ink painting style.

In order to verify the running time and space con-
sumption of the proposed model, the running time and
graphics card usage of model training with 1 epoch and 50
epochs were recorded, respectively. Also, compared them
with that of the CycleGAN model under the same condi-
tions, the results can be seen in Table 3. (e table shows that

Figure 7: Comparison of transferred images of different models on
the whole.

Figure 8: Comparison of transferred images of different models in
part.

Figure 9: Image style transfer and reconstruction results.
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in contrast with the CycleGAN model, the model proposed
in this paper has no significant change in running time,
which can be basically ignored. In terms of graphics card
usage, the model proposed in this article has an increase of
around 6.4% compared to the CycleGANmodel. (e reason
is that additional information has been added to the gen-
erator. In general, it is feasible and valuable to improve
model performance with less computing resources. (ere-
fore, the method proposed in this paper has certain effec-
tiveness and practical application value.

5. Conclusion

To sum up, the style transfer model of art works based on
deep learning proposed in this paper utilizes the obvious
texture features of Chinese ink paintings as the input of
CycleGAN model generator, and utilizes relativistic dis-
criminator to improve the loss function and adversarial loss
function of CycleGAN model discriminator, improving the
CycleGAN model generator. On the basis of the improved
CycleGAN model, this paper studies the transfer of ink
painting style. Compared with the unimproved CycleGAN
model, the model proposed in this paper can generate
images with more Chinese ink painting flavor. (e accuracy
of GAN base in the verification set Sv is 94.3%, and the
performance of GAN train and GAN test is better, with the
average pass rate increased by nearly 10%.(e innovation of
this study is to realize the transfer of artistic style by using the
deep learning algorithm so as to provide an information-
based way for the transformation of different styles in art.
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(is paper establishes a prediction model of traffic flow, where three cycle dependent components are used to model three
characteristics of traffic data, respectively. CNN is used to extract spatial features, and the combination of LSTM and attention
mechanism is used to dynamically capture the influence of historical period on target period. Finally, the results are obtained by
weighted integration of each component. Its prediction result is more accurate, which can provide reference for governance of
urban transportation industry under the background of big data.

1. Introduction

Road congestion has always been the key problem of traffic
industry structure governance [1, 2]. Under smart traffic,
predicting road conditions can effectively alleviate the urban
traffic pressure and promote the transportation industry to
upgrade the construction of an intelligent transportation
system, which needs the support of a large amount of data
[3, 4]. Only in this way can we ensure the stable operation of
intelligent transportation system and bring better traffic
experience to users. In the early years, urban traffic relied on
manual management, which could only implement manual
traffic control according to past data [5]. However, with the
increasing number of vehicles, traffic problems can no
longer be solved by manual management. (e emergence of
big data has become the development and application of
“timely rain,” which accelerates the collection speed of traffic
data and also improves the accuracy and efficiency of data
processing.(erefore, applying big data technology to urban
smart traffic system is the need of urban transportation
development and traffic management [6].

(e urban smart traffic management system is still in the
initial stage of development in China, and the traffic systems
in many cities are moving closer to this direction, gradually

realizing intelligence, abandoning the traditional manual
control mode [7], and can better and more scientifically
solve the traffic congestion problem. (e urban smart traffic
system relies on computer artificial intelligence to deal with
complex traffic problems, which is a combination of auto-
matic control and computer technology. In the face of real
traffic problems, it can obtain the traffic situation in real time
and provide data support for traffic management. In ad-
dition, in the development of China’s urban smart traffic
system, the traditional traffic management system has not
been completely abandoned, but integrated with it, and on
the basis of China’s urban development road construction
work, the problem of urban traffic has been scientifically
dealt with [8]. However, when the system is applied, it
needs to be analyzed and calculated based on the massive
data of local urban traffic conditions. In order to select the
best traffic improvement scheme, we can not only reduce
the manpower and material resources consumed by the
urban traffic system [9] but also reduce energy con-
sumption through rational planning routes and improve
the current and future urban environmental quality in
China.

(is paper establishes a traffic flow prediction model for
traffic congestion prediction of vehicles under big data,
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aiming to provide reference for urban traffic industry
governance under the background of big data.

2. Urban Intelligent Traffic Detection
System under Big Data

2.1. Intelligent Traffic Control. Intelligent traffic control
system relies on integrated management and command and
dispatch system to control road traffic conditions. (e in-
telligent traffic control system collects the traffic information
from the front devices installed at the intersection and sends
the collected information back to the central management
system of the control center for comprehensive manage-
ment, and directly reflects the traffic information on the GIS
ground through the integrated information platform of the
base GIS. At the same time, traffic controllers control devices
through GIS platform to divert road traffic.

It is built around intelligent transportation system
(ITS), which integrates advanced information technology,
computer processing technology, sensor technology, data
communication technology, and electronic automatic
control into the traditional transportation system. A real-
time, efficient, and accurate comprehensive transportation
management system [10] is established by organically
combining the environment of pedestrians and vehicles,
which can alleviate urban traffic congestion and reduce
traffic accidents.

2.2. Intelligent Traffic Congestion Control. Traffic congestion
is considered as any event which combines low vehicle speed
and long queues of these slow-moving cars [11].

(e detection of traffic congestion is to detect all kinds of
traffic incidents and accidents in a timely, rapid, and
comprehensive manner, improve the response time to deal
with emergencies, grasp the real situation on the scene in a
timely and accurate manner, implement the right measures
at the first time, and avoid the occurrence of second inci-
dents.(e architecture of the traffic event detection system is
shown in Figure 1. Its functions include: real-time moni-
toring of traffic conditions on accident-prone sections; re-
alize real-time monitoring of traffic condition of main and
auxiliary road sections of diverging and merging; realize
real-time monitoring of traffic condition of main road. (e
traffic event detection system combines camera and detec-
tion control unit to collect traffic event information through
video camera or electromagnetic induction, and transmits
the collected traffic event information to the control center
in real time through the cable network. In some places that
are not conducive to camera installation, the video detector
cannot be used for spot placement, and the induction system
such as circular coil/geomagnetic infrared can be used.

3. ShortcomingsandDevelopmentof Intelligent
Traffic Detection System

(e above-mentioned intelligent detection system mainly
sends the connected information to the application server
through the vehicle, and then the application server forwards

all the information to the cluster, which belongs to the high-
frequency track road condition prediction. (erefore,
whether it is the traditional statistical method or the single
machine learning method, the prediction accuracy of these
models is low and the applicability of these models is poor
[12].

Forecasting short-term traffic passenger flow is a com-
plex nonlinear problem, which greatly increases the diffi-
culty of passenger flow forecasting because of its
characteristics such as nonstationarity, randomness, and
sudden change, especially the short-term passenger flow
changes too fast and there are too many random influencing
factors, resulting in less obvious regularity. (erefore, it is
more difficult to predict [13]. (erefore, scholars at home
and abroad have also carried out related research. Among all
the methods for short-term traffic flow prediction, the neural
network model is popular because of its superiority in
processing multidimensional data, flexibility of model
structure, adaptability to fresh samples, and learning ability.

With the increasing capacity of computer and the iterative
upgrade of neural network algorithm, there are more and
more research studies on short-term traffic flow prediction by
the neural network [14]. Among them, the recurrent neural
network (RNN), the convolutional neural network (CNN),
and the long and short-term memory network (LSTM) are
considered as more appropriate methods to capture the
spatiotemporal characteristics of traffic flow [15].

4. Prediction Model of Road Condition

With the development of computer technology, target de-
tection technology is widely used in real-time detection of
objects, including target location and identification [16].
Real-time target detection is widely used in intelligent
transportation. For example, real-time vehicle location and
other current vehicle detection methods are mainly divided
into two categories [17]:traditional methods based on ma-
chine learning and methods based on deep learning. (e
traditional methods of basic machine learning generally
include two links: feature extraction and classification
according to features. In addition, support vector machine
(SVM) or AdaBoost is used to classify the extracted histo-
gram gradient features or Harr features, while the methods
based on deep learning mainly include R-CNN, Fast
R-CNN, Faster R-CNN, MaskR-CNN,YOLO, YOLOV2,
YOLOV3 SSD. (e feature extraction ability of the con-
volutional neural network is used to extract the vehicle
feature information, and then the features are classified by a
classifier.

4.1. Overview of Neural Network

4.1.1. Concept and Development. Artificial neural network
refers to a kind of empirical model composed of multiple
neurons that can imitate the actions of biological neural
units, and similar to biological neural units, one neural unit
can not only receive a single stimulus input signal but also
receive multiple segments of stimulus input signals at the
same time, and the connection between two neurons can
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send signals to the output port. Of course, the relationship
between input and output is not linear.(erefore, this neural
network can be used to simulate all kinds of chaotic signal
relationships to realize the original design intention.
(rough the development of neural network, the neural
network model will have more complicated structures and
richer parameters with the increase of layers. (erefore, it
possesses stronger fitting ability when dealing with major
data problems.

4.1.2. Long and Short-Term Memory Network. LSTM is a
variant of RNN network. (e change lies in that it adds
memory characteristics on the basis of RNN, which can
endow neural network with long-term memory ability and
make the model have good applicability to long-term series.

Generally, it is only necessary to set up a four-layer
structure to build the LSTM model, as shown in Figure 2.

(1) Input layer, where one-dimensional time series data
is usually input

(2) LSTM layer, it is also the feature of the LSTM neural
network. (ree gating units in neurons are the ob-
vious features of LSTM which are different from the
traditional circular neural network. (ey are the
input gate forgetting gate and the output gate. Be-
cause of the addition of gating units, the problems of
gradient disappearance and long-distance depen-
dence have been effectively alleviated.

(3) Fully connected layer, the role of fully connected
layer in the LSTM model is to transform the data
from high dimension to low latitude, which increases
the complexity of the model while retaining useful
information.

(4) Output layer is mainly responsible for outputting the
results of neural network model operation, and there
are many prediction scenarios.

(e internal structure of LSTM is shown in Figure 3. (e
gate unit is expanded on the basis of RNN, and the com-
plexity of the hidden layer is improved. (e gate unit in-
cludes input gate, output gate, memory gate, and forget gate:

(1) Input gate: filter from input to decide whether to save
the information

(2) Forget gate: determine whether the state information
of the current neuron should be discarded

(3) Output gate: it determines whether the information
state of the current neuron should be output

(4) Memory gate: the new input is filtered to determine
which information can be preserved. (rough the
cooperation of different gate units in the hidden
layer, the information is no longer updated indefi-
nitely, but is filtered and removed in an orderly
manner, which effectively solves the problem of
gradient disappearance and realizes the preservation
of long-time series data memory.

Because LSTM introduces the structure of three gates,
especially the forget gate that determines whether the
current neuron state information should be discarded,
LSTM has a better performance than RNN when dealing
with time series problems with long intervals and delays.
LSTM can control the convergence of gradient during
training; thus, the problem of gradient disappearance or
explosion can be alleviated. At present, there are two al-
gorithms used to train the LSTM model, namely, back
propagation through time (BPTT) and real-time recursive
learning algorithm (RTRL). In this paper, the BPTT al-
gorithm is used to build the network model for that it is
simpler and clearer in concept, and it can calculate data
faster. Except for the prediction of time series data, LSTM
has made great achievements in the fields of speech pro-
cessing machine, image interpretation, handwriting gen-
eration, image generation, and so on.

HD Digital Camera Ring Coil Geomagnetism/Infrared

Transmission Network

Video Server Of Video
Surveillance System 

HD Video Detection Unit

Figure 1: Architecture of traffic congestion detection system.
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4.1.3. Convolutional Neural Network. Convolutional neural
network is abbreviated as “CNN,” and its network structure
generally consists of three parts, namely, convolution layer,
pool layer, and fully connected layer for this type of input of
pictures. A single convolution layer can realize simple ex-
traction of data features, and more layers of networks can
extract more complex features from basic features through
iterative training. Multilayer network can extract more deep
features from data and improve the effect of the model. CNN
has a relatively simple structure and generally takes the
BPTT algorithm for training, which makes it a very classic
deep neural network model. Convolutional neural network
generally consists of input layer, convolution layer, pooling
layer, fully connected layer, and output layer, as shown in
Figure 4.

(e core of CNN lies in convolution layer and pooling
layer, which needs to cooperate with other layers to complete
the construction of neural network model.

(1) Input layer: it is the window of data input, and the
input of convolutional neural network is a two-di-
mensional matrix, which is usually a picture.

(2) Convolution layer is composed of multiple convo-
lution kernels, and the local high-dimensional fea-
tures of samples are extracted layer by layer through
convolution calculation.

(3) Pooling layer, which realizes downsampling by
pooling function, it reduces the dimension of data,
improves the computational efficiency of CNN, and
at the same time, retains important information in
sample data.

(4) Fully connected layer, which performs full connec-
tion operation on related information after convo-
lution and pooling for many times, increasing the
complexity of convolutional neural network.

(5) Output layer is used to calculate the previous sample
data and output the calculation result.

Compared with the traditional neural network, the
convolutional neural network has the feature of small-scale
local convolution weight sharing pooling and dimension
reduction. Unlike the feature extracted by the traditional
neural network, which is the overall feature, the small-scale

A

Xh-1

Xt-1 Xt+1Xt

Xh+1Xh

A

X +

X X

tanh

tanhÓÓ Ó

Figure 3: Internal structure diagram of LSTM.

Figure 2: Diagram of LSTM structure.
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local convolution of the convolutional neural network can be
used to convolve the sample matrix data through the con-
volution kernel in the convolution layer. Each time, only a
small part of the matrix data is covered, and then multiple
convolution kernels are used to operate so that the high-
dimensional local features of the matrix can be obtained,
which is more conducive to extracting the local features of
the data.

4.2. 7e Establishment of Prediction Model on Traffic Flow

4.2.1. Definition of Traffic Flow. Traffic flow is random,
which is a complex problem and will be affected by many
factors. In the spatial dimension, for continuous road sec-
tions, the traffic situation of the previous road section will
affect the traffic situation of the next road section. For ex-
ample, the traffic jam in the previous road section will affect
the traffic flow of the next section. In this paper, the traffic
flow data of continuous road sections are used as input, and
the idea of forecasting the traffic flow at the end time is
studied.

On the road section i, use total n periods of traffic flow in
the past [t − n + 1, t] under the upstream and downstream
sections [i − m, i + m] so as to forecast traffic of t + 1 time
period.

Make the historical traffic flow in the form of space-time
matrix, as shown in formula (1). (is spatiotemporal input
matrix includes all traffic information of the target road
section and adjacent road sections in time and space. Each
row in the matrix represents the traffic flow of n periods in
the same section with time interval of [t− n+ 1, t]; each
column represents 2m+ 1 road section traffic flow on road
section range [i − m, i + m] at a certain moment.

Xi,t �

xi−m,t−n+1 xi−m,t−n+2 L xi−m,t

M M L M

xi−1,t−n+1 xi−1,t−n+2 L xi−1,t

xi,t−n+1 xi,t−n+2 L xi,t

xi+1,t−n+1 xi+1,t−n+2 L xi+1,t

M M L M

xi+m,t−n+1 xi+m,t−n+2 L xi+m,t

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (1)

where xi,t represents the traffic flow at section i, time t.
Xi,t can also be expressed as n column vectors in

chronological order, as shown in formulas (2) and (3):

Xi,t � Ti,1 Ti,2 L Ti,t Ti,n􏼂 􏼃, (2)

Ti,t � xi− m,t K xi− 1,t xi,t xi+1,t L xi+m,t􏼂 􏼃
T
, (3)

where Ti,t is the vector composed of traffic flow of target road
section i and upstream and downstream road section at
time t.

4.2.2. CNN Model. (e traffic state changes of the upstream
and downstream sections are related, and the traffic flows
between sections will influence each other. For example,
traffic congestion caused by an accident in the upstream
section will reduce the traffic flow in the downstream sec-
tion. In order to reflect the correlation between such traffic
sections, CNN can be used to capture its spatial
characteristics.

Input the scaled time series into the CNN to learn the
spatial characteristics. Input convolution layer K into Xi,t.
(e convolution formula is calculated as follows:

Y
K∗( )

i,t � Relu Wk ∗X + bk( 􏼁, (4)

where K represents the number of convolution layers; the
symbol ∗ represents the convolution operation; ReLU is the
activation function; Wk and bk are two sets of parameters in
the K-th convolution layer.

At this time, the spatial features of the three time-de-
pendent features are as follows: short-time dependent
component spatial feature yi≠t, daily period-dependent
component spatial feature y

p
i,t, and weekly period-dependent

component spatial feature yw
i,t, which are taken as the input

of LSTM.

4.2.3. LSTM Model. LSTM is used to capture the depen-
dence in time series, and attention mechanism is incorpo-
rated to dynamically capture the influence of historical
period on target period.

In this paper, the data of the firstW weeks and the first P

days are input, and the traffic data of time period [t− q, t+ q]
are extracted from each first P day and input into the daily
cycle component to solve the problem of daily cycle de-
pendence, and the traffic data of time period [t− q, t+ q] is
extracted from each first W week and input into the weekly
cycle component to solve the problem of cycle dependence.

LSTM is used to extract time information of different
scales as shown in formulas (5) and (6):

Input
Convolution Pooling Convolution Pooling Fully Connected

Figure 4: CNN network model.
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h
p,q
i,t � LSTM y

p
i,t, h

p,q−1
i,t􏼐 􏼑, (5)

h
w,q
i,t � LSTM y

w
i,t, h

w,q−1
i,t􏼐 􏼑, (6)

where h
p,q

i,t is the representation of section i in the middle
period q of the P-th day; hw,q

i,t is the representation of section i
in the middle period q of the w-th week; y

p

i,t and yw
i,t are the

spatial features.
At this time, the influence of traffic in different historical

periods on the future forecast target is different. (erefore,
attentionmechanism is introduced to dynamically adjust the
influence of different historical periods on the future forecast
results.

(e importance value αp,q
i,t at different time of day is

obtained by comparing the temporal and spatial features
hi,t learned by the short-time component with the hidden
state h

p,q

i,t . (e importance values α1,q

i,t at different times of
the week can be obtained similarly. (e calculation of
significance α uses the attention mechanism, as shown in
formulas (7) and (8):

αp,q
i,t �

exp score h
p,q
i,t , hi,t􏼐 􏼑􏼐 􏼑

􏽐p∈P exp score h
p,q
i,t , hi,t􏼐 􏼑􏼐 􏼑

, (7)

αw,q
i,t �

exp score h
w,q
i,t , hi,t􏼐 􏼑􏼐 􏼑

􏽐w∈W exp score h
w,q
i,t , hi,t􏼐 􏼑􏼐 􏼑

. (8)

(e scoring function used in this paper is additive model,
such as formulas (9) and (10):

score h
p,q
i,t , hi􏼐 􏼑 � v

T1tanh WH1h
p,q
i,t + WX1hi,t + bX1􏼐 􏼑, (9)

score h
w,q

i,t , h4􏼐 􏼑 � v
T2tanh WH2h

w,q

i,t + WX2hl,t + bX2􏼐 􏼑, (10)

where WH1, WX1, bX1, vT1, WH2, WX2, bX2, and vT2 are all
parameters learned through training, and vT represents the
transposition of v.

(e weighted sum of each time interval q on day P is
expressed as h

p

i,t. (e weighted sum hw
i,t of the corresponding

period of the previous w week is calculated as formulas (11)
and (12):

h
p

i,t � 􏽘
q∈Q

αp,q

i,t h
p,q

i,t ,
(11)

h
w
i,t � 􏽘

q∈Q
αw,q

i,t h
w,q
i,t ,

(12)

where αp,q
i,t represents the importance of the time interval q in

the P-th day; αw,q
i,t represents the importance of the time

interval q in the w-th week.
Use an LSTM to save these cycle dependency infor-

mation, and the dynamic dependencies of the daily cycle
component and the weekly cycle component of the final
output are as follows:

$
W
i,t � LSTM h

p
i,t, h

p−1
i,t􏼐 􏼑,

ђw
i,t � LSTM h

w
i,t, h

w−1
i,t􏼐 􏼑.

(13)

4.2.4. Combined Model. hc
i,t is obtained by weighted fusion

of short-term dependence, daily cycle dependence ,and
weekly cycle dependence, while the time dependence of the
predicted road section is retained. (e calculation is as
shown in formula (14):

h
c
i,t � Wθ1 ∘ 􏽢h

p

i,t + Wθ2 ∘ 􏽢h
w

i,t + Wθ3 ∘ hi,t, (14)

where Wθ1, Wθ2, Wθ3 are the learned parameters; o is the
Hadamard product. Input hc

i,t to the fully connected layer
and activate it with tanh function. (e final prediction result
is output y, which is calculated as follows:

y � tanh Wβh
c
i,t + bβ􏼐 􏼑, (15)

where Wβ and bβ are all parameters learned through
training.

(e output forecast result of is saved in the file with suffix
“pickle,” and the predicted traffic flow range is between [0,1].
In order to facilitate the analysis, the result data should be
played back to the same range of the original data according
to the same proportion so that the evaluation index can be
calculated later.

5. Test Analysis

5.1. Parameter Setting. In the establishment of the neural
network, parameters in the model should be set. (e con-
volution layer K of the convolutional neural network is set as
3, the convolution kernel is set as 64 with a size of 3× 3, the
convolution step is set as 1, and the activation function is
ReLU. MAE and RMSE were used for all evaluation indexes.
Simulation parameters are shown in Table 1.

5.2. Analysis of Results. CNN-LSTM model was used to
predict the traffic flow, and the change of the loss function of
the model with the increase of training times on working
days was studied, as shown in Figure 5. As can be seen from
the trend diagram, the loss function of the CNN-LSTM
model during weekday training decreases with the increase
of the number of training iterations, and rapidly declines in
the first 50 iterations, after which the curve gradually flattens
out. When the training iteration reaches 600 times, the loss
function of CNN-LSTM model is in a stable state.

When the training iteration was 600 times, the loss
function of the model on the rest day test set was in a
relatively stable state. After 600 training sessions, even if the
number of iterations is increased, the loss function does not
change significantly but increases the complexity of model
calculation and the risk of overfitting. (erefore, the se-
lection of 600 iterations is appropriate, which verifies the
rationality of the grid search algorithm.

Figure 6 shows the predicted value curve and real value
curve of traffic flow of the CNN-LSTM model in a certain
working day time area. It can be seen from the figure that the
CNN-LSTM model can accurately predict the change of
traffic flow on weekdays, and the predicted value has a good
fitting degree with the real value. Compared with the LSTM
prediction model, the CNN-LSTM model extracted the
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characteristics of passenger flow between stations and
predicted the subway passenger flow from the time and
space dimensions. (e fitting of the model has better ac-
curacy. In addition, the forecast curve of passenger flow on
weekends is smoother, which is caused by the randomness of
passenger flow on weekends.

(e performance results of short-term traffic flow
forecast are shown in Table 2. By using different methods to
experiment on the same data set, comparing MAE and
RMSE of each model, it is found that the model proposed in
this paper has the best effect. According to the results in the
table, if only CNN is adopted, the model only considers
spatial correlation and ignores temporal information, while
LSTM only considers temporal correlation and ignores
spatial information. Although the CNN+LSTM model
extracts time and spatial correlation at the same time, it does
not dynamically consider the influence of each historical
period on the target period.

From the experimental results, the running time of
LSTM+CNN+ATTENTION is smaller than the LSTM and
CNN. (e smaller the MAE and RMSE index values are, the
smaller the model error is and the better the prediction effect
is. In contrast, the combined model proposed in this paper
based on CNN, LSTM, and attention mechanism is better
than the other three models, and its MAE and RMSE values
are 15.61 and 21.52, which improves 25.91% and 25.64%,
respectively, which shows that this model can accurately
predict the traffic flow in different time series, thus effectively
reducing traffic jams.

6. Conclusion

Traffic flow prediction is one of the key technologies of the
intelligent transportation system, which can effectively solve
the traffic jam problem. In this paper, three-time charac-
teristic components are used to predict the traffic flow in the
future where CNN is used to extract spatial features, LSTM
and attention mechanism are used to dynamically extract
temporal features, and finally, test of traffic prediction is
implemented. (e results show that, compared with the
other three traffic flow forecasting models, the combined
model proposed in this paper based on CNN, LSTM, and
attention mechanism has better effect, and its MAE and
RMSE values are 15.61 and 21.52, respectively, which shows
that this model can accurately forecast traffic flows in dif-
ferent time series, thus effectively reducing traffic jams.
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Table 1: Simulation parameters.

Parameters Value
Daily and weekly components w� 1, P � 3, and q� 5
Dimension of hidden layer in LSTM 128
Batch 64
Learning rates 0.001
Dropout 0.5
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Figure 5: Model loss l under 600 iterations.
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Figure 6: Traffic flow prediction under CNN-LSTM model.

Table 2: Analysis of experimental results.

Model Running time
(second) MAE RMSE

LSTM 121.03 21.07 28.94
CNN 98.71 20.41 28.22
LSTM+CNN 69.20 18.75 24.87
LSTM+CNN+ATTENTION 45.22 15.61 21.52
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Share the relevant factors of the overall structure of the sports network in colleges and universities, and divide the overall structure
of its operation system. In view of the unequal division of educational resources, this paper proposes the construction content of
the college sports network education resource sharingmechanism: the construction of college sports network education resources,
the college sports network education resource sharing platform, and the management and coordination of college network
education resources sharing. In the guidance of cybernetics based on the basic characteristics of network education resources, the
sharing of sports network education resources is realized, so as to effectively build a scientific evaluation index system.

1. Introduction

With the development of computer technology and network
communication technology, the network has become the
main channel for most people to obtain information in their
study and life, and network teaching has gradually become a
modern education tool that responds to the development of
the times and society [1]. Based on the powerful information
dissemination ability, excellent resource sharing perfor-
mance, advanced two-way interaction and multimedia
technology of computer network, modern distance educa-
tion can provide rich teaching resources and flexible
teaching forms for teaching, improve students’ learning
initiative and flexibility, and facilitate individualized
teaching and learning [2]. In view of the contradiction of
physical education courses in terms of space and learning
and training, the reform of physical education in colleges
and universities should make full use of the advantages of
modern distance education, integrate course resources,
expand teaching time and space, and enrich teaching
methods, so that physical education can meet the require-
ments of social development.

Modern distance education refers to the form of edu-
cation in which students and teachers, and students and
educational institutions are linked by distance education
system teaching and communication mainly using multiple
media means [3]. It is a new form of education that occurs
with the development of modern information technology
and is the main means of constructing people’s lifelong
learning system in the era of knowledge economy [4]. In
China, there have been traditional one-way distance edu-
cation teaching forms such as television video teaching,
electric university, and correspondence course, which have
limited learning time and space, and the teaching media are
used as presentation tools rather than cognitive tools and
cannot realize interactive and independent learning [5].
Modern distance education is a new two-way interactive
education mode formed with the development of multi-
media technology, network, and communication technol-
ogy, which is the main means to build people’s lifelong
learning system in the era of knowledge economy, with the
adaptability of time and space and the openness and
interactivity of education way and enriches the teaching
content, increases students’ interest in learning and self-
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motivation, expands the knowledge, can cultivate students’
ability to work in science and technology, can provide timely
feedback, and to a large extent solves the problem of optimal
combination of cross-regional teacher distribution [6, 7]. It
takes advantage of the advanced communication network to
transmit information, it can realize interactive and inde-
pendent learning across time and space [8]. Modern distance
education is a major project to make full use of and optimize
China’s educational resources, popularize and improve the
quality of education, form an open education network, and
build a lifelong learning system [9].

Modern distance education can disseminate information
in large capacity, high speed, and wide range, and with the
help of multimedia technology, it can build rich teaching
resources, break the time and space limitation of students’
learning, and improve students’ autonomy and enthusiasm
of learning [10]. For physical education courses, learners can
learn various theoretical knowledge and sports skills from
the Internet at any time and place, overcoming the influence
of venue, time, or climate [11]. At the same time, the
problems of difficulty in explaining, understanding, and
repeating various body movement techniques involved in
physical education can also be solved by collecting the
standard movements of sports stars in large sports events
through multimedia videos, animations, or websites [12].
)e problem can also be solved by using multimedia videos,
animations, or websites to collect standard movements of
sports stars in major sports events to assist teaching [13].

Network course teaching is the specific embodiment of
applying computer network technology to teaching, which is
a new teaching mode based on multimedia, computer
network, and international Internet, and is teaching that
extends the classroom to the campus network and the In-
ternet, so that the resources can be shared throughout the
school or even nationwide and globally [14, 15]. If sports
distance education can be carried out on the basis of existing
sports network course resources, this can solve the learning
problem of many people who want to learn but cannot study
at school (rural primary and secondary school physical
education teachers, social sports workers, athletes, and
coaches), and at the same time, the tuition fees of distance
education can be used for the subsequent development of the
curriculum, thus making the network course resources
sustainable [16].

)is paper proposes the construction content of the
sharing mechanism of college sports network education
resources: the construction of college sports network edu-
cation resources, the sharing platform of college sports
network education resources, and the management and
coordination of college network education resources
sharing.

2. Related Work

Although a large number of educational information re-
sources already exist on the Internet, these resources are in a
disorganized state, and therefore, suggestions are made to
increase the construction of online educational information
resources [17]. In the information-based society, online

education is gaining more and more recognition and ad-
vantages with its unique mode and distance education has
formed a global trend, while online education cooperation
and international competition are being strengthened [18].
Some famous distance education systems have already
implemented global teaching, and 90% of the colleges and
universities in the United States, which is the largest country
in the network distance education model, have carried out
network program education with the Internet as the main
means, and about 3,000 network courses are open to people
of different levels, and more than 7,000 people have obtained
the corresponding degrees through network courses.

In order to better implement the spirit of the above-
mentioned documents, the national school sports workers
face the modern information environment, the development
and integration of college physical education curriculum
resources, physical education teaching methods and models
of innovation and physical education network teaching and
other aspects of active attempts and exploration [19]. Most
of the existing national and provincial and municipal fine
sports resources have been networked to a certain extent, but
by visiting the national fine course resource network and
obtaining the national and provincial fine sports courses
included in it, we found that the number of sports pro-
fessional courses is more than that of university sports
courses, and the teaching resources of national fine courses
are more networked than that of provincial fine courses [20].
)e network is larger than that of provincial and municipal
level. )e network platform construction for physical ed-
ucation in some national key universities has been paid
attention to by universities, and more than 50% of the
physical education courses in 211 universities have adopted
network teaching to some extent, while few physical edu-
cation courses in general undergraduate institutions have
adopted network teaching. Compared with other disciplines,
the level of university physical education network platform is
still low, just reaching the level of network-assisted teaching.

3. Definition of Related Concepts

3.1. Educational Resources. Educational resources include
the sum of educational knowledge, educational experience,
educational skills, educational assets, educational costs,
institutions, educational brands, educational personalities,
educational concepts, educational facilities, and interper-
sonal relationships inside and outside the educational field,
which have been created and accumulated by human society
through the long evolution of civilization and educational
practices since the beginning of educational activities and
educational history. According to the available information,
educational resources were first defined in China as “the
financial, human and material resources provided by society
for education.”

3.2. College Sports Network Education Resources. )e con-
cept of college sports network education resources is the core
concept of this paper. People usually call the combination of
network resources and college education applications as
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college network education resources. College network ed-
ucational resources are also usually expressed as educational
information resources, and in daily research, college net-
work educational resources and educational information
resources are usually used in place of each other. )e def-
inition of college sports network resources in this study
refers to the college sports network resources that belong to
the category of educational information resources in a
narrow sense, that is, the college network educational in-
formation resources in the classification of college network
education proposed by [12]. According to the requirements
of the scope of this paper and their use and existence in
physical education, college sports network education re-
sources are roughly divided into nine types, such as physical
education media materials, physical education audiovisual
teaching materials, physical education multimedia course-
ware, physical education reading materials, physical edu-
cation college network courses and high-quality courses,
physical education teaching resource library, physical edu-
cation websites, and college physical education network
teaching resource management application platform types.

4. Constructing theOperationSystemofCollege
Sports Network EducationResources Sharing

)e ultimate goal of sharing college sports network edu-
cation resources is to achieve the sharing of valuable sports
network education resources. )rough the coordination
among all elements, a scientific and reasonable regional
college sports network education resources sharing opera-
tion system is built to realize the effective operation of the
college sports network education resources sharing mech-
anism in the region.

4.1. Element Composition. )e regional university sports
network education resource sharing mechanism is a mul-
tidisciplinary, complex and open system involving many
factors, so it is necessary to establish the main position of
users in the sharing from a holistic perspective to meet the
users’ needs for sports. In order to establish the main po-
sition of users in the operation of the sharing mechanism, it
is necessary to understand the real needs of users and to
build a management and coordination institution with
macroscopic control to carry out macroscopic overall
planning and coordinated development. )e sharing plat-
form, technology, talents, funds, and policies are the
guarantee support for sharing. Without support, even the
best educational resources and the best management and
coordination service mechanism cannot be realized.
)erefore, the real demand, sharing platform, management
and coordination, guarantee mechanism, and the most basic
college sports network education resources constitute the
elements of the regional education resources sharing system.
Under the guidance of sharing concept, as a complete
system, each element is mutually supportive and collabo-
rative and is an indispensable system as a whole. )e re-
lationship of each element is shown in Figure 1.

4.2. Framework of Operation System. )e fundamental
purpose of constructing the operation system of regional
university sports network education resources sharing is to
make full use of the Internet to establish an effective op-
eration mechanism for regional university sports network
education resources sharing and to improve the user’s ability
to know and obtain university sports network education
resources.

Based on the purpose of building the sharing operation
system, the framework of the sharing operation system must
be guided by scientific concepts and provide nontechnical
support for other sharing work. )e construction of college
sports network education resources, which is the object of
college sports network education resources sharing, is the
focus of the system and the guarantee for the effective
operation of the college sports network education resources
sharing mechanism. )e construction of college sports
network education resources platform provides technical
support for regional college sports network education re-
sources sharing. At the same time, the management and
coordination mechanism is used as an auxiliary tool to
manage the construction and sharing process of education
resources [21, 22]. )e sharing guarantee system is divided
into technical support, sharing method, institutional guar-
antee, sharing mechanism, and sharing price, which provide
technical and nontechnical guarantee for effective sharing of
resources. )e effective incentive mechanism and the ef-
fective sharing incentive mechanism as a promotion as
shown in Figure 2.

4.3. Architecture Design of Education Resource Library.
)e college sports network education resource library is
mainly a resource library system that provides teaching
support for college sports network teaching and promotes
teachers’ teaching and students’ learning and exercise of
basic sports knowledge and skills. It is constructed in ac-
cordance with the unified technical specifications and the
inner logical relationship of the curriculum in accordance
with international standards, is composed of excellent digital
sports media materials, knowledge materials, and exemplary
teaching cases and other basic materials for sports teaching,
and is an entity carrying sports education resources and an
open sports network teaching support system that can be
expanded continuously. Its basic position is to build a
network education and database that can meet the needs of

Network physical education 
resources

Management 
coordination

Sharing platform

Safeguard 
mechanism

Realistic needs

Figure 1: Elements of the operation system of regional university
sports network education resource sharing.
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physical education teaching, scientific research, technology
development, and teaching management in colleges and
universities, to build a knowledge network and knowledge
service network, and to provide core physical education
network education resources for the physical education
network education platform [23]. Its functions include
physical education resource collection, resource verification
and storage, resource retrieval, and resource browsing and
downloading. Based on the basic positioning of the uni-
versity sports network education resource library and its
functions, the architecture structure is shown in Figure 3.

)e physical education network education resource
management system in colleges and universities is a func-
tional facility for managing, maintaining, and updating the
physical education resources stored in the resource library
media and is the support system of the network teaching
resource library. )e resource library management platform
realizes scientific and reasonable composition and man-
agement of physical education network teaching resource
library, which is conducive to the advantages of physical
education network teaching resource library and thus to the
teaching and learning of physical education in colleges and
universities.)e teaching and learning management support
platform provides a flexible, scalable, interactive teaching
and learning support environment suitable for multiple
levels, multiple objects, and multiple network environments
and supports various teaching modes such as synchronous
teaching, asynchronous teaching, teacher-led learning, and
students’ independent learning and practice [24, 25].

4.4. Education Resource Sharing Platform. )e regional
university sports network education resources sharing
platform is a comprehensive information sharing platform
to realize the common construction and sharing of regional
university sports network education resources, so as to

promote the unified management of regional sports network
education resources, make modern education technology
and sports humanities highly combined, and finally realize
the regional university sports network education resources.
On the basis of full sharing, this platform also has the
characteristics of networking, intelligence, and multimedia,
and the most applied educational technology is mostly in-
clined to technology, with less embodiment of human
personality, so the platform should follow reasonable design
specifications and follow the principles of scalability,
practicality, unity, security, and reliability.

)e sports network education resource sharing plat-
form is an open platform for human-computer interaction
using computers as tools to handle sports venues, sports
equipment, sports teaching, and sports library materials. Its
most important feature is remote, two-way, real-time, and
interactive. )e web-based network teaching platform is
relatively mature, and according to the requirements fol-
lowed by the platform development and design, the sports
network teaching platform is technically based on a three-
layer B/S architecture that combines the ASP-based B/S
module structure system with the web database system 3
(Figure 4).

Teaching resource platform, courseware platform, in-
teraction platform, and management platform are the four
subsystems of the sports network education resource sharing
platform, and each module has its submodules.

(1) Teaching resource platform: it mainly provides a self-
help platform for learners to collect, organize,
browse, and edit physical education resources, and
students can improve physical education resources
by themselves through this platform.
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Figure 3: )e architecture of university sports network education
resources.
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Figure 2: Framework of regional Korakan sports network edu-
cation resource sharing system.
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It includes self-help system of general physical ed-
ucation resources, self-help system of multimedia
physical education resources, and mutual evaluation
system of physical education resources.

(2) Courseware platform: the courseware platform
module contains sports network course management
system, video system, and examination system.
)e module completes the setting of the curriculum
and the release of the examination of motor skills
mastery.

(3) Interactive platform: it includes two parts: online
communication system and question-answer system.
Solve the problem of students learning motor skills
in the process of interactive platform.

(4) Management platform includes user management
system and database management system. )e main
function of the subsystem is to set up the system as a
whole and analyze the data management platform
including user management system and database
management system.

4.5. Machine Learning Algorithm: Support Vector Machine.
Compared with neural networks and other traditional
machine learning algorithms, support vector machines have
fewer constraints and no “overfitting” defects, which are very
suitable for modeling and prediction of small-sample,
nonlinear college sports performance.

Let the sample set of college sports performance be
X � (x1, y1), (x2, y2), . . . , (xn, yn)􏼈 􏼉, i � 1, 2, . . . , n, and the
support vector machine regression is specified as

f(x) � w · ϕ(x) + b, (1)

where w, b are the parameters of the support vector machine.
To build a college sports performance prediction model,

the most reasonable values of w, b must be found, and for
this purpose, based on the principle of minimizing structural
risk, they are transformed into the following form:

min
1
2
‖w‖

2
+ C

1
k

􏽘

k

i�1
ε f xi( 􏼁 − yi( 􏼁,

s.t. ε f xi( 􏼁 − yi( 􏼁,

�

f xi( 􏼁 − yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 − ε, w · ϕ(x) + b − yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌≥ ε,

0, w · ϕ(x) + b − yi

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌< ε,

⎧⎪⎪⎨

⎪⎪⎩

(2)

where ε is the regression error; C is the penalty parameter of
the error.

In order to simplify the solution process and reduce the
computational complexity of modeling, the relaxation fac-
tors ε, ε∗ are introduced, and the quadratic programming
form is obtained as

minw,b,ε, ,εi

1
2
‖w‖

2
+ C 􏽘

l

i�1
ξi + ξ∗i( 􏼁 ,

s.t.
yi − w · ϕ(x) − b≤ ε + ξi, εi ≥ 0; i � 1, 2, . . . , n,

w · ϕ(x) + b − yi ≤ ε + ξ∗i , ε∗i ≥ 0; i � 1, 2, . . . , n.
a
∗
i

⎧⎪⎨

⎪⎩

(3)

Using Lagrange multipliers a∗i , ai to further transform
(3), we obtain

min
a′

l

∈R2

1
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􏽘
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∗
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yi a
∗
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(4)

where k(xi, xj) denotes the kernel function.
)e regression function of the support vector machine

can be described as
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Figure 4: System structure of university sports network education resource sharing platform.
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f(x) � 􏽘
n

i�1
ai − a

∗
i( 􏼁 ϕ Xi( 􏼁, ϕ(X)( 􏼁 + b. (5)

)e RBF function is chosen as the kernel function, which
is defined as

k xi, xj􏼐 􏼑 � exp −
xi − xj

�����

�����
2

2σ2
⎛⎜⎜⎝ ⎞⎟⎟⎠, (6)

where σ denotes the parameter of RBF.

4.6. Particle SwarmAlgorithm. )e current optimal solution
of the particle swarm algorithm is pbest, the current optimal
solution of the population is gbest, and the fitness function
describing the degree of superiority and inferiority of in-
dividual particles is constructed as

fitness �
1
2N

􏽘

N

i�1
􏽐
D

j�1
yij − tij􏼐 􏼑

2
. (7)

xk
i d, vk

i d are the velocity and position of particle i at the
kth iteration, and they are updated by

v
k+1
id � ϖvk

i d + c1Rand pi d − x
k
i d􏼐 􏼑

+ c2Rand p
k
pbest − x

k
i d􏼐 􏼑,

x
k+1
i d � x

k
i d + v

k
i d,

(8)

where c1, c2 are learning factors; Rand are random numbers;
ϖ are inertia weights.

5. Simulation Verification

In the sports network education resource sharing platform,
the information of entities directly related to the user’s
application logic, such as teacher information, sports net-
work course information, sports competition information,
and student information, needs to be stored in a database.
)erefore, in the process of designing a sports network
education resource sharing platform, database design plays a
crucial role. A scientific and reasonable design can improve
throughput speed and reduce network burden while en-
suring data integrity. All information systems have a da-
tabase management system to support them, and the
university sports network education sharing platform is no
exception, as shown in Figure 5.

)ere are many ways to access IoTeducational resources,
and due to the lack of unified standards, many IoT device
providers use private protocols to connect with the Internet,
so it is theoretically unrealistic to develop a program to
support the access of various heterogeneous IoT resources.
For this reason, we have adopted two ways to complete the
access of various types of IoTeducational resources. For IoT
devices that can use HTTP protocol for transmission, we
provide access to two standard data formats, JSON and
XML.)e data sender can send the conforming IoTresource
packets to the server through HTTP-POSTmethod, and the
server then completes the data preservation through the

following stages with different network recognition rates as
shown in Figure 6.

For the data that cannot realize HTTP protocol by itself,
we adopt the model of base SDK+ specific access type de-
veloped separately. )e reason why this approach is used is
because I found that, no matter what kind of IoT resources
are used to access the IoT educational resource library, the
work to be done and its steps are the same. All need to go
through the following stages: data reading: how to make the
computer can get IoT data; this process may require the
computer to take the initiative to get, and there may be a
passive computer to receive. After the data reading is
completed, the IoT data exists in the computer. IoT data
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exists in the computer, accepting the data categorization
effect as shown in Figure 7.

)e data entering the computer may be meaningless
binary, two bytes of which represents temperature infor-
mation and two bytes represents humidity information, so
we must get the parsed data with the help of parsing rules.
)e parsed data, though representing a certain physical
quantity, is not necessarily understood by the user, so it
needs to be converted into data that can be understood by
the user through the corresponding data and formula.
Considering the technical characteristics of IoT, it is often
that the same data is read several times or wrong data is read,
and the application must filter out invalid data as much as
possible; of course, complete filtering is impossible. )e
effect of sports resource integration is shown in Figure 8.

As can be seen from Figure 8, only the data reading work
is related to the IoT access method, so we encapsulate other
functions into the SDK way. Users can carry out a small
amount of development and can complete a certain type of
IoT resources access; of course, the system has come with a
variety of IoT resources access, such as the common RTU
way and serial port way. At the same time, the resource
library provides open data query interface, and users can
request through HTTP-POST, so that the resource library to
return to the IoT education resources data is presented in
JSON or XML format. )e proportion of the number of
students in each category was calculated for each year to
observe the overall distribution of students’ physical fitness
in the school, as shown in Table 1.

As shown in Table 1, only 1% of the students were
classified as “Proficient” each year. )e percentage of stu-
dents in the “Failing” category found that 10% of students
did not reach the pass mark in recent years. )e percentage
of students in the “Good” category was nearly 20%. In
contrast, the percentage of students in the “Excellent” and
“Good” categories increased significantly in 2017 compared
to 2016, and the percentage of students in the “Excellent”
category was the highest in recent years. In the “Good”
category, the percentage of students in 2017 is still the
highest. In the “Pass” category, 2019 has the highest per-
centage of students and it is clear that the passing rate of
students in 2019 has increased, while the percentage of
“Failing” category has decreased by 1.54%. )e physical
quality of these two categories of students is significantly

lower than the normal level of health, if not timely ad-
justment, will have a great impact on their lives and studies.
To reduce the failure rate and to improve the physical quality
of students are the original intention of every university and
every physical education teacher to carry out teaching.

)e performance comparison of different methods is
shown in Table 2.

6. Conclusion

In this paper, the construction contents of college sports
network education resources sharing mechanism are pro-
posed: the construction of college sports network education
resources, the sharing platform of college sports network
education resources, and the management and coordination
of college sports network education resources sharing. )e
guarantee of the sharing of Koranic sports Koranic network
education resource was guided by control theory. )e de-
velopment prospect of the sharing mechanism of college
sports network education resources was also analyzed.

Data Availability

)e experimental data used to support the findings of this
study are available from the corresponding author upon
request.

Conflicts of Interest

)e author declares no conflicts of interest regarding this
work.

References

[1] A. MacPhail and J. Halbert, “We had to do intelligent thinking
during recent PE”: students’ and teachers’ experiences of
assessment for learning in post-primary physical education,”
Assessment in Education: Principles, Policy & Practice, vol. 17,
no. 1, pp. 23–39, 2010.

[2] A. E. Staiano and S. L. Calvert, “Exergames for physical ed-
ucation courses: physical, social, and cognitive benefits,” Child
development perspectives, vol. 5, no. 2, pp. 93–98, 2011.

[3] A. M. Trad, K. A. Richards, and W. J. Wilson, “Strategies to
increase self-, student, and discipline advocacy in adapted
physical education,” Teaching Exceptional Children, vol. 54,
no. 1, pp. 52–62, 2021.

Table 1: )e proportion of students at each category from 2016 to 2019.

Year Excellent category (%) Good class (%) Pass (%) Failing category (%)
2019 0.88 15.89 74.97 8.55
2018 1.05 16.77 72.32 9.99
2017 1.36 2032 67.82 10.63
2016 0.97 19.87 69.22 10.15

Table 2: Algorithm performance comparison table.

Evaluating indicator Literature 13 Literature 16 Literature 17 Our algorithm
AUC 0.707 0.712 0.762 0.854
Running time (s) 0.995 0.874 1.23 1.854
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Non-orthogonal multiple access (NOMA) technology can greatly improve user access and spectral efficiency.,is paper considers
the power allocation optimization problem of a two-user mobile NOMA communication system. Firstly, a mobile NOMA
communication system model is established. ,en, we analyze the outage probability (OP) of mobile NOMA communication
system and the relationship between OP performance and user power allocation coefficient. Finally, the optimization objective
function is established, and a power allocation optimization algorithm employing monarch butterfly optimization (MBO) is
proposed. Compared with firefly algorithm and artificial fish swarm algorithm, the efficiency of MBO algorithm is increased by
20.7%, which can better improve the OP performance.

1. Introduction

Recently, the number of mobile users has increased rapidly.
With the rapid growth of wireless communication data, the
available spectrum becomes more and more crowded, and
the space in the electromagnetic spectrum will become more
and more scarce [1]. To meet the high-quality communi-
cation and large-scale user access, 5G mobile communica-
tion technology has attracted extensive attention [2]. 5G
mobile communication technology has been rapidly pop-
ularized with ultrahigh bandwidth, ultralarge capacity, ul-
tralow delay, and ultrasmall energy consumption, which has
brought far-reaching impact and change to people’s life,
work, and national economic development [3, 4].

Non-orthogonal multiple access (NOMA) technology
has good fairness and considerable spectral efficiency, and it
is regarded as a key technology of 5Gmobile communication
[5–7]. A novel deep learning method was proposed to cut
down the computation complexity of NOMA multiuser
detection in [8]. In [9], a multiagent deep learning method
was proposed to solve the complex NOMA optimization
problem, which considered user fairness and decoding
complexity. ,e authors in [10] proposed a trusted NOMA
model and maximized the secure rate at the near user by

using KKT conditions. To improve the NOMA system
performance, the authors in [11] proposed a joint queue-
aware and channel-aware scheduling to reduce traffic delay.

Power allocation can improve the NOMA performance
in [12–14]. ,e authors in [15] constructed a multicarrier
NOMA system and proposed a power allocation algorithm
to reduce computational complexity. In [16], considering an
unmanned aerial vehicle (UAV)-assisted NOMA system,
user grouping and power allocation were used to reduce the
relative distance between users and UAV. ,e authors in
[17] obtained the error probability to fairly allocate power to
different users of the NOMA system. Considering vehicle
mobility, the authors in [18] proposed a sequence-based
power allocation algorithm for NOMA UAV-aided vehic-
ular platooning. However, there are some problems in these
schemes, such as large amount of calculation, poor energy
efficiency performance, insufficient power utilization, and
unable to balance the fairness and service quality of users.

In order to obtain the best power allocation coefficient,
the swarm intelligence optimization algorithm has been
widely used in [19, 20]. In [21], artificial fish swarm algo-
rithm (AFSA) optimized a wireless sensor network coverage
problem, which can reduce the energy consumption. With
simplified propagation and firefly algorithm (FA), an
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improved power point tracking algorithm was proposed in
[22]. An improved cuckoo search algorithm was proposed to
optimize the mobile outage probability (OP) prediction in
[23]. However, these algorithms still have some shortcom-
ings, such as low discovery rate, slow solution speed, and low
solution accuracy.

,erefore, we investigate the mobile power allocation
optimization. ,e main contributions of this paper are as
follows:

(1) A mobile NOMA communication system model is
established. For ideal communication conditions, we
derive the exact expressions for OP and analyze the
relationship between OP and power allocation
coefficient.

(2) Considering the system efficiency and user fairness,
we have established the optimization objective
function. Employingmonarch butterfly optimization
(MBO), an intelligent optimization algorithm is
proposed. MBO can reduce the computing param-
eters. ,e power allocation optimization algorithm
employing MBO has good convergence performance
and optimization performance.

(3) Compared with FA and AFSA, the MBO algorithm
can obtain the shortest time, which is 18.7063s, while
AFSA is 48.9128s, and FA is 23.6096s. ,e efficiency
of MBO is increased by 20.7%, which can better
improve the OP performance of the mobile NOMA
system.

2. System Model

Figure 1 is the mobile NOMA communication system. ,e
system is composed of a source S, a far user Df, and a near
user Dn. hi represents the channel gains of S⟶ Df and S
⟶ Dn, i � S Dn , S Df􏼈 􏼉. hi is expressed as follows [24]:

h � 􏽙
N

t�1
at, (1)

where at is a Nakagami variable.
S transmits

����
a1Ps

􏽰
x1 +

����
a2Ps

􏽰
x2 to Df and Dn. Ps is the

transmission power. a1 and a2 are power allocation coeffi-
cients of Df and Dn, respectively. a1 + a2 � 1, and a1 > a2.

,e signals received at Df and Dn are as follows [25, 26]:

yDf � hSDf
����
a1Ps

􏽰
x1 +

����
a2Ps

􏽰
x2 + ηSDf( 􏼁 + ]SDf ,

yDn � hSDn
����
a1Ps

􏽰
x1 +

����
a2Ps

􏽰
x2 + ηSDn( 􏼁 + ]SDn,

(2)

where ]SDf and ]SDn are AWGN of Df and Dn, respectively,
and ηSDf and ηSDn are the distortion noise from the
transmitter.

,e signal-to-interference noise ratios of Df and Dn are
as follows [25, 26]:

cSDn �
hSDn

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
a2c

hSDn
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2
c + c + 1

,

cSDf �
hSDf

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
a1c

hSDf
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2
a2c + c + 1

,

cSDf �
hSDf

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
a1c

hSDf
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2
a2c + c + 1

,

(3)

where c � Ps/N0 is the transmit signal-to-noise (SNR) ratio
at S.

3. OP Performance Analysis

3.1. OP of Df. ,e OP of Df is expressed as

OPDf � Pr cSDf < cthf( 􏼁

� Pr
hSDf

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
2
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􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2
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< cthf
⎛⎝ ⎞⎠
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􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 <

[c + 1]cthf

a1c − a2ccthf
􏼠 􏼡

� 􏽚
[c+1]cthf /a1c−a2ccthf

0
f

hS Df

􏼌􏼌􏼌􏼌
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2(y)dy

� F
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|
1
1,....,1,0􏼢 􏼣,

(4)

where cthf is the interrupt threshold of Df.

3.2. OP of Dn. ,e OP of Dn is given as

OPDn � Pr cSDf⟶n < cthf , cSDn < cthn( 􏼁

� Pr hSDn
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 <

[c + 1]cthf

a1c − a2ccthf
, hSDn
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌
2 <

[c + 1]cthn

a2c − ccthn
􏼠 􏼡,

(5)

where cthn is the interrupt threshold of Dn.
To simplify the integration process, we define the fol-

lowing variables:

S

Df

Dn 

Figure 1: System model.
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τ1 �
[c + 1]cthf

a1c − a2ccthf
,

τ2 �
[c + 1]cthn

a2c − ccthn
,

τ � max τ1, τ2( 􏼁.

(6)

Bringing the above variables into (11), we obtain that

OPDn � Pr hSDn
􏼌􏼌􏼌􏼌
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2 < τ1, hSDn
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τ
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1,3 τ|

1
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(7)

4. Intelligent Power Allocation Optimization
Employing MBO Algorithm

Here, we employ the MBO algorithm to optimize the mobile
power allocation.

4.1. Optimization Objective Function. To achieve high effi-
ciency and user fairness, we should ensure
min|OPDf + OPDn| and min|OPDf −OPDn|. ,erefore, the
optimization objective function is

min

G
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. (8)

4.2. MBO Intelligent Optimization Algorithm. ,erefore,
employing the MBO algorithm, an intelligent power allo-
cation optimization algorithm is proposed. In [27], it
presents the MBO algorithm.

4.2.1. Population Initialization. ,e number of the monarch
butterfly population is N. ,e number of iterations is
MaxGen, and the adjustment rate is BAR.

4.2.2. Fitness Evaluation. ,e fitness value of each monarch
butterfly individual is calculated and sorted. ,e sorted
population is divided into two subpopulations NP1 and NP2,
respectively. ,ey have N1 and N2 individuals, respectively.

4.2.3. New Subpopulation Generation. At the current iter-
ation t, the NP1 and NP2 generate two new subpopulations,
respectively. For NP1, it uses the migration operator to
generate a new subpopulation, which is expressed as follows:

x
t+1
i,k � x

t
r1 ,k, r≤p,

x
t+1
i,k � x

t
r2 ,k, else,

⎧⎪⎨

⎪⎩
(9)

where xr1 and xr2 represent the kth element of r1 and r2 that is
the newly generated position of r1 and r2, respectively. r1 and
r2 are randomly selected from NP1 and NP2, respectively. r is
a random number.

Table 1: Simulation parameters.

Parameter Value
K 0
σ 0
M 1, 2, 3, 4
N 1, 2, 3, 4
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Figure 2: ,e OP performance with different (m).
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Figure 3: ,e OP performance with different (N).
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For NP2, it uses the adjustment operator to generate a
new subpopulation, which is expressed as follows:

x
t+1
i,k � x

t
best,k, r≤p,

x
t+1
i,k � x

t
r3,k, else,

⎧⎪⎨

⎪⎩
(10)

where xbest represents the position of the globally optimal
individual and xr3 represents the location of r3, which is
randomly selected from NP2.

rand is between [0, 1]. If rand>BAR, NP2 updates xt+1
i,k

again. ,e process is as follows:

x
t+1
i,k � x

t
i,k + β∗ dxk − 0.5( 􏼁,

dx � Levy x
t+1
i􏼐 􏼑,

⎧⎪⎨

⎪⎩
(11)

where β is the weight factor and dx represents the step size
which is calculated by the Levy function.

Table 2: Four test functions.

Function Ranges Dimension
Griewank F1 � 􏽐

d
i�1 x2

i /4000 − 􏽑
d
i�1 cos(xi/

�
i

√
) + 1 [−600, 600] 20

Rastrigin F2 � 10 d + 􏽐
d
i�1[xi

2 − 10 cos(2πxi)] [−5.12, 5.12] 20
Sphere F3 � 􏽐

d
i�1 xi

2 [−500, 500] 20
Schwefel F4 � 418.9828 d − 􏽐

d
i�1 xi sin(

���
|xi|

􏽰
) [−500, 500] 20
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Figure 4: ,e convergence performance of different algorithms on F1–F4. (a) F1. (b) F2. (c) F3. (d) F4.
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4.2.4. New Subpopulation Mergence. It merges the two
newly generated subpopulations and calculates the fitness of
the new population. Repeat above process, and when the
number of iterations reaches MaxGen, the best solution is
obtained.

5. Performance Analysis

,is section will analyze the OP performance and optimize
the power allocation using MBO, AFSA, and FA algorithms.

Table 1 gives the simulation parameters. For the ideal
case, the residual hardware impairment k� 0, and the in-
complete channel state information σ � 0. Figure 2 shows
the OP performance with different m. From Figure 2, when
the power allocation coefficient is constant, the system OP
performance becomes better with the increase in SNR and
m. ,e OP performance with different N is shown in Fig-
ure 3. As N is decreased, it can minimize the system OP.

We select four test functions, which are shown in Table 2.
Figure 4 shows the convergence performance of different
algorithms. For F1–F4 functions, the MBO is the best.

Next, the power allocation will be optimized by MBO,
FA, and AFSA. Table 3 shows the simulation parameters for
power allocation. Table 4 shows the power allocation op-
timization comparison of MBO, FA, and AFSA algorithms.
Compared with FA, MBO has a 20.7% decrease.,e iterative
optimization process of the MBO, FA, and AFSA algorithms
is shown in Figure 5.

,e system performance comparison of the MBO, FA,
and AFSA algorithms is shown in Figure 6. From Figure 6,
the performance of the MBO algorithm is good, which is the
same as FA and AFSA algorithms. However, the MBO al-
gorithm has a low complexity.

6. Conclusion

,is paper studies the power allocation optimization for the
mobile NOMA communication system. Firstly, the mobile
NOMAmodel is built, and the OP expressions for Df andDn
are derived. ,en, the optimization objective function is
established, and a power allocation optimization algorithm
is proposed. Finally, it can obtain the best power allocation
coefficient. ,e efficiency of the MBO algorithm is improved
by 20.7%.
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Table 3: Simulation parameters for power allocation.

Parameter Value
Iteration 1000
Population number 100
Dimension 1
Range [0.5, 0.9]

Table 4: Power allocation optimization comparison.

Optimal power allocation coefficient Time (s)
MBO 0.56768 18.7063
FA 0.56768 23.6096
AFSA 0.56768 48.9128
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Figure 5: ,e iterative optimization process of the three
algorithms.
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Figure 6: System performance comparison of the three algorithms.
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