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In this study, we introduce sine and cosine Bell-based Frobenius-type Eulerian polynomials, and by presenting several relations
and applications, we analyze certain properties. Our first step is to obtain diverse relations and formulas that cover summation
formulas, addition formulas, relations with earlier polynomials in the literature, and differentiation rules. Finally, after
determining the first few zero values of the Eulerian polynomials, we draw graphical representations of these zero values.

1. Introduction

In recent times, the use of sine and cosine polynomials has
led to the definition and construction of generating func-
tions for new families of special polynomials, such as
Bernoulli, Euler, and Genocchi; see [1–4]. Fundamental
properties and diverse applications for these polynomials
have been provided by these types of studies. For instance,
not only various implicit and explicit summation formulas,
differentiation-integration formulas, symmetric identities,
and a lot of relationships with the well-known polynomials
have been deeply investigated but also graphical representa-
tions of the zero values of these polynomials are drawn after
determining them. Moreover, the aforementioned polyno-
mials allow us to investigate worthwhile properties from a
very basic procedure and assist to define novel types of spe-
cial polynomials. Motivated by the above, in this paper, we
define the cosine and sine Bell-based Frobenius-type Euler-
ian polynomials and examine several properties and applica-
tions. Our first step is to obtain diverse relations and
formulas that cover summation formulas, addition formulas,
relations with earlier polynomials in the literature, and dif-
ferentiation rules. Finally, after determining the first few zero

values of the Eulerian polynomials, we draw graphical repre-
sentations of these zero values.

Let ξ ∈ℝ denotes the set of all real numbers and λ ∈ℂ
denotes the set of all complex numbers with λ ≠ 1. The
Frobenius-type Eulerian polynomial of order α ∈ℂ is intro-
duced as follows (see [5–7]):

1 − λ

ez λ−1ð Þ − λ

� �α

eξz = 〠
∞

j=0
A

αð Þ
j ξjλð Þ z

j

j!
, log λ
λ − 1

����
���� > zj j: ð1Þ

The Frobenius-type Eulerian polynomials have worked
by many mathematicians; see [6–11].

Upon setting ξ = 0, AðαÞ
j ðλÞ =A

ðαÞ
j ð0jλÞ are termed the

Frobenius-type Eulerian numbers of order α. In view of
(1), it can be readily observed that

A
αð Þ
j ξjλð Þ = 〠

j

ν=0

j

ν

 !
A αð Þ

ν λð Þξj−ν,

A
αð Þ
j ξjλð Þ = λ − 1ð Þjℍ αð Þ

j
ξ

λ − 1

����λ
� �

,

ð2Þ
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where ℍðαÞ
j ðξjλÞ are the Frobenius-Euler polynomials of

order α (cf. [11, 12]).
The Stirling numbers of the first kind are introduced for

j ≥ 0 as follows (cf. [13–15]):

ξð Þj = 〠
j

p=0
S1 j, pð Þξp, ð3Þ

where ðξÞ0 ≔ 1 and ðξÞj ≔ ðξ − j + 1Þðξ − j + 2Þ⋯ ðξ − 1Þξ,
ðj ≥ 1Þ. By (3), we acquire that (see [14, 16, 17])

1
r!

log 1 + zð Þð Þr = 〠
∞

j=r
S1 j, rð Þ z

j

j!
, r ≥ 0ð Þ: ð4Þ

The Stirling numbers of the second kind are given for
j ≥ 0 as follows (see [5, 18]):

ξj = 〠
j

q=0
S2 j, qð Þ ξð Þq: ð5Þ

In terms of (5), it is easily shown that

〠
∞

j=r
S2 j, rð Þ z

j

j!
= ez − 1ð Þr

r!
: ð6Þ

For any nonnegative integer q, the q-Stirling numbers Sq
ðj, kÞ of the second kind are introduced as follows (see [19]):

1
k!
eqz ez − 1ð Þk = 〠

∞

j=k
S2 j + q, k + qð Þ z

j

j!
: ð7Þ

Let q be any nonnegative integer. The Bell-based Stir-
ling polynomials of the second kind are provided as follows
(see [13]):

1
k!
eq ez−1ð Þ ez − 1ð Þk = 〠

∞

j=k
BelS2 j, k : qð Þ z

j

j!
: ð8Þ

The Apostol types of the Bernoulli BðαÞ
j ðξjλÞ, the Euler

E
ðαÞ
j ðξjλÞ, and the Genocchi polynomials GðαÞ

j ðξjλÞ of order
α are introduced as follows (cf. [11, 17, 20]):

z
λez − 1
� �α

eξz = 〠
∞

j=0
B

αð Þ
j ξjλð Þ z

j

j!
z + log λj j < 2πð Þ,

2
λez + 1

� �α

eξz = 〠
∞

j=0
E

αð Þ
j ξjλð Þ z

j

j!
z + log λj j < πð Þ,

2z
λez + 1

� �α

eξz = 〠
∞

j=0
G

αð Þ
j ξjλð Þ z

j

j!
, z + log λj j < πð Þ:

ð9Þ

Also, their corresponding numbers are determined by

B
αð Þ
j 0jλð Þ≔B

αð Þ
j λð Þ, E αð Þ

j 0jλð Þ≔ E
αð Þ
j λð Þ,G αð Þ

j 0jλð Þ≔G
αð Þ
j λð Þ,

ð10Þ

respectively. In addition, their familiar polynomials and
numbers are determined by just choosing λ = α = 1 in their
definitions and shown by BjðξÞ and EjðξÞ.

The Bell polynomials BeljðξÞ are introduced as follows
(see [18, 21–25]):

eξ ez−1ð Þ = 〠
∞

j=0
Belj ξð Þ z

j

j!
: ð11Þ

Also, the corresponding Bell numbers are determined by
Bel jð1Þ≔ Belj, ðj ≥ 0Þ. In terms of (6) and (11), it is seen that

Belj ξð Þ = 〠
j

k=0
S2 j, kð Þξk j ≥ 0ð Þ: ð12Þ

In recent years, Duran et al. [13] considered the Bell-

based Bernoulli polynomials of order αBelB
ðαÞ
j ðξ ; ηÞ given by

〠
∞

j=0
BelB

αð Þ
j ξ ; ηð Þ z

j

j!
= eξz+η ez−1ð Þ z

ez − 1
� �α

, ð13Þ

which also provides that

BelB
αð Þ
j ξ ; ηð Þ = 〠

j

r=0

j

r

 !
B

αð Þ
j−r ξð ÞBelr ηð Þ: ð14Þ

Also, in [13], the authors proved several properties and
relations for the aforesaid polynomials. In addition, they
gave many quirky formulas arising from the theory of
umbral calculus.

Kim et al. [3] and Jamei et al. [1] considered the Ber-
noulli polynomials and the Euler polynomials based on the
cosine and sine polynomials as follows:

1
2〠

∞

j=0
Bj ξ + iηð Þ +Bj ξ − iηð ÞÀ Á zj

j!
= 〠

∞

j=0
B

cð Þ
j ξ, ηð Þ z

j

j!
= eξz cos ηz z

ez − 1 ,

ð15Þ

1
2i〠

∞

j=0
Bj ξ + iηð Þ −Bj ξ − iηð ÞÀ Á zj

j!
= 〠

∞

j=0
B

sð Þ
j ξ, ηð Þ z

j

j!
= eξz sin ηz

z
ez − 1 ,

ð16Þ

1
2〠

∞

j=0
Ej ξ + iηð Þ + Ej ξ − iηð ÞÀ Á zj

j!
= 〠

∞

j=0
E

cð Þ
j ξ, ηð Þ z

j

j!
= eξz cos ηz 2

ez + 1 ,

ð17Þ
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1
2i〠

∞

j=0
Ej ξ + iηð Þ − Ej ξ − iηð ÞÀ Á zj

j!
= 〠

∞

j=0
E

sð Þ
j ξ, ηð Þ z

j

j!
= eξz sin ηz

2
ez + 1 ,

ð18Þ

respectively. In addition, they investigated many relations
for the polynomials given above.

The trigonometric polynomials, cosine, and sine polyno-
mials are introduced as follows (see [2–4, 7]):

eξz cos ηz = 〠
∞

r=0
Cr ξ, ηð Þ z

r

r!
,

eξz sin ηz = 〠
∞

r=0
Sr ξ, ηð Þ z

r

r!
,

ð19Þ

which satisfy the following expansion formulas:

Cr ξ, ηð Þ = 〠
r
2b c

j=0
−1ð Þj

r

2j

 !
ξr−2jη2j,

Sr ξ, ηð Þ = 〠
r−1
2b c

j=0

r

2j + 1

 !
−1ð Þjξr−2j−1η2j+1,

ð20Þ

where the value of byc is the largest integer that is equal or
less than y.

2. Cosine and Sine Bell-Based Frobenius-Type
Eulerian Polynomials

Here, we introduce the cosine and sine Bell-based
Frobenius-type Eulerian numbers and polynomials, and
then we derive several properties and identities for the above
polynomials.

Motivated and inspired by the definitions (13) and
(15)–(18), we first consider the Bell-based Frobenius-type
Eulerian polynomials defined as follows:

1 − λ

ez λ−1ð Þ − λ

� �α

ezξeζ ez−1ð Þ = 〠
∞

j=0
BelA

αð Þ
j ξ, ζjλð Þ z

j

j!
: ð21Þ

By (21) and the following well-known formula

eiηz = cos ηz + i sin ηzð Þ, ð22Þ

thus, we have

〠
∞

j=0
BelA

αð Þ
j ξ + iη, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

e ξ+iηð Þzeζ ez−1ð Þ

= 1 − λ

ez λ−1ð Þ − λ

� �α

eζ ez−1ð Þeξz cos ηz+i sin ηzð Þ,

ð23Þ

〠
∞

j=0
BelA

αð Þ
j ξ − iη, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

e ξ−iηð Þzeζ ez−1ð Þ

= 1 − λ

ez λ−1ð Þ − λ

� �α

cos ηz − i sin ηzð Þeξzeζ ez−1ð Þ:

ð24Þ
From (23) and (24), we get

1 − λ

ez λ−1ð Þ − λ

� �α

eξz cos ηzeζ ez−1ð Þ = 〠
∞

j=0

BelA
αð Þ
j ξ + iη, ζ ∣ λð Þ + BelA

αð Þ
j ξ − iη, ζ ∣ λð Þ

2

 !
zj

j!
,

ð25Þ

1 − λ

ez λ−1ð Þ − λ

� �α

eξz sin ηzeζ ez−1ð Þ = 〠
∞

j=0

BelA
αð Þ
j ξ + iη, ζ ∣ λð Þ − BelA

αð Þ
j ξ − iη, ζ ∣ λð Þ

2i

 !
zj

j!
:

ð26Þ
Hence, here is our definition.

Definition 1. We consider the cosine and sine Bell-based
Frobenius-type Eulerian polynomials of order α, for nonneg-
ative integer j, as follows:

〠
∞

j=0
BelA

α,cð Þ
j ξ, η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

eξz cos ηzeζ ez−1ð Þ,

ð27Þ

〠
∞

j=0
BelA

α,sð Þ
j ξ, η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

eξz sin ηzeζ ez−1ð Þ,

ð28Þ
respectively.

Note that BelA
ðα,cÞ
j ðξ, 0, 0jλÞ≔A

ðαÞ
j ðξjλÞ and BelA

ðα,sÞ
j

ðξ, 0, 0jλÞ = 0ðj ≥ 0Þ.
From (25)–(28), we have

BelA
α,cð Þ
j ξ, η, ζjλð Þ = 1

2 BelA
αð Þ
j ξ + iη, ζjλð Þ+BelA

αð Þ
j ξ − iη, ζjλð Þ

� �
,

BelA
α,sð Þ
j ξ, η, ζjλð Þ = 1

2i BelA
αð Þ
j ξ + iη, ζjλð Þ − BelA

αð Þ
j ξ − iη, ζjλð Þ

� �
:

ð29Þ

Remark 2. For ζ = ξ = 0 in (27) and (28), we get novel type of

the polynomials Aðα,cÞ
j ðηjλÞ and A

ðα,sÞ
j ðηjλÞ as

1 − λ

ez λ−1ð Þ − λ

� �α

cos ηz = 〠
∞

j=0
A

α,cð Þ
j ηjλð Þ z

j

j!
, ð30Þ

1 − λ

ez λ−1ð Þ − λ

� �α

sin ηz = 〠
∞

j=0
A

α,sð Þ
j ηjλð Þ z

j

j!
: ð31Þ

It is readily observed that (for j ≥ 0)

A
α,cð Þ
j 0jλð Þ =A

α,cð Þ
j λð Þ andA α,sð Þ

j 0jλð Þ = 0: ð32Þ
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Remark 3. Putting ζ = 0 in (27) and (28), we attain cosine

A
ðα,cÞ
j ðξ, ηjλÞ and sine Aðα,sÞ

j ðξ, ηjλÞ Frobenius-type Eulerian
polynomials:

〠
∞

j=0
A

α,cð Þ
j ξ, ηjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

eξz cos ηz,

〠
∞

j=0
A

α,sð Þ
j ξ, ηjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

eξz sin ηz,
ð33Þ

respectively.

Remark 4. Letting ξ = 0 in (27) and (28), we have novel kind
cosine and sine Bell-based Frobenius-type Eulerian polyno-
mials as

〠
∞

j=0
BelA

α,cð Þ
j η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

cos ηzeζ ez−1ð Þ,

〠
∞

j=0
BelA

α,sð Þ
j η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

sin ηzeζ ez−1ð Þ,

ð34Þ

respectively.

Remark 5. On setting ξ = η = 0 in (27) and (28), we attain the

Bell-based Frobenius-type Eulerian polynomials BelA
ðαÞ
j ðζjλÞ as

1 − λ

ez λ−1ð Þ − λ

� �α

eζ ez−1ð Þ = 〠
∞

j=0
BelA

αð Þ
j ζjλð Þ z

j

j!
: ð35Þ

Theorem 6. Let j ≥ 0. We acquire that

BelA
α,cð Þ
j ξ, η, ζjλð Þ = 〠

j
2½ �

v=0

j

2v

 !
−1ð Þvη2vBelA αð Þ

j−2v ξ, ζjλð Þ,

ð36Þ

BelA
α,sð Þ
j ξ, η, ζjλð Þ = 〠

j−1
2½ �

v=0

j

2v + 1

 !
−1ð Þvη2v+1BelA αð Þ

j−2v−1 ξ, ζjλð Þ:

ð37Þ
Proof. It is seen from (30) and (31) that

〠
∞

j=0
BelA

α,cð Þ
j ξ, η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

eξz cos ηzeζ ez−1ð Þ

= 〠
∞

j=0
BelA

αð Þ
j ξ, ζjλð Þ z

j

j!
〠
∞

v=0
−1ð Þvη2v zv

2vð Þ!

= 〠
∞

j=0
〠
j
2½ �

v=0
−1ð Þvη2v

j

2v

 !

Bel

A
αð Þ
j−2v ξ, ζjλð Þ

0
@

1
A zj

j!
,

ð38Þ

〠
∞

j=0
BelA

α,sð Þ
j ξ, η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

eξz sin ηzeζ ez−1ð Þ

= 〠
∞

j=0
〠
j−1
2½ �

v=0

j

2v + 1

 !
−1ð Þvη2v+1BelA αð Þ

j−2v−1 ξ, ζjλð Þ
0
@

1
A zj

j!
:

ð39Þ

We acquire the asserted results (36) and (37) in accordance
with (38) and (39).

Theorem 7. Let j ≥ 0. We acquire that

BelA
α,cð Þ
j ξ, η, ζ + xjλð Þ = 〠

j

k=0
BelA

α,cð Þ
k ξ, η, ζjλð ÞBelj−k xð Þ,

ð40Þ

BelA
α,sð Þ
j ξ, η, ζ + xjλð Þ = 〠

j

k=0
BelA

α,sð Þ
k ξ, η, ζjλð ÞBelj−k xð Þ:

ð41Þ

Proof. By using (11), (23), and (24), we can readily derive
(40) and (41) by utilizing series methods. Therefore, we
exclude the proofs.

Theorem 8. For j ≥ 0, we have

BelA
α,cð Þ
j ξ, η, ζjλð Þ = 〠

j

u=0

j

u

 !
Bel

A
αð Þ
j−u ζjλð ÞCu ξ, ηð Þ, ð42Þ

BelA
α,sð Þ
j ξ, η, ζjλð Þ = 〠

j

u=0

j

u

 !
Bel

A
αð Þ
j−u ζjλð ÞSu ξ, ηð Þ: ð43Þ

Proof. Utilizing the Cauchy product rule

〠
∞

j=0
aj
zj

j!

 !
〠
∞

v=0
bv

zv

v!

 !
= 〠

∞

j=0
〠
j

v=0

j

v

 !
aj−vbv

 !
zj

j!
, ð44Þ

we investigate

〠
∞

j=0
BelA

α,cð Þ
j ξ, η, ζjλð Þ z

j

j!
= eξz cos ηzeζ ez−1ð Þ 1 − λ

ez λ−1ð Þ − λ

� �α

= 〠
∞

v=0
Cv ξ, ηð Þ z

v

v!

 !
〠
∞

j=0
BelA

αð Þ
j ζjλð Þ z

j

j!

 !

= 〠
∞

j=0
〠
j

h=0

j

h

 !

Bel

A
αð Þ
j−h ζjλð ÞCh ξ, ηð Þ

 !
zj

j!
,

ð45Þ

which implies (42). The other proof (43) can be done
similarly.
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Theorem 9. For j ≥ 0, we attain

BelA
α,cð Þ
j ξ, η, ζjλð Þ = 〠

j

k=0
Belj−k ζð ÞA α,cð Þ

k ξ, ηjλð Þ, ð46Þ

BelA
α,sð Þ
j ξ, η, ζjλð Þ = 〠

j

k=0
Belj−k ζð ÞA α,sð Þ

k ξ, ηjλð Þ, ð47Þ

BelA
α,cð Þ
j ξ, η, ζjλð Þ = 〠

j

k=0
ξj−kBelA

α,cð Þ
k η, ζjλð Þ, ð48Þ

BelA
α,sð Þ
j ξ, η, ζjλð Þ = 〠

j

k=0
ξj−kBelA

α,sð Þ
k η, ζjλð Þ: ð49Þ

Proof. Using (27) and (28), the proofs of (46)–(49) can be
shown similarly to the proofs of the above theorems. There-
fore, we exclude the proof.

Theorem 10. For j ≥ 0, we have

BelA
α,cð Þ
j s + ξ, η, ζjλð Þ = 〠

j

u=0

j

u

 !
Bel

A α,cð Þ
u ξ, η, ζjλð Þsj−u,

ð50Þ

BelA
α,sð Þ
j ξ + s, η, ζjλð Þ = 〠

j

u=0

j

u

 !
Bel

A α,sð Þ
u ξ, η, ζjλð Þsj−u:

ð51Þ
Proof. By (27), we attain

〠
∞

j=0
BelA

α,cð Þ
j ξ + s, η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

eξzeζ ez−1ð Þ cos ηzesz

= 〠
∞

j=0
BelA

α,cð Þ
j ξ, η, ζjλð Þ z

j

j!

 !
〠
∞

u=0
su
zu

u!

 !

= 〠
∞

j=0
〠
j

u=0

j

u

 !

Bel

A α,cð Þ
u ξ, η, ζjλð Þsj−u

 !
zj

j!
,

ð52Þ

which completes the proof (50). The result (51) can be done
similarly.

Theorem 11. For j ≥ 0, we have

∂
∂ξBel

A
α,cð Þ
j ξ, η, ζjλð Þ = jBelA

α,cð Þ
j−1 ξ, η, ζjλð Þ, ð53Þ

∂
∂ηBel

A
α,cð Þ
j ξ, η, ζjλð Þ = −jBelA

α,sð Þ
j−1 ξ, η, ζjλð Þ, ð54Þ

∂
∂ξBel

A
α,sð Þ
j ξ, η, ζjλð Þ = jBelA

α,sð Þ
j−1 ξ, η, ζjλð Þ, ð55Þ

∂
∂ηBel

A
α,sð Þ
j ξ, η, ζjλð Þ = jBelA

α,cð Þ
j−1 ξ, η, ζjλð Þ: ð56Þ

Proof. By means of (27), we compute that

〠
∞

j=1

∂
∂ξBel

A
α,cð Þ
j ξ, η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

zeξz cos ηzeζ ez−1ð Þ

= 〠
∞

j=0
BelA

α,cð Þ
j ξ, η, ζjλð Þ z

j+1

j!

= 〠
∞

j=1
BelA

α,cð Þ
j−1 ξ, η, ζjλð Þ zj

j − 1ð Þ!

= 〠
∞

j=1
jBelA

α,cð Þ
j−1 ξ, η, ζjλð Þ z

j

j!
,

ð57Þ

which means (53). The formulas (54), (55), and (56) can be
derived similarly.

Theorem 12. For j ≥ 0, we attain

BelA
α,cð Þ
j ξ, η, ζjλð Þ = 〠

j

u=0
〠
u

k=0

j

u

 !
Bel

A
α,cð Þ
j−u η, ζjλð Þ ξð ÞkS2 u, kð Þ,

ð58Þ

BelA
α,sð Þ
j ξ, η, ζjλð Þ = 〠

j

u=0
〠
u

k=0

j

u

 !
Bel

A
α,sð Þ
j−u η, ζjλð Þ ξð ÞkS2 u, kð Þ:

ð59Þ

Proof. Using (6) and (27), we find

〠
∞

j=0
BelA

α,cð Þ
j ξ, η, ζjλð Þ z

j

j!
= 1 − λ

ez λ−1ð Þ − λ

� �α

ez − 1 + 1ð Þξ cos ηzeζ ez−1ð Þ

= 1 − λ

ez λ−1ð Þ − λ

� �α

cos ηzeζ ez−1ð Þ 〠
∞

k=0
ξð Þk

ez − 1ð Þk
k!

= 1 − λ

ez λ−1ð Þ − λ

� �α

cos ηzeζ ez−1ð Þ 〠
∞

k=0
ξð Þk 〠

∞

u=k
S2 u, kð Þ z

u

u!

= 〠
∞

j=0
BelA

α,cð Þ
j η ; ζjλð Þ z

j

j!
〠
∞

u=0
〠
u

k=0
ξð ÞkS2 u, kð Þ z

u

u!

= 〠
∞

j=0
〠
j

u=0
〠
u

k=0

j

u

 !

Bel

A
α,cð Þ
j−u η, ζjλð Þ ξð ÞkS2 u, kð Þ z

j

j!
:

ð60Þ

In view of (27) and (60), we attain the claimed result
(58). Also, we can easily obtain (59) in a similar way.

We give a relation with the Bell-Stirling polynomials of
the second kind as follows.
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Table 1: Real and complex zeros of BelA
ð4,cÞ
j ðξ, 6, 5 ; 2Þ.

Degree Real zeros Complex zeros

1 -9 —

2 -13.79583, -4.20417 —

3 -17.50929, -8.57862, -0.91208 —

4 -21.37817, 2.60420 −8:61301 + 2:46740 i, −8:61301 − 2:46740 i

5 -25.2312, -10.1799, 6.23115 −7:91002 − 4:42772 i, −7:91002 + 4:42772 i

6 -29.0774, 9.91421
−10:306 − 1:41814 i, -10:306 + 1:41814 i,
−7:11246 − 6:21942 i, −7:11246 + 6:21942 i

7 -32.918, -12.0177, 13.6309
−9:56347 − 3:17179 i, −9:56347 + 3:17179 i,
−6:2841 − 7:82954 i, −6:2841 + 7:82954 i

8 -36.7547, -12.8049, -11.0126, 17.3697
−8:97353 − 4:95183 i, -8:97353 + 4:95183 i,
−5:42516 − 9:29329 i, -5:42516 + 9:29329 i,

9 -40.5884, -14.3645, 21.1239
−10:6868 − 2:38861 i, -10:6868 + 2:38861 i,
−8:35989 − 6:57959 i, -8:35989 + 6:57959 i,
−4:53883 − 10:6389 i, -4:53883 + 10:6389 i

10 -44.4198, -15.6243, -11.5504, 4.8894
−10:3149 − 4:14379 i, -10:3149 + 4:14379 i,
-7:70471 − 8:09496 i, -7:70471 + 8:09496 i,
−3:62785 − 11:8863 i, −3:62785 + 11:8863 i

11 -48.24939, -16.94854, 28.66337

−11:660956 − 1:92837 i, −11:660956 + 1:92837 i,
−9:86402 − 5:74486 i, −9:86402 + 5:74486 i,
−7:01359 − 9:51912 i, −7:01359 + 9:51912 i,
−2:6941 − 13:0504 i, −2:6941 + 13:0504 i

12 -52.0776, -18.24958, -12.42031, 32.444

−11:46025 − 3:57703 i, −11:46025 + 3:57703 i,
5694 − 7:25491 i, −9:35694 + 7:25491 i,

−6:292007 − 10:86579 i, −6:292007 + 10:86579 i,
−1:73903 − 14:14248 i, −1:73903 + 14:14248 i

13 -55.90467, -19.5518, 36.22987

−12:64336 − 1:62677 i, −12:64336 + 1:62677 i,
−11:12894 − 5:13136 i, −11:12894 + 5:13136 i,
−8:80659 − 8:69073 i, −8:80659 + 8:69073 i,
−5:54426 − 12:14505 i, −5:54426 + 12:14505 i,
−0:76349 − 15:17179 i, −0:76349 + 15:17179 i

14 -59.7308, -20.84998, -13.40199, 40.0199

−12:52359 − 3:14914 i, −12:52359 + 3:14914 i,
−10:73302 − 6:62043 i, −10:73302 + 6:62043 i,
−8:2199 − 10:0621 i, −8:2199 − 10:0621 i,

−4:77378 − 13:36466 i, −4:77378 + 13:36466 i,
0:23173 − 16:145982 i, 0:23173 + 16:145982 i

15
-63.55622, -22.14583, 43.81356

−13:65616 − 1:38254 i, −13:65616 + 1:38254 i,
−12:27016 − 4:65428 i, −12:27016 + 4:65428 i,
−10:29033 − 8:04947 i, −10:29033 + 8:04947 i,
−7:60183 − 11:37668 i, −7:60183 + 11:37668 i

−3:98323 − 14:53071 i, -3:98323 + 14:53071 i, 1:24599 − 17:07154 i, 1:24599 + 17:07154 i

16 -67.381, -23.4394, -14.4645, 47.61

−13:5438 − 2:79653 i, −13:5438 + 2:79653 i,
−11:9582 − 6:11878 i, −11:9582 + 6:11878 i,
−9:80817 − 9:42427 i, −9:80817 + 9:42427 i,
−6:95627 − 12:6403 i, −6:95627 + 12:6403 i,
−3:17465 − 15:6481 i, −3:17465 + 15:6481 i,
2:27862 − 17:9541 i, 2:27862 + 17:9541 i
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Theorem 13. For j ≥ 0, we attain

BelA
α,cð Þ
j ξ, η, ζjλð Þ = 〠

j

u=0
〠
u

k=0

j

u

 !
A

α,cð Þ
j−u ηjλð ÞBelS2 u, k : ζð Þ ξð Þk,

ð61Þ

BelA
α,sð Þ
j ξ, η, ζjλð Þ = 〠

j

u=0
〠
u

k=0

j

u

 !
A

α,sð Þ
j−u ηjλð ÞBelS2 u, k : ζð Þ ξð Þk:

ð62Þ
Proof. Using (8), (27), and (28), the proofs of (61) and (62)
can be shown similar to the proofs of Theorem 12. So, we
omit the proofs.

3. Some Values with Graphical Representations
and Zeros of Sine and Cosine Bell-Based
Frobenius-Type Eulerian Polynomials

Here, we indicate the first few sine and cosine Bell-based
Frobenius-type Eulerian polynomials with beautiful graphi-
cal representations and examine some zero values of these

polynomials BelA
ðα,cÞ
j ðξ, η, ζjλÞ and BelA

ðα,sÞ
j ðξ, η, ζjλÞ.

It is not difficult to check that the first five parametric

kinds of BelA
ðα,cÞ
j ðξ, η, ζjλÞ are

BelA
α,cð Þ
0 ξ, η, ζjλð Þ = 1,

BelA
α,cð Þ
1 ξ, η, ζjλð Þ = ξ + ζ + α,

BelA
α,cð Þ
2 ξ, η, ζjλð Þ = ζ

2 + ζ2

2 + αζ + ζξ + 1
2 ξ

2

+ αξ + 1
2 λα +

1
2 α

2 −
1
2 η

2,

BelA
α,cð Þ
3 ξ, η, ζjλð Þ = 1

6 ζ +
1
2 ξα

2 −
1
2 η

2ξ + 1
2 ζ

2ξ + 1
2 ζξ

2 + 1
2 ζξ

+ 1
2 ξ

2α + 1
2 ξαλ + αζξ + 1

6 ξ
3 + 1

2 αζ
2

+ 1
2 α

2ζ −
1
2 ζη

2 + 1
2 ζα +

1
2 αζλ +

1
6 α

3

+ 1
6 αλ

2 + 1
2 α

2λ + 1
6 λα −

1
2 η

2α + 1
6 ζ

3 + 1
2 ζ

2,

BelA
α,cð Þ
4 ξ, η, ζjλð Þ = 1

24 ζ +
1
24 ξ

4 + 1
6 ζξ +

1
2 ζ

2ξ + 1
4 ζξ

2 + 1
4 ξ

2α2

+ 1
6 ζ

3ξ + 1
4 ζ

2ξ2 + 1
6 ζξ

3 + 1
6 α

3ξ −
1
4 η

2ξ2

+ 1
6 ξ

3α + 1
6 αλ

2ξ + 1
2 α

2λξ −
1
2 ζη

2ξ + 1
2 αζξ

2

+ 1
2 αζ

2ξ + 1
2 α

2ζξ + 1
4 ξ

2αλ −
1
2 αη

2ξ + 1
6 ξαλ

+ 1
2 αζξ +

1
4 αζ

2λ + 1
2 α

2ζλ + 1
6 αζλ

2 −
1
2 αζη

2

−
1
4 αλη

2 + 1
6 αζ

3 + 1
4 α

2ζ2 −
1
4 ζ

2η2 + 1
6 α

3ζ

+ 1
24 αλ

3 + 7
24 α

2λ2 + 1
4 α

3λ −
1
4 α

2η2 + 1
2 αζ

2

+ 1
4 α

2ζ −
1
4 ζη

2 + 1
6 ζα +

1
2 αζλ +

5
12 αζλ

+ 1
24 α

4 + 1
24 ζ

4 + 1
6 αλ

2 + 1
6 α

2λ + 1
24 λα

+ 1
4 ζ

3 + 7
24 ζ

2 + 1
24 η

4,

1.5×1011

1.0×1011

5.0×1010

–5.0×1010

–1.0×1011

–1.5×1011

–60 60–40 40–20 20

Figure 1: Parametric cosine Frobenius-type Eulerian polynomials BelA
ð4,cÞ
j ðξ, 6, 5 ; 2Þ for j = 11 (orange),13 (green), and16 (blue).
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Figure 2: Structure of real zeros of BelA
ð4,cÞ
j ðξ, 6, 5 ; 2Þ, j ≤ 1 ≤ 16.
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Figure 3: Stacking structure zeros of BelA
ð4,cÞ
j ðξ, 6, 5 ; 2Þ, j ≤ 1 ≤ 16.
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(a) Zeros of BelA
ð4,sÞ
15 ðξ, 6, 5 ; 2Þ

0

5

–5

–10

10

–15

–30 –20 –10 0

15

Im
 (𝜉

)

Re (𝜉)

(b) Zeros of BelA
ð4,sÞ
16 ðξ, 6, 5 ; 2Þ

Figure 4: Graphic behavior of the zeros of BelA
ð4,sÞ
j ðξ, 6, 5 ; 2Þ for j = 15, 16.
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BelA
α,cð Þ
5 ξ, η, ζjλð Þ = 1

120 ζ +
1
120 ξ

5 + 1
24 ζξ +

7
24 ζ

2ξ + 1
12 ζξ

2

+ 1
4 ζ

3ξ + 1
4 ζ

2ξ2 + 1
12 ζξ

3 + 1
12 ξ

3α2 + 1
24 η

4ξ

+ 1
24 ζ

4ξ + 1
12 ζ

3ξ2 + 1
12 ζ

2ξ3 + 1
24 ζξ

4 + 1
12 α

3ξ2

+ 1
24 α

4ξ −
1
12 η

2ξ3 + 1
24 ξ

4α + 1
4 α

2ζξ2 + 1
6 α

3ζξ

−
1
4 ζ

2η2ξ + 1
4 αζ

2ξ2 + 1
6 αζ

3ξ + 1
4 α

2ζ2ξ + 1
12 ξ

3αλ

+ 7
24 α

2λ2ξ + 1
4 α

3λξ −
1
4 α

2η2ξ + 1
24 αλ

3ξ + 1
6 αζξ

3

−
1
4 ζη

2ξ2 + 1
4 α

2λξ2 + 1
12 αλ

2ξ2 −
1
4 αη

2ξ2 + 1
6 αλ

2ξ

+ 1
6 α

2λξ −
1
4 ζη

2ξ + 1
4 αζξ

2 + 1
2 αζ

2ξ + 1
4 α

2ζξ

+ 1
12 ξ

2αλ + 1
24 ξαλ +

1
6 αζξ +

1
24 αζ

4 + 1
12 α

2ζ3

−
1
12 ζ

3η2 + 1
12 α

3ζ2 + 1
24 α

4ζ + 1
24 ζη

4 + 1
120 αλ

4

+ 1
8 α

2λ3 + 5
24 α

3λ2 + 1
12 α

4λ −
1
12 α

3η2 + 1
12 αζ

3λ

+ 1
4 α

2ζ2λ + 1
12 αζ

2λ2 −
1
4 αζ

2η2 + 1
4 α

3ζλ

+ 7
24 α

2ζλ2 −
1
4 α

2ζη2 + 1
24 αζλ

3 −
1
4 α

2λη2

−
1
12 αλ

2η2 + 1
3 αζ

2λ + 5
12 α

2βλ + 1
4 αζλ

2 −
1
4 αζη

2

−
1
12 αλη

2 + 1
4 αζ

3 + 1
4 α

2ζ2 −
1
4 ζ

2η2

+ 1
12 α

3ζ + 11
120 αλ

3 + 1
4 α

2λ2 + 1
12 α

3λ

+ 7
24 αζ

2 + 1
12 α

2ζ −
1
12 ζη

2 + 1
24 αζ

+ 1
4 αζ

2λξ + 1
2 α

2ζλξ + 1
6 αζλ

2ξ + 1
4 αζλξ

2

−
1
2 αζη

2ξ −
1
4 αλη

2ξ + 5
12 αζλξ −

1
4 αζλη

2

+ 5
24 αζλ +

1
120 α

5 + 1
120 ζ

5 + 1
12 ζ

4 + 1
24 η

4α

+ 11
120 αλ

2 + 1
24 α

2λ + 1
120 λα +

5
24 ζ

3 + 1
8 ζ

2,

ð63Þ

while the first five parametric kinds of BelA
ðα,sÞ
j ðξ, η, ζjλÞ are

BelA
α,sð Þ
0 ξ, η, ζjλð Þ = 0,

BelA
α,sð Þ
1 ξ, η, ζjλð Þ = η,

BelA
α,sð Þ
2 ξ, η, ζjλð Þ = ξ + ζ + αð Þη,

BelA
α,sð Þ
3 ξ, η, ζjλð Þ = 1

6 η 3α2 + 6ζα + 3αλ + 6ξα + 3ζ2 + 6ζξ − η2 + 3ξ2 + 3ζ
� �

,

BelA
α,sð Þ
4 ξ, η, ζjλð Þ = 1

6 η α3 + 3α2ζ + 3α2λ + 3ξα2 + 3αζ2
�

+ 3αζλ + 6αζξ + αλ2 + 3ξαλ − η2α + 3ξ2α
+ ζ3 + 3ζ2ξ − ζη2 + 3ζξ2 − η2ξ + ξ3 + 3ζα

+ αλ + 3ζ2 + 3ζξ + ζ
�
,

BelA
α,sð Þ
5 ξ, η, ζjλð Þ = 1

120 η 5ζ + 20αλ2ξ + 60α2λξ − 20ζη2ξ
À

+ 60αζξ2 + 60αζ2ξ + 60α2ζξ + 30ξ2αλ
− 20αη2ξ + 5ξ4 + 5α4 + 20ζξ + 60ζ2ξ
+ 30ζξ2 + 30ξ2α2 + 20ζ3ξ + 30ζ2ξ2

+ 20ζξ3 + 20α3ξ − 10η2ξ2 + 20ξ3α
+ 20αζ3 + 30α2ζ2 − 10ζ2η2 + 20α3ζ
+ 5αλ3 + 35α2λ2 + 30α3λ − 10α2η2

+ 60αζ2 + 30α2ζ − 10ζη2 + 20αλ2

+ 20α2λ + 20ζα + 5αλ + 20ξαλ + 60αζξ
+ 30αζ2λ + 60α2ζλ + 20αζλ2 − 20αζη2

− 10αλη2 + 50αζλ + 5ζ4 + 30ζ3 + 35ζ2

+ η4 + 60αζλξ
Á
:

ð64Þ

For 1 ≤ j ≤ 16, the complex and real zero values of

BelA
ð4,cÞ
j ðξ, 6, 5 ; 2Þ are showed in Table 1.
Figure 1 shows the plots for some parametric cosine

Frobenius-type Eulerian polynomials.
Figure 2 shows the structure of real zeros of the para-

metric cosine Frobenius-type Eulerian polynomials

BelA
ð4,cÞ
j ðξ, 6, 5 ; 2Þ, with j ≤ 1 ≤ 16.
Figure 3 shows the stacking structure zeros of the para-

metric cosine Frobenius-type Eulerian polynomials BelA
ð4,cÞ
j

ðξ, 6, 5 ; 2Þ, with j ≤ 1 ≤ 16.
Finally, Figure 4 shows the graphic behavior of the zeros

of the parametric sine Frobenius-type Eulerian polynomials

BelA
ð4,sÞ
j ðξ, 6, 5 ; 2Þ for j = 15, 16.

4. Conclusion

Our paper introduced sine and cosine Bell-based Frobenius-
type Eulerian polynomials and analyzed their properties by
providing several relations and applications. Also, various
formulas and properties including differentiation rules, addi-
tion formulas, relations, and summation formulas have been
investigated. Moreover, after determining the first few zero
values of the Eulerian polynomials, we have drawn graphical
representations of these zero values.

It is possible that this paper’s idea can be applied to poly-
nomials that are similar and these polynomials have poten-
tial applications in other fields of science in addition to the
applications at the end of the article. We will continue to
explore this opinion in various directions in our next scien-
tific works to advance the purpose of this article.
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In this paper, we study a generalized version of strongly reciprocally convex functions of higher order. Firstly, we prove some basic
properties for addition, scalar multiplication, and composition of functions. Secondly, we establish Hermite-Hadamard and Fejér
type inequalities for the generalized version of strongly reciprocally convex functions of higher order. We also include some
fractional integral inequalities concerning with this class of functions. Our results have applications in optimization theory and
can be considered extension/generalization of many existing results.

1. Introduction

Convexity is a very simple and ordinary concept. Due to its
massive applications in industry and business, convexity has
a great influence on our daily life. In the solution of many
real-world problems, the concept of convexity is very deci-
sive. Problems faced in constrained control and estimation
are convex. Geometrically, a real-valued function is said to
be convex if the line segment joining any two of its points
lies on or above the graph of the function in Euclidean space.

Convexity of a function in classical sense is defined as a
function f1 : M⟶ℝ,f1 is convex if we have

f1 jx + 1 − jð Þyð Þ ≤ jf 1 xð Þ + 1 − jð Þf1 yð Þ,∀j ∈ 0, 1½ �: ð1Þ

If the above inequality is reversed, then the function is
said to be concave.

Using different techniques, the notion of convexity is
being extended day by day [1–3]. Many extensions and gen-
eralizations are made speedily due to its applications in
modern engineering, optimization, economics, and nonlin-

ear programming [4–7]. For recent generalizations, one
can see [8, 9] and the references therein.

Using the definition of convex functions, several impor-
tant inequalities can be proved, and the Hermite-Hadamard
inequality is one of them. The Hermite-Hadamard inequality
is for any convex function f1 : M ⊆ℝ⟶ℝ with a1, b1 ∈M
and a1b1, the Hermite-Hadamard double inequality is

f1
a1 + b1

2

� �
≤

1
b1 − a1

ðb1
a1

f1 xð Þdx ≤ f1 a1ð Þ + f1 b1ð Þ
2 : ð2Þ

In [9], using the weight function wðxÞ, Fejér gave a gener-
alization of the Hermite-Hadamard inequality as follows:

Let f1 : ½a1, b1� ⊆ℝ⟶ℝ be a convex function and
w : ½a1, b1�⟶ℝ is nonnegative, integrable, and symmet-
ric about ða1 + b1Þ/2, then we have

f1
a1 + b1

2

� �ðb1
a1

w xð Þdx ≤
ðb1
a1

f1 xð Þw xð Þdx ≤ f1 a1ð Þ + f1 b1ð Þ
2

ðb1
a1

w xð Þdx:

ð3Þ
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In [10], the notations of p-convex set and p-convex func-
tions are introduced. The strongly convex functions of modu-
lus μ are introduced in [11]. In [12, 13], the strongly p-convex
and harmonic convex functions were introduced, respec-
tively. The p-harmonic convex set and p-harmonic convex
functions were studied in [14], and in [15], the strongly
reciprocally convex of modulus μ are introduced. The
strongly reciprocally p-convex and h-convex functions
were introduced in [16, 17], respectively. The (p,h)-con-
vex functions are introduced in [18], and the higher-
order strongly convex with modulus μ are introduced in
[19]. Now, we present the notation of strongly recipro-
cally (p,h)-convex functions of higher order (SRHO).

Definition 1. Let μ ∈ ð0,∞Þ and M is any interval. Then the
function f1 : M = ½a1, b1� ⊆ℝ \ f0g⟶ℝ is SRHO of mod-
ulus μ on the interval M, if we have

f1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

≤ h 1 − jð Þf1 xð Þ + h jð Þf1 yð Þ − μϕ jð Þ 1
xp

−
1
yp











l

,

ð4Þ

for all x, y ∈M, j ∈ ½0, 1�, and l ≥ 1, where ϕðjÞ = jð1 − jÞ.

Remark 2. Inserting l = 2 in Def. 1 with same ϕðjÞ as defined
above, we obtain strongly reciprocally (p,h)-convex func-
tions. Similarly, inserting l = 2 and hðjÞ = j in Def. 1, we
obtain strongly reciprocally p-convex functions, and for
l = 2, hðjÞ = j, and p = 1, Def. 1 reduces to the strongly
reciprocally convex function of modulus μ.

As we know that ℝ is a Norm space under the usual
modulus norm, thus, for any x ∈ℝ,

xk k = xj j: ð5Þ

Using (5), the inequality 1 can be written as

f1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

≤ h 1 − jð Þf1 xð Þ + h jð Þf1 yð Þ − μϕ jð Þ 1
xp

−
1
yp

����
����
l

,

ð6Þ

∀x, y ∈M and j ∈ ½0, 1� with l ≥ 1, where ϕðjÞ is same as in
Definition 1.

The aim of this paper is to study a generalized version of
strongly reciprocally convex functions of higher order and
establish the Hermite-Hadamard and Fejér type inequalities
for this new class of convex functions. We also presented
fractional versions of the above mentioned inequalities for
the strongly reciprocally (p,h)-convex of higher order. It is
worthy to mention here that the results presented in this
paper are more generalized and can be considered exten-
sions of many existing results.

2. Basic Results

Now, we present some basic properties for strongly recipro-
cally (p,h)-convex of higher order.

Proposition 3. For any two SRHO f1, g1 : M⟶ℝ with
modulus μ on the interval M, the f1 + g1 : M⟶ℝ is also
SRHO with modulus μ∗ on the interval M, where 1/2μ∗ = μ.

Proof. By definition, we have

f1 + g1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

= f1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

+ g1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

≤ h jð Þf1 xð Þ + h 1 − jð Þf1 yð Þ

− μϕ jð Þ 1
yp

−
1
xp











l

+ h jð Þg1 xð Þ + h 1 − jð Þg1 yð Þ − μϕ jð Þ 1
yp

−
1
xp











l

,

ð7Þ

which in turns implies that

= h jð Þ f1 + g1ð Þ xð Þ + h 1 − jð Þ f1 + g1ð Þ yð Þ − 2μj 1 − jð Þ 1
yp

−
1
xp











l

= h jð Þ f1 + g1ð Þ xð Þ + h 1 − jð Þ f1 + g1ð Þ yð Þ − μ∗ϕ jð Þ 1
yp

−
1
xp











l

,

ð8Þ

where μ∗ = 2μ, μ ≥ 0 and ϕðjÞ = jð1 − jÞ.
This completes the proof.

Proposition 4. For any SRHO f1 : M⟶ℝ with modulus
μ ≥ 0 and any λ ≥ 0, λf1 is also SRHO with modulus ν∗ on
the interval M, where 1/λν∗ = μ.

Proof. Let λ ≥ 0, then by definition of f1, we obtain

λf1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

= λ f1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #" #

≤ λ h jð Þf1 xð Þ + h 1 − jð Þf1 yð Þ − μϕ jð Þ 1
yp

−
1
xp











l

" #

= h jð Þλf1 xð Þ + h 1 − jð Þλf1 yð Þ − λμϕ jð Þ 1
yp

−
1
xp











l

= h jð Þλf1 xð Þ + h 1 − jð Þλf1 yð Þ − ν∗ϕ jð Þ 1
yp

−
1
xp











l

,

ð9Þ

where ν∗ = λμ, μ ≥ 0 and ϕðjÞ = jð1 − jÞ. This completes the
proof.

Proposition 5. Consider a sequence of SRHO, f1i are defined
on an intervalM, provide 1 ≤ i ≤ n, then for positive constants
λi, the function f1 =∑n

i=1λi f1i is SRHO with nonnegative
modulus γ∑n

i=1λiμ.
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Proof. For a p-harmonic convex set M, we have

f1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

= 〠
n

i=1
λi f1i

xpyp

jxp + 1 − jð Þyp
� �1/p
" #

≤ 〠
n

i=1
λi h jð Þf1i xð Þ + h 1 − jð Þf1i yð Þ − μϕ jð Þ 1

yp
−

1
xp











l

" #

= h jð Þ〠
n

i=1
λi f1i xð Þ + h 1 − jð Þ〠

n

i=1
λi f1i yð Þ − 〠

n

i=1
λi μϕ jð Þ 1

yp
−

1
xp











l

" #

= h jð Þf1 xð Þ + h 1 − jð Þf1 yð Þ − γϕ jð Þ 1
yp

−
1
xp











l

,

ð10Þ

∀x, y ∈M and j ∈ ½0, 1�, where γ =∑n
i=1λiμ. Hence, the result

is proved.

Proposition 6. Consider a sequence of SRHO, f1i are defined
on an intervalM, provide 1 ≤ i ≤ n, then for positive constants
λi, the function f1 =max f f1i, i = 1, 2,⋯, ng, is SRHO of
modulus μ.

Proof. Let M be a p-harmonic convex set. Then, ∀x, y ∈M
and j ∈ ½0, 1�, we have

f1
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

=max f1i
xpyp

jxp + 1 − jð Þyp
� �1/p
" #

, i = 1, 2, 3,⋯, n
( )

= f c
xpyp

jxp + 1 − jð Þyp
� �� �

≤ h jð Þf c xð Þ + h 1 − jð Þf c yð Þ − μϕ jð Þ 1
yp

−
1
xp











l

= h jð Þ max f1i xð Þf g + h 1 − jð Þ max f1i yð Þf g − μϕ jð Þ 1
yp

−
1
xp











l

= h jð Þf1 xð Þ + h 1 − jð Þf1 yð Þ − μϕ jð Þ 1
yp

−
1
xp











l

:

ð11Þ

This completes the proof.

3. Hermite-Hadamard Type Inequality

In this section, we establish Hermite-Hadamard’s type
inequality for the function belonging to SRðphÞ.

Theorem 7. Consider an interval M not containing zero and
SRHO f1 : M⟶ℝ of nonnegative modulus μ and f1 ∈ L
½a1, b1�, then for hð1/2Þ ≠ 0, we have

1
2h 1/2ð Þ f1

2ap1b
p
1

ap1 + bp1

 !1/p

+ μϕ
1
2

� �
bp1 − ap1
ap1b

p
1

�����
�����
l
1 − −1ð Þ2l+1
2 l + 1ð Þ

" #2
4

3
5

≤
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

≤
ð1
0
h 1 − jð Þf1 a1ð Þ + h jð Þf1 b1ð Þ½ �dj − μ

bp1 − ap1
ap1b

p
1

�����
�����
lð1

0
ϕ jð Þdj:

ð12Þ

Proof. Substituting j = 1/2 in Definition 1, gives

f1
2xpyp
xp + yp

� �1/p
" #

≤ h
1
2

� �
f1 xð Þ + h

1
2

� �
f1 yð Þ − μϕ

1
2

� � 1
xp

−
1
yp











l

:

ð13Þ

Considering x = ½ðap1bp1/jap1 + ð1 − jÞbp1Þ1/p� and y = ½
ðap1bp1/jbp1 + ð1 − jÞap1Þ1/p� and integrating (13)

f1
2ap1b

p
1

ap1 + bp1

 !1/p

≤ h
1
2

� �
f1

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #

+ h
1
2

� �
f1

ap1b
p
1

jbp1 + 1 − jð Þap1

 !1/p" #

− μϕ
1
2

� �
bp1 − ap1
ap1b

p
1

�����
�����
l

1 − 2jj jl,

ð1
0
f1

2ap1b
p
1

ap1 + bp1

 !1/p

dj ≤
ð1
0
h

1
2

� �
f1

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

+
ð1
0
h

1
2

� �
f1

ap1b
p
1

jbp1 + 1 − jð Þap1

 !1/p" #
dj

− μϕ
1
2

� �
bp1 − ap1
ap1b

p
1

�����
�����
lð1

0
1 − 2jj jldj,

f1
2ap1b

p
1

ap1 + bp1

 !1/p

≤ 2h 1
2

� �
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

− μϕ
1
2

� �
bp1 − ap1
ap1b

p
1

�����
�����
l 1 − −1ð Þ2l+1

2 l + 1ð Þ

" #
,

f1
2ap1b

p
1

ap1 + bp1

 !1/p

+ μϕ
1
2

� �
bp1 − ap1
ap1b

p
1

�����
�����
l 1 − −1ð Þ2l+1

2 l + 1ð Þ

" #

≤ 2h 1
2

� �
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx,
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1
2h 1/2ð Þ f1

2ap1b
p
1

ap1 + bp1

 !1/p

+ μϕ
1
2

� �
bp1 − ap1
ap1b

p
1

�����
�����
l 1 − −1ð Þ2l+1

2 l + 1ð Þ

" #2
4

3
5

≤
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx,

ð14Þ

which is left side of the inequality (12).
Finally, for the right side of the inequality (12), setting

x = a1 and y = b1 in Definition 1 gives

f1
ap1b

p
1

tap1 + 1 − tð Þbp1

 !1/p" #

≤ h 1 − jð Þf1 a1ð Þ + h jð Þf1 b1ð Þ

− μϕ jð Þ 1
ap1

−
1
bp1











l

:

ð15Þ

Integrating (15)

ð1
0
f1

ap1b
p
1

tap1 + 1 − tð Þbp1

 !1/p" #
dj

≤
ð1
0
h 1 − jð Þf1 a1ð Þdj

+
ð1
0
h jð Þf1 b1ð Þdj − μ

bp1 − ap1
ap1b

p
1

�����
�����
lð1

0
ϕ jð Þdj,

p ap1b
p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

≤
ð1
0
h 1 − jð Þf1 a1ð Þ + h jð Þf1 b1ð Þ½ �dj

− μ
bp1 − ap1
ap1b

p
1

�����
�����
lð1

0
ϕ jð Þdj,

ð16Þ

that is right hand side of (12) and proof is completed.

4. Fejér Type Inequality

Now, we are going to develop the Fejér type inequality for
the function belonging to SRðphÞ.

Theorem 8. Consider an interval M not containing zero and
real-valued SRHO f1 defined onM of nonnegative modulus μ,
then for hð1/2Þ ≠ 0, we have

1
2h 1/2ð Þ f1

2ap1b
p
1

ap1 + bp1

 !1/pðb1
a1

w xð Þ
x1+p

dx + μ

ap1b
p
1

�� ��l ϕ
1
2

� �2
4

Á
ðb1
a1

2ap1b
p
1 − ap1 + bp1
À Á

xp
�� ��lw xð Þ

xpj jlx1+p
dx

#

≤
ðb1
a1

f1 xð Þw xð Þ
x1+p

dx

≤ f1 a1ð Þ + f1 b1ð Þ½ �
ðb1
a1

h
ap1 bp1 − xp
À Á

xp bp1 − ap1
À Á

 !
w xð Þ
x1+p

dx

− μ
bp1 − ap1
ap1b

p
1













lðb1

a1

ϕ
ap1 bp1 − xp
À Á

xp bp1 − ap1
À Á

 !
w xð Þ
x1+p

dx,

ð17Þ

holds for a1, b1 ∈M with a1 ≤ b1 and f1 ∈ L½a1, b1�, where the
nonnegative real-valued function w defined on M satisfies

w
ap1b

p
1

xp

 !1/p

=w
ap1b

p
1

ap1 + bp1 − xp

 !1/p" #
: ð18Þ

Proof. Substituting j = 1/2 in Definition 1, yields

f1
2xpyp
xp + yp

� �1/p
" #

≤ h
1
2

� �
f1 xð Þ + h

1
2

� �
f1 yð Þ − μϕ

1
2

� � 1
xp

−
1
yp











l

:

ð19Þ

Considering x = ½ðap1bp1/jap1 + ð1 − jÞbp1Þ1/p� and

y = ½ðap1bp1/jbp1 + ð1 − jÞap1Þ1/p� and integrating (19),

f1
2ap1b

p
1

ap1 + bp1

 !1/p

≤ h
1
2

� �
f1

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #

+ h
1
2

� �
f1

ap1b
p
1

jbp1 + 1 − jð Þap1

 !1/p" #

− μϕ
1
2

� �
jap1 + 1 − jð Þbp1

ap1b
p
1

−
jbp1 + 1 − jð Þap1

ap1b
p
1

�����
�����
l

:

ð20Þ

By the properties of w,

f1
2ap1b

p
1

ap1 + bp1

 !1/p

w
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #

≤ h
1
2

� �
f1

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #
w

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #

+ h
1
2

� �
f1

ap1b
p
1

jbp1 + 1 − jð Þap1

 !1/p" #
w

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #
,

ð21Þ
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−μϕ
1
2

� �
jap1 + 1 − jð Þbp1

ap1b
p
1

−
jbp1 + 1 − jð Þap1

ap1b
p
1

�����
�����
l

w
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
:

ð22Þ

Integrating inequality (21),

ð1
0
f1

2ap1b
p
1

ap1 + bp1

 !1/p

w
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

≤
ð1
0
h

1
2

� �
f1

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #
w

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

+
ð1
0
h

1
2

� �
f1

ap1b
p
1

jbp1 + 1 − jð Þap1

 !1/p" #
w

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

− μϕ
1
2

� �
jap1 + 1 − jð Þbp1

ap1b
p
1

−
jbp1 + 1 − jð Þap1

ap1b
p
1

�����
�����
l

w
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj,

f1
2ap1b

p
1

ap1 + bp1

 !1/pðb1
a1

w xð Þ
x1+p

dx + μ

ap1b
p
1

�� ��l ϕ
1
2

� �ðb1
a1

2ap1b
p
1 − ap1 + bp1
À Á

xp
�� ��lw xð Þ

xpj jlx1+p
dx

≤ 2h 1
2

� �ðb1
a1

f1 xð Þw xð Þ
x1+p

dx
1

2h 1/2ð Þ f1
2ap1b

p
1

ap1 + bp1

 !1/pðb1
a1

w xð Þ
x1+p

dx

"

+ μ

ap1b
p
1

�� ��l ϕ
1
2

� �ðb1
a1

2ap1b
p
1 − ap1 + bp1
À Á

xp
�� ��lw xð Þ

xpj jlx1+p
dx�

≤
ðb1
a1

f1 xð Þw xð Þ
x1+p

dx,

ð23Þ

which is left side of the inequality (17).
Finally, for the right side of the inequality (17), setting

x = a1 in Definition 1 gives

f1
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
≤ h 1 − jð Þf1 a1ð Þ + h jð Þf1 b1ð Þ − μϕ jð Þ 1

ap1
−

1
bp1











l

:

ð24Þ

By the properties of w,

f1
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
w

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #

≤ h 1 − jð Þf1 a1ð Þw ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #

+ h jð Þf1 b1ð Þw ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #

− μϕ jð Þ 1
ap1

−
1
bp1











l

w
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
:

ð25Þ

Integrating inequality (25),

ð1
0
f1

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #
w

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

≤
ð1
0
h 1 − jð Þf1 a1ð Þw ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

+
ð1
0
h jð Þf1 b1ð Þw ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

− μ
ð1
0
ϕ jð Þ 1

ap1
−

1
bp1











l

w
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj,

ðb1
a1

f1 xð Þw xð Þ
x1+p

dx ≤ f1 a1ð Þ + f1 b1ð Þ½ �
ðb1
a1

h
ap1 bp1 − xp
À Á

xp bp1 − ap1
À Á

 !
w xð Þ
x1+p

dx

− μ
bp1 − ap1
ap1b

p
1













lðb1

a1

ϕ
ap1 bp1 − xp
À Á

xp bp1 − ap1
À Á

 !
w xð Þ
x1+p

dx,

ð26Þ

that is right hand side of (17) and the proof is completed.

5. Fractional Integral Inequalities

Lemma 9 ([20], Lemma 2.1). Let f1 : M = ½a1, b1� ⊆ℝ be a
differentiable function on the interior M of M. If f1 ′ ∈ L½a1,
b1� and λ ∈ ½0, 1�, then

1 − λð Þf1
2ap1b

p
1

ap1 + bp1

 !1/p" #
+ λ

f1 a1ð Þ + f1 b1ð Þ
2

� �

−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

= bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þ ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p"

Á f 1′
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

+
ð1
1/2

2j − 2 + λð Þ ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

Á f 1′
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #
dj

#
:

ð27Þ

Theorem 10. LetM = ½a1, b1� ⊂ℝ \ f0g be a p-harmonic con-
vex set and let f1 : M = ½a1, b1� ⊆ℝ \ f0g⟶ℝ be a differen-
tiable function on the interior M of M. If f1 ′ ∈ L½a1, b1� and
j f1 ′j

q
are strongly reciprocally (p,h)-convex function of higher

order on M, q ≥ 1, and λ ∈ ½0, 1�, then
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1 − λð Þf1
2ap1b

p
1

ap1 + bp1

 !1/p" #
+ λ

f1 a1ð Þ + f1 b1ð Þ
2

� ������
−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

�����
≤

bp1 − ap1
À Á
2p ap1b

p
1

À Á C1 p, a1, b1ð Þ1−1/q C3 p, a1, b1ð Þ f 1′ a1ð Þ�� ��qhh

+ C5 p, a1, b1ð Þ f 1′ b1ð Þ�� ��q + C7 p, a1, b1ð Þμ
i1/q

+ C2 p, b1, a1ð Þ1−1/q C6 p, b1, a1ð Þ f 1′ a1ð Þ�� ��qh
+ C4 p, b1, a1ð Þ f 1′ b1ð Þ�� ��q + C8 p, b1, a1ð Þμ

i1/qi
,

ð28Þ

where

C1 p, a1, b1ð Þ =
ð1/2
0

2j − λj j ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

dj, ð29Þ

C2 p, b1, a1ð Þ =
ð1
1/2

2j − 2 + λj j ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

dj, ð30Þ

C3 p, a1, b1ð Þ =
ð1/2
0
h 1 − jð Þ 2j − λj j ap1b

p
1

jap1 + 1 − jð Þbp1

 !1+1/p

dj, ð31Þ

C4 p, b1, a1ð Þ =
ð1
1/2
h jð Þ 2j − 2 + λj j ap1b

p
1

jap1 + 1 − jð Þbp1

 !1+1/p

dj, ð32Þ

C5 p, a1, b1ð Þ =
ð1/2
0
h jð Þ 2j − λj j ap1b

p
1

jap1 + 1 − jð Þbp1

 !1+1/p

dj, ð33Þ

C6 p, b1, a1ð Þ =
ð1
1/2
h 1 − jð Þ 2j − 2 + λj j ap1b

p
1

jap1 + 1 − jð Þbp1

 !1+1/p

dj,

ð34Þ

C7 p, a1, b1ð Þ = −
ð1/2
0
ϕ jð Þ 2j − λj j ap1b

p
1

jap1 + 1 − jð Þbp1

 !1+1/p

Á 1

bp1
−

1

ap1











l

dj,
ð35Þ

C8 p, b1, a1ð Þ = −
ð1
1/2
ϕ jð Þ 2j − 2 + λj j ap1b

p
1

jap1 + 1 − jð Þbp1

 !1+1/p

Á 1

bp1
−

1

ap1











l

dj:

ð36Þ

Proof. Using Lemma 9, we have

1 − λð Þf 2ap1b
p
1

ap1 + bp1

 !1/p" #
+ λ

f a1ð Þ + f b1ð Þ
2

� �
−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f xð Þ
x1+p

dx

�����
�����

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þ ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p�����
����� f 1′
�����

"

Á ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����dj +
ð1
1/p

2j − 2 + λð Þj

Á ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p����� f 1′ ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����
�����dj
#
:

ð37Þ
Using power mean inequality,

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þj j ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

dj

 !1−1/q2
4

Á
ð1/2
0

2j − λð Þj j ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

f 1′
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����
�����
q

dj

0
@

1
A

1/q

+
ð1
1/2

2j − 2 + λð Þj j ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

dj

 !1−1/q

Á
ð1
1/2

2j − 2 + λð Þj j ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

f 1′
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����
�����
q

dj

0
@

1
A

1/q#
:

ð38Þ
Since j f 1′ðxÞj

q
is in SRðphÞ, so

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þj jrdj
� �1/r ð1/2

0

ap1b
p
1

jap1 + 1 − jð Þbp1

 !q+q/p "

Á h 1 − jð Þ f 1′ a1ð Þ�� ��q + h jð Þ f 1′ b1ð Þ�� ��q − μϕ jð Þ 1
bp1

−
1
ap1











l

" #
dj

!1/q

+
ð1
1/2

2j − 2 + λð Þj jrdj
� �1/r ð1

1/2

ap1b
p
1

jap1 + 1 − jð Þbp1

 !q+q/p 

Á h 1 − jð Þ f 1′ a1ð Þ�� ��q + h jð Þ b1ð Þj jq − μϕ jð Þ 1
bp1

−
1
ap1











l

" #
dj

!1/q#

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þj jrdj
� �1/r"

Á C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q + C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��q�

+ C13 q, p ; a1, b1ð Þμ
�1/q

+
ð1/2
0

2j − 2 + λð Þj jrdj
� �1/r

Á C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q + C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q�

+ C14 q, p ; b1, a1ð Þμ
�1/q#

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á × λr+1 + 1 − λð Þr+1
2 r + 1ð Þ

 !1/r

Á C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q + C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��q�h
+ C13 q, p ; a1, b1ð Þμ

�1/q
+ C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q�

+ C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q + C14 q, p ; b1, a1ð Þμ
�1/qi

:

ð39Þ

Hence, the desired result is obtained.
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For q = 1, Theorem 10 reduces to the following result.

Corollary 11. Let M = ½a1, b1� ⊂ℝ \ f0g be a p-harmonic
convex and let f1 : M = ½a1, b1� ⊆ℝ \ f0g⟶ℝ be a differen-
tiable function on the interior M of M. If f 1′ ∈ L½a1, b1� and
j f ′1j

q
are in SRðphÞ on M and λ ∈ ½0, 1�, then

1 − λð Þf1
2ap1b

p
1

ap1 + bp1

 !1/p" #
+ λ

f1 a1ð Þ + f1 b1ð Þ
2

� ������
−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

�����
≤

bp1 − ap1
À Á
2p ap1b

p
1

À Á C3 p, a1, b1ð Þ + C6 p, b1, a1ð Þð Þ f 1′ a1ð Þ�� ��h
+ C5 p, b1, a1ð Þ + C4 p, a1, b1ð Þð Þ f 1′ b1ð Þ�� �� + C7 p, a1, b1ð Þð
+ C8 p, b1, a1ð ÞÞμ

i
,

ð40Þ

where C3, C4, C5, C6 , C7 , and C8 are given by (31) to (36).

Theorem 12. LetM = ½a1, b1� ⊂ℝ \ f0g be a p-harmonic con-
vex and let f1 : M = ½a1, b1� ⊆ℝ \ f0g⟶ℝ be a differentia-
ble function on the interior M of M. If f ′1 ∈ L½a1, b1� and
j f ′1j

q
are strongly reciprocally (p,h)-convex function of higher

order on M, r, q > 1, 1/r + 1/q = 1 and λ ∈ ½0, 1�, then

1 − λð Þf1
2ap1b

p
1

ap1 + bp1

" #1/p !
+ λ

f1 a1ð Þ + f1 b1ð Þ
2

� ������
−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

�����
≤

bp1 − ap1
À Á
2p ap1b

p
1

À Á × λr+1 + 1 − λð Þr+1
2 r + 1ð Þ

 !1/r

Á C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q�
+C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��qh

+ C13 q, p ; a1, b1ð Þμ
�1/q

+ C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q�
+ C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q + C14 q, p ; b1, a1ð Þμ

�1/qi
,

ð41Þ

where

C9 q, p ; a1, b1ð Þ =
ð1/2
0
h 1 − jð Þ ap1b

p
1

jap1 + 1 − jð Þbp1

 !q+q/p

dj, ð42Þ

C10 q, p ; b1, a1ð Þ =
ð1
1/2
h jð Þ ap1b

p
1

jap1 + 1 − jð Þbp1

 !q+q/p

dj, ð43Þ

C11 q, p ; a1, b1ð Þ =
ð1/2
0
h jð Þ ap1b

p
1

jap1 + 1 − jð Þbp1

 !q+q/p

dj, ð44Þ

C12 q, p ; b1, a1ð Þ =
ð1
1/2
h 1 − jð Þ ap1b

p
1

jap1 + 1 − jð Þbp1

 !q+q/p

dj, ð45Þ

C13 q, p ; a1, b1ð Þ = −
ð1/2
0
ϕ jð Þ ap1b

p
1

jap1 + 1 − jð Þbp1

 !q+q/p
1

bp1
−

1

ap1











l

dj,

ð46Þ

C14 q, p ; b1, a1ð Þ = −
ð1
1/2
ϕ jð Þ 2j − 2 + λj j ap1b

p
1

jap1 + 1 − jð Þbp1

 !q+q/p

Á 1

bp1
−

1

ap1











l

dj:

ð47Þ
Proof. Using Lemma 9, we have

1 − λð Þf1
2ap1b

p
1

ap1 + bp1

" # !1/p

+ λ
f1 a1ð Þ + f1 b1ð Þ

2

� ������
−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

�����
≤

bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þ ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p�����
����� f 1′
�����

"

Á ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����dj +
ð1
1/2

2j − 2 + λð Þ
�����

Á ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p����� f 1′ ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����
�����dj
#
:

ð48Þ

Applying Hölder’s integral inequality,

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þj jrdj
� �1/r ð1/2

0

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

f 1′
�����

 "

Á ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����
q

dj

!1/q

+
ð1
1/2

2j − 2 + λð Þj jrdj
� �1/r

Á
ð1
1/2

ap1b
p
1

jap1 + 1 − jð Þbp1

 !1+1/p

f 1′
�����

 

Á ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����
q

dj

!1/q#
= bp1 − ap1
À Á
2p ap1b

p
1

À Á
Á

ð1/2
0

2j − λð Þj jrdj
� �1/r ð1/2

0

ap1b
p
1

jap1 + 1 − jð Þbp1

 !q+q/p

f 1′
�����

 "

Á ap1b
p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����
q

djÞ
1/q

+
ð1
1/2

2j − 2 + λð Þj jrdj
� �1/r

Á
ð1
1/2

ap1b
p
1

jap1 + 1 − jð Þbp1

 !q+q/p

f 1′
ap1b

p
1

jap1 + 1 − jð Þbp1

 !1/p" #�����
�����
q

dj

0
@

1
A1/q#

:

ð49Þ
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Since j f 1′ðxÞj
q
is in SRðphÞ, so

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þj jrdj
� �1/r ð1/2

0

ap1b
p
1

jap1 + 1 − jð Þbp1

 !q+q/p "

Á h 1 − jð Þ f 1′ a1ð Þ�� ��q + h jð Þ f 1′ b1ð Þ�� ��q − μϕ jð Þ 1
bp1

−
1
ap1











l

" #
dj

!1/q

+
ð1
1/2

2j − 2 + λð Þj jrdj
� �1/r ð1

1/2

ap1b
p
1

jap1 + 1 − jð Þbp1

 !q+q/p 

Á h 1 − jð Þ f 1′ a1ð Þ�� ��q + h jð Þ b1ð Þj jq − μϕ jð Þ 1
bp1

−
1
ap1











l

" #
dj

!1/q#

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á ð1/2
0

2j − λð Þj jrdj
� �1/r

C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q�"

+ C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��q + C13 q, p ; a1, b1ð Þμ
�1/q

+
ð1/2
0

2j − 2 + λð Þj jrdj
� �1/r

C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q�

+ C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q + C14 q, p ; b1, a1ð Þμ
�1/q#

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á × λr+1 + 1 − λð Þr+1
2 r + 1ð Þ

 !1/r

Á C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q + C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��q�h
+ C13 q, p ; a1, b1ð Þμ

�1/q
+ C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q�

+ C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q + C14 q, p ; b1, a1ð Þμ
�1/qi

:

ð50Þ

Hence, proved.

For λ = 0, Theorem 12 reduces to the following result.

Corollary 13. Let M = ½a1, b1� ⊂ℝ \ f0g be a p-harmonic
convex set and let f1 : M = ½a1, b1� ⊆ℝ \ f0g⟶ℝ be a dif-
ferentiable function on the interior M of M. If f ′1 ∈ L½a1, b1�
and j f ′1j

q
are in SRðphÞ on M, r, q > 1, 1/r + 1/q = 1, and λ

∈ ½0, 1�, then

f1
2ap1b

p
1

ap1 + bp1

 !1/p" #
−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

�����
�����

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á × 1
2 r + 1ð Þ
� �1/r

C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q�h

+C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��q + C14 q, p ; a1, b1ð Þμ
�1/q

+ C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q + C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q�
+ C14 q, p ; b1, a1ð Þμ

�1/qi
,

ð51Þ

where C9, C10, C11, C12, C14,and C14 are given by (42)–(47).
For λ = 1, Theorem 12 reduces to the following result.

Corollary 14. Let M = ½a1, b1� ⊂ℝ \ f0g be a p -harmonic
convex set and let f1 : M = ½a1, b1� ⊆ℝ \ f0g⟶ℝ be a dif-
ferentiable function on the interior M of M. If f ′1 ∈ L½a1,
b1� and j f ′1j

q
are strongly reciprocally (p,h)-convex function

of higher order on M, r, q > 1, 1/r + 1/q = 1 and λ ∈ ½0, 1�
then,

f1 a1ð Þ + f1 b1ð Þ
2

−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

�����
�����

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á × 1
2 r + 1ð Þ
� �1/r

Á C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q�
+C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��qh

+ C14 q, p ; a1, b1ð Þμ
�1/q

+ C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q�
+ C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q + C14 q, p ; b1, a1ð Þμ

�1/qi
,

ð52Þ

where C9, C10, C11, C12, C14,and C14 are given by
(42)–(47). For λ = 1/3, Theorem 12 reduces to the following
result.

Corollary 15. Let M = ½a1, b1� ⊂ℝ \ f0g be a p-harmonic
convex set and let f1 : M = ½a1, b1� ⊆ℝ \ f0g⟶ℝ be a dif-
ferentiable function on the interior M of M. If f ′1 ∈ L½a1, b1�
and j f ′1j

q
is strongly reciprocally (p,h)-convex function of

higher order on M, r, q > 1, 1/r + 1/q = 1 and λ ∈ ½0, 1� then,

1
6

f1 að Þ + 4f1
2ap1b

p
1

ap1 + bp1

 !1/p" #
+ f1 bð Þ

" #
−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

�����
�����

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á × 1 + 2r+1

6:3r r + 1ð Þ
� �1/r

Á C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q�
+C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��qh

+ C14 q, p ; a1, b1ð Þμ
�1/q

+ C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q�
+ C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q + C14 q, p ; b1, a1ð Þμ

�1/qi
,

ð53Þ

where C9, C10, C11, C12, C14, and C14 are given by (42)–(47).
For λ = 1/2, Theorem 12 reduces to the following result.

Corollary 16. Let M = ½a1, b1� ⊂ℝ \ f0g be a p-harmonic
convex set and let f1 : M = ½a1, b1� ⊆ℝ \ f0g⟶ℝ be a dif-
ferentiable function on the interior M of M. If f ′1 ∈ L½a1, b1�
and j f ′1j

q
is strongly reciprocally (p,h)-convex function of

higher order on M, r, q > 1, 1/r + 1/q = 1 and λ ∈ ½0, 1� then,
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1
4

f1 að Þ + 2f1
2ap1b

p
1

ap1 + bp1

 !1/p" #
+ f1 bð Þ

" #
−
p ap1b

p
1

À Á
bp1 − ap1

ðb1
a1

f1 xð Þ
x1+p

dx

�����
�����

≤
bp1 − ap1
À Á
2p ap1b

p
1

À Á × 2
4:2r r + 1ð Þ
� �1/r

Á C9 q, p ; a1, b1ð Þ f 1′ a1ð Þ�� ��q�
+C11 q, p ; a1, b1ð Þ f 1′ b1ð Þ�� ��qh

+ C14 q, p ; a1, b1ð Þμ
�1/q

+ C12 q, p ; b1, a1ð Þ f 1′ a1ð Þ�� ��q�
+ C10 q, p ; b1, a1ð Þ f 1′ b1ð Þ�� ��q + C14 q, p ; b1, a1ð Þμ

�1/qi
,

ð54Þ

where C9, C10, C11, C12, C14, and C14 are given by (42)–(47).

Remark 17. Inserting hðjÞ = j, μ = 0 and l = 2 with ϕðjÞ = jð1
− jÞ in Corollary 16, we obtained ([20], Corollary 3.8).

6. Conclusion

In this paper, a new definition of convex functions “namely
strongly reciprocally (p,h)-convex functions of higher order”
is introduced. This new definition extends almost all the
existing versions of convex functions. For the strongly recip-
rocally (p,h)-convex functions of higher order, we estab-
lished several interesting inequalities which have
applications in optimization theory, probability theory, as
well as pure and applied mathematics. We also established
several fractional versions of the Hermite-Hadamard type
inequalities. The remarks presented in the paper justify the
validity of our results and prove that our results are more
general than almost every existing result.
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In the present paper, q-fractional integral operators are used to construct quantum analogue of Ostrowski type inequalities for the
class of s-convex functions. The limiting cases include the nonfractional existing cases from literature. Specially, Ostrowski type
inequalities for q-integrals and Ostrowski type inequalities for convex functions are deduced.

1. Introduction

In mid of twentieth century, Jackson (1910) has begun a
symmetric investigation on q-integrals. The subject of quan-
tum analysis, depending upon q-integrals, has different
applications in different branches ofmathematics andmaterial
sciences like number hypothesis, combinatorics, symmetrical
polynomials, essential hypermathematical capacities, quan-
tum hypothesis, mechanics, and in the hypothesis of relativity.
The perusers are suggested to Set [1], Gauchman [2], and Kac
and Cheung [3] for q-analogues of fractional calculus.

In numerous pragmatic issues, convexity hypothesis has
stayed as a significant device in formation of vital imbal-
ances. In many practical problems, it is important to bound
one quantity by another quantity. The classical inequalities
such as Ostrowski’s inequalities are very useful for this pur-
pose. Ostrowski type inequalities are well known to study
the upper bounds for approximation of the integral average
by the value of function and definition of s-convex function.
Some new Ostrowski type inequalities for Riemann-Liouville
fractional integral are established. Fractional calculus has
been a well-known topic since it was initiated in the seven-
teenth century and studied by many great mathematicians

of the time. Some classical inequalities including Ostrowski’s
inequality are examples of it.

2. Preliminary Results

In 1938, Ostrowski [4] established the following well-known
and useful integral inequality:

Theorem 1. Suppose ψ : I ⟶ℝ is the function differentiable
in open interval of I, where I ⊆ℝ and let ξ, η ∈ I∘ with ξ < η.
If jψ′ðθÞj ≤M for all θ ∈ ½ξ, η�, then the following inequality
holds

ψ θð Þ − 1
η − ξ

ðη
ξ

ψ uð Þdu
����

���� ≤M η − ξð Þ 1
4
+ θ − ξ + ηð Þ/2ð Þð Þ2

η − ξð Þ2
" #

,

ð1Þ

for all θ ∈ ½ξ, η�: The least value of constant on R.H.S of (1) is
1/4.

Inequality (1) gives an approximate upper bound for the
deviation of integral arithmetic mean 1/ðη − ξÞÐ η

ξ
ψðθÞdθ to
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the function ψð·Þ at point θ ∈ ½ξ, η�: In recent years, this
inequality is studied extensively by different researchers,
and its different variants can be seen in number of research
papers including [5–11]. Recently, in [12, 13], Ostrowski
type inequalities are studied for q-integrals.

The following notion of s-convex function in the second
sense is from [14]:

A mapping ψ : ½0,∞Þ⟶ℝ is said to be s-convex in the
second sense if

ψ uξ + 1 − uð Þηð Þ ≤ usψ ξð Þ + 1 − uð Þsψ ηð Þ, ð2Þ

for all ξ, η ∈ ½0,∞Þ, u ∈ ½0, 1�, and some static s ∈ ð0, 1�:
The following Lemma is established by Alomari et al.

(see [8]).

Lemma 2. If ψ′ ∈ L½ξ, η�, then we have the equality

ψ θð Þ − 1
η − ξ

ðη
ξ

ψ uð Þdu = θ − ξð Þ2
η − ξ

ð1
0
uf ′ uθ + 1 − uð Þξð Þdu

−
η − θð Þ2
η − ξ

ð1
0
uf ′ uθ + 1 − uð Þηð Þdu,

ð3Þ

for each θ ∈ ½ξ, η�:

By using Lemma 2, Alomari et al. in [8] proved the fol-
lowing results of Ostrowski type inequalities:

Theorem 3. Suppose ψ′ ∈ L½ξ, η�. If jψ′j in term of second
sense is s-convex on ½ξ, η�, for unique s ∈ ð0, 1� and jψ′ðθÞj
≤M,θ ∈ ½ξ, η�, then

ψ θð Þ − 1
η − ξ

ðη
ξ

ψ uð Þdu
����

���� ≤ M
η − ξ

θ − ξð Þ2 + η − θð Þ2
s + 1

" #
ð4Þ

holds, for each θ ∈ ½ξ, η�.

Theorem 4. Suppose ψ′ ∈ L½ξ, η�. If jψ′jm is a s-convex in sec-
ond sense in ½ξ, η� for unique s ∈ ð0, 1�,m > 1,n =m/ðm − 1Þ
and jψ′ðθÞj ≤M,θ ∈ ½ξ, η�, then

ψ θð Þ − 1
η − ξ

ðη
ξ

ψ uð Þdu
����

���� ≤ M

1 + nð Þ1/n
2

s + 1

� �1/m

Á θ − ξð Þ2 + η − θð Þ2
η − ξ

" # ð5Þ

holds, for each θ ∈ ½ξ, η�.

Theorem 5. Suppose ψ′ ∈ L½ξ, η�. If jψ′jm is s-convex in sec-
ond sense on ½ξ, η� for static s ∈ ð0, 1�,m ≥ 1 and jψ′ðθÞj ≤M
,θ ∈ ½ξ, η�, then

ψ θð Þ − 1
η − ξ

ðη
ξ

ψ uð Þdu
����

���� ≤M
2

s + 1

� �1/m θ − ξð Þ2 + η − θð Þ2
2 η − ξð Þ

" #

ð6Þ

holds, for each θ ∈ ½ξ, η�.

Further some existing results on s-convex functions can
be seen in [11], and some results involving fractional opera-
tors can be found in [15–21]. In case of fractional integrals,
see the following lemma from [1].

Lemma 6. If ψ′ ∈ L½ξ, η�, then for all θ ∈ ½ξ, η� and β > 0

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
ψ θð Þ − Γ β + 1ð Þ

η − ξð Þ Jβθ−ψ ξð Þ + Jβθ+ψ ηð Þ
h i

= θ − ξð Þβ+1
η − ξ

ð1
0
uβψ′ uθ + 1 − uð Þξð Þdu

−
η − θð Þβ+1
η − ξ

ð1
0
uβψ′ uθ + 1 − uð Þηð Þdu

ð7Þ

holds, where ΓðβÞ = Ð∞0 e−uuβ−1du is Euler Gamma function.

By using Lemma 6, Set in [1] proved the following:

Theorem 7. For ψ′ ∈ L½ξ, η�. If jψ′ðθÞj is s-convex in second
sense on ½ξ, η� for fix s ∈ ð0, 1� and jψ′ðθÞj ≤M,θ ∈ ½ξ, η�, then
the following fractional integrals inequality, for β > 0

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
ψ θð Þ − Γ β + 1ð Þ

η − ξð Þ Jβθ−ψ ξð Þ + Jβθ+ψ ηð Þ
h i�����

�����
≤

M
η − ξ

1 + Γ β + 1ð ÞΓ s + 1ð Þ
Γ β + s + 1ð Þ

� �
θ − ξð Þβ+1 + η − θð Þβ+1

β + s + 1

" #

ð8Þ

holds.

Theorem 8. Suppose ψ′ ∈ L½ξ, η�. If jψ′jm is s-convex in sec-
ond sense on ½ξ, η� for some fixed s ∈ ð0, 1�, n,m > 1 and jψ′
ðθÞj ≤M,θ ∈ ½ξ, η�, then

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
ψ θð Þ − Γ β + 1ð Þ

η − ξð Þ Jβθ−ψ ξð Þ + Jβθ+ψ ηð Þ
h i�����

�����
≤

M

1 + nβð Þ1/n
2

s + 1

� �1/m θ − ξð Þβ+1 + η − θð Þβ+1
η − ξ

" #

ð9Þ

holds, where ð1/nÞ + ð1/mÞ = 1,β > 0.
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Theorem 9. Suppose ψ′ ∈ L½ξ, η�, and assume that jψ′jm is
s-convex in second sense on ½ξ, η� for some fix s ∈ ð0, 1�,
m ≥ 1,jψ′ðθÞj ≤M, and θ ∈ ½ξ, η�. Then

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
ψ θð Þ − Γ β + 1ð Þ

η − ξð Þ Jβθ−ψ ξð Þ + Jβθ+ψ ηð Þ
h i�����

�����
≤M

1
1 + β

� �1− 1/mð Þ 1
β + s + 1

� �1/m

× 1 + Γ β + 1ð ÞΓ s + 1ð Þ
Γ β + s + 1ð Þ

� �1/m θ − ξð Þβ+1 + η − θð Þβ+1
η − ξ

" #

ð10Þ

holds for each β > 0.

Theorem 10. Suppose ψ′ ∈ L½ξ, η�: If jψ′jm is s-convex in sec-
ond sense on ½ξ, η� for some fixed s ∈ ð0, 1� and n,m > 1. Then

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
ψ θð Þ − Γ β + 1ð Þ

η − ξð Þ Jβθ−ψ ξð Þ + Jβθ+ψ ηð Þ
h i�����

�����
≤

2 s−1ð Þ/m

1 + nβð Þ1/n η − ξð Þ
θ − ξð Þβ+1 ψ′ θ + ξ

2

� �����
����

�

+ η − θð Þβ+1 ψ′ η + θ

2

� �����
����
�

ð11Þ

holds, for ð1/nÞ + ð1/mÞ = 1 and β > 0.

Note that if s = 1, the definition of s-convexity reduces to
classical convexity of functions defined on ℝ+:

3. Preliminaries about q-Integrals and
Related Inequalities

The following properties of q-derivatives are recalled
from [3].

3.1. q-Derivative. For ϕ ∈ C½ξ, η�, q-derivative of ϕ at θ ∈ ½ξ, η�
is given by

 
ξ D

q
ϕ θð Þ = ϕ θð Þ − ϕ qθ + 1 − qð Þξð Þ

1 − qð Þ θ − ξð Þ θ ≠ ξ: ð12Þ

For n ≥ 1, we have the following relation:

θ − ξð Þnq =
Yn
J=0

θ − qJξ
À Á

,

ξ − θð Þnq =
Yn
J=0

ξ − qJθ
À Á

:

ð13Þ

Respective derivatives are

Dq θ − ξð Þnq = n½ � θ − ξð Þn−1q ,

Dq ξ − θð Þnq = − n½ � ξ − qθð Þn−1q ,

ξ − qθð Þnq = −
1

n + 1½ �Dq ξ − θð Þn+1q ,

ð14Þ

where ½n� = ðqn − 1Þ/ðq − 1Þ: The fractional calculus is a gen-
eralization of classical calculus concerned with operations of
integration and differentiation of noninteger fractional
order. The concept of fractional operators has been intro-
duced almost simultaneously with the development of the
classical ones. The first known reference can be found in
the correspondence of G. W. Leibniz and Marquis de l’Hos-
pital in 1695 where the question of meaning of the semider-
ivative has been raised. This question consequently attracted
the interest of many well-known mathematicians, including
Euler, Liouville, Laplace, Riemann, Grünwald, and Letnikov.

3.2. Fractional Integral from [8]. Let ψ ∈ L1½ξ, η�: The

Riemann-Liouville integrals Jβξ+ψ and Jβη−ψ of order β > 0
for ξ ≥ 0 are defined by

Jβ
ξ+
ψ θð Þ = 1

Γ βð Þ
ðθ
ξ

θ − uð Þβ−1ψ uð Þdu, θ > ξ,

Jβη−ψ θð Þ = 1
Γ βð Þ

ðη
θ

u − θð Þβ−1ψ uð Þdu, θ < η:

ð15Þ

3.3. q-Antiderivative. q-Antiderivative along with its prop-
erties can be studied in [22]. Suppose that ψ ∈ C½ξ, η�.
Then q-definite integral for θ ∈ ½ξ, η� is defined as

ðθ
ξ

ψ uð Þξdqu = 1 − qð Þ θ − ξð Þ〠
∞

n=0
qnψ qnθ + 1 − qnð Þξð Þ, ð16Þ

which gives

ð
ξ − θð Þβqdqθ = −

q ξ − q−1θ
À Áβ+1

q

β + 1½ �   β ≠ −1ð Þ,
ð1
0
uβ+sdqu =

1
β + s + 1½ � ,ð1

0
uβ 1 − uð Þsdqu =

Γq β + 1ð ÞΓq s + 1ð Þ
Γq β + s + 2ð Þ :

ð17Þ

Formula for q-integration by parts [23]: Let ψ, g ∈ C½ξ, η�,
and θ ∈ ½ξ, η�, and then
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ðθ
c
ψ uð ÞξDqg uð Þdqu = ψ θð Þg θð Þ − ψ cð Þg cð Þ

−
ðθ
c
g qu + 1 − qð Þξð ÞξDqψ uð Þdqu:

ð18Þ

The following q-integral inequality is from [23]:

Theorem 11. Suppose ψ : ½ξ, η�⟶ℝ is a q-differentiable
mapping. If jDqψðθÞj ≤M for all θ ∈ ½ξ, η� and 0 < q < 1, then

ψ θð Þ − 1
η − ξ

ðη
ξ

ψ uð Þξdqu
����

����
≤M

2q
1 + q

θ − 3q − 1ð Þξ + 1 + qð Þηð Þ/4qð Þ
η − ξ

� �2
"

+ −q2 + 6q − 1
À Á

8q 1 + qð Þ
� ��

ð19Þ

holds for all θ ∈ ½ξ, η�.

The least value of constant on R.H.S of (19) is ð−q2 + 6
q − 1Þ/8qð1 + qÞ.

q-Hölder inequality [24]. Let ψ,Φ be q-integrable on
½ξ, η� and 0 < q < 1 and ð1/nÞ + ð1/mÞ = 1 with m > 1, and
then we state as

ðη
ξ

ψ uð ÞΦ uð Þj jdqu ≤
ðη
ξ

ψ uð Þj jndqu
� �1/n ðη

ξ

Φ uð Þj jmdqu
� �1/m

:

ð20Þ

The following inequalities are derived from q-Hölder
inequality:

q-Minkowski’s inequality. Let ξ, η ∈ℝ and n > 1, for con-
tinuous functions ψ,Φ : ½ξ, η�⟶ℝ, we have stated

ðη
ξ

ψ uð Þ +Φ uð Þð Þj jndqu
� �1/n

≤
ðη
ξ

ψ uð Þj jndqu
� �1/n

+
ðη
ξ

Φ uð Þj jndqu
� �1/n

:

ð21Þ

q-Power mean inequality. Let ð1/nÞ + ð1/mÞ = 1 with n,
m > 1, and let ξ, η ∈ℝ and for continuous functions ψ, g :
½ξ, η�⟶ℝ, and then

ðη
ξ

ψ uð ÞΦ uð Þj jdqu

≤
ðη
ξ

ψ uð Þj jdqu
� �1− 1/mð Þ ðη

ξ

ψ uð Þj j Φ uð Þj jmdqu
� �1/m

:

ð22Þ

Theorem 12 (see [25]). Let ψ : ½ξ, η�⟶ℝ be a function
and 0 < q < 1. Then

ð1
0
ψ uη + 1 − uð Þξð Þdqu =

1
η − ξ

ðη
ξ

ψ tð Þdqt: ð23Þ

Example 1.

ðθ
ξ

u u − ξð Þdqu =
1

q + 1 θ θ − ξð Þ2 −
ðθ
ξ

u − ξð Þ2dqu
� �

= 1
q + 1 θ θ − ξð Þ2 − θ − ξð Þ3

1 + q + q2

 !

= θ − ξð Þ2
1 + q

ξ 1 + qð Þ + q2a
1 + q + q2

� �
:

ð24Þ

Now, we have

ðθ
ξ

u u − ξð Þdqu =
ðθ−ξ
0

t + ξð Þtdqt

= 1
q + 1 θ θ − ξð Þ2 −

ðθ−ξ
0

qtð Þ2dqt
 !

= θ − ξð Þ2
1 + q

ξ 1 + qð Þ + q2a
1 + q + q2

� �
:

ð25Þ

Proposition 13. For each k, r ∈ℕðorℤ q ∈ℝ+Þ [2], we have

k + r½ �q = k½ �q + qk r½ �q: ð26Þ

Exponential functions and Taylor series (q-analogues)
from [26]:

Eθ
q = 〠

∞

n=0
qn n−1ð Þ/2 θn

n½ �q!
= 1 + 1 − qð Þθð Þ∞q : ð27Þ

q-Gamma and q-Beta functions:
For any u > 0

Γq uð Þ =
ð∞
0
θu−1E−qθq dqθ ð28Þ

is called q-Gamma Euler function and for any u, p > 0

βq u, pð Þ =
ð1
0
θu−1 1 − qθð Þp−1q dqθ ð29Þ

is called q-Beta function.
Relation between q-Gamma and q-Beta Function:

βq θ, σð Þ = Γq θð ÞΓq σð Þ
Γq θ + σð Þ , ð30Þ

Γq m+ 1ð Þ = m½ �Γq mð Þ m> 0ð Þ: ð31Þ
The following definition is introduced by Agarwal in

[27] when ξ = 0 and by Rajkovic et al. [28] for ξ ≠ 0.
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q-Fractional integral from [29]. Let ψ ∈ L1½ξ, η�: The

Riemann-Liouville q-integrals Jβξ+ψ and Jβη−ψ of order β > 0
for ξ ≥ 0 are defined by

Jβq,ξ+ψ θð Þ = 1
Γq βð Þ

ðθ
ξ

θ − quð Þ β−1ð Þψ uð Þdqu, θ > ξ,

Jβq,η−ψ θð Þ = 1
Γq βð Þ

ðη
qθ

u − qθð Þ β−1ð Þψ uð Þdqu, θ < η,
ð32Þ

respectively, where ΓqðβÞ =
Ð∞
0 uðβ−1ÞE−quq dqu: Here J0ξ+ψðθÞ

= J0η−ψðθÞ = ψðθÞ:

4. Ostrowski Type Inequalities via q-
Fractional Integrals

In order to prove our main results, we have to prove the
following lemma with the help of ([30], Lemma 1), which
can be seen in [31]).

Lemma 14. Suppose that ψ : ½ξ, η�⟶ℝ is q-differentiable
mapping. If Dqψ ∈ L½ξ, η�, then for all θ ∈ ½ξ, η� and β > 0,
we have

θ − ξð Þβ+1
η − ξ

ð1
0
uβDqψ uθ + 1 − uð Þξð Þdqu

−
η − θð Þβ+1
η − ξ

ð1
0
uβDqψ uθ + 1 − uð Þηð Þdqu

= θ − βð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ

−
Γq β + 1ð Þ
qβ η − ξð Þ Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ

h i
,

ð33Þ

where ΓqðβÞ =
Ð∞
0 uðβ−1ÞE−qu

q dqu.

Proof. By using the formula of q-integration by parts

ð1
0
uβDqψ uθ + 1 − uð Þξð Þdqu

= uβ
ψ uθ + 1 − uð Þξð Þ

θ − ξ

����
1

0
−
ð1
0
β½ �uβ−1 ψ quθ + 1 − quð Þξð Þ

θ − ξ
dqu

= ψ θð Þ
θ − ξ

−
β½ �

θ − ξ

ðqθ−qξ+ξ
ξ

u − qξð Þ
q θ − ξð Þ
� �β−1 ψ uð Þ

q θ − ξð Þ dqu

= ψ θð Þ
θ − ξ

+ β½ �
qβ θ − ξð Þβ+1

ðqθ−qξ+ξ
ξ

u − ξð Þβ−1ψ uð Þdqu,

ð34Þ

where

ðqθ−qξ+ξ
ξ

u − ξð Þβ−1ψ uð Þdqu = qθ − qξ + ξ − ξð Þ 1 − qð Þ〠
∞

n=0
qn

Á qn qθ − qξ + ξð Þ + 1 − qnð Þξ − ξð Þβ−1
× ψ qn qθ − qξ + ξð Þ + 1 − qnð Þξð Þ

= ψ θð Þ
θ − ξ

−
β½ �q θ − ξð Þ 1 − qð Þ
qβ θ − ξð Þβ+1q

〠
∞

n=1
qn qnθ − qnξð Þβ−1

Á ψ qnθ + 1 − qnð Þξð Þ + β½ � θ − ξð Þ θ − ξð Þβ−1 1 − qð Þ
qβ θ − ξð Þβ+1

Á ψ θð Þ − β½ � θ − ξð Þ θ − ξð Þβ−1 1 − qð Þ
qβ θ − ξð Þβ+1

ψ θð Þ

= ψ θð Þ
θ − ξ

−
β½ � θ − ξð Þ 1 − qð Þ
qq θ − ξð Þβ+1

〠
∞

n=1
qn qnθ − qnξð Þβ−1

"

Á ψ qnθ + 1 − qnð Þξð Þ + β½ � θ − ξð Þ θ − ξð Þβ−1 1 − qð Þ
qβ θ − ξð Þβ+1

ψ θð Þ
#

+ β½ � 1 − qð Þ
qβ θ − ξð Þ ψ θð Þ = ψ θð Þ

θ − ξ

−
β½ � θ − ξð Þ 1 − qð Þ
qβ θ − ξð Þβ+1

〠
∞

n=0
qn qnθ − qnξð Þβ−1

"

Á ψ qnθ + 1 − qnð Þξð Þ
#
+ β½ � 1 − qð Þ

qβ θ − ξð Þ ψ θð Þ:

ð35Þ

ð1
0
uβDqψ uθ + 1 − uð Þξð Þdqu =

ψ θð Þ
θ − ξ

−
β½ �Γq βð Þ

qβ θ − ξð Þβ+1Γq βð Þ

Á
ðqθ
ξ

u − qξð Þβ−1ψ uð Þdqu +
β½ � 1 − qð Þ
qβ θ − ξð Þ ψ θð Þ:

ð36Þ

Multiply both sides of (36) by ðθ − ξÞβ+1/ðη − ξÞ

θ − ξð Þβ
η − ξ

ð1
0
uβDqψ uθ + 1 − uð Þξð Þdqu

= θ − ξð Þβ
η − ξ

ψ θð Þ − Γq β + 1ð Þ
qβ η − ξð Þ J

β
q,θ− ξð Þ

+ β½ � 1 − qð Þ θ − ξð Þβ
qβ η − ξð Þ ψ θð Þ:

ð37Þ

Similar, calculation gives

ð1
0
uβDqψ uθ + 1 − uð Þηð Þdqu =

ψ θð Þ
θ − η

+
β½ �Γq βð Þ

qβ η − θð Þβ+1Γq βð Þ

Á
ðθ
η

η − quð Þβ−1ψ uð Þdqu −
β½ � 1 − qð Þ
qβ η − θð Þ ψ θð Þ:

ð38Þ
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Multiply both sides of (38) by ðη − θÞβ+1/ðη − ξÞ to get

η − θð Þβ+1
η − ξ

ð1
0
uβDqψ uθ + 1 − uð Þηð Þdqu =

ψ θð Þ
θ − η

+
β½ �Γq βð Þ

qβ η − θð Þβ+1Γq βð Þ

ðθ
η

η − quð Þβ−1ψ uð Þdqu

−
β½ � 1 − qð Þ
qβ η − θð Þ ψ θð Þ:

ð39Þ

By combining (37) and (39), we obtain the following
desired result.

θ − ξð Þβ+1
η − ξ

ð1
0
uβDqψ uθ + 1 − uð Þξð Þdqu −

η − θð Þβ+1
η − ξ

Á
ð1
0
uβDqψ uθ + 1 − uð Þηð Þdqu =

θ − ξð Þβ
η − ξ

ψ θð Þ

−
Γq β + 1ð Þ
qβ η − ξð Þ J

β
q,θ− ξð Þ + β½ � 1 − qð Þ θ − ξð Þβ

qβ η − ξð Þ ψ θð Þ

+ η − θð Þβ
η − ξ

ψ θð Þ − Γq β + 1ð Þ
qβ η − ξð Þ J

β
q,θ+ ηð Þ

+ β½ � 1 − qð Þ η − θð Þβ
qβ η − ξð Þ ψ θð Þ

= θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ

−
Γq β + 1ð Þ
qβ η − ξð Þ Jβq,θ− ξð Þ + Jβq,θ+ ηð Þ

h i
:

ð40Þ

Remark 15.

(a) Taking q = 1, Lemma 14 becomes Lemma 6

(b) Taking β = 1, Lemma 14 reduces to ([32], Lemma
3.1)

1
q

ψ θð Þ − 1
η − ξ

ðη
ξ

ψ uð Þadqu
� �

= θ − ξð Þ2
η − ξ

ð1
0
uDqψ uθ + 1 − uð Þξð Þ0dqu

−
η − θð Þ2
η − ζ

ð1
0
uDqψ uθ + 1 − uð Þηð Þ0dqu:

ð41Þ

By using Lemma 14, we established some Ostrowski type
q-fractional integral inequalities.

Theorem 16. Suppose ψ : ½ξ, η� ⊂ℝ+ ⟶ℝ is a q-differen-
tiable mapping in such a way that Dqψ ∈ L½ξ, η�: If jDqψj is

s − convex in second sense on ½ξ, η� for some static s, q ∈ ð0, 1�
and jDqψðθÞj ≤M,θ ∈ ½ξ, η�, subsequently, the following inte-
gral inequality for q-fractional integrals is valid.

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ
h i����� ≤ M

η − ξ

Á 1 +
Γq β + 1ð ÞΓq s + 1ð Þ

Γq β + s + 1ð Þ

 !
θ − ξð Þβ+1 + η − θð Þβ+1

β + s + 1½ �

" #
:

ð42Þ

Proof. Consider Lemma 14, and since jDqψj is s − convex
mapping on ½ξ, η�, we can write

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ− ξð Þ + Jβq,θ+ ηð Þ
h i����� ≤ θ − ξð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��dqu + η − θð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��dqu ≤ θ − ξð Þβ+1

η − ξ

Á
ð1
0
uβ+s Dqψ θð Þ�� ��dqu + uβ 1 − uð Þs Dqψ ξð Þ�� ��dqu

+ η − θð Þβ+1
η − ξ

ð1
0
uβ+s Dqψ θð Þ�� ��dqu + uβ 1 − uð Þs Dqψ ηð Þ�� ��dqu

≤
θ − ξð Þβ+1M

η − ξ

ð1
0
uβ+s + uβ 1 − uð Þs

� �
dqu +

η − θð Þβ+1M
η − ξ

Á
ð1
0
uβ+s + uβ 1 − uð Þs

� �
dqu ≤

θ − ξð Þβ+1M
η − ξ

Á 1
β + s + 1½ � +

Γq β + 1ð ÞΓq s + 1ð Þ
Γq β + s + 2ð Þ

" #
+ η − θð Þβ+1M

η − ξ

Á 1
β + s + 1½ � +

Γq β + 1ð ÞΓq s + 1ð Þ
Γq β + s + 2ð Þ

" #

= M
η − ξ

1
β + s + 1½ � +

Γq β + 1ð ÞΓq s + 1ð Þ
Γq β + s + 2ð Þ

" #

Á θ − ξð Þβ+1 + η − θð Þβ+1
h i

= M
η − ξ

1 +
Γq β + 1ð ÞΓq s + 1ð Þ

Γq β + s + 1ð Þ

 !

Á θ − ξð Þβ+1 + η − θð Þβ+1
β + s + 1½ �

" #
,

ð43Þ

where we have used the fact that
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ð1
0
uβ+sdqu =

1
β + s + 1½ � ,ð1

0
uβ 1 − uð Þsdqu =

Γq β + 1ð ÞΓq s + 1ð Þ
Γq β + s + 2ð Þ :

ð44Þ

Therefore by applying the reduction formula Γqðm + 1Þ
= ½m�ΓqðmÞðn > 0Þ for Euler gamma function, it completes
the proof.

Corollary 17. Suppose that ψ : ½ξ, η� ⊂ℝ+ ⟶ℝ, is q-differ-
entiable function in such a way that Dqψ ∈ L½ξ, η�: If jDqψj is
convex on ½ξ, η� for some fixed s, q ∈ ð0, 1� and jDqψðθÞj ≤M,
θ ∈ ½ξ, η�, then we have the following q-fractional integral
inequality

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ
h i����� ≤ M

η − ξ

θ − ξð Þβ+1 + η − θð Þβ+1
β + 1½ �

" #

ð45Þ

is valid for β > 0.

Proof. Taking s = 1 in (42), the required result follows.

Remark 18.

(a) q-analogue of Theorem 3, (4) is followed by taking
β = 1 and q = 1 in (42)

(b) Taking q = 1 in (42), it follows the inequality (8) of
Theorem 7

Theorem 19. Suppose that ψ : ½ξ, η� ⊂ℝ+ ⟶ℝ is q-differ-
entiable function in such a way that Dqψ ∈ L½ξ, η�: If jDqψjm
is s-convex in second sense on ½ξ, η� for some static s, q ∈ ð0, 1�,
n,m > 1 and jDqψðθÞj ≤M,θ ∈ ½ξ, η�, then

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ
h i����� ≤ M

1 + nβð Þ1/n

Á
1 + q 1 − 1 − q−1

À Ás+1n o
s + 1½ �

2
4

3
5
1/m

θ − ξð Þβ+1 + η − θð Þβ+1
η − ξ

" #
,

ð46Þ

where ð1/nÞ + ð1/mÞ = 1, and β > 0.

Proof. From Lemma 14,

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ− ξð Þ + Jβq,θ+ ηð Þ
h i����� ≤ θ − ξð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��dqu + η − θð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��dqu:

ð47Þ

By virtue of Hölder’s inequality, we have

θ − ξð Þβ+1
η − ξ

ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��dqu + η − θð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��dqu ≤ θ − ξð Þβ+1

η − ξ

Á
ð1
0
uβndqu

� �1/n ð1
0
Dqψ uθ + 1 − uð Þξð Þ�� ��mdqu

� �1/m

+ η − θð Þβ+1
η − ξ

ð1
0
uβndqu

� �1/n

Á
ð1
0
Dqψ uθ + 1 − uð Þηð Þ�� ��mdqu

� �1/m
:

ð48Þ

Since jDqψjm is s − convex in the second sense on ½ξ, η�
and DqψðθÞ is bounded by number M,

ð1
0
uβndqu =

1
βn + 1½ � ð49Þ

ð1
0
Dqψ uθ + 1 − uð Þξð Þ�� ��mdqu ≤

ð1
0
us Dqψ θð Þ�� ��mdqu

+
ð1
0
1 − uð Þs Dqψ ξð Þ�� ��mdqu ≤

ð1
0
usdqu +

ð1
0
1 − uð Þsdqu

=Mm us+1

s + 1½ �
����

����
1

0
+ −q 1 − q−1u

À Ás+1
s + 1½ �

�����
�����
1

0

 !

=Mm 1
s + 1½ � −

q 1 − q−1
À Ás+1

s + 1½ � + q
s + 1½ �

 !

=Mm 1 + q − q 1 − q−1
À Ás+1
s + 1½ �

 !
:

ð50Þ
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Similarly, we have

ð1
0
Dqψ uθ + 1 − uð Þηð Þ�� ��mdqu

≤
ð1
0
us Dqψ θð Þ�� ��mdqu +

ð1
0
1 − uð Þs Dqψ ηð Þ�� ��mdqu,

ð51Þ

ð1
0
Dqψ uθ + 1 − uð Þηð Þ�� ��mdqu

≤Mm
1 + q 1 − 1 − q−1

À Ás+1� �
s + 1½ �

0
@

1
A:

ð52Þ

Substitute (49), (50), and (52) in (48) to get,

θ − ξð Þβ+1
η − ξ

1
βn + 1½ �

� �1/n Mm 1 + q − q 1 − q−1
À Ás+1� �

s + 1½ �

0
@

1
A

1/m

+ η − θð Þβ+1
η − ξ

1
βn + 1½ �

� �1/n 1 + q − q 1 − q−1
À Ás+1
s + 1½ �

 !1/m

= M

βn + 1½ �ð Þ1/n
1 + q 1 − 1 − q−1

À Ás+1� �
s + 1½ �

0
@

1
A

1/m

Á θ − βð Þβ+1 + η − θð Þβ+1
η − ξ

 !
:

ð53Þ

Hence, this completes the proof.

Corollary 20. Suppose Dqψ ∈ L½ξ, η�. If jDqψjm is convex on
½ξ, η�, for some static s, q ∈ ð0, 1�, m, n > 1, and jDqψðθÞj ≤
M,θ ∈ ½ξ, η�, then subsequently, we have

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ
h i�����

≤
M

1 + nβ½ �ð Þ1/n
θ − ξð Þβ+1 + η − θð Þβ+1

η − ξ

" #
,

ð54Þ

where ð1/nÞ + ð1/mÞ = 1 and β > 0:

Proof. Taking s = 1 in (46), the required result follows.

Remark 21.

(a) Taking β = 1 and q = 1 in (46), it follows the q
-analogue of (5), Theorem 4

(b) Taking q = 1 in (46), it follows the inequality (9) of
Theorem 8

Theorem 22. Suppose ψ : ½ξ, η� ⊂ℝ+ ⟶ℝ is q-differentiable
mapping in such a way that Dqψ ∈ L½ξ, η�: If jDqψjm is s −
convex in second sense on ½ξ, η� for some static s, q ∈ ð0, 1�,
m ≥ 1, and jDqψðθÞj ≤M,θ ∈ ½ξ, η�, then for β > 0, we have

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ− ξð Þ + Jβq,θ+ ηð Þ
h i����� ≤M

1
β + 1½ �

� �1− 1/mð Þ 1
β + s + 1½ �

� �1/m

Á 1 +
Γq β + 1ð ÞΓq s + 1ð Þ

Γq β + s + 1ð Þ

 ! !1/m
θ − ξð Þβ+1 + η − θð Þβ+1

η − ξ

 !
:

ð55Þ

Proof. From Lemma 14,

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ
h i����� ≤ θ − ξð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��dqu + η − θð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��dqu:

ð56Þ

Now applying familiar power mean inequality, we have

θ − ξð Þβ+1
η − ξ

ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��dqu + η − θð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��dqu

≤
θ − ξð Þβ+1
η − ξ

ð1
0
uβdqu

� �1− 1/mð Þ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��mdqu

� �1/m

+ η − θð Þβ+1
η − ξ

ð1
0
uβ

� �1− 1/mð Þ

Á dqu
ð1
0
Dqψ uθ + 1 − uð Þηð Þ�� ��mdqu

� �1/m
:

ð57Þ

Since jDqψjm is s-convex in the second sense on ½ξ, η�
and jDqψðθÞj ≤M, we get
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ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��mdqu

≤
ð1
0
uβ+s Dqψ θð Þ�� ��mdqu +

ð1
0
uβ 1 − uð Þs Dqψ ξð Þ�� ��mdqu

≤Mm
ð1
0
uβ+sdqu +Mm

ð1
0
uβ 1 − uð Þsdqu

=Mm
ð1
0
uβ+sdqu +

ð1
0
uβ 1 − uð Þsdqu

� �
,

ð1
0
uβ+sdqu =

1
β + s + 1½ � ,ð1

0
uβdqu =

1
β + 1½ � ,ð1

0
uβ 1 − uð Þsdqu =

Γq β + 1ð ÞΓq s + 1ð Þ
Γq β + s + 2ð Þ

=
Γq β + 1ð ÞΓq s + 1ð Þ

β + s + 1½ �Γq β + s + 1ð Þ ,ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��mdqu

≤
Mm

β + s + 1½ � 1 +
Γq β + 1ð ÞΓq s + 1ð Þ

Γq β + s + 1ð Þ

 !
,

ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��mdqu

≤
ð1
0
uβ+s Dqψ θð Þ�� ��mdqu +

ð1
0
uβ 1 − uð Þs Dqψ ηð Þ�� ��mdqu

≤
Mm

β + s + 1½ � 1 +
Γq β + 1ð ÞΓq s + 1ð Þ

Γq β + s + 1ð Þ

 !
:

ð58Þ

By using (30), we have

ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��mdqu ≤ θ − ξð Þβ+1

η − ξ

1
β + 1½ �

� �1− 1/mð Þ

Á Mm

β + s + 1½ � 1 +
Γq β + 1ð ÞΓq s + 1ð Þ

Γq β + s + 1ð Þ

 ! !1/m

+ η − θð Þβ+1
η − ξ

Á 1
β + 1½ �

� �1− 1/mð Þ Mm

β + s + 1½ � 1 +
Γq β + 1ð ÞΓq s + 1ð Þ

Γq β + s + 1ð Þ

 ! !1/m

=M
1

β + 1½ �
� �1− 1/mð Þ 1

β + s + 1½ �
� �1/m

1 +
Γq β + 1ð ÞΓq s + 1ð Þ

Γq β + s + 1ð Þ

 ! !1/m

Á θ − ξð Þβ+1 + η − θð Þβ+1
η − ξ

 !
,

ð59Þ

which completes the proof.

Corollary 23. Suppose Dqψ ∈ L½ξ, η�. If jDqψjm is convex on
½ξ, η� and for some static s, q ∈ ð0, 1�, m ≥ 1, and jDqψðθÞj ≤
M,θ ∈ ½ξ, η�, then for β > 0, we have

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ
h i�����

≤M
1

β + 1½ �
� �

θ − ξð Þβ+1 + η − θð Þβ+1
η − ξ

 !
:

ð60Þ

Proof. Taking s = 1 in (55), the required result follows.

Remark 24.

(a) Taking β = 1 and q = 1, in (55), it follows the q
-analogue of (6), Theorem 5

(b) Taking q = 1, in (55), it follows formula (10) of
Theorem 9

Theorem 25. Suppose that ψ : ½ξ, η� ⊂ℝ+ ⟶ℝ is q-differ-
entiable mapping and Dqψ ∈ L½ξ, η�: If jDqψjm is s-convex in
second sense on ½ξ, η� for some static s ∈ ð0, 1� and m, n > 1,
therefore, the following integral inequality for q-fractional
integrals is valid.

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ
h i����� ≤ 2 s−1ð Þ/mð Þ

1 + nβð Þ1/n η − ξð Þ

Á θ − ξð Þβ+1 Dqψ
θ + ξ

2

� �����
���� + η − θð Þβ+1 Dqψ

η + θ

2

� �����
����

� �
,

ð61Þ

where ð1/nÞ + ð1/mÞ = 1, and β > 0:

Proof. From Lemma 14 and keeping the familiar Hölder
inequality in use, it follows

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ− ξð Þ + Jβq,θ+ ηð Þ
h i����� ≤ θ − ξð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��dqu + η − θð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��dqu ≤ θ − ξð Þβ+1

η − ξ

ð1
0
uβn

� �1/n

Á dqu
ð1
0
Dqψ uθ + 1 − uð Þξð Þ�� ��mdqu

� �1/m

+ η − θð Þβ+1
η − ξ

ð1
0
uβn

� �1/n
dqu

ð1
0
Dqψ uθ + 1 − uð Þηð Þ�� ��mdqu

� �1/m
:

ð62Þ
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Since jDqψjm is s − concave, we have

ð1
0
Dqψ uθ + 1 − uð Þξð Þ�� ��mdu ≤ 2s−1 Dqψ

θ + ξ

2

� �����
����
m

,
ð1
0
Dqψ uθ + 1 − uð Þηð Þ�� ��mdu ≤ 2s−1 Dqψ

η + θ

2

� �����
����
m

:

ð63Þ

Therefore,

θ − ξð Þβ+1
η − ξ

ð1
0
uβ Dqψ uθ + 1 − uð Þξð Þ�� ��dqu + η − θð Þβ+1

η − ξ

Á
ð1
0
uβ Dqψ uθ + 1 − uð Þηð Þ�� ��dqu ≤ θ − ξð Þβ+1

η − ξ

1
βn + 1½ �

� �1/n

Á 2s−1 Dqψ
θ + ξ

2

� �����
����
m� �1/m

+ η − θð Þβ+1
η − ξ

1
βn + 1½ �

� �1/n

Á 2s−1 Dqψ
η + θ

2

� �����
����
m� �1/m

= 2 s−1ð Þ/m

βn + 1½ �ð Þ1/n η − ξð Þ
Á θ − ξð Þβ+1 Dqψ

θ + ξ

2

� �����
���� + η − θð Þβ+1 Dqψ

η + θ

2

� �����
����

� �
,

ð64Þ

which completes the proof.

Remark 26. Taking q = 1 in (61), it follows the inequality
(11) of Theorem 10.

5. Applications and Examples

Example 2. Let ψðuÞ = 1 − u and q ∈ ð0, 1Þ, and we fixed θ
= 1/2; ξ = 0, η = 1; β = 1; q = 1/2, and s = 1, and then we get
verification of Theorem 16.

1/2ð Þ − 0ð Þ1 + 1 − 1/2ð Þð Þ1
1 − 0

 !
1/2ð Þ1 + 1½ � 1 − 1/2ð Þð Þ

1/2

 !�����
Á ψ 1

2

� �
−
Γ1/2 2ð Þ
1/2 1ð Þ J11/2,1/2−ψ 0ð Þ + J11/2,1/2+ψ 1ð ÞÀ Á�����

≤
1

1 − 0 1 + Γ1/2 2ð ÞΓ1/2 2ð Þ
Γ1/2 3ð Þ

� � 1/2ð Þ − 0ð Þ2 + 1 − 1/2ð Þð Þ2
3½ �

 !
,

0:5 + 0:5ð Þ2 0:5 + 0:5ð Þ 1
2

� �
− 2 1

Γ1/2 1ð Þ
ð1/2
0

1 − uð Þdqu
� �����

����
≤ 1 + 2

3

� � 0:5
1:75

� �
,

1 − 2
3

����
���� ≤ 1:6667ð Þ 0:2857ð Þ,

0:3333 ≤ 0:4762: ð65Þ

For any q ∈ ð0, 1Þ and s ∈ ð0, 1� result holds.

Example 3. Let ψðuÞ = 1 − u and q ∈ ð0, 1Þ, and we fixed θ
= 1/2 ; ξ = 0, η = 1 ; β = 1 ; q = 1/2 ;m = n = 1/2, and s = 1,
and then we get verification of Theorem 19.

1/2ð Þ − 0ð Þ1 + 1 − 1/2ð Þð Þ1
1 − 0

 !
1/2ð Þ1 + 1½ � 1 − 1/2ð Þð Þ

1/2

 !�����
Á ψ 1

2

� �
−
Γ1/2 2ð Þ
1/2 1ð Þ J11/2,1/2−ψ 0ð Þ + J11/2,1/2+ψ 1ð ÞÀ Á�����

≤
1

1 + 1/2ð Þ½ �
� �1/2 1 + 1/2ð Þ 1 − 1 − 1/ 1/2ð Þð Þð Þ21/2

È É
2½ �

 !0:5

Á 1/2ð Þ − 0ð Þ2 + 1 − 1/2ð Þð Þ2
1 − 0

 !
,

0:5 + 0:5ð Þ2 0:5 + 0:5ð Þ 1
2

� �
− 2 1

Γ1/2 1ð Þ
ð1/2
0

1 − uð Þdqu
�����

+ 1
Γ1/2 1ð Þ

ð1
1/2

1 − uð ÞdquÞ
����� ≤ 1 − q

1 − q3/2

� �0:5

Á 1 + :5 1 − 0f g
q + 1

� �0:5
0:5ð Þ,

1 − 2
3

����
���� ≤ 0:5

1 − 0:3536

� �0:5 3/2
1 + 1/2ð Þ
� �0:5

0:5ð Þ,

0:3333 ≤ 0:7735ð Þ0:5 0:5ð Þ,

0:3333 ≤ 0:4398: ð66Þ

For any q ∈ ð0, 1Þ and s ∈ ð0, 1� result holds.

Example 4. Let ψðuÞ = 1 − u and q ∈ ð0, 1Þ, and we fixed θ
= 1/2 ; ξ = 0, η = 1 ; β = 1 ; q = 1/2 ;m = n = 1/2, and s = 1,
and then we get verification of Theorem 22.

1/2ð Þ − 0ð Þ1 + 1 − 1/2ð Þð Þ1
1 − 0

 !
1/2ð Þ1 + 1½ � 1 − 1/2ð Þð Þ

1/2

 !�����
Á ψ 1

2

� �
−
Γ1/2 2ð Þ
1/2 1ð Þ J11/2,1/2−ψ 0ð Þ + J11/2,1/2+ψ 1ð ÞÀ Á�����

≤ 1ð Þ 1
2½ �

� �1/2 1
3½ �

� �1/2
1 + 1

Γ1/2 3ð Þ
� �1/2

Á 1/2ð Þ − 0ð Þ2 + 1 − 1/2ð Þð Þ2
1 − 0

 !
,
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0:5 + 0:5ð Þ2 0:5 + 0:5ð Þ 1
2

� �
− 2 1

Γ1/2 1ð Þ
ð1/2
0

1 − uð Þdqu
�����

+ 1
Γ1/2 1ð Þ

ð1
1/2

1 − uð ÞdquÞ
����� ≤ 1

1/2ð Þ + 1

� �0:5

Á 1
1 + 1/2ð Þ + 1/2ð Þ2

 !0:5

1 + 2
3

� �1/2
0:5ð Þ,

1 − 2
3

����
���� ≤ 2

3

� �0:5 1
1:75

� �0:5
1:6667ð Þ0:5 0:5ð Þ,

0:3333 ≤ 0:6667ð Þ0:5 0:5414ð Þ0:5 1:6667ð Þ0:5 0:5ð Þ,

0:3333 ≤ 0:3984: ð67Þ

For any q ∈ ð0, 1Þ and s ∈ ð0, 1� result holds.

Example 5. Let ψðuÞ = 1 − u and q ∈ ð0, 1Þ, and we fixed θ
= 1/2 ; ξ = 0, η = 1 ; β = 1 ; q = 1/2 ; and s = 1, and then we
get verification of Theorem 25.

1/2ð Þ − 0ð Þ1 + 1 − 1/2ð Þð Þ1
1 − 0

 !
1/2ð Þ1 + 1½ � 1 − 1/2ð Þð Þ

1/2

 !�����
Á ψ 1

2

� �
−
Γ1/2 2ð Þ
1/2 1ð Þ J11/2,1/2−ψ 0ð Þ + J11/2,1/2+ψ 1ð ÞÀ Á�����

≤
1

1/2ð Þ + 1½ �
� �0:5 1

2

� �2
−1ð Þj j

 !
+ 1

2

� �2
−1ð Þj j

 !
,

0:5 + 0:5ð Þ2 0:5 + 0:5ð Þ 1
2

� �
− 2 1

Γ1/2 1ð Þ
ð1/2
0

1 − uð Þdqu
�����

+ 1
Γ1/2 1ð Þ

ð1
1/2

1 − uð ÞdquÞ
����� ≤ 1 − q

1 − q3/2

� �0:5 1
2

� �2
−1ð Þj j

 !

+ 1
2

� �2
−1ð Þj j

 !
,

1 − 2
3

����
���� ≤ 0:5

1 − 0:3536

� �0:5
0:5ð Þ,

0:3333 ≤ 0:4398: ð68Þ

Result holds for several example such as every q ∈ ð0, 1Þ
and ψðuÞ = ð1 − uÞn, ψðsÞ = un, ψðuÞ = uð1 − uÞn, ψðuÞ = u −
ξ, ψðuÞ = ðu − ξÞn, ψðsÞ = ðξ − uÞ, and ψðuÞ = ðξ − uÞn n ∈ℝ+

have good approximation. At the end, we compare Theorems
16, 19, and 22. We have seen that Theorem 19 has good
approximation than Theorem 16, and Theorem 22 has better
approximation than Theorems 16 and 19.

θ − ξð Þβ + η − θð Þβ
η − ξ

 !
qβ + β½ � 1 − qð Þ

qβ

� �
ψ θð Þ − Γq β + 1ð Þ

qβ η − ξð Þ

�����
Á Jβq,θ−ψ ξð Þ + Jβq,θ+ψ ηð Þ
h i����� ≤M

1
β + 1½ �

� �1− 1/mð Þ

Á 1
β + s + 1½ �

� �1/m
1 +

Γq β + 1ð ÞΓq s + 1ð Þ
Γq β + s + 1ð Þ

 ! !1/m

Á θ − ξð Þβ+1 + η − θð Þβ+1
η − ξ

 !
, ≤ M

1 + nβð Þ1/n

Á
1 + q 1 − 1 − q−1

À Ás+1n o
s + 1½ �

2
4

3
5
1/m

θ − ξð Þβ+1 + η − θð Þβ+1
η − ξ

" #

≤
M

η − ξ
1 +

Γq β + 1ð ÞΓq s + 1ð Þ
Γq β + s + 1ð Þ

 !
θ − ξð Þβ+1 + η − θð Þβ+1

β + s + 1½ �

" #
:

ð69Þ

6. Conclusion

The major goal of this paper is to prove fractional quantum
integral identities in order to establish some new quantum
Ostrowski type inequalities involving q-fractional integrable
inequalities. By the virtue of discrete fractional q-calculus,
Ostrowski type inequalities are generalized for q-fractional
integrals, which provide a method to study some properties
of q-fractional integrals via other classes of integral inequal-
ities. Similar method can be applied to other inequalities, like
Sipmson’s and Newton’s type inequalities.
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This article introduces new subclasses of harmonic univalent functions associated with q-difference operator. Modified
q-multiplier transformation is defined, and certain geometric properties such as the sufficient condition, distortion result,
extreme points, and invariance of convex combination of the elements of the subclasses are discussed by employing the
newly defined q-operator. Also, various well-known results already proved in the literature are pointed out.

1. Introduction

A function θ : ℝ⟶ℝ is known to be real harmonic
function in domain D if θxx and θyy are continuous in D

and satisfies

θxx x, yð Þ + θyy x, yð Þ = 0: ð1Þ

Continuous function h : Ωð⊂ℂÞ⟶ℂ defined by hðzÞ
= θ1ðx, yÞ + iθ2ðx, yÞ is harmonic if both θ1ðx, yÞ and θ2
ðx, yÞ are real harmonic in Ω. We found that, in any simply
connected domain Ω, every harmonic function hðzÞ can be
expressed by hðzÞ = h1ðzÞ + �h2ðzÞ, where h1 and h2 are ana-
lytic inΩ, and are called, respectively, the analytic and coana-
lytic parts of h.

The class of complex-valued harmonic functions h = h1
+ �h2 defined in the open unit disc U = fz : jzj < 1g and nor-
malized by h1ð0Þ = h2ð0Þ = h1′ð0Þ − 1 = 0 is denoted by H .
The function in the class H has the following power series
representation:

h zð Þ = z + 〠
∞

n=2
anz

n + 〠
∞

n=2
bnzn: ð2Þ

It is clear that when h2ðzÞ is identically zero, the class H
coincides with the class A of normalized analytic functions
in U. Due to Lewy [1], a function h ∈H is locally univalent
and sense-preserving in U if and only if

h1′ zð Þ�� �� > h2′ zð Þ�� ��, forz ∈U: ð3Þ

We indicate by SH the subclass of H consisting of all
sense-preserving univalent harmonic functions h. Firstly,
Clunie and Sheil-Small [2] discussed certain geometric prop-
erties of the class SH and its subclasses. Later on, several
authors contributed in the study of subclasses of the class
SH , for example, see [3–9]. The most prominent author
Jahangiri [10] investigated various interesting properties
of the class S∗

H ðςÞ of starlike harmonic functions of order
ς, ð0 ≤ ς < 1Þ, defined by
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R
zh′ zð Þ
h zð Þ

 !
=R

zh1′ zð Þ − �zh2′ zð Þ
h1 zð Þ + �h2 zð Þ

 !
≥ ς: ð4Þ

For the convenience, we present the notion of q-difference
operator briefly. Jackson [11] introduced the q-difference
operator and is defined by

∂qh1 zð Þ = h1 zð Þ − h1 qzð Þ
1 − qð Þz ; q ≠ 1, z ≠ 0, ð5Þ

for q ∈ ð0, 1Þ and h1 ∈A with h1ðzÞ = z +∑∞
n=2anz

n. We
note that lim

q⟶1−
∂qh1ðzÞ = h1′ðzÞ, where h1′ðzÞ is the ordinary

derivative of the function. It is clear that

∂q 〠
∞

n=1
anz

n

( )
= 〠

∞

n=1
n½ �qzn−1, ð6Þ

where

n½ �q =
1 − qn

1 − q
= 1 + q + q2+⋯, ð7Þ

for n ∈ℕ = f1, 2, 3, ::g and z ∈U. For some recent investiga-
tions involving q-calculus, we may refer the interested reader
to [12–17]. Recently, in [18], Shah and Noor introduced the
q-analogue of multiplier transformation Isq,τ : A ⟶A by

Isq,τh1 zð Þ = z + 〠
∞

n=2

n + τ½ �q
1 + τ½ �q

 !s

anz
n, ð8Þ

where h1 ∈A , s ∈ℝ and τ > −1. It is noted that for nonnega-
tive integer s and τ = 0, the operator Isq,τ coincides with the
Salagean q-differential operator defined in [19]. Moreover, if
q⟶ 1− in (8), then the multiplier transformation studied
by the Cho and Kim in [20] is deduced. Nowadays, several
subclasses of SH associated with operators and q-operators
were discussed by the prominent researchers, like [21–26].
In motivation of the above said literature, first, we modify
the q-multiplier transformation, and then we define certain
new subclasses of SH . For h = h1 + �h2 given by (2), we define
the modified q-multiplier transformation of h as

Isq,τh zð Þ = Isq,τh1 zð Þ + −1ð Þs �Isq,τh2 zð Þ, ð9Þ

where Isq,τh1ðzÞ is given by (8) and

Isq,τh2 zð Þ = 〠
∞

n=1

n + τ½ �q
1 + τ½ �q

 !s

bnz
n: ð10Þ

It is observed that, for h2 = 0, the modified q-multiplier
transformation defined by (9) turns out to be the q −
multiplier transformation introduced in [18]. For h = h1 + �h2
∈ SH , we define a new class HST qðζ, ςÞ as the following.

Definition 1. Let h ∈ SH . Then h ∈HST qðζ, ςÞ if

R 1 + eiζ
z∂qh zð Þ
h zð Þ − 1

� �� �
≥ ς cos ζ, ð11Þ

where ς ∈ ½0, 1Þ, jζj < π/2 and q ∈ ð0, 1Þ.
Particularly, for q⟶ 1−, the classHST qðζ, ςÞ reduces to

the class denoted by S∗
H ðζ, ςÞ of functions h ∈ SH that satisfies

R 1 + eiζ
zh′ zð Þ
h zð Þ − 1

 !( )
≥ ς cos ζ, ð12Þ

where ς ∈ ½0, 1Þ and jζj < π/2. Moreover, if ζ = 0, then the class
S∗

H ðζ, ςÞ coincides with the class S∗
H ðςÞ introduced by Jahan-

giri [10]. We further define �HST qðζ, ςÞ =HST qðζ, ςÞ ∩
�SH , where �SH denotes the subclass of SH consisting of func-
tions of the type hsðzÞ = h1ðzÞ + �h2,sðzÞ, where

h1 zð Þ = z − 〠
∞

n=2
anj jznandh2,s zð Þ = −1ð Þs 〠

∞

n=2
bnj jzn: ð13Þ

Now, by using modified q-multiplier transformation given
by (9), we define the following.

Definition 2. Let h ∈ SH . Then h ∈HST s,τ
q ðζ, ςÞ if

R 1 + eiζ
Is+1q,τ h zð Þ
Isq,τh zð Þ − 1

 !( )
≥ ς cos ζ, ð14Þ

where s ∈ℝ, τ > −1, ς ∈ ½0, 1Þ, jζj < π/2, and q ∈ ð0, 1Þ.

Also, we define �HST
s,τ
q ðζ, ςÞ =HST s,τ

q ðζ, ςÞ ∩ �SH ,

where �SH denotes the subclass of SH consisting of func-
tions given by (13). It is noted that, for s = τ = 0, we
have HST s,τ

q ðζ, ςÞ =HST qðζ, ςÞ and �HST
s,τ
q ðζ, ςÞ =

�HST qðζ, ςÞ. In particular, if we take ζ = τ = 0 and s =
m ∈ℕ in above definitions, then we have well-known classes
Hm

q ðζ, ςÞ and �H
m
q ðζ, ςÞ introduced by Jahangiri [22].

The next section presents the main investigations such as
the sufficient condition, distortion result, extreme points,
and invariance of convex combination of the elements of
the subclasses defined as above.

2. Main Results

Theorem 3. Let h = h1 + �h2 ∈ SH is given by (2) and satisfies

〠
∞

n=1

n + τ½ �q
1 + τ½ �q

− ς cos ζ
 !

anj j +
n + τ½ �q
1 + τ½ �q

+ ς cos ζ
 !

bnj j
( )" #

×
n + τ½ �q
1 + τ½ �q

 !s

≤ 2 1 − ς cos ζð Þ,

ð15Þ
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where s ∈ℝ, τ > −1, ς ∈ ½0, 1Þ, jζj < π/2, and q ∈ ð0, 1Þ. Then,
h ∈HST s,τ

q ðζ, ςÞ.

Proof. We need to prove that if the coefficients of the har-
monic function h = h1 + �h2 ∈ SH given by (2) satisfy the
inequality (15), then it also satisfies (14). It is known that
RðwÞ ≥ ξ if and only if j1 − ξ +wj ≥ j1 + ξ −wj. So, it suffices
to prove that

1 − ς cos ζ + 1 + eiζ
Is+1q,τ h zð Þ
Isq,τh zð Þ − 1

 !�����
�����

≥ 1 + ς cos ζ − 1 − eiζ
Is+1q,τ h zð Þ
Isq,τh zð Þ − 1

 !�����
�����,

ð16Þ

or equivalently,

2 − ς cos ζð ÞIsq,τh zð Þ + eiζ Is+1q,τ h zð Þ − Isq,τh zð Þ
� ���� ���

− ς cos ζð ÞIsq,τh zð Þ − eiζ Is+1q,τ h zð Þ − Isq,τh zð Þ
� ���� ��� ≥ 0:

ð17Þ

From the left hand side,

2 − ς cos ζð ÞIsq,τh zð Þ + eiζ Is+1q,τ h zð Þ − Isq,τh zð Þ
� ���� ���

− ς cos ζð ÞIsq,τh zð Þ − eiζ Is+1q,τ h zð Þ − Isq,τh zð Þ
� ���� ���

=
2 − ς cos ζð Þ Isq,τh1 zð Þ + −1ð Þs �Isq,τh2 zð Þ

n o

−eiζ Isq,τh1 zð Þ + −1ð Þs �Isq,τh2 zð Þ − Is+1q,τ h1 zð Þ + −1ð Þs �Is+1q,τ h2 zð Þ
n o

�������
�������

−
ς cos ζð Þ Isq,τh1 zð Þ + −1ð Þs �Isq,τh2 zð Þ

n o

+eiζ Isq,τh1 zð Þ + −1ð Þs �Isq,τh2 zð Þ − Is+1q,τ h1 zð Þ + −1ð Þs �Is+1q,τ h2 zð Þ
n o

�������
�������

≥

2 − ς cos ζð Þz + 2 − ς cos ζð Þ

× 〠
∞

n=2

n + τ½ �q
1 + τ½ �q

 !s

anz
n + −1ð Þs 〠

∞

n=1

n + τ½ �q
1 + τ½ �q

 !s

�bnz
n

( )

−eiζ

〠
∞

n=2

n + τ½ �q
1 + τ½ �q

 !s

anz
n + −1ð Þs 〠

∞

n=1

n + τ½ �q
1 + τ½ �q

 !s

�bnz
n

−〠
∞

n=2

n + τ½ �q
1 + τ½ �q

 !s+1

anz
n + −1ð Þs 〠

∞

n=1

n + τ½ �q
1 + τ½ �q

 !s+1
�bnz

n

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

����������������������

����������������������

−

ς cos ζð Þz + ς cos ζð Þ

× 〠
∞

n=2

n + τ½ �q
1 + τ½ �q

 !s

anz
n + −1ð Þs 〠

∞

n=1

n + τ½ �q
1 + τ½ �q

 !s

�bnz
n

( )

+eiζ
〠
∞

n=2

n + τ½ �q
1 + τ½ �q

 !s

anz
n + −1ð Þs 〠

∞

n=1

n + τ½ �q
1 + τ½ �q

 !s

�bnz
n

−〠
∞

n=2

n + τ½ �q
1 + τ½ �q

 !s+1

anz
n + −1ð Þs 〠

∞

n=1

n + τ½ �q
1 + τ½ �q

 !s+1
�bnz

n

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

����������������������

����������������������

≥ 2 − ς cos ζð Þ zj j − 〠
∞

n=2
2 − ς cos ζ +

n + τ½ �q
1 + τ½ �q

− 1
" #

n + τ½ �q
1 + τ½ �q

 !s

Á anj j zj jn − 〠
∞

n=1
ς cos ζ +

n + τ½ �q
1 + τ½ �q

− 1
" #

n + τ½ �q
1 + τ½ �q

 !s

bnj j zj jn

− 〠
∞

n=2

n + τ½ �q
1 + τ½ �q

− 1 − ς cos ζ
" #

n + τ½ �q
1 + τ½ �q

 !s

anj j zj jn

− 〠
∞

n=2

n + τ½ �q
1 + τ½ �q

+ ς cos ζ + 1
" #

n + τ½ �q
1 + τ½ �q

 !s

bnj j zj jn ≥ 2 1 − ς cos ζð Þ

× 1 − 1
1 − ς cos ζð Þ

〠
∞

n=2

n + τ½ �q
1 + τ½ �q

− ς cos ζ
 !

anj j

+〠
∞

n=1

n + τ½ �q
1 + τ½ �q

+ ς cos ζ
 !

bnj j

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

2
6666664

3
7777775

n + τ½ �q
1 + τ½ �q

 !s

:

ð18Þ

The above expression is nonnegative by (15). Hence,
h ∈HST s,τ

q ðζ, ςÞ.
The harmonic function is

h zð Þ = z + 〠
∞

n=2

1 − ς cos ζð Þ 1 + τ½ �q
n + τ½ �q − 1 + τ½ �qς cos ζ

n o
ψn

tnz
n

+ 〠
∞

n=1

1 − ς cos ζð Þ 1 + τ½ �q
n + τ½ �q + 1 + τ½ �qς cos ζ

n o
ψn

�υn�z
n,

ð19Þ

where ψn = ð½n + τ�q/½1 + τ�qÞs and ∑∞
n=2jtnj +∑∞

n=1jυnj = 1
show that the coefficient bound given by (15) is sharp. For
different choices of parameters, we deduce certain results
as follows. If s = τ = 0 in Theorem 3, then we have a follow-
ing new result.

Corollary 4. Let a function hðzÞ = h1ðzÞ + �h2ðzÞ ∈ SH given
by (2) and satisfies

〠
∞

n=1

n½ �q − ς cos ζ
1 − ς cos ζ

 !
anj j +

n½ �q + ς cos ζ
1 − ς cos ζ

 !
bnj j

( )" #
≤ 2,

ð20Þ

where ς ∈ ½0, 1Þ, jζj < π/2, and q ∈ ð0, 1Þ. Then, h ∈HST q

ðζ, ςÞ.

If q⟶ 1−, then Corollary 4 reduces to a new result as
follows:

Corollary 5. Let a function h = h1 + �h2 ∈ SH given by (2) and
satisfies

〠
∞

n=1

n − ς cos ζ
1 − ς cos ζ

� �
anj j + n + ς cos ζ

1 − ς cos ζ

� �
bnj j

� �" #
≤ 2, ð21Þ

where ς ∈ ½0, 1Þ and jζj < π/2. Then, h ∈ S∗
H ðζ, ςÞ.
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If we take ζ = τ = 0 and s =m ∈ℕ, then we have well-
known result.

Corollary 6 (see [22]). Let a function h = h1 + �h2 ∈ SH given
by (2) and satisfies

〠
∞

n=2
n½ �mq n½ �q − ς
� �

anj j + 〠
∞

n=1
n½ �mq n½ �q + ς
� �

bnj j
" #

≤ 1 − ς,

ð22Þ

where ς ∈ ½0, 1Þ and q ∈ ð0, 1Þ. Then, f ∈Hm
q ðζ, ςÞ.

When ζ = 0 in Corollary 5, we get the sufficient condi-
tion for f in S∗

H ðςÞ proved by Jahangiri [10]. Moreover,
for ζ = ς = 0 in Corollary 5, the sufficient condition for func-
tion in the class of starlike harmonic univalent mappings is
obtained, see [4]. Now, we state and prove the necessary
and sufficient conditions for the harmonic functions h = h1
+ �h2 to be in �HST

s,τ
q ðζ, ςÞ as follows.

Theorem 7. Let hs = h + �h2,s ∈ SH given by (13). Then, hs ∈
�HST

s,τ
q ðζ, ςÞ if and only if

〠
∞

n=1

n + τ½ �q
1 + τ½ �q

− ς cos ζ
 !

anj j +
n + τ½ �q
1 + τ½ �q

+ ς cos ζ
 !

bnj j
( )

Á n + τ½ �q
1 + τ½ �q

 !s

≤ 2 1 − ς cos ζð Þ,

ð23Þ

where s ∈ℝ, τ > −1, ς ∈ ½0, 1Þ, jζj < π/2, and q ∈ ð0, 1Þ.

Proof. The sufficient condition is obvious from the Theorem
3, because �HST

s,τ
q ðζ, ςÞ ⊂HST s,τ

q ðζ, ςÞ. We need to prove

the necessary condition only; that is, if hs ∈ �HST
s,τ
q ðζ, ςÞ,

then the coefficients of the function hs = h + �h2,s satisfy the
inequality (23). Let hs ∈ �HST

s,τ
q ðζ, ςÞ. Then, by the defini-

tion of �HST
s,τ
q ðζ, ςÞ, we have

R 1 + eiζ
Is+1q,τ hs zð Þ
Isq,τhs zð Þ − 1

 !
− ς cos ζ

( )
≥ 0, ð24Þ

where s ∈ℝ, τ > −1, ς ∈ ½0, 1Þ, jζj < π/2, and q ∈ ð0, 1Þ. Equiv-
alently, we can write (24) as

R
1 − ς cos ζð ÞIsq,τhs zð Þ + eiζ Is+1q,τ hs zð Þ − Isq,τhs zð Þ

� �
Isq,τhs zð Þ

8<
:

9=
; ≥ 0:

ð25Þ

Substituting hs = h + �h2,s in (25) and employing (8) along
with (13), and also some computation yields

R

1 − ς cos ζð Þz −∑∞
n=2 n + τ½ �q/ 1 + τ½ �q − ς cos ζ
� �

n + τ½ �q/ 1 + τ½ �q
� �s

anj j zj jn

−∑∞
n=1 n + τ½ �q/ 1 + τ½ �q

� �
+ ς cos ζ

� �
n + τ½ �q/ 1 + τ½ �q

� �s
bnj j zj jn

z −∑∞
n=2 n + τ½ �q/ 1 + τ½ �q
� �s

anj j zj jn −∑∞
n=1 n + τ½ �q/ 1 + τ½ �q
� �s

bnj j zj jn

2
6666666664

3
7777777775
≥ 0:

ð26Þ

For all values of z in U above required condition must
hold. Selecting z on the positive real axis where 0 ≤ z = r < 1,
we obtain

1 − ς cos ζð Þ − ∑∞
n=2 n + τ½ �q/ 1 + τ½ �q − ς cos ζ
� �

n + τ½ �q/ 1 + τ½ �q
� �s

anj jrn−1

−∑∞
n=1 n + τ½ �q/ 1 + τ½ �q

� �
+ ς cos ζ

� �
n + τ½ �q/ 1 + τ½ �q

� �s
bnj jrn−1

z − ∑∞
n=2 n + τ½ �q/ 1 + τ½ �q
� �s

anj jrn−1 − ∑∞
n=1 n + τ½ �q/ 1 + τ½ �q
� �s

bnj jrn−1
≥ 0:

ð27Þ

The numerator in (27) is negative for r sufficiently close to
1 whenever the inequality (23) does not hold. Hence, there
exists z0 = r0 in ð0, 1Þ for which the quotient in (27) is negative.
This contradicts the required condition for hs ∈ �HST

s,τ
q ðζ, ςÞ,

and so the proof is complete.

Next, we want to discuss the distortion bounds for the
function h ∈ �HST

s,τ
q ðζ, ςÞ, which yields a covering result

for this class.

Theorem 8. If h ∈ �HST
s,τ
q ðζ, ςÞ and jzj = r < 1, then

1 − b1j jð Þr − Tr2 ≤ h zð Þj j ≤ 1 + b1j jð Þr + Tr2, ð28Þ

with

T =
1 + τ½ �s+1q

2 + τ½ �sq
1 − ς cos ζ

2 + τ½ �q − 1 + τ½ �qς cos ζ
−

1 + ς cos ζ
2 + τ½ �q − 1 + τ½ �qς cos ζ

b1j j
" #

:

ð29Þ

Proof. Let h ∈ �HST
s,τ
q ðζ, ςÞ. Taking absolute value of h, we

get

h zð Þj j ≤ 1 + b1j jð Þr + 〠
∞

n=2
anj j + bnj jð Þr2 ≤ 1 + b1j jð Þr +

1 − ς cos ζð Þ 1 + τ½ �s+1q

2 + τ½ �q − 1 + τ½ �qς cos ζ
n o

2 + τ½ �sq

× 〠
∞

n=2

2 + τ½ �q − 1 + τ½ �qς cos ζ
n o

2 + τ½ �sq
1 − ς cos ζð Þ 1 + τ½ �s+1q

0
@

1
A anj j + bnj jð Þ

8<
:

9=
;r2

≤ 1 + b1j jð Þr +
1 − ς cos ζð Þ 1 + τ½ �s+1q

2 + τ½ �q − 1 + τ½ �qς cos ζ
n o

2 + τ½ �sq

Á 〠
∞

n=2

n + τ½ �q − 1 + τ½ �qς cos ζ
n o

1 − ς cos ζð Þ 1 + τ½ �q

0
@

1
A n + τ½ �q

1 + τ½ �q

 !s

anj j + bnj jð Þ
8<
:

9=
;r2

≤ 1 + b1j jð Þr +
1 − ς cos ζð Þ 1 + τ½ �s+1q

2 + τ½ �q − 1 + τ½ �qς cos ζ
n o

2 + τ½ �sq

Á 1 − 1 − ς cos ζð Þ
1 − ς cos ζð Þ b1j j

� �
r2, by 2:2ð Þð Þ ≤ 1 + b1j jð Þr + Tr2,

ð30Þ
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where T is given by (29). Hence, this is the required right
hand inequality. Similarly, one can easily prove the required
left hand inequality.

Letting r⟶ 1 and by making use of the left hand
inequality of the above theorem, we obtain the following.

Corollary 9 (covering result). If h ∈ �HST
s,τ
q ðζ, ςÞ, then

w : wj j < L −M 1 − ς cos ζð Þ
L

−
L −M 1 + ς cos ζð Þ

L
b1j j

� �
Á ⊂ f Eð Þ,

ð31Þ

where L =f½2 + τ�q − ½1 + τ�qς cos ζg½2 + τ�sq and M =
½1 + τ�s+1q .

In particular, we obtain the covering results for the newly
defined classes and well-known classes of harmonic functions
by choosing suitable choices of parameters.

Now, our task is to examine clco �HST
s,τ
q ðζ, ςÞ, the

extreme points of closed convex hulls of �HST
s,τ
q ðζ, ςÞ.

Theorem 10. A function hs ∈ �HST
s,τ
q ðζ, ςÞ if and only if

hs zð Þ = 〠
∞

n=1
νnhn zð Þ + ωngsn zð Þ
� �

, ð32Þ

where h1ðzÞ = z,

hn zð Þ = z −
1 − ς cos ζð Þ 1 + τ½ �q

n + τ½ �q − 1 + τ½ �qς cos ζ
n o

ψn

zn ; n = 2, 3,⋯ð Þ,

gsn
zð Þ = z + −1ð Þs

1 − ς cos ζð Þ 1 + τ½ �q
n + τ½ �q + 1 + τ½ �qς cos ζ

n o
ψn

�zn ; n = 1, 2, 3,⋯ð Þ,

ð33Þ

with ∑∞
n=1ðνn +ΩnÞ = 1, νn,Ωn ≥ 0, and ψn =

ð½n + τ�q/½1 + τ�qÞs. Particularly, fhng and fgsng are the

extreme points of �HST
s,τ
q ðζ, ςÞ.

Proof. We assume function hs as given by (32)

hs zð Þ = 〠
∞

n=1
νnhn zð Þ +Ωngsn zð Þ
� �

= 〠
∞

n=1
νn +Ωnð Þz

− 〠
∞

n=2
νnRnz

n + −1ð Þs 〠
∞

n=1
ΩnR

∗
n�z

n,
ð34Þ

where Rn = ð1 − ς cos ζÞ½1 + τ�q/f½n + τ�q − ½1 + τ�qς cos ζgψn

and R∗
n = ð1 − ς cos ζÞ½1 + τ�q/f½n + τ�q + ½1 + τ�qς cos ζgψn.

Equating (34) with (13), we get

anj j = νnRnand bnj j =ΩnR
∗
n : ð35Þ

Now,

〠
∞

n=1

n + τ½ �q − 1 + τ½ �qς cos ζ
n o

ψn

1 − ς cos ζð Þ 1 + τ½ �q
anj j

2
4

+
n + τ½ �q − 1 + τ½ �qς cos ζ

n o
ψn

1 − ς cos ζð Þ 1 + τ½ �q
bnj j
3
5

= 1 − X1 + 〠
∞

n=1
νn +Ωnð Þ = 2 − X1 ≤ 2:

ð36Þ

Thus, by Theorem 7, hs ∈ �HST
s,τ
q ðζ, ςÞ. Conversely, let

hs ∈ �HST
s,τ
q ðζ, ςÞ. We take

νn =
n + τ½ �q − 1 + τ½ �qς cos ζ

n o
ψn

1 − ς cos ζð Þ 1 + τ½ �q
anj j ; n = 2, 3,⋯ð Þ,

ð37Þ

Ωn =
n + τ½ �q + 1 + τ½ �qς cos ζ

n o
ψn

1 − ς cos ζð Þ 1 + τ½ �q
bnj j ; n = 1, 2,⋯ð Þ,

ð38Þ

with ∑∞
n=1ðνn +ΩnÞ = 1. We follow our required result by

substituting the values of janj and jbnj from the above rela-
tions in (13).

Finally, we wish to show that the class �HST
s,τ
q ðζ, ςÞ is

closed under the convex combination of its elements.

Theorem 11. The class �HST
s,τ
q ðζ, ςÞ is closed under the con-

vex combination.

Proof. Let his ∈
�HST

s,τ
q ðζ, ςÞ, ði = 1, 2,⋯Þ, with

his = z − 〠
∞

n=2
ai,n
�� ��zn + −1ð Þs 〠

∞

n=2
bi,n
�� ���zn: ð39Þ

Making use of Theorem 7, we have

〠
∞

n=2

n + τ½ �q − 1 + τ½ �qς cos ζ
n o

ψn

1 − ς cos ζð Þ 1 + τ½ �q
ai,n
�� ��

+ 〠
∞

n=1

n + τ½ �q − 1 + τ½ �qς cos ζ
n o

ψn

1 − ς cos ζð Þ 1 + τ½ �q
bi,n
�� �� ≤ 1,

ð40Þ

with ψn = ð½n + τ�q/½1 + τ�qÞs.
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Now,

〠
∞

i=1
uihis = z − 〠

∞

n=2
〠
∞

i=1
ui ai,n
�� �� !

zn + −1ð Þs 〠
∞

n=1
〠
∞

i=1
ui bi,n
�� �� !

�zn:

ð41Þ

To prove our result, we use (40) and (41)

〠
∞

n=2

n + τ½ �q − 1 + τ½ �qς cos ζ
n o

ψn

1 − ς cos ζð Þ 1 + τ½ �q
〠
∞

i=1
ui ai,n
�� �� !

+ 〠
∞

n=1

n + τ½ �q − 1 + τ½ �qς cos ζ
n o

ψn

1 − ς cos ζð Þ 1 + τ½ �q
〠
∞

i=1
ui bi,n
�� �� !

≤ 〠
∞

i=1
ui = 1:

ð42Þ

Therefore, ∑∞
i=1uihis ∈ �HST

s,τ
q ðζ, ςÞ.

3. Conclusions

In this research, we have defined some new subclasses of
harmonic univalent functions related to the q-difference
operator. Also, we have introduced and studied the modified
q-multiplier transformation. Several geometric properties
such as sufficient condition, necessary conditions, distortion
results, and invariance of classes under convex combination
and extreme points are investigated. It is also noted that our
investigations deduced various well-known results. In addi-
tion, this work can be extend for multivalent functions and
ðp, qÞ-calculus.
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In this particular research article, we take an analytic function Q4L = 1 + 5/6z + 1/6z5, which makes a four-leaf-shaped image
domain. Using this specific function, two subclasses, S∗

4L and C4L , of starlike and convex functions will be defined. For these
classes, our aim is to find some sharp bounds of inequalities that consist of logarithmic coefficients. Among the inequalities to
be studied here are Zalcman inequalities, the Fekete-Szegö inequality, and the second-order Hankel determinant.

1. Introduction and Definitions

To properly comprehend the findings provided in the paper,
certain important literature on geometric function theory
must first be discussed. In this regard, the letters S and A

stand for the normalized univalent (or schlicht) functions
class and the normalized holomorphic (or analytic) func-
tions class, respectively. These primary notions are defined
in the disc Ud = fz ∈ℂ : jzj < 1g by

A = F ∈ G Udð Þ: F zð Þ = 〠
∞

l=1
blz

l

( )
, ð1Þ

where GðUdÞ expresses holomorphic functions class, and

S = F ∈A : F is Schlicht inUdf g: ð2Þ

This class S evolved as the foundational component of
cutting-edge research in this area. In his paper [1], Koebe estab-
lished the presence of a “covering constant” ζ, demonstrating

that if F is holomorphic and Schlicht in Ud with F ′ð0Þ = 1
and Fð0Þ = 0, then FðUdÞ = fw : jwj < ζg. Many mathemati-
cians were intrigued by this beautiful result. Within a few years,
the wonderful article by Bieberbach [2], which gave rise to the
renowned coefficient hypothesis, was published.

The below expression provided the coefficients λn of
logarithmic function J FðzÞ for F ∈ S

J F zð Þ = 1
2 log F zð Þ

z

� �
= λ1z + λ2z

2 + λ3z
3+⋯,∀z ∈Ud:

ð3Þ

The above coefficients have a considerable impact on the
theory of Schlicht functions in many estimations. De Branges
[3] achieved that n ≥ 1 in1985,

〠
n

l=1
l n − l + 1ð Þ λnj j2 ≤ 〠

n

l=1

n − l + 1
l

, ð4Þ
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and equality will be achieved if F has the form z/ð1 − eiφzÞ2 for
some φ ∈ℝ: It is obvious that this inequality provides themost
general version of the well-known Bieberbach-Robertson-
Milin conjectures concerning the Taylor coefficients of F ∈
S. We quote [4–6] for further information on the demonstra-
tion of de Brange’s conclusion. By taking into account, the
logarithmic coefficients, in 2005, Kayumov [7] established
Brennan’s conjecture for conformal mappings. The major
contributions to study the bounds of logarithmic coefficients
for various holomorphic univalent functions are due to
Alimohammadi et al. [8], Obradović et al. [9], Ye [10],
Deng [11], Girela [12], Roth [13], and Andreev and
Duren [14].

For the prescribed functions Q1,Q2 ∈A , the relation of
subordination between Q1 and Q2 is as follows (mathemati-
cally as Q1 ≺Q2), if an holomorphic function u comes in Ud
with the limitation juðzÞj < 1 and uð0Þ = 0 in a manner that
Q1ðzÞ =Q2ðuðzÞÞ satisfy. Consequently, the following rela-
tion applies if Q2 ∈ S in Ud :

Q1 zð Þ ≺Q2 zð Þ, z ∈Udð Þ ð5Þ

if and only if

Q1 0ð Þ =Q2 0ð Þ&Q1 Udð Þ ⊂Q2 Udð Þ: ð6Þ

By applying the notion of subordination, Ma and Minda
[15] proposed a consolidated version of the set S∗ðψÞ in
1992, and the following is a description of it:

S∗ ψð Þ = g ∈ S :
zg′ zð Þ
g zð Þ ≺ ψ zð Þ for z ∈Ud

( )
, ð7Þ

with the Schlicht function ψ that satisfies

ψ′ 0ð Þ > 0&Rψ > 0: ð8Þ

Various subclasses of the set S have been examined in
the past few years as particular choices for family S∗ðψÞ.
For instance,

(i) S∗
cos ≡ S∗ðcos zÞ (see [16]) and S∗

cosh ≡ S∗ðcosh zÞ
(see [17])

(ii) S∗
tanh ≡ S∗ð1 + tanh zÞ (see [18, 19])

(iii) S∗
e ≡ S∗ðezÞ (see [20, 21]) and S∗

ρ ≡ S∗ð1 + sinh−1zÞ
(see [22])

(iv) SS∗ðξÞ ≡ S∗ðψðzÞÞ with ψðzÞ = ð1 + z/1 − zÞξ and
0 < ξ ≤ 1 (see [23])

(v) S∗
L ≡ S∗ð ffiffiffiffiffiffiffiffiffiffi

1 + z
p Þ (see [24]) and S∗

car ≡ S∗ð1 + 4/3z
+ 2/3 z2Þ (see [25, 26])

For given q, n ∈ℕ = f1, 2,⋯g, b1 = 1, and F ∈ S with the
series representation (1), the Hankel determinant Hq,nðFÞ is
expressed by

Hq,n Fð Þ =

bn bn+1 ⋯ bn+q−1

bn+1 bn+2 ⋯ bn+q

⋮ ⋮ ⋯ ⋮

bn+q−1 bn+q ⋯ bn+2q−2

�����������

�����������
, ð9Þ

and it was established by Pommerenke and Pommerenke
[27, 28]. For several subcollections of Schlicht functions,
the determinant Hq,nðFÞ has been examined. In specific,

the sharp estimate of the functional jH2,2ðFÞj = jb2b4 − b23j
for sets CðconvexfunctionsÞ, S∗ðstarlikefunctionsÞ, and R

ðboundedturningfunctionsÞ were determined in [29, 30].
However, for the class of close-to-convex functions, the
exact bounds of this determinant remain open [31]. The
researchers were inspired by the works of Babalola [32],
Bansal, et al. [33], Zaprawa [34], Kwon et al. [35], Kowalczyk
et al. [36], and Lecko et al. [37].

It is easy to deduce from equation (2) that, for F ∈ S , the
logarithmic coefficients are computed by

λ1 =
1
2 b2,

ð10Þ

λ2 =
1
2 b3 −

1
2 b

2
2

� �
, ð11Þ

λ3 =
1
2 b4 − b2b3 +

1
3 b

3
2

� �
, ð12Þ

λ4 =
1
2 b5 − b2b4 + b22b3 −

1
2 b

2
3 −

1
4 b

4
2

� �
: ð13Þ

Currently, Lecko and Kowalczyk and Kowalczyk and
Lecko [38, 39] studied the following Hankel determinant
Hq,nðJ F/2Þ of logarithmic coefficients

Hq,n
J F
2

� �
=

λn λn+1 ⋯ λn+q−1

λn+1 λn+2 ⋯ λn+q

⋮ ⋮ ⋯ ⋮

λn+q−1 λn+q ⋯ λn+2q−2

�����������

�����������
: ð14Þ

It has been noted that

H2,1
J F
2

� �
= λ1λ3 − λ22,

H2,2
J F
2

� �
= λ2λ4 − λ23:

ð15Þ

By the virtue of the function Q4L = 1 + 5/6z + 1/6z5, we
define the following classes:

S∗
4L = F ∈ S :

zF ′ zð Þ
F zð Þ ≺Q4L , z ∈Udð Þ

( )
, ð16Þ
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C4L = F ∈ S : 1 + zF ′′ zð Þ
F ′ zð Þ

≺Q4L , z ∈Udð Þ
( )

: ð17Þ

Alternatively, F ∈ S∗
4L if and only if an analytic function

q occurs that satisfies qðzÞ ≺Q4L in such that

F zð Þ = z exp
ðz
0

q tð Þ − 1
t

dt
� �

: ð18Þ

By taking qðzÞ =Q4L in (18), we achieve the following
function, which serves as an extremal in many of the class
S∗

4L problems.

F0 zð Þ = z exp
ðz
0

5
6 + 1

6 t
4

� �
dt

� �
= z + 5

6 z
2+⋯: ð19Þ

The following Alexander-type connection-related two
classes were mentioned above. The above two families are
interlinked by the following Alexander-type relation

F ∈C4L ⇔ zF ′ ∈ S∗
4L : ð20Þ

From (19) and (20), we easily obtain the following extremal
functions in various problems of the class C4L

g0 zð Þ = z + 5
12 z

2+⋯: ð21Þ

Clearly, g0ðzÞ, g0ðz2Þ, g0ðz3Þ, and g0ðz4Þ belong to the
class C4L . That is,

g1 zð Þ = g0 zð Þ = z + 5
12 z

2+⋯,

g2 zð Þ = g0 z2
À Á

= z + 5
36 z

3+⋯,

g3 zð Þ = g0 z3
À Á

= z + 5
72 z

4+⋯,

g4 zð Þ = g0 z4
À Á

= z + 5
120 z

5+⋯:

ð22Þ

In the present paper, our core objective is to find the sharp
coefficient type problems of logarithmic functions for the
families S∗

4L and C4L : Among the inequalities to be studied
here are Zalcman inequalities, the Fekete-Szegö inequality,
and the second-order Hankel determinant H2,1ðJ F/2Þ.

2. A Set of Lemmas

We must first create the class P in the below set-builder
form in order to declare the Lemmas that are employed in
our primary findings.

P = q ∈ G Udð Þ: q 0ð Þ = 1&Req > 0, z ∈Udð Þf g: ð23Þ

That is, if q ∈P , then q has the below series expansion

q zð Þ = 〠
∞

n=0
enz

n, z ∈Udð Þ: ð24Þ

The following Lemma consists of the widely used e2 for-
mula [40], the e3 formula [41], and the e4 formula illustrated
in [42].

Lemma 1. Let q ∈P be given in the form (24), then for , ρ,
δ ∈ �Ud =Ud ∪ f1g:

Lemma 2. Let q ∈P be of the form (24), then for x, δ, ρ ∈
�Ud =Ud ∪ f1g

2e2 = e21 − e21 − 4
À Á

x, ð25Þ

4e3 = e31 − 2 e21 − 4
À Á

e1x + e1 e21 − 4
À Á

x2 − 2 e21 − 4
À Á

1 − xj j2À Á
ρ,

ð26Þ

8e4 = e41 − e21 − 4
À Á

x e21 x2 − 3x + 3
À Á

+ 4x
Â Ã

+ 4 e21 − 4
À Á

1 − xj j2À Á
e x − 1ð Þρ + �xρ2 − 1 − ρj j2À Á

δ
Â Ã

:

ð27Þ
Lemma 3. Let q ∈P and has the expansion (24). Then,

en+l − μenelj j ≤ 2 max 1, 2μ − 1j jð Þ, ð28Þ

enj j ≤ 2 for n ≥ 1, ð29Þ

en+l − μenelj j ≤ 2, 0 ≤ μ ≤ 1: ð30Þ
The inequalities (28)–(30) are taken from [40, 43] and

[26, 44, 45], respectively.

Lemma 4 (see [40]). If q ∈P has the representation (24),
then

1
2

Je31 − Ke1e2 + Le3
�� �� ≤ Jj j + K − 2Jj j + K − J + Lj jð Þ: ð31Þ

Lemma 5 [46]. Let γ, τ, ψ and ς satisfy that τ, ς ∈ ð0, 1Þ and

8 1 − ςð Þς τ ς + τð Þ − ψð Þ2 + τψ − 2γð Þ2Â Ã
+ τ ψ − 2ςτð Þ2 1 − τð Þ ≤ 4τ2ς 1 − ςð Þ 1 − τð Þ2:

ð32Þ

If q ∈P has the expansion (24), then

γe41 + ςe22 + 2τe1e3 −
3
2ψe

2
1e2 − e4

����
���� ≤ 2: ð33Þ

3. Coefficient Inequalities for the Class S∗
4L

We start by establishing out the class S∗
4L ’s initial coefficient

bounds.
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Theorem 6. Let F be the series form (1) and if F ∈ S∗
4L , then

λ1j j ≤ 5
12

,

λ2j j ≤ 5
24

,

λ3j j ≤ 5
36

,

λ4j j ≤ 5
48

:

ð34Þ

These bounds are sharp.

Proof. Let F ∈ S∗
4L : Then, Schwarz function u may therefore

be used to express (16) as

zF ′ zð Þ
F zð Þ = 1 + 5

6 u zð Þ + 1
6 u zð Þð Þ5 = α zð Þ: ð35Þ

From the use of Schwarz function u and if q ∈P , we have

q zð Þ = 1 + u zð Þð Þ
1 − u zð Þð Þ ≔ 1 + e1z + e2z

2+⋯, ð36Þ

and by simple computation, we get

u zð Þ = 1
2 e1z +

1
2 e2 −

1
4 e

2
1

� �
z2 + 1

8 e
3
1 −

1
2 e1e2 +

1
2 e3

� �
z3

+ 1
2 e4 −

1
2 e1e3 −

1
4 e

2
2 −

1
16 e

4
1 +

3
8 e

2
1e2

� �
z4+⋯:

ð37Þ

Using (1), we attain

zF ′ zð Þ
F zð Þ ≔ 1 + b2z + −b22 + 2b3

À Á
z2 + −3b2b3 + 3b4 + b32

À Á
z3

+ −2b23 + 4b5 − 4b2b4 + 4b22b3 − b42
À Á

z4+⋯:

ð38Þ

By some calculation and using the series expansion of (37),
we get

α zð Þ = 1 + 5
12 e1z +

5
12 e2 −

5
24 e

2
1

� �
z2

+ 5
48 e

3
1 −

5
12 e1e2 +

5
12 e3

� �
z3

+ 5
12 e4 −

5
96 e

4
1 +

5
16 e

2
1e2 −

5
12 e1e3 −

5
24 e

2
2

� �
z4+⋯:

ð39Þ

Now, by comparing (38) and (39), we get

b2 =
5
12 e1,

ð40Þ

b3 =
5
24 e2 −

5
288 e

2
1, ð41Þ

b4 =
5
36 e3 +

35
10368 e

3
1 −

5
96 e1e2,

ð42Þ

b5 =
5
48 e4 −

455
497664 e

4
1 +

115
6912 e

2
1e2 −

35
1152 e

2
2 −

5
108 e1e3:

ð43Þ
Utilizing (40) and (10), (11), (12), and (13), we have

λ1 =
5
24 e1,

ð44Þ

λ2 =
5
48 e2 −

5
96 e

2
1, ð45Þ

λ3 =
5
288 e

3
1 −

5
72 e1e2 +

5
72 e3,

ð46Þ

λ4 =
5
96 e4 −

5
768 e

4
1 +

5
128 e

2
1e2 −

5
96 e1e3 −

5
192 e

2
2: ð47Þ

From (44), using triangle inequality and (29), we get

λ1j j ≤ 5
12 : ð48Þ

Also, from (45), application (30), and triangle inequality,
we get

λ2j j ≤ 5
24 : ð49Þ

By rearranging (46), we have

λ3j j = 5
288 e31 − 4e1e2 + 4e3

�� ��: ð50Þ

By Lemma 4 and triangle inequality, we obtain

λ3j j ≤ 5
36 : ð51Þ

By rearranging (47), we have

λ4 = −
5
96

1
2

� �
e22 +

1
8

� �
e41 −

3
4

� �
e2e

2
1 + e1e3 − e4

� �
: ð52Þ

Comparing the equation of (52) right side with

γe41 + ςe22 + 2τe1e3 −
3
2ψe

2
1e2 − e4

����
����, ð53Þ

we get γ = 1/8, ς = 1/2, τ = 1/2, ψ = 1/2, and

8 1 − ςð Þς τ ς + τð Þ − ψð Þ2 + τψ − 2γð Þ2Â Ã
+ τ ψ − 2ςτð Þ2 1 − τð Þ ≤ 4τ2ς 1 − ςð Þ 1 − τð Þ2:

ð54Þ
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Thus, Lemma 5’s requirements are all met. Hence,

λ4j j ≤ 5
96 2ð Þ = 5

48 : ð55Þ

These are sharp outcomes. Equality is determined by using
(10)–(13) and

F1 zð Þ = z exp
ðz
0

5
6 + 1

6 t
4

� �
dt

� �
= z + 5

6 z
2+⋯,

F2 zð Þ = z exp
ðz
0

5
6 t +

1
6 t

9
� �

dt
� �

= z + 5
12 z

3+⋯,

F3 zð Þ = z exp
ðz
0

5
6 t

2 + 1
6 t

14
� �

dt
� �

= z + 5
18 z

4+⋯,

F4 zð Þ = z exp
ðz
0

5
6 t

3 + 1
6 t

19
� �

dt
� �

= z + 5
24 z

5+⋯ ·

ð56Þ

Theorem 7. If F ∈ S∗
4L , then

λ2 − μλ21
�� �� ≤max 5

24
, 5
48

5μ
3

����
����

� �
: ð57Þ

The above stated inequality is best possible.

Proof. By utilizing (44) and (45), we have

λ2 − μλ21
�� �� = 5

48 e2 −
e21
2

6 + 5μ
6

� �����
����: ð58Þ

Implementation of (28) and triangle inequality, we get

λ2 − μλ21
�� �� ≤max 5

24 ,
5
48

5μ
3

����
����

� �
: ð59Þ

Equality is determined by using (10), (11), and

F2 zð Þ = z exp
ðz
0

5
6 t +

1
6 t

9
� �

dt
� �

= z + 5
12 z

3+⋯: ð60Þ

Corollary 8. If F ∈ S∗
4L , then

λ2 − λ21
�� �� ≤ 5

24
: ð61Þ

This inequality is sharp and can be obtained by using
(10), (11), and

F2 zð Þ = z exp
ðz
0

5
6
t + 1

6
t9

� �
dt

� �
= z + 5

12
z3+⋯: ð62Þ

Theorem 9. Let F be the expansion (1) and if F ∈ S∗
4L , then

λ1λ2 − λ3j j ≤ 5
36

: ð63Þ

The above stated result is the best possible.

Proof. From (44)–(46), we easily attain

λ1λ2 − λ3j j = 65
2304 −e31 +

42
13 e1e2 −

32
13 e3

����
����: ð64Þ

By using Lemma 4 and triangle inequality, we obtain

λ1λ2 − λ3j j ≤ 65
2304

64
13

� �
= 5
36 : ð65Þ

Equality is determined by using (10), (11), (12), and

F3 zð Þ = z exp
ðz
0

5
6 t

2 + 1
6 t

14
� �

dt
� �

= z + 5
18 z

4+⋯: ð66Þ

Theorem 10. Let F be the expansion (1) and if F ∈ S∗
4L , then

λ4 − λ22
�� �� ≤ 5

48
: ð67Þ

The last stated inequality is the finest.

Proof. From the use (45) and (47), we get

λ4 − λ22
�� �� = −

5
96

17
24

� �
e22 −

23
44

� �
e2e

2
1 +

17
96

� �
e41 + e1e3 − e4

����
����:

ð68Þ

Comparing the right side of (68) with

γe41 + ςe22 + 2τe1e3 −
3
2ψe

2
1e2 − e4

����
����, ð69Þ

we get γ = 17/96, ς = 17/24, τ = 1/2, ψ = 23/36, and

8 1 − ςð Þς τ ς + τð Þ − ψð Þ2 + τψ − 2γð Þ2Â Ã
+ τ ψ − 2ςτð Þ2 1 − τð Þ = 0:0051909,

4τ2ς 1 − ςð Þ 1 − τð Þ2 = 0:051649:

ð70Þ

Thus, Lemma 5’s requirements are all met. Hence,

λ4 − λ22
�� �� ≤ 5

96 2ð Þ = 5
48 : ð71Þ

Equality is determined by using (11), (13), and

F4 zð Þ = z exp
ðz
0

5
6 t

3 + 1
6 t

19
� �

dt
� �

= z + 5
24 z

2+⋯: ð72Þ

5Journal of Function Spaces



Theorem 11. Let F ∈ S∗
4L be the representation (1). Then,

H2,1 J F/2ð Þ�� �� ≤ 25
576

: ð73Þ

This result is sharp.

Proof. We can write the H2,1ðJ F/2Þ as

H2,1 J F/2ð Þ = λ1λ3 − λ22
�� ��: ð74Þ

From (44)–(46), we have

λ1λ3 − λ22
�� �� = 25

27648 e41 − 4e21e2 + 16e1e3 − 12e22
�� ��: ð75Þ

Using (25) and (26) to express e2 and e3 in terms of e1
and also e1 = e, with 0 ≤ e ≤ 2, we obtain

λ1λ3 − λ22
�� �� = 25

27648 −4e2x2 4 − e2
À Á

+ 8e 1 − xj j2À Á��� 4 − e2
À Á

δ

− 3x2 4 − e2
À Á2���:

ð76Þ

By changing jδj ≤ 1 and jxj = c, where c ≤ 1 and utilizing
triangle inequality and pickings e ∈ ½0, 2�, so

λ1λ3 − λ22
�� �� ≤ 25

27648 4e2c2 4 − e2
À Á

+ 8e 1 − c2
À Án

4 − e2
À Á

+ 3c2 4 − e2
À Á2o≔ Ξ e, cð Þ:

ð77Þ

Differentiate with respect to c, we have

∂Ξ e, cð Þ
∂c

= 25
27648 −2ce4 + 16ce3 − 16ce2 − 64ce + 96c

À Á
:

ð78Þ

It is easy exercise to show that Ξ/ðe, cÞ ≥ 0 on ½0, 1�, so
that Ξðe, cÞ ≤ Ξðe, 1Þ: Putting c = 1, we get

λ1λ3 − λ22
�� �� ≤ 25

27648 4e2 4 − e2
À Á

+ 3 4 − e2
À Á2� �

≔Θ eð Þ:
ð79Þ

As Θ/ðeÞ ≤ 0, so ΘðeÞ is a decreasing function, so that it
gives a maximum value at e = 0

H2,1
J F
2

� �����
���� ≤ 25

27648 48ð Þ = 25
576 : ð80Þ

Equality is determined by using (10), (11), (12), and

F2 zð Þ = z exp
ðz
0

5
6 t +

1
6 t

9
� �

dt
� �

= z + 5
12 z

3+⋯: ð81Þ

4. Coefficient Inequalities for the Class C4L

For the function of class C4L , we start this portion by deter-
mining the absolute values of the first four initial logarithmic
coefficients.

Theorem 12. Let F be given by (1) and if F ∈C4L , then

λ1j j ≤ 5
24

,

λ2j j ≤ 5
72

,

λ3j j ≤ 5
144

,

λ4j j ≤ 1
48

:

ð82Þ

These bounds are sharp.

Proof. Let F ∈C4L : Then, (17) can be written in the form of
Schwarz function as

1 + zF ′′ zð Þ
F ′ zð Þ

= 1 + 5
6 u zð Þ + 1

6 u zð Þð Þ5 = ψ zð Þ: ð83Þ

Using (1), we obtain

1 + zF ′′ zð Þ
F ′ zð Þ

≔ 1 + 2b2z + 6b3 − 4b22
À Á

z2 + 8b32 − 18b2b3 + 12b4
À Á

z3

+ 20b5 − 16b42 + 48b22b3 − 32b2b4 − 18b23
À Á

z4+⋯:

ð84Þ
Now, by comparing (84) and (39), we get

b2 =
5
24 e1,

b3 =
5
72 e2 −

5
864 e

2
1,

b4 =
5
144 e3 +

35
41472 e

3
1 −

5
384 e1e2,

b5 =
1
48 e4 −

91
497664 e

4
1 +

23
6912 e

2
1e2 −

7
1152 e

2
2 −

1
108 e1e3:

ð85Þ
Utilizing (85) and (10), (11), (12), and (13) we have

λ1 =
5
24 e1,

ð86Þ

λ2 =
5
48 e2 −

5
96 e

2
1, ð87Þ

λ3 =
5
288 e

3
1 −

5
72 e1e2 +

5
72 e3,

ð88Þ

λ4 =
5
96 e4 −

5
768 e

4
1 +

5
128 e

2
1e2 −

5
96 e1e3 −

5
192 e

2
2: ð89Þ
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From (86), using triangle inequality and (29), we get

λ1j j ≤ 5
24 : ð90Þ

Also, from (87), application (30), and triangle inequality,
we get

λ2j j ≤ 5
72 : ð91Þ

By rearranging (88), we have

λ3j j = 5
288

7
48 e

3
1 −

19
24 e1e2 + e3

����
����: ð92Þ

By Lemma 4 and triangle inequality, we obtain

λ3j j ≤ 5
144 : ð93Þ

By rearranging (89), we have

λ4 = −
1
96

11
27 e

2
2 +

13109
248832 e

4
1 −

2353
5184 e2e

2
1 +

19
24 e1e3 − e4

� �
:

ð94Þ

Comparing the right side of (94) with

γe41 + ςe22 + 2τe1e3 −
3
2ψe

2
1e2 − e4

����
����, ð95Þ

we get γ = 13109/248832, ς = 11/27, τ = 19/48, and ψ =
2353/7776. Thus, all the conditions of Lemma 5 are satisfied.
Hence, we have

λ4j j ≤ 1
96 2ð Þ = 1

48 : ð96Þ

These are sharp outcomes. Equality is determined by
using (10), (11), (12), and (13) along with (22).

Theorem 13. Let F ∈C4L be the series form (1). Then,

λ2 − μλ21
�� �� ≤max 5

72
, 5
72

7 + 15μ
12

����
����

� �
, for μ ∈ℂ: ð97Þ

This inequality is sharp.

Proof. By utilizing (86) and (87), we have

λ2 − μλ21
�� �� = 5

144 e2 −
e21
2

19 + 15μ
24

� �����
����: ð98Þ

Implementation of (28) and triangle inequality, we get

λ2 − μλ21
�� �� ≤max 5

72 ,
5
72

7 + 15μ
12

����
����

� �
: ð99Þ

Equality is determined by using (10), (11), and (22).

For λ = 1, we get the below corollary.

Corollary 14. Let F ∈C4L , and it has the form (1). Then,

λ2 − λ21
�� �� ≤ 5

72
: ð100Þ

This inequality is sharp and can be obtained by using
(10), (11), and (22).

Theorem 15. Let F be the form (1) and if F ∈C4L , then

λ1λ2 − λ3j j ≤ 5
144

: ð101Þ

This result is sharp.

Proof. By using (86)–(88), we obtain

λ1λ2 − λ3j j = 5
288 −

263
1152 e

3
1 + e1e2 − e3

����
����: ð102Þ

By using Lemma 4 and triangle inequality, we obtain

λ1λ2 − λ3j j ≤ 5
288 2ð Þ = 5

144 : ð103Þ

Equality is determined by using (10), (11), (12), and (22).

Theorem 16. Let F be the form (1) and F ∈C4L : Then,

λ4 − λ22
�� �� ≤ 1

48
: ð104Þ

This result is sharp.

Proof. By using (87) and (89), we obtain

λ4 − λ22
�� �� = −

1
96

113
216 e

2
2 −

707
1296 e2e

2
1 +

35243
497664 e

4
1 +

19
24 e1e3 − e4

����
����:

ð105Þ

Comparing the right side of (68) with

γe41 + ςe22 + 2τe1e3 −
3
2ψe

2
1e2 − e4

����
����, ð106Þ

we get γ = 35243/497664, ς = 113/216, τ = 19/24, ψ = 707/
1944, and
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8 1 − ςð Þς τ ς + τð Þ − ψð Þ2 + τψ − 2γð Þ2Â Ã
+ τ ψ − 2ςτð Þ2 1 − τð Þ = 0:00062010,

4τ2ς 1 − ςð Þ 1 − τð Þ2 = 0:057070:

ð107Þ

Thus, all the conditions of Lemma 5 are satisfied. Hence,
we have

λ4 − λ22
�� �� ≤ 1

96 2ð Þ = 1
48 : ð108Þ

Equality is determined by using (11), (13), and (22).

Theorem 17. Let F be given the form (1) and F ∈C4L : Then,

H2,1
J F
2

� �����
���� ≤ 25

576
: ð109Þ

This result is sharp.

Proof. We can write the H2,1ðFF/2Þ as;

H2,1
J F
2

� �
= λ1λ3 − λ22
�� ��: ð110Þ

From (86)–(88), we have

λ1λ3 − λ22
�� �� = 1

47775744 3575e41 − 22800e21e2 + 86400e1e3
��

− 57600e22
��:

ð111Þ

Using (25) and (26) to express e2 and e3 in terms of e1
and also e1 = e, with 0 ≤ e ≤ 2, we obtain

λ1λ3 − λ22
�� �� = 1

47775744 −21600e2x2 4 − e2
À Á��

+ 43200e 1 − xj j2À Á
4 − e2
À Á

δ

− 14400x2 4 − e2
À Á2 + 3000e2x 4 − e2

À Á
− 625e4

��:
ð112Þ

By replacing jδj ≤ 1 and jxj = c, where c ≤ 1 and using
triangle inequality and taking e ∈ ½0, 2�, so

Differentiate with respect to c, we have

∂Ω e, cð Þ
∂c

= 1
47775744 −600 e − 2ð Þ e + 2ð ÞÀ
Á 24ce2 − 144ce + 5e2 + 192c
À ÁÁ

:

ð114Þ

It is a simple exercise to show that Ω′ðe, cÞ ≥ 0 on ½0, 1�,
so that Ωðe, cÞ ≤Ωðe, 1Þ: Putting c = 1 gives

λ1λ3 − λ22
�� �� ≤ 1

47775744 24600e2 4 − e2
À Á

+ 625e4
�

+ 14400 4 − e2
À Á2�≔Θ eð Þ:

ð115Þ

As Θ′ðeÞ ≤ 0, so ΘðeÞ is a decreasing function, so that it
gives a maximum value at e = 0

H2,1
J F
2

� �����
���� ≤ 1

47775744 230400ð Þ = 25
5184 : ð116Þ

Equality is determined by using (10), (11), (12), and (22).
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Let S =ℤℊ3 ×ℤI1I2
be a commutative ring where ℊ,I1 andI2 are positive prime integers with I1 ≠I2. The zero-divisor graph

assigned to S is an undirected graph, denoted as YðSÞ with vertex set V(Y(S)) consisting of all Zero-divisor of the ring S and for
any c, d ∈V(Y (S)), cd ∈ EðYðSÞÞ if and only if cd =0. A topological index/descriptor is described as a topological-invariant quantity
that transforms a molecular graph into a mathematical real number. In this paper, we have computed distance-based polynomials
of YðRÞ i-e Hosoya polynomial, Harary polynomial, and the topological indices related to these polynomials namely Wiener
index, and Hyper-Wiener index.

1. Introduction

The Zero-divisor graph is the undirected graph on the set
of the Zero-divisors of a commutative ring. In a Zero-
divisor graph, the set of zero-divisors are considered as
vertices and pairs of elements whose product is zero as
its edges. The Zero-divisor graph is very helpful to study
the algebraic properties of rings using graph-theoretical
tools.

In 1988 Beck was the first who gives the idea of interlink-
ing two main mathematics topics Algebra, and Graph theory
[1]. First, he presented the concept of a Zero-divisor graph
of Commutative Ring R, in which all the elements of ring
R were considered as the vertices of a Zero-divisor graph,
and those two distinct vertices c and d are connected if
and only if cd=0. Beck’s main objective in his work was to
show the coloring of the Commutative ring. Naseer and
Anderson extended the work by Beck’s in [2]. In [3],
Anderson-Livingston worked on the Zero-divisor graphs in
which only non-zero Zero-divisors are considered as the ver-

tices. Anderson-Livingston discussed the relations between
ring theoretic properties of R and graph-theoretic properties
of the Y(R). Furthermore, this study presents some impor-
tant results of zero-divisor graphs. Later Anderson, Frazier,
Lauve, Levy, Livingston, and Shapiro [4, 5] worked on trans-
lating the algebraic properties of rings into graphical
language.

Redmond developed the idea of the Zero-divisor graphs
associated to non-commutative rings [6]. He defined a Zero-
divisor graph associated with a non-commutative ring in
many more ways, including both directed and undirected
graphs. Redmond [7] carried on this work by extending
the concept of Zero-divisor graph of a Commutative ring
to an ideal-based Zero-divisor graph of a Commutative ring
by replacing elements whose product is zero with elements
whose product lies in some ideal I of ring R. Since then,
many researchers have worked on it and defined graphs such
as unit graphs, the equivalence class of Zero-divisor graphs,
total graphs, ideal-based Zero-divisor graphs, the Jacobson
graphs, and so on (see, [7–11]).
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Let G be graph with vertex set V(G) and edge set
E(G). The degree of a vertex v is the number of edges
attached to v. For any two vertices u and v, the distance
between them is denoted by d(u,v) and is defined as the
length of the shortest path joining them. For instance, d
(u, v) = 0 If and only if u= v and d (u, v) =∞ if there does
not exist any possible shortest path. For more details on
the basic definition related to graph theory, the readers
can see the book by [12].

Let Z(S) be the set of Zero-divisors of the Commuta-
tive ring ‘S’. The Zero-divisor graph of S is denoted by Y
(S) = (V(Y (S)), E(Y (S))), which is an undirected graph
with V(Y (S)) =Z(S) \ {0} as vertex set, and for different
c, d ∈ V(Y(S)), the vertices c and d have an edge cd ∈
EðYðSÞÞ between them if and only if cd=0 [13]. It is
very interesting to translate the algebraic properties of
algebraic graphs into numerical molecular descriptors. A
topological index/descriptor is described as a topological-
invariant quantity that transforms a molecular graph into
a mathematical real number. QSPR/QSAR studies are
majorly concerned with the application of these molecular
descriptors or Topological indices. Many molecular
descriptors have been introduced in the last decade, dem-
onstrating their importance. A molecular structure is
denoted as a graph with atoms as vertices and bonds as
edges. Then, using various forms of topological indices,
one can study both the algebraic and chemical aspects
of the compounds. There are two main types of topolog-
ical indices, the first based on degree [14–19] and the
second based on distance. Randic Connectivity index,
Zagreb Indices, the Harmonic index, Atom bond Connec-
tivity, and Geometric Arithmetic index are degree-based
topological indices. Some well-known distance-based
topological indices are the Wiener index, Hosoya index,
and Estrada index [20, 21]. For details related to the
computation of Hosoya and Harary polynomial of zero
divisor graphs associated to some commutative rings,
the readers can see [22–24].

Eccentricity-based indices have been effectively used to
construct a variety of mathematical models for the predic-
tion of biological activities of various types. Several
authors have examined the uses and mathematical proper-
ties of these indices. Further, the readers can see [25–28]
for more details about eccentricity based-indices. In 1988
Hosoya polynomial was introduced by Haruo Hosoya
[29]. With its vast application in graph theory and chem-
istry, it is proved to be an effective distance-based topolog-
ical index [30]. The Hosoya polynomial has many
chemical applications [31]. Almost all distance-based topo-
logical indices can be computed from this polynomial
[32–34]. The Hosoya polynomial is related to a variety
of topological indices, the most well-known of which is
the Wiener, Hyper Wiener, and Harary polynomial. For
further study see [21, 35–37]. Hosoya polynomial of a
graph H is defined as:

H H, xð Þ = 〠
vϵV Hð Þ

〠
uϵV Hð Þ

xd u,vð Þ: ð1Þ

The Harary polynomial was introduced in 1985 and is
denoted by hðH, xÞ and is defined as:

h H, xð Þ = 〠
vϵV Hð Þ

〠
uϵV Hð Þ

xd u,vð Þ

d u, vð Þ : ð2Þ

The generalized Harary index of graph H is denoted
byhtðHÞ and defined as:

ht Hð Þ = 〠
vϵV Hð Þ

〠
uϵV Hð Þ

1
d u, vð Þ + t

: ð3Þ

Where t= 1,2, 3, .... The Wiener index is the oldest
topological index introduced by Harold Wiener in 1947
for the study of boiling points of paraffin [38]. It plays a
very important role in inverse structure-property relation-
ship problems [39]. For applications and mathematical
properties of Weiner index see [40–46]. The Wiener index
is defined as:

W Hð Þ = 1
2 〠
vϵV Hð Þ

〠
uϵV Hð Þ

d u, vð Þ ð4Þ

In 1993 another distance-based topological index was
introduced by Randic known as the Hyper-Wiener index
[35]. This index is used for predicting physicochemical
properties of organic compounds [47], and is defined as:

WW Hð Þ = 1
2 〠
vϵV Hð Þ

〠
uϵV Hð Þ

d u, vð Þ2 + d u, vð Þ� � ð5Þ

It is easy to observe that there is an effective relation
between Hosoya Polynomial, Wiener Index, and Hyper-
Wiener Index.

W Hð Þ =H ′ H : 1ð Þ,WW Hð Þ =H ′ H ; 1ð Þ + 1
2H

′′ H ; 1ð Þ
ð6Þ

2. Result and Discussion

Let ℤℊ3 ×ℤI1I2
be a commutative ring where ℊ,I1andI2

are positive prime integers withI1 ≠I2. The total number
of elements in this ring is ℊ3I1I2. We are only concerned
with the set of zero-divisors of ℤℊ3 ×ℤI1I2

denoted by
VðYðℤℊ3 ×ℤI1I2

ÞÞ having cardinalityðℊ3 − ℊ2Þð I1 +I2
− 1Þ + ℊ2I1I2 − 1. We made the degree-based disjoint
partition for vertices of the zero-divisor graph Yðℤℊ3 ×
ℤI1I2

Þ of the commutative ring, which are given as:

W1 = 0, vð Þ: v ∈ ZI1I2
with v ≠ 0, k1I1, k2I2, 1 ≤ k1

�
≤I2 − 1, 1 ≤ k2 ≤I1 − 1g,

ð7Þ
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W2 = 0, vð Þ: v = k1I1, 1 ≤ k1 ≤I2 − 1f g, ð8Þ
W3 = 0, vð Þ: v = k2I2, 1 ≤ k2 ≤I1 − 1f g, ð9Þ

W4 = u, 0ð Þ: uϵℤℊ3 , with u ≠ 0, t1ℊ, 1 ≤ t1 ≤ ℊ2 − 1
� �

,
ð10Þ

W5 = u, vð Þ: u ≠ 0, t1ℊ, 1 ≤ t1 ≤ ℊ2 − 1, v
�

= k1I1, 1 ≤ k1 ≤I2 − 1g,
ð11Þ

W6 = u, vð Þ: u ≠ 0, t1ℊ, 1 ≤ t1 ≤ ℊ2 − 1, v = k2I2, 1 ≤ k2 ≤I1 − 1
� �

,
ð12Þ

W7 = u, 0ð Þ: u = t1ℊ, 1 ≤ t1 ≤ ℊ2 − 1 with t1 ≠ lℊ, 1 ≤ t1 ≤ ℊ − 1
� �

,
ð13Þ

W8 = u, vð Þ: u = t1ℊ, 1 ≤ t1 ≤ ℊ2 − 1 with t1 ≠ lℊ, 1
�

≤ t1 ≤ ℊ − 1, v ≠ 0, k1I1, k2I2, 1 ≤ k1 ≤I2 − 1, 1
≤ k2 ≤I1 − 1g,

ð14Þ
W9 = u, vð Þ: u = t1ℊ, 1 ≤ t1 ≤ ℊ2 − 1 with t1 ≠ lℊ, 1

�
≤ t1 ≤ ℊ − 1, v = k1I1, 1 ≤ k1 ≤I2 − 1g,

ð15Þ
W10 = u, vð Þ: u = t1ℊ, 1 ≤ t1 ≤ ℊ2 − 1 with t1 ≠ lℊ, 1

�
≤ t1 ≤ ℊ − 1, v = k1I2, 1 ≤ k2 ≤I1 − 1g,

ð16Þ
W11 = u, 0ð Þ: u = t2ℊ

2, 1 ≤ t2 ≤ ℊ − 1
� �

, ð17Þ
W12 = u, vð Þ: u = t2ℊ

2, 1 ≤ t2 ≤ ℊ − 1, v ≠ 0, k1I1, k2I2, 1
�

≤ k1 ≤I2 − 1, 1 ≤ k2 ≤I1 − 1g,
ð18Þ

W13 = u, vð Þ: u = t2ℊ
2, 1 ≤ t2 ≤ ℊ − 1, v = k1I1, 1 ≤ k1 ≤I2 − 1,

� �
,

ð19Þ
W14 = u, vð Þ: u = t2ℊ

2, 1 ≤ t2 ≤ ℊ − 1, vk2I2, 1 ≤ k2 ≤I1 − 1
� �

:

ð20Þ
From the above, it is clear thatVðYðℤℊ3 ×ℤI1I2

ÞÞ =S14
i=1Wi. Observe that jW1j = ðI1 − 1ÞðI2 − 1Þ, jW2j =I2 −

1,jW3j=I1 − 1,jW4j = ðℊ3 − ℊ2Þ,jW5j = ðℊ3 − ℊ2ÞðI2 − 1Þ
,jW6j = ðℊ3 − ℊ2ÞðI1 − 1Þ,jW7j = ℊ2 − ℊ, jW8j = ðℊ2 − ℊÞðI1
I2 −I1 −I2 + 1Þ, jW9j = ðℊ2 − ℊÞðI2 − 1Þ, jW10j = ðℊ2 − ℊ
ÞðI1 − 1Þ, jW11j = ℊ − 1, jW12j = ðℊ − 1ÞðI1I2 −I1 −I2 +
1Þ, jW13j = ℊI2 − ℊ −I2 + 1, jW14j = ℊI1 − ℊ −I1 + 1. Fur-
thermore dv = ℊ3 − 1 for vϵW1, dv =I1ℊ

3 − 1 for vϵW2, dv
=I1ℊ

3 − 1 for vϵW3, dv =I1I2 − 1 for vϵW4, dv =I1 − 1
for vϵW5, dv =I2 − 1 for vϵW6, dv = ℊI1I2 − 1 for vϵW7
,dv = ℊ − 1 for vϵW8,dv =I1ℊ − 1 for vϵW9,dv =I1ℊ − 1
for vϵW10,dv = ℊ2I1I2 − 1 for vϵW11,dv = ℊ2 − 1 for vϵ
W12,dv =I1ℊ

2 − 1 for vϵW13,dv =I2ℊ
2 − 1 for vϵW14.

Let 1 ≤ i ≤ 14be a fixed integer andu ∈Wi. From the
above partition one can observe that the distance dðu, vÞ is
same for any v ∈Wj, where 1 ≤ j ≤ 14. This observation is
depicted in Figure 1. If there is an edge between any two par-
tition sets Wi and Wj, then it means that dðu, vÞ = 1 for any
u ∈Wiand v ∈Wj. It can be seen that the maximum distance
between any two vertices of Zero-divisor graph Yðℤℊ3 ×
ℤI1I2

Þ is atmost three. This important fact is stated in
Lemma 1.

Lemma 1. The maximum diameter of the Zero-divisor graph
YðSÞ of a commutative ring is 3 [3].

We have summarized the eccentricity and degree of each
vertex of Zero-divisor graph Yðℤℊ3 ×ℤI1I2

Þ in Table 1:

3. Hosoya and Harary Polynomial of Zero
Divisor Graph Yðℤℊ3 ×ℤI1I2

Þ
Now we compute the Harary and Hosoya polynomial of
zero divisor graphYðℤℊ3 ×ℤI1I2

Þ. First, we find the dis-
tance dðu, vÞ for each pair of vertices u, v of Yðℤℊ3 ×ℤI1I2
Þ. For this, we consider the partitionsWi, 1≤i ≤ 14 as vertices.
Now we compute the distance dðu, vÞ between any two ver-
tices such that u ∈Wi and v ∈Wj: Let x ∈ℤ, x > 0 and DPx

ðWi,WjÞ = jfðu, vÞ ∈ ðWi,WjÞjdðu, vÞ= xgj. If i = j, we sim-
ply use the notation DPxðWiÞ. The cardinality of the set of
ordered pair of vertices which are adjacent to each other is
denoted by DP1Yðℤℊ3 ×ℤI1I2

Þ:

Lemma 2. The cardinality of the set of ordered pair of vertices
in Yðℤℊ3 ×ℤI1I2

Þ which are adjacent to each other is:

DP1Y ℤℊ3 ×ℤI1I2

� �
= ℊ3 + ℊ2 + ℊ + ℊ3 I1 +I2ð Þ + I1I2 +I1 +I2ð Þ ℊ2 + ℊ + 1

� �
− 14

2 ð21Þ
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Figure 1: Zero-divisor graph of ℤℊ3 ×ℤI1I2:

Table 1: Eccentricity and degree of each vertex of Zero-divisor graph Yðℤℊ3 ×ℤI1I2
Þ.

Vertices Eccentricity Degree Frequency

W1 3 ℊ3 − 1 I1I2 −I1 −I2 + 1
W2 2 I1ℊ

3 − 1 I2 − 1
W3 2 I2ℊ

3 − 1 I1 − 1
W4 3 I1I2 − 1 ℊ3 − ℊ2

W5 3 I1 − 1 ℊ3 − ℊ2
� �

I2 − 1ð Þ
W6 3 I2 − 1 ℊ3 − ℊ2

� �
I1 − 1ð Þ

W7 2 ℊI1I2 − 1 ℊ2 − ℊ

W8 3 ℊ − 1 ℊ2 − ℊ
� �

I1 − 1ð Þ I2 − 1ð Þ
W9 3 I1ℊ − 1 ℊ2 − ℊ

� �
I2 − 1ð Þ

W10 3 I2ℊ − 1 ℊ2 − ℊ
� �

I1 − 1ð Þ
W11 2 ℊ2I1I2 − 1 ℊ − 1
W12 3 ℊ2 − 1 ℊ − 1ð Þ I1I2 −I1 −I2 + 1ð Þ
W13 3 I1ℊ

2 − 1 ℊI2 − ℊ −I2 + 1
W14 3 I2ℊ

2 − 1 ℊI1 − ℊ −I1 + 1
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Proof. ByHandshaking lemma and using table 1 we concluded

Lemma 3. The cardinality of the set of ordered pair of vertices
in Yðℤℊ3 ×ℤI1I2

Þ which are distance 2 to each other is

DP2Y ℤℊ3 ×ℤI1I2

� �
=Ω1 +Ω2 +Ω3 +Ω4 +Ω5 +Ω6 +Ω7:

ð23Þ

Where

Ω1 = I1I2 −I1 −I2ð Þ!+ I2 − 2ð Þ!+ I1 − 2ð Þ!+ ℊ3 − ℊ2 − 1
� �

!
�
+ ℊ3 − ℊ2

� �
I2 − 1ð Þ − 1

� �
!+ ℊ3 − ℊ2

� �
I1 − 1ð Þ − 1

� �
!

+ ℊ2 − ℊ − 1
� �

!+ ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ − 1
� �

!

+ ℊ1
2I2 − ℊ1

2 − ℊI2 + ℊ
� �

− 1
� �

!+ ℊ2 − ℊ
� �

I1 − 1ð Þ − 1
� �

!

+ ℊ − 2ð Þ!+ ℊ − 1ð Þ I1I2 −I1 −I2 + 1ð Þ − 1½ �!+ ℊI1 − ℊ −I1ð Þ!
+ ℊI2 − ℊ −I2ð Þ!�,

ð24Þ

Ω2 = I1I2 −I1 −I2 + 1ð Þ I1I2 − 1ð Þ ℊ2 − 1
� �

+I1 +I2

� �
,
ð25Þ

Ω3 = I2 − 1ð Þ2 ℊ3 − ℊ2
� �

+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� ��

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þg + I1 − 1ð Þ2 ℊ3 − ℊ2
� ��

+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� �

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þ�,
ð26Þ

Ω4 = ℊ3 − ℊ2
� �

I1 +I2 − 2ð Þ ℊ3 − ℊ2
� �

+I1I2 ℊ2 − ℊ
� ��

+ ℊ −1 +I1 +I2ð Þ + 1 −I1 −I2g,
ð27Þ

Ω5 = ℊ3 − ℊ2
� �

I2 − 1ð Þ ℊ2 − ℊ
� �

+ ℊ2 − ℊ
� �

1 +I1I2 −I1 −I2ð Þ�
+ ℊ2 − ℊ
� �

I2 − 1ð Þ + ℊ − 1ð Þ + ℊ − 1ð Þ I2 − 1ð Þ�
+ ℊ3 − ℊ2
� �

I1 − 1ð Þ ℊ2 − ℊ
� �

+ ℊ2 − ℊ
� �

I1 − 1ð Þ�
+ ℊ2 − ℊ
� �

I2 − 1ð Þ + ℊ − 1ð Þ + ℊ − 1ð Þ I1 − 1ð Þ�,
ð28Þ

Ω6 = ℊ2 − ℊ
� �2

I1I2 − 1ð Þ + ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ
� I1 +I2ð Þ ℊ2 − ℊ

� �
+ ℊ − 1ð Þ 1 +I1I2ð Þ − 2ℊ2

� �
+ ℊ2I2 − ℊ2 − ℊI2 + ℊ
� �

� ℊ2I1 − ℊ2 − 2ℊI1 + ℊI1I2 + ℊ −I1I2 +I1

� �
,
ð29Þ

Ω7 = ℊ2I1 − ℊ2 − ℊI1 + ℊ
� �

ℊI1I2 −I1I2 − ℊ + 1f g
+ ℊI1 − ℊ −I1 + 1ð Þ I2 − 1ð Þ I1 +I2 − 2ð g:

ð30Þ
Proof. From Figure 1. We conclude that W1 is at distance 2
from W1,W2,W3,W8,W9,W10,W12,W13 andW14. Hence
by using the values from table 1, we have:

DP2 W1ð Þ = I1I2 −I1 −I2ð Þ! ð31Þ

DP2 W1,W2ð Þ = I1 − 1ð Þ I2 − 1ð Þ2 ð32Þ

DP2 W1,W3ð Þ = I1 − 1ð Þ2 I2 − 1ð Þ ð33Þ

DP2 W1,W8ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ2 I2 − 1ð Þ2 ð34Þ

DP2 W1,W9ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ I2 − 1ð Þ2 ð35Þ

DP2 W1,W10ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ2 I1 − 1ð Þ ð36Þ

DP2 W1,W12ð Þ = ℊ − 1ð Þ I1 − 1ð Þ2 I2 − 1ð Þ2 ð37Þ

DP2 W1,W13ð Þ = ℊ − 1ð Þ I1 − 1ð Þ I2 − 1ð Þ2 ð38Þ

DP2 W1,W14ð Þ = ℊ − 1ð Þ I1 − 1ð Þ2 I2 − 1ð Þ ð39Þ
From Figure 1, we conclude thatW2 is at distance 2 from

W2,W5,W8,W9,W12 andW13. Hence by using the values
from table 1, we have:

DP2 W2ð Þ = I2 − 2ð Þ! ð40Þ

DP2 W2,W5ð Þ = ℊ3 − ℊ2
� �

I2 − 1ð Þ2 ð41Þ

DP2 W2,W8ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ I2 − 1ð Þ2 ð42Þ

DP2 W2,W9ð Þ = ℊ2 − ℊ
� �

I2 − 1ð Þ2 ð43Þ

DP2 W2,W12ð Þ = ℊ − 1ð Þ I1 − 1ð Þ I2 − 1ð Þ2 ð44Þ

DP1Y ℤℊ3 ×ℤI1I2

� �
= 1
2 ℊ3 − 1 +I1ℊ

3 − 1 +I2ℊ
3 − 1 +I1I2 − 1 +I1 − 1 +I2 − 1 + ℊI1I1 − 1 + ℊ − 1 +I1ℊ − 1 +I2ℊ

�
− 1 + ℊ2I1I2 − 1 + ℊ2 − 1 +I1ℊ

2 − 1 +I2ℊ
2 − 1

�

= ℊ3 + ℊ2 + ℊ + ℊ3 I1 +I2ð Þ + I1I2 +I1 +I2ð Þ ℊ2 + ℊ + 1
� �

− 14
2

ð22Þ
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DP2 W2,W13ð Þ = ℊ − 1ð Þ I2 − 1ð Þ2 ð45Þ
From Figure 1, we conclude thatW3 is at distance 2 from

W3,W6,W8,W10,W12 andW14. Hence by using the values
from table 1, we have:

DP2 W3ð Þ = I1 − 2ð Þ! ð46Þ

DP2 W3,W6ð Þ = ℊ3 − ℊ2
� �

I1 − 1ð Þ2 ð47Þ
DP2 W3,W8ð Þ = ℊ2 − ℊ

� �
I1 − 1ð Þ2 I2 − 1ð Þ ð48Þ

DP2 W3,W10ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ2 ð49Þ
DP2 W3,W12ð Þ = ℊ − 1ð Þ I1 − 1ð Þ2 I2 − 1ð Þ ð50Þ

DP2 W3,W14ð Þ = ℊ − 1ð Þ I1 − 1ð Þ2 ð51Þ
From Figure 1. We conclude that W4 is at distance 2

from W4,W5,W6,W7,W8,W9,W10,W11,W13 andW14.
Hence by using the values from table 1, we have:

DP2 W4ð Þ = ℊ3 − ℊ2 − 1
� �

! ð52Þ

DP2 W4,W5ð Þ = ℊ3 − ℊ2
� �2

I2 − 1ð Þ ð53Þ

DP2 W4,W6ð Þ = ℊ3 − ℊ2
� �2

I1 − 1ð Þ ð54Þ

DP2 W4,W7ð Þ = ℊ2 − ℊ
� �

ℊ3 − ℊ2
� � ð55Þ

DP2 W4,W8ð Þ = ℊ3 − ℊ2
� �

ℊ2 − ℊ
� �

I1 − 1ð Þ I2 − 1ð Þ ð56Þ
DP2 W4,W9ð Þ = ℊ3 − ℊ2

� �
ℊ2 − ℊ
� �

I2 − 1ð Þ ð57Þ
DP2 W4,W10ð Þ = ℊ3 − ℊ2

� �
ℊ2 − ℊ
� �

I1 − 1ð Þ ð58Þ
DP2 W4,W11ð Þ = ℊ3 − ℊ2

� �
ℊ − 1ð Þ ð59Þ

DP2 W4,W13ð Þ = ℊ3 − ℊ2
� �

ℊ − 1ð Þ I2 − 1ð Þ ð60Þ
DP2 W4,W14ð Þ = ℊ3 − ℊ2

� �
ℊ − 1ð Þ I1 − 1ð Þ ð61Þ

From Figure 1, we conclude thatW5is at distance 2 from
W5,W7,W8,W9,W11 andW13. Hence by using the values
from table 1, we have:

DP2 W5ð Þ = ℊ3 − ℊ2
� �

I2 − 1ð Þ − 1
� �

! ð62Þ

DP2 W5,W7ð Þ = ℊ3 − ℊ2
� �

ℊ2 − ℊ
� �

I2 − 1ð Þ ð63Þ
DP2 W5,W8ð Þ = ℊ3 − ℊ2

� �
ℊ2 − ℊ
� �

I1 − 1ð Þ I2 − 1ð Þ2 ð64Þ
DP2 W5,W9ð Þ = ℊ3 − ℊ2

� �
ℊ2 − ℊ
� �

I2 − 1ð Þ2 ð65Þ
DP2 W5,W11ð Þ = ℊ3 − ℊ2

� �
ℊ − 1ð Þ I2 − 1ð Þ ð66Þ

DP2 W5,W13ð Þ = ℊ3 − ℊ2
� �

ℊ − 1ð Þ I2 − 1ð Þ2 ð67Þ

From Figure 1, we conclude thatW6 is at distance 2 from
W6,W7,W10,W11 andW14. Hence by using the values
from table 1, we have:

DP2 W5ð Þ = ℊ3 − ℊ2
� �

I1 − 1ð Þ − 1
� �

! ð68Þ

DP2 W5,W7ð Þ = ℊ3 − ℊ2
� �

ℊ2 − ℊ
� �

I1 − 1ð Þ ð69Þ

DP2 W6,W10ð Þ = ℊ3 − ℊ2
� �

ℊ2 − ℊ
� �

I1 − 1ð Þ2 ð70Þ

DP2 W6,W11ð Þ = ℊ3 − ℊ2
� �

ℊ − 1ð Þ I1 − 1ð Þ ð71Þ

DP2 W6,W14ð Þ = ℊ3 − ℊ2
� �

ℊ − 1ð Þ I1 − 1ð Þ2 ð72Þ
From Figure 1, we conclude thatW7 is at distance 2 from

W7,W8,W9 andW10. Hence by using the values from
table 1, we have:

DP2 W7ð Þ = ℊ2 − ℊ − 1
� �

! ð73Þ

DP2 W7,W8ð Þ = ℊ2 − ℊ
� �2

I1 − 1ð Þ I2 − 1ð Þ ð74Þ

DP2 W7,W9ð Þ = ℊ2 − ℊ
� �2

I2 − 1ð Þ ð75Þ

DP2 W7,W10ð Þ = ℊ2 − ℊ
� �2

I1 − 1ð Þ ð76Þ
From Figure 1, we conclude thatW8 is at distance 2 from

W8,W9,W10,W12,W13 andW14. Hence by using the values
from table 1, we have:

DP2 W8ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ I2 − 1ð Þ − 1
� �

! ð77Þ

DP2 W8,W9ð Þ = ℊ2 − ℊ
� �2

I1 − 1ð Þ I2 − 1ð Þ2 ð78Þ

DP2 W8,W10ð Þ = ℊ2 − ℊ
� �2

I1 − 1ð Þ2 I2 − 1ð Þ ð79Þ

DP2 W8,W12ð Þ = ℊ2 − ℊ
� �2

ℊ − 1ð Þ I1 − 1ð Þ2 I2 − 1ð Þ2 ð80Þ

DP2 W8,W13ð Þ = ℊ2 − ℊ
� �2

ℊ − 1ð Þ I1 − 1ð Þ I2 − 1ð Þ2 ð81Þ

DP2 W8,W14ð Þ = ℊ2 − ℊ
� �2

ℊ − 1ð Þ I1 − 1ð Þ2 I2 − 1ð Þ
ð82Þ

From Figure 1, we conclude thatW9 is at distance 2 from
W9,W10,W12, andW13. Hence by using the values from
table 1, we have:

DP2 W9ð Þ = ℊ2 − ℊ
� �

I2 − 1ð Þ − 1
� �

! ð83Þ

DP2 W9,W10ð Þ = ℊ2 − ℊ
� �2

I1 − 1ð Þ I2 − 1ð Þ ð84Þ

DP2 W9,W12ð Þ = ℊ2 − ℊ
� �

I2 − 1ð Þ2 ℊ − 1ð Þ I1 − 1ð Þ ð85Þ

DP2 W9,W13ð Þ = ℊ2 − ℊ
� �

I2 − 1ð Þ2 ℊ − 1ð Þ ð86Þ
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From Figure 1, we conclude that W10 is at distance 2
from W10,W12,W13, andW14. Hence by using the values
from table 1, we have:

DP2 W10ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ − 1
� �

! ð87Þ

DP2 W10,W12ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ2 I2 − 1ð Þ ℊ − 1ð Þ ð88Þ

DP2 W10,W13ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ I2 − 1ð Þ ℊ − 1ð Þ ð89Þ

DP2 W10,W14ð Þ = ℊ2 − ℊ
� �

I1 − 1ð Þ2 ℊ − 1ð Þ ð90Þ

From Figure 1, we conclude that W11 is at distance 2
from W11: Hence by using the values from table 1, we have:

DP2 W11ð Þ = ℊ − 2ð Þ! ð91Þ

From Figure 1, we conclude that W12 is at distance 2
from W12,W13, andW14. Hence by using the values from
table 1, we have:

DP2 W12ð Þ = ℊ − 1ð Þ I1 − 1ð Þ I2 − 1ð Þ − 1½ �! ð92Þ

DP2 W12,W13ð Þ = ℊ − 1ð Þ2 I1 − 1ð Þ I2 − 1ð Þ2 ð93Þ

DP2 W12,W14ð Þ = ℊ − 1ð Þ I1 − 1ð Þ2 I2 − 1ð Þ ð94Þ

From Figure 1, we conclude that W13 is at distance 2
from W13: Hence by using the values from table 1, we have:

DP2 W13ð Þ = ℊ − 1ð Þ I2 − 1ð Þ − 1½ �! ð95Þ

From Figure 1, we conclude that W14 is at distance 2
from W14: Hence by using the values from table 1, we have:

DP2 W14ð Þ = ℊ − 1ð Þ I2 − 1ð Þ − 1½ �! ð96Þ

Finally, we add all the values computed in equations
(31)–(96), and we get the required formula for DP2Yð

ℤℊ3 ×ℤI1I2
Þ:

DP2Y ℤℊ3 ×ℤI1I2

� �
= I1I2 +I1 +I2ð Þ!+ I2 − 2ð Þ!½

+ I1 − 2ð Þ!+ ℊ3 − ℊ2 − 1
� �

!+ ℊ3 − ℊ2
� �

I2 − 1ð Þ − 1
� �

!

+ ℊ3 − ℊ2
� �

I1 − 1ð Þ − 1
� �

!+ ℊ2 − ℊ − 1
� �

!

+ ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ − 1
� �

!

+ ℊ1
2I2 − ℊ1

2 − ℊI2 + ℊ
� �

− 1
� �

!+ ℊ2 − ℊ
� �

I1 − 1ð Þ − 1
� �

!

+ ℊ − 2ð Þ!+ ℊ − 1ð Þ I1I2 −I1 −I2 + 1ð Þ − 1½ �!
+ ℊI1 − ℊ −I1ð Þ!+ ℊI2 − ℊ −I2ð Þ!�
+ I1I2 −I1 −I2 + 1ð Þ I1I2 − 1ð Þ ℊ2 − 1

� �
+I1 +I2

� �
+ I2 − 1ð Þ2 ℊ3 − ℊ2

� �
+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� ��

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þg + I1 − 1ð Þ2 ℊ3 − ℊ2
� ��

+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� �

+ ℊ − 1ð Þ I1 − 1ð Þ + ℊ − 1ð Þ�
+ ℊ3 − ℊ2
� �

I1 +I2 − 2ð Þ ℊ3 − ℊ2
� �

+I1I2 ℊ2 − ℊ
� ��

+ ℊ I1 +I2 − 1ð Þ −I1 −I2 + 1g + ℊ3 − ℊ2
� �

I2 − 1ð Þ ℊ2 − ℊ
� ��

+ ℊ2 − ℊ
� �

I1 − 1ð Þ I2 − 1ð Þ + ℊ1
2I2 − ℊ1

2 − ℊI2 + ℊ
� �

+ ℊ − 1ð Þ
+ ℊ − 1ð Þ I2 − 1ð Þg + ℊ3 − ℊ2

� �
I1 − 1ð Þ ℊ2 − ℊ

� ��
+ ℊ1

2I1 − ℊ1
2 − ℊI1 + ℊ

� �
+ ℊ1

2I2 − ℊ1
2 − ℊI2 + ℊ

� �
+ ℊ − 1ð Þ + ℊ − 1ð Þ I1 − 1ð Þg + ℊ2 − ℊ

� �2
I1I2 − 1ð Þ

+ ℊ2 − ℊ
� �

1 +I1I2 −I1 −I2ð Þ I1 +I2ð Þ ℊ2 − ℊ
� ��

+ ℊ − 1ð Þ 1 +I1I2ð Þ − 2ℊ2
�
+ ℊ2I2 − ℊ2 − ℊI2 + ℊ
� �

� ℊ2I1 − ℊ2 − 2ℊI1 + ℊI1I2 + ℊ −I1I2 +I1
� �
+ ℊ2I1 − ℊ2 − ℊI1 + ℊ
� �

1 − ℊ + ℊI1I2 −I1I2f g
+ ℊ − 1ð Þ I1 − 1ð Þ I2 − 1ð Þ I1 +I2 − 2ð g =Ω1 +Ω2
+Ω3 +Ω4 +Ω5 +Ω6 +Ω7

ð97Þ

Lemma 4. The cardinality of the set of ordered pair of vertices
in Yðℤℊ3 ×ℤI1I2

Þ which are distance 3 to each other is

DP3 Y ℤℊ3 ×ℤI1I2

� �� �
= ℊ3 − ℊ2
� �

I1 − 1ð Þ I2 − 1ð Þ ℊ3 +I1ℊ +I2ℊ
2 − 3

� �
ð98Þ

Proof. By using the figure, we conclude that:

DP3 Y ℤℊ3 ×ℤI1I2

� �� �
= W1j j W5j j + W6j jð Þ + W4j j W12j j

+ W5j j W6j j + W10j j + W12j j + W14j jð Þ
+ W6j j W8j j + W9j j + W12j j + W13j jð Þ

ð99Þ
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Now by putting values from table 1, we obtain:

DP3 Y ℤℊ3 ×ℤI1I2

� �� �
= I1I2 −I1 −I2 + 1ð Þ ℊ3 − ℊ2

� �
I2 − 1ð Þ�

+ ℊ3 − ℊ2
� �

I2 − 1ð Þ� + ℊ3 − ℊ2
� �

ℊI1 − ℊ −I1 + 1ð Þ I2 − 1ð Þ
+ ℊ3 − ℊ2
� �

I1I2 −I1 −I2 + 1ð Þ ℊ3 − ℊ2
� ��

+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊI1 − ℊ −I1 + 1ð Þ I2 − 1ð Þ
+ ℊI1 − ℊ −I1 + 1ð ÞÞ + ℊ3 − ℊ2

� �
I1 − 1ð Þ ℊ2 − ℊ

� ��
� I1I2 −I1 −I2 + 1ð Þ + ℊ2 − ℊ

� �
I2 − 1ð Þ

+ ℊI1 − ℊ −I1 + 1ð Þ I2 − 1ð Þ + ℊI2 − ℊ −I2 + 1ð ÞÞ
= ℊ3 − ℊ2
� �

I1 − 1ð Þ I2 − 1ð Þ ℊ3 +I1ℊ +I2ℊ
2 − 3

� �
ð100Þ

Theorem 5. The Hosoya polynomial HðYðℤℊ3 ×ℤI1I2
ÞÞ of

the graph Yðℤℊ3 ×ℤI1I2
Þ is:

H Y ℤℊ3 ×ℤI1I2

� �� �
= ℊ3 − ℊ2
� �

I1 +I2 − 1ð Þ + ℊ2I1I2 − 1

+ ℊ3 + ℊ2 + ℊ + ℊ3 I1 +I2ð Þ + I1I2 +I1 +I2ð Þ ℊ2 + ℊ + 1
� �

− 14

2

� 	

x + Ω1 +Ω2 +Ω3 +Ω4 +Ω5 +Ω6 +Ω7ð Þx2
+ ℊ3 − ℊ2

� �
I1 − 1ð Þ I2 − 1ð Þ ℊ3 +I1ℊ +I2ℊ

2 − 3
� �� �

x3

ð101Þ

Where

Ω1 = I1I2 +I1 +I2ð Þ!+ I2 − 2ð Þ!+ I1 − 2ð Þ!+ ℊ3 − ℊ2 − 1
� �

!
�
+ ℊ3 − ℊ2

� �
I2 − 1ð Þ − 1

� �
!+ ℊ3 − ℊ2

� �
I1 − 1ð Þ − 1

� �
!

+ ℊ2 − ℊ − 1
� �

!+ ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ − 1
� �

!

+ ℊ1
2I2 − ℊ1

2 − ℊI2 + ℊ
� �

− 1
� �

!+ ℊ2 − ℊ
� �

I1 − 1ð Þ − 1
� �

!

+ ℊ − 2ð Þ!+ ℊ − 1ð Þ I1I2 −I1 −I2 + 1ð Þ − 1½ �!
+ ℊI1 − ℊ −I1ð Þ!+ ℊI2 − ℊ −I2ð Þ!�,

ð102Þ

Ω2 = I1I2 −I1 −I2 + 1ð Þ I1I2 − 1ð Þ ℊ2 − 1
� �

+I1 +I2

� �
,

ð103Þ
Ω3 = I2 − 1ð Þ2 ℊ3 − ℊ2

� �
+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� ��

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þg + I1 − 1ð Þ2 ℊ3 − ℊ2
� ��

+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� �

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þ�,
ð104Þ

Ω4 = ℊ3 − ℊ2
� �

I1 +I2 − 2ð Þ ℊ3 − ℊ2
� �

+I1I2 ℊ2 − ℊ
� ��

+ ℊ −1 +I1 +I2ð Þ + 1 −I1 −I2g,
ð105Þ

Ω5 = ℊ3 − ℊ2
� �

I2 − 1ð Þ ℊ2 − ℊ
� �

+ ℊ2 − ℊ
� �

1 +I1I2 −I1 −I2ð Þ�
+ ℊ2 − ℊ
� �

I2 − 1ð Þ + ℊ − 1ð Þ + ℊ − 1ð Þ I2 − 1ð Þ�
+ ℊ3 − ℊ2
� �

I1 − 1ð Þ ℊ2 − ℊ
� �

+ ℊ2 − ℊ
� �

I1 − 1ð Þ�
+ ℊ2 − ℊ
� �

I2 − 1ð Þ + ℊ − 1ð Þ + ℊ − 1ð Þ I1 − 1ð Þ�,
ð106Þ

Ω6 = ℊ2 − ℊ
� �2

I1I2 − 1ð Þ + ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ
� I1 +I2ð Þ ℊ2 − ℊ

� �
+ ℊ − 1ð Þ 1 +I1I2ð Þ − 2ℊ2

� �
+ ℊ2I2 − ℊ2 − ℊI2 + ℊ
� �

ℊ2I1 − ℊ2 − 2ℊI1

�
+ ℊI1I2 + ℊ −I1I2 +I1g,

ð107Þ

Ω7 = ℊ2I1 − ℊ2 − ℊI1 + ℊ
� �

ℊI1I2 −I1I2 − ℊ + 1f g
+ ℊI1 − ℊ −I1 + 1ð Þ I2 − 1ð Þ I1 +I2 − 2ð g:

ð108Þ

Proof. The Hosoya polynomial of zero divisor graph Yðℤℊ3

×ℤI1I2
Þ can be calculated by using lemma 2, lemma 3

and lemma 4 as follows:

H Y ℤℊ3 ×ℤI1I2

� �
, x

� �
=DP0 Y ℤℊ3 ×ℤI1I2

� �� �
+DP1 Y ℤℊ3 ×ℤI1I2

� �� �
x +DP2 Y ℤℊ3 ×ℤI1I2

� �� �
x2

+DP3 Y ℤℊ3 ×ℤI1I2

� �� �
x3 = ℊ3 − ℊ2

� �
I1 +I2 − 1ð Þ + ℊ2I1I2 − 1

+ ℊ3 + ℊ2 + ℊ + ℊ3 I1 +I2ð Þ + I1I2 +I1 +I2ð Þ ℊ2 + ℊ + 1
� �

− 14
2

� 	

x + Ω1 +Ω2 +Ω3 +Ω4 +Ω5 +Ω6 +Ω7ð Þx2
+ ℊ3 − ℊ2

� �
I1 − 1ð Þ I2 − 1ð Þ ℊ3 +I1ℊ +I2ℊ

2 − 3
� �� �

x3

ð109Þ

Theorem 6. The Harary polynomial hðYðℤℊ3 ×ℤI1I2
Þ, xÞ of

the graph Yðℤℊ3 ×ℤI1I2
Þ is

h Y ℤℊ3 ×ℤI1I2

� �
, x

� �
= 3 ℊ3 + ℊ2 + ℊ + ℊ3 I1 +I2ð Þ + I1I2 +I1 +I2ð Þ�

� ℊ2 + ℊ + 1
� �

− 14
�
x + 3 Ω1 +Ω2 +Ω3 +Ω4 +Ω5ð

+Ω6 +Ω7Þx2 + 2 ℊ3 − ℊ2
� �

I1 − 1ð Þ�
� I2 − 1ð Þ ℊ3 +I1ℊ +I2ℊ

2 − 3
� ��

x3

ð110Þ

Where

Ω1 = I1I2 +I1 +I2ð Þ!+ I2 − 2ð Þ!+ I1 − 2ð Þ!½
+ ℊ3 − ℊ2 − 1
� �

!+ ℊ3 − ℊ2
� �

I2 − 1ð Þ − 1
� �

!

+ ℊ3 − ℊ2
� �

I1 − 1ð Þ − 1
� �

!+ ℊ2 − ℊ − 1
� �

!

+ ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ − 1
� �

!

+ ℊ1
2I2 − ℊ1

2 − ℊI2 + ℊ
� �

− 1
� �

!+ ℊ2 − ℊ
� �

I1 − 1ð Þ − 1
� �

!

+ ℊ − 2ð Þ!+ ℊ − 1ð Þ I1I2 −I1 −I2 + 1ð Þ − 1½ �!
+ ℊI1 − ℊ −I1ð Þ!+ ℊI2 − ℊ −I2ð Þ!�,

ð111Þ

Ω2 = I1I2 −I1 −I2 + 1ð Þ I1I2 − 1ð Þ ℊ2 − 1
� �

+I1 +I2

� �
,

ð112Þ
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Ω3 = I2 − 1ð Þ2 ℊ3 − ℊ2
� �

+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� ��

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þg
+ I1 − 1ð Þ2 ℊ3 − ℊ2

� �
+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� ��

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þg,
ð113Þ

Ω4 = ℊ3 − ℊ2
� �

I1 +I2 − 2ð Þ ℊ3 − ℊ2
� �

+I1I2 ℊ2 − ℊ
� ��

+ ℊ −1 +I1 +I2ð Þ + 1 −I1 −I2g,
ð114Þ

Ω5 = ℊ3 − ℊ2
� �

I2 − 1ð Þ ℊ2 − ℊ
� �

+ ℊ2 − ℊ
� �

1 +I1I2 −I1 −I2ð Þ�
+ ℊ2 − ℊ
� �

I2 − 1ð Þ + ℊ − 1ð Þ + ℊ − 1ð Þ I2 − 1ð Þ�
+ ℊ3 − ℊ2
� �

I1 − 1ð Þ ℊ2 − ℊ
� �

+ ℊ2 − ℊ
� �

I1 − 1ð Þ�
+ ℊ2 − ℊ
� �

I2 − 1ð Þ + ℊ − 1ð Þ + ℊ − 1ð Þ I1 − 1ð Þ�,
ð115Þ

Ω6 = ℊ2 − ℊ
� �2

I1I2 − 1ð Þ + ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ
� I1 +I2ð Þ ℊ2 − ℊ

� �
+ ℊ − 1ð Þ 1 +I1I2ð Þ − 2ℊ2

� �
+ ℊ2I2 − ℊ2 − ℊI2 + ℊ
� �

ℊ2I1 − ℊ2 − 2ℊI1

�
+ ℊI1I2 + ℊ −I1I2 +I1g,

ð116Þ

Ω7 = ℊ2I1 − ℊ2 − ℊI1 + ℊ
� �

ℊI1I2 −I1I2 − ℊ + 1f g
+ ℊI1 − ℊ −I1 + 1ð Þ I2 − 1ð Þ I1 +I2 − 2ð g:

ð117Þ

Proof. The Harary polynomial of Yðℤℊ3 ×ℤI1I2
Þ can be cal-

culated by using lemma 2, lemma 3 and lemma 4 as follows:

h Y ℤℊ3 ×ℤI1I2

� �
, x

� �
= 6DP1 Y ℤℊ3 ×ℤI1I2

� �� �
x

+ 3DP2 Y ℤℊ3 ×ℤI1I2

� �� �
x2 + 2DP3 Y ℤℊ3 ×ℤI1I2

� �� �
x3

= 3 ℊ3 + ℊ2 + ℊ + ℊ3 I1 +I2ð Þ + I1I2 +I1 +I2ð Þ�
� ℊ2 + ℊ + 1
� �

− 14
�
x + 3 Ω1 +Ω2 +Ω3 +Ω4 +Ω5 +Ω6 +Ω7ð Þx2

+ 2 ℊ3 − ℊ2
� �

I1 − 1ð Þ I2 − 1ð Þ ℊ3 +I1ℊ +I2ℊ
2 − 3

� �� �
x3

ð118Þ

Corollary 7. The Wiener index and Hyper-Wiener index for
zero divisor graph Yðℤℊ3 ×ℤI1I2

Þ can be expressed as:

W Y ℤℊ3 ×ℤI1I2

� �� �

= ℊ3 + ℊ2 + ℊ + ℊ3 I1 +I2ð Þ + I1I2 +I1 +I2ð Þ ℊ2 + ℊ + 1
� �

− 14

2
+ Ω1 +Ω2 +Ω3 +Ω4 +Ω5 +Ω6 +Ω7ð Þ
+ 3 ℊ3 − ℊ2

� �
I1 − 1ð Þ I2 − 1ð Þ ℊ3 +I1ℊ +I2ℊ

2 − 3
� �� �

ð119Þ

WW Y ℤℊ3 ×ℤI1I2

� �� �
= ℊ3 + ℊ2 + ℊ + ℊ3 I1 +I2ð Þ + I1I2 +I1 +I2ð Þ ℊ2 + ℊ + 1

� �
− 14

� �
+ 3 Ω1 +Ω2 +Ω3 +Ω4 +Ω5 +Ω6 +Ω7ð Þ
+ 6 ℊ3 − ℊ2

� �
I1 − 1ð Þ I2 − 1ð Þ ℊ3 +I1ℊ +I2ℊ

2 − 3
� �� �

ð120Þ
Where

Ω1 = I1I2 +I1 +I2ð Þ!+ I2 − 2ð Þ!+ I1 − 2ð Þ!½
+ ℊ3 − ℊ2 − 1
� �

!+ ℊ3 − ℊ2
� �

I2 − 1ð Þ − 1
� �

!

+ ℊ3 − ℊ2
� �

I1 − 1ð Þ − 1
� �

!+ ℊ2 − ℊ − 1
� �

!

+ ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ − 1
� �

!

+ ℊ1
2I2 − ℊ1

2 − ℊI2 + ℊ
� �

− 1
� �

!+ ℊ2 − ℊ
� �

I1 − 1ð Þ − 1
� �

!

+ ℊ − 2ð Þ!+ ℊ − 1ð Þ I1I2 −I1 −I2 + 1ð Þ − 1½ �!
+ ℊI1 − ℊ −I1ð Þ!+ ℊI2 − ℊ −I2ð Þ!�,

ð121Þ

Ω2 = I1I2 −I1 −I2 + 1ð Þ I1I2 − 1ð Þ ℊ2 − 1
� �

+I1 +I2

� �
,

ð122Þ
Ω3 = I2 − 1ð Þ2 ℊ3 − ℊ2

� �
+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� ��

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þg + I1 − 1ð Þ2 ℊ3 − ℊ2
� ��

+ ℊ2 − ℊ
� �

I1 − 1ð Þ + ℊ2 − ℊ
� �

+ ℊI1 − ℊ −I1 + 1ð Þ + ℊ − 1ð Þ�,
ð123Þ

Ω4 = ℊ3 − ℊ2
� �

I1 +I2 − 2ð Þ ℊ3 − ℊ2
� �

+I1I2 ℊ2 − ℊ
� ��

+ ℊ −1 +I1 +I2ð Þ + 1 −I1 −I2g,
ð124Þ

Ω5 = ℊ3 − ℊ2
� �

I2 − 1ð Þ ℊ2 − ℊ
� �

+ ℊ2 − ℊ
� �

1 +I1I2 −I1 −I2ð Þ�
+ ℊ2 − ℊ
� �

I2 − 1ð Þ + ℊ − 1ð Þ + ℊ − 1ð Þ I2 − 1ð Þ�
+ ℊ3 − ℊ2
� �

I1 − 1ð Þ ℊ2 − ℊ
� �

+ ℊ2 − ℊ
� �

I1 − 1ð Þ�
+ ℊ2 − ℊ
� �

I2 − 1ð Þ + ℊ − 1ð Þ + ℊ − 1ð Þ I1 − 1ð Þ�,
ð125Þ

Ω6 = ℊ2 − ℊ
� �2

I1I2 − 1ð Þ + ℊ2 − ℊ
� �

I1I2 −I1 −I2 + 1ð Þ
� I1 +I2ð Þ ℊ2 − ℊ

� �
+ ℊ − 1ð Þ 1 +I1I2ð Þ − 2ℊ2

� �
+ ℊ2I2 − ℊ2 − ℊI2 + ℊ
� �

ℊ2I1 − ℊ2 − 2ℊI1

�
+ ℊI1I2 + ℊ −I1I2 +I1g,

ð126Þ
Ω7 = ℊ2I1 − ℊ2 − ℊI1 + ℊ

� �
ℊI1I2 −I1I2 − ℊ + 1f g

+ ℊI1 − ℊ −I1 + 1ð Þ I2 − 1ð Þ I1 +I2 − 2ð g:
ð127Þ

4. Conclusion

In this paper, we computed some distance-based polynomial
of zero divisor graph Yðℤℊ12ℊ2

×ℤI1I2
Þ namely Hosoya

polynomial, Harary polynomial, Wiener index, and hyper
Wiener index. We have seen that the eccentricity of any

9Journal of Function Spaces



vertex of a zero divisor graph is always 2 or 3, which helps
for the computation of the above polynomial. These compu-
tations can be helpful in computation of eccentricity based
topological indices of the considered zero divisor graph.
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We preface and examine classes of (p, q)-convex harmonic locally univalent functions associated with subordination. We acquired
a coefficient characterization of (p, q)-convex harmonic univalent functions. We give necessary and sufficient convolution terms
for the functions we will introduce.

1. Introduction

First, let us give the basic definitions and notations that we
will use in our article. In order not to spoil the generality
of this study, let us denote the continuous complex valued
harmonic functions class with H which are harmonic in
the open unit disk U = fz : z ∈ℂ and jzj < 1g and let A be
the subclass of H which consists of functions that are ana-
lytic in U: A function harmonic in U can be written in the
form f = h + �g, where h and g are analytic in U: Here, the
analytic part of the f function is h and the co-analytical part
is g. The necessary and sufficient condition for f to be locally
univalent and the sense-preserving in U is that jh′ðzÞj >
jg′ðzÞj ([1]). In the light of this information, we can write
without losing generality as follows:

h zð Þ = z + 〠
∞

ȷ=2
aȷz

ȷ and g zð Þ = 〠
∞

ȷ=1
bȷz

ȷ: ð1Þ

Let us denote the class of functions satisfying f = h + �g
which are harmonic, univalent, and sense-preserving in U

for which hð0Þ = h′ð0Þ − 1 = 0 = gð0Þ conditions with SH .
From this point of view, we can easily say that jb1j < 1 if
there is a sense-preserving feature.

In 1984 Clunie and Sheil-Small [1] defined and analyzed
characteristic features of the class SH . Over the years, many
articles on the class of SH and its subclasses have been
made by many researchers by referring to this article.

Many studies have been done on quantum calculus. As
the importance of this subject can be understood from its
multidisciplinary nature, it is known to be innovative and
important in many fields. The quantum calculus is also
known as q-calculus. We can roughly define this calculus
as the traditional infinitesimal calculus. In fact, Euler and
Jacobi first started to study the subject of q-calculus, they
are also people who find many attractive implementations
in several fields of mathematics and other sciences.

In the last study by Sahai and Yadav [2], the quantum
calculus was based on two parameters ðp, qÞ. In fact, this
two-parameter definition is the postquantum calculus
denoted by ðp, qÞ-calculus, which is the generalization of
q-calculus. We will use the definition of ðp, qÞ-calculus in
this article as the basis of the article published by Chakrabarti
and Jagannathan in 1991 [3]. Let p > 0, q > 0, for any non-
negative integer ȷ, the ðp, qÞ-integer number ȷ, denoted by
½ȷ�p,q is

ȷ½ �p,q =
pȷ − qȷ

p − q
, ȷ = 1, 2, 3,⋯ð Þ,  0½ �p,q = 0: ð2Þ
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It can be seen that this twin-basic number defined above
is a generalization of the q-number defined as follows:

ȷ½ �q =
1 − qȷ

1 − q
, ȷ = 1, 2, 3,⋯ð Þ, q ≠ 1: ð3Þ

In like manner, the ðp, qÞ-differential operator of a
function f , analytic in jzj < 1 is defined by

Dp,q f zð Þ = f pzð Þ − f qzð Þ
p − qð Þz , p ≠ q, z ∈U: ð4Þ

It may be easily shown that Dp,q f ðzÞ⟶ f ′ðzÞ as
p⟶ 1− and q⟶ 1−. We can easily see that

lim
q⟶1−

lim
p⟶1−

ȷ½ �p,q = ȷ: ð5Þ

For more information and details on q-calculus and
ðp, qÞ-calculus, [2, 4] can be used as references. Apart from
these, different studies have also been carried out [5–7].

Ismail et al. [8] and Ahuja et al. and Ahuja and
Ҫetinkaya [6, 9]z) used q- calculus in the theory of analytic
univalent functions. The q-difference operator’s definition is

Dp,qh zð Þ =
h pzð Þ − h qzð Þ

p − qð Þz , z ≠ 0,

h′ 0ð Þ, z = 0,

8><
>:

Dp,qg zð Þ =
g pzð Þ − g qzð Þ

p − qð Þz , z ≠ 0,

g′ 0ð Þ, z = 0,

8><
>:

ð6Þ

where h and g are of the form ð1Þ which given in [4] and we
get the following result for same h and g

Dp,qh zð Þ = 1 + 〠
∞

j=2
j½ �p,qajz j−1 andDp,qg zð Þ = 〠

∞

j=1
ȷ½ �p,qbȷzȷ−1:

ð7Þ

For f ∈ SH , let

D1
p,q f zð Þ = zDp,qh zð Þ − �zDp,qg zð Þ, ð8Þ

D2
p,q f zð Þ = zDp,q zDp,qh zð Þ� �

+ �zDp,q zDp,qg zð Þ� �
= z + 〠

∞

ȷ=2
ȷ½ �2p,qaȷzȷ + 〠

∞

j=1
ȷ½ �2p,q �bȷz

ȷ:
ð9Þ

We say that an analytic function f is subordinate to an
analytic function Ϝ and write f ≺ Ϝ , if there exists a complex
valued function ϖ which maps U into oneself with ϖð0Þ = 0,
such that f ðzÞ = Ϝ ðϖðzÞÞðz ∈UÞ:

Additionally, if Ϝ is univalent in U, then we can give the
following result:

f zð Þ ≺ Ϝ zð Þ⇔ f 0ð Þ = Ϝ 0ð Þ and f Uð Þ ⊂ Ϝ Uð Þ: ð10Þ

Denote by SHC p,qðA, BÞ the subclass ofH consisting of
functions f of the form (1) that satisfy the condition

D2
p,q f zð Þ

D1
p,q f zð Þ ≺

1 + Az
1 + Bz

, ð11Þ

0 < p, q < 1, p ≠ q, z ∈U and − B ≤ A < B ≤ 1ð Þ, ð12Þ
where is D1

p,q f ðzÞ and D2
p,q f ðzÞ are defined by (8) and (9).

By suitably specializing the parameters, the classes
SHCp,qðA, BÞ reduce to the various subclasses of har-
monic univalent functions. That is, by assigning special
values instead of p,q, A, and B, we are saying that they
become classes that used to be studied. This is an indi-
cation that this article is a general subclass that includes
other classes in harmonic functions. Such as

(i) SHCp,qðA, BÞ = SHCqðA, BÞ for p⟶ 1−([10])

(ii) SHCp,qðA, BÞ = SHCðA, BÞ for p⟶ 1− and
q⟶ 1−([11]),

(iii) SHCp,qððp + qÞϑ − 1, p + q − 1Þ =Ap,qCHðϑÞ for
0 ≤ ϑ < 1 ([12]),

(iv) SHCp,qððp + qÞα − 1, p + q − 1Þ = SHCqðαÞ for
p⟶ 1−and 0 ≤ α < 1 ([6, 13]),

(v) SHCp,qððp + qÞα − 1, p + q − 1Þ = SHCðαÞ for
p⟶ 1−, q⟶ 1− and 0 ≤ α < 1([14, 15]),

(vi) SHCp,qððp + qÞα − 1, p + q − 1Þ = SHCð0Þ for
p⟶ 1−, q⟶ 1− and α = 0 ([16]).

Using the method that used by Dziok et al. [11, 17–19]
we find necessary and sufficient conditions for the above
defined class SHCp,qðA, BÞ.

2. Main Results

For functions f1and f2 ∈H of the form

f j zð Þ = z + 〠
∞

ȷ=2
aȷ,ȷz

ȷ + 〠
∞

ȷ=1

�bȷ,jz
ȷ, j = 1, 2ð Þ, ð13Þ

we define the Hadamard product of f1and f2 by

f1 ∗ f2ð Þ zð Þ = z + 〠
∞

ȷ=2
aȷ,1aȷ,2z

ȷ + 〠
∞

ȷ=1

�bȷ,1bȷ,2z
ȷ, z ∈U: ð14Þ

In the first theorem, we introduce a sufficient coefficient
bound for harmonic functions in SHCp,qðA, BÞ:

Theorem 1. Let us first assume that f ∈H : Then, f ∈
SHCp,qðA, BÞ if and only if

f zð Þ ∗ Ξp,q z ; ζð Þ ≠ 0, ζ ∈ℂ, ζj j = 1, z ∈U \ 0f gð Þ, ð15Þ
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where

Ξp,q z ; ζð Þ

= B − Að Þζz + p + qð Þ p + q − 1ð Þ + ζ A p + qð Þ2 − B p + qð Þ + pq B − Að Þ� �� �
z2

1 − pzð Þ 1 − qzð Þ 1 − p2zð Þ 1 − q2zð Þ 1 − pqzð Þ
+ 1 + pq − p + qð Þ p + q + 1ð Þ + B + Apq − p + qð Þ p + qð ÞA + B½ �ð Þζ

1 − pzð Þ 1 − qzð Þ 1 − p2zð Þ 1 − q2zð Þ 1 − pqzð Þ pqz3

+ 1 + pq + B + Apqð Þζ
1 − pzð Þ 1 − qzð Þ 1 − p2zð Þ 1 − q2ð Þz 1 − pqzð Þ p

2q2z4

+ 2 + A + Bð Þζ½ ��z − p2 + q2
� �

1 + Aζð Þ + A − Bð Þpqζ + p + qð Þ 1 + Bζð Þ� � �z2
1 − p�zð Þ 1 − q�zð Þ 1 − p2�zð Þ 1 − q2�zð Þ 1 − pq�zð Þ

+ p2 + q2 + pq
� �

1 + Aζð Þ + 1 − p − qð Þ 1 + Bζð Þ� �
1 − p�zð Þ 1 − q�zð Þ 1 − p2�zð Þ 1 − q2�zð Þ 1 − pq�zð Þ pq �z3

+ 1 + Bζ − pq 1 + Aζð Þ
1 − p�zð Þ 1 − q�zð Þ 1 − p2�zð Þ 1 − q2�zð Þ 1 − pq�zð Þ p

2q2 �z4:

ð16Þ

Proof. Let f ∈H be of the form (1). Then f ∈ SHCp,qðA, BÞ if
and only if it satisfies (11) or equivalently

D2
p,q f zð Þ

D1
p,q f zð Þ ≠

1 + Aζ
1 + Bζ

, ð17Þ

where ζ ∈ℂ, jζj = 1 and z ∈U \ f0g: Since

zDp,qh zð Þ = h zð Þ ∗ z
1 − pzð Þ 1 − qzð Þ ,

zDp,qg zð Þ = g zð Þ ∗ z
1 − pzð Þ 1 − qzð Þ ,

zDp,q zDp,qh zð Þ� �
= h zð Þ ∗ z 1 + pqzð Þ

1 − p2zð Þ 1 − q2zð Þ 1 − pqzð Þ ,

zDp,q zDp,qg zð Þ� �
= g zð Þ ∗ z 1 + pqzð Þ

1 − p2zð Þ 1 − q2zð Þ 1 − pqzð Þ ,

ð18Þ

the inequality (17) yields

1 + Bζð ÞD2
p,q f zð Þ − 1 + Aζð ÞD1

p,q f zð Þ
= 1 + Bζð Þ zDp,q zDp,qh zð Þ� �

+ �zDp,q zDp,qg zð Þ� �h i
− 1 + Aζð Þ zDp,qh zð Þ − �zDp,qg zð Þ� �

= h zð Þ ∗ 1 + Bζð Þz 1 + pqzð Þ
1 − p2zð Þ 1 − q2zð Þ 1 − pqzð Þ −

1 + Aζð Þz
1 − pzð Þ 1 − qzð Þ

� �

+ �g zð Þ ∗ 1 + Bζð Þ�z 1 + pq�zð Þ
1 − p2�zð Þ 1 − q2�zð Þ 1 − pq�zð Þ + 1 + Aζð Þ�z

1 − p�zð Þ 1 − q�zð Þ
� �

= f zð Þ ∗ Ξp,q z ; ζð Þ ≠ 0:
ð19Þ

Theorem 2. Let f = h + �g be given by (1). If

〠
∞

ȷ=1
ȷ½ �p,q ȷ½ �p,q − 1

��� ��� + ȷ½ �p,qB − A
��� ���	 


aȷ
�� ��n

+ ȷ½ �p,q 1 + Bð Þ + 1 + A
	 


bȷ
�� ��o ≤ 2 B − Að Þ,

ð20Þ

where a1 = 1, 0 < p, q < 1, −B ≤ A < B ≤ 1, then, f ∈ SHCp,q
ðA, BÞ:

Proof. f ∈ SHCp,qðA, BÞ if and only if there exists a complex
valued function ϖ; ϖð0Þ = 0, jϖðzÞj < 1 ðz ∈UÞ such that

zDp,q zDp,qh zð Þ� �
+ �zDp,q zDp,qg zð Þ� �

zDp,qh zð Þ − �zDp,qg zð Þ = 1 + Aϖ zð Þ
1 + Bϖ zð Þ , ð21Þ

or equivalently

D2
p,q f zð Þ −D1

p,q f zð Þ
BD2

p,q f zð Þ − AD1
p,q f zð Þ

�����
����� < 1: ð22Þ

The above inequality (20) holds, since for jzj = rð0 <
r < 1Þ, we obtain

zDp,q zDp,qh zð Þ� �
− zDp,qh zð Þ + �zDp,q zDp,qg zð Þ� �

+ �zDp,qg zð Þ
��� ���

− BDp,q zDp,qh zð Þ� �
+ B �zDp,q zDp,qg zð Þ� ����

− ADp,qh zð Þ + A �Dp,qg zð Þ
���

= 〠
∞

ȷ=2
ȷ½ �p,q ȷ½ �p,q − 1
	 


aȷz
ȷ + 〠

∞

ȷ=1
ȷ½ �p,q ȷ½ �p,q + 1
	 


�bȷz
ȷ

�����
�����

− B − Að Þz + 〠
∞

ȷ=2
ȷ½ �p,q ȷ½ �p,qB − A
	 


aȷz
ȷ

�����
+ 〠

∞

ȷ=1
ȷ½ �p,q ȷ½ �p,qB + A
	 


�bȷz
ȷ

�����
≤ 〠

∞

ȷ=2
ȷ½ �p,q ȷ½ �p,q − 1

��� ���	 

aȷ
�� ��rȷ

+ 〠
∞

ȷ=1
ȷ½ �p,q ȷ½ �p,q + 1
	 


bȷ
�� ��rȷ − B − Að Þr

+ 〠
∞

ȷ=2
ȷ½ �p,q ȷ½ �p,qB − A
��� ��� aȷ�� ��rȷ + 〠

∞

ȷ=1
ȷ½ �p,q ȷ½ �p,qB + A
	 


bȷ
�� ��rȷ

≤ r 〠
∞

ȷ=2
ȷ½ �p,q ȷ½ �p,q − 1

��� ��� + ȷ½ �p,qB − A
��� ���	 


aȷ
�� ��rȷ−1

(

+〠
∞

ȷ=1
ȷ½ �p,q ȷ½ �p,q 1 + Bð Þ + 1 + A
	 


bȷ
�� ��rȷ−1 − B − Að Þ

)
< 0:

ð23Þ
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The harmonic function

f zð Þ = z + 〠
∞

ȷ=2

B − Að Þxȷ
ȷ½ �p,q ȷ½ �p,q − 1

��� ��� + ȷ½ �p,qB − A
��� ���	 
 zȷ

+ 〠
∞

ȷ=1

B − Að Þyȷ
ȷ½ �p,q ȷ½ �p,q 1 + Bð Þ + 1 + A
	 
 �zȷ,

ð24Þ

where

〠
∞

ȷ=1
xȷ
�� �� + 〠

∞

ȷ=1
yȷ
��� ��� = 1 ð25Þ

shows that the coefficient bound given by (20) is sharp.
The functions of the form ð8Þ are in SHCp,qðA, BÞ
because

〠
∞

ȷ=1

ȷ½ �p,q ȷ½ �p,q − 1
��� ��� + ȷ½ �p,qB − A

��� ���	 

2 B − Að Þ aȷ

�� ��

+
ȷ½ �p,q ȷ½ �p,q 1 + Bð Þ + 1 + A
	 


2 B − Að Þ bȷ
�� �� = 〠

∞

ȷ=1
xȷ
�� �� + yȷ

��� ���	 

= 1:

ð26Þ

Denote by T SHCp,qðA, BÞ the subclass of H consisting
of functions f of the form (1) that satisfy the inequality (20).
It is clear that T SHCp,qðA, BÞ ⊂ SHCp,qðA, BÞ.

Theorem 3. The class T SHCp,qðA, BÞ is closed under con-
vex combination.

Proof. For ȷ = 1, 2,⋯, suppose that f j ∈T SHCp,qðA, BÞ,
where

f ȷ zð Þ = z + 〠
∞

ȷ=2
aȷȷ

��� ���zȷ + 〠
∞

ȷ=1
bȷȷ

��� ����zȷ: ð27Þ

Then, by Theorem 2.,

〠
∞

ȷ=2

ȷ½ �p,q ȷ½ �p,q − 1
��� ��� + ȷ½ �p,qB − A

��� ���	 

B − A

aȷȷ

��� ���
+ 〠

∞

ȷ=1

ȷ½ �p,q ȷ½ �p,q 1 + Bð Þ + 1 + A
	 


B − A
bȷȷ

��� ��� ≤ 1:

ð28Þ

For ∑∞
ȷ=1tȷ = 1,0 ≤ tȷ ≤ 1, we can write the convex combi-

nation of f ȷ as follows:

〠
∞

ȷ=1
tȷ f ȷ zð Þ = z + 〠

∞

ȷ=2
〠
∞

ȷ=1
tȷ aȷȷ

��� ���
 !

zȷ + 〠
∞

ȷ=1
〠
∞

ȷ=1
tȷ bȷȷ

��� ���
 !

�zȷ: ð29Þ

Then, by (9),

〠
∞

ȷ=1

ȷ½ �p,q ȷ½ �p,q − 1
��� ��� + ȷ½ �p,qB − A

��� ���	 

2 B − Að Þ 〠

∞

ȷ=1
tȷ aȷȷ

��� ���
8<
:

+
ȷ½ �p,q ȷ½ �p,q 1 + Bð Þ + 1 + A
	 


2 B − Að Þ 〠
∞

ȷ=1
tȷ bȷȷ

��� ���
9=
;

= 〠
∞

ȷ=1
tȷ 〠

∞

ȷ=1

ȷ½ �p,q ȷ½ �p,q − 1
��� ��� + ȷ½ �p,qB − A

��� ���	 

2 B − Að Þ aȷȷ

��� ���
0
@

+
ȷ½ �p,q ȷ½ �p,q 1 + Bð Þ + 1 + A
	 


2 B − Að Þ bȷȷ

��� ���
1
A

≤ 〠
∞

ȷ=1
tȷ = 1,

ð30Þ

hence

〠
∞

ȷ=1
tȷ f ȷ zð Þ ∈T SHCp,q A, Bð Þ: ð31Þ

3. Conclusions

As a result, a general subclass has been defined in this article.
Thus, with this study, which will be a good reference for the
new results to be obtained, a subclass study has been made
for harmonic functions using the ðp, qÞ derivative, which is
still popular today.
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The present study’s intention is to produce exact estimations of some problems involving logarithmic coefficients for functions
belonging to the considered subcollection BT sin of the bounded turning class. Furthermore, for the class BT sin, we look into
the accurate bounds of the Zalcman inequality, Fekete-Szegö inequality along with D2,1ðGg/2Þ and D2,2ðGg/2Þ. Importantly, all
of these bounds are shown to be sharp.

1. Introduction and Definitions

To properly understand the findings provided in the article,
certain important literature on Geometric Function Theory
must first be discussed. In this regard, the letters S and A

stand for the normalized univalent functions class and the
normalized holomorphic (or analytic) functions class,
respectively. These primary notions are defined in the region
Ed = fz ∈ℂ : jzj < 1g by

A = g ∈H Edð Þ: g zð Þ = z + 〠
∞

k=2
bkz

k z ∈ Edð Þ
( )

, ð1Þ

where HðEdÞ symbolizes the holomorphic functions class,
and

S = g ∈A : g is univalent inEdf g: ð2Þ

The following formula defines the logarithmic coeffi-
cients βn of g that belong to S

Gg zð Þ≔ log g zð Þ
z

� �
= 2〠

∞

n=1
βnz

n for z ∈ Ed: ð3Þ

In many estimations, these coefficients provide a signifi-
cant contribution to the concept of univalent functions. In
1985, De Branges [1] proved that

〠
n

k=1
k n − k + 1ð Þ βnj j2 ≤ 〠

n

k=1

n − k + 1
k

∀n ≥ 1, ð4Þ

and equality will be achieved if g has the form z/ð1 − eiθzÞ2
for some θ ∈ℝ: In its most comprehensive version, this
inequality offers the famous Bieberbach-Robertson-Milin
conjectures regarding Taylor coefficients of g ∈ S . We refer
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to [2–4] for further details on the proof of De Branges’ find-
ing. By considering the logarithmic coefficients, Kayumov
[5] was able to prove Brennan’s conjecture for conformal
mappings in 2005. For your reference, we mention a few
works that have made major contributions to the research
of the logarithmic coefficients. Andreev and Duren [6], Ali-
mohammadi et al. [7], Deng [8], Roth [9], Ye [10], Obrado-
vić et al. [11], and finally the work of Girela [12] are the
major contributions to the study of logarithmic coefficients
for different subclasses of holomorphic univalent functions.

As stated in the definition, it is simple to determine that
for g ∈ S , the logarithmic coefficients are computed by

β1 =
1
2 b2,

ð5Þ

β2 =
1
2 b3 −

1
2 b

2
2

� �
, ð6Þ

β3 =
1
2 b4 − b2b3 +

1
3 b

3
2

� �
, ð7Þ

β4 =
1
2 b5 − b2b4 + b22b3 −

1
2 b

2
3 −

1
4 b

4
2

� �
: ð8Þ

For given q, n ∈ℕ = f1, 2,⋯g, b1 = 1, and g ∈ S with the
series expansion (1), the Hankel determinant Dq,nðgÞ is rep-
resented by

Dq,n gð Þ =

bn bn+1 ⋯ bn+q−1

bn+1 bn+2 ⋯ bn+q

⋮ ⋮ ⋯ ⋮

bn+q−1 bn+q ⋯ bn+2q−2

�����������

�����������
: ð9Þ

It was defined by Pommerenke [13, 14]. This determi-
nant has indeed been investigated for a number of univalent
function subclasses. In specific, the sharp estimate of the
functional jD2,2ðgÞj = jb2b4 − b23j for the sets C (convex
functions), S∗(starlike functions), and R (bounded turning
functions) has been effectively established in [15, 16]. Later,
numerous scholars published their findings on the upper
bounds of jD2,2ðgÞj for various subcollections of holo-
morphic functions; see [17–23]. However, for the class of
close-to-convex functions, the exact estimation of this deter-
minant is yet unknown [24].

Analogous to the determinant Dq,nðgÞmentioned above,
Kowalczyk and Lecko [25, 26] considered to examine the
following determinant Dq,nðGg/2Þ with entries from loga-
rithmic coefficients of g

Dq,n
Gg

2

� �
=

βn βn+1 ⋯ βn+q−1

βn+1 βn+2 ⋯ βn+q

⋮ ⋮ ⋯ ⋮

βn+q−1 βn+q ⋯ βn+2q−2

�����������

�����������
: ð10Þ

It is observed that

D2,1
Gg

2

� �
= β1β3 − β2

2,

D2,2
Gg

2

� �
= β2β4 − β2

3:

ð11Þ

For the given functions G1,G2 ∈A , the subordination
between G1 and G2 (mathematically written as G1 ≺G2), if
we get a Schwarz function v with vð0Þ = 0 and jvðzÞj < 1 for
z ∈ Ed in a way such that G1ðzÞ =G2ðvðzÞÞ hold true. Addi-
tionally, the following relation applies if G2 in Ed is univalent:

G1 zð Þ ≺G2 zð Þ, z ∈ Edð Þ, ð12Þ

if and only if

G1 0ð Þ =G2 0ð Þ,
G1 Edð Þ ⊂ G2 Edð Þ:

ð13Þ

In 1992, Ma andMinda [27] developed a consolidated ver-
sion of the collection S∗ðπÞ by using the principle of subordi-
nation, and the following is a description of it:

S∗ πð Þ≔ g ∈ S :
zg′ zð Þ
g zð Þ ≺ π zð Þ, z ∈ Edð Þ

( )
, ð14Þ

where the univalent function π satisfies

π′ 0ð Þ > 0,
Reπ > 0:

ð15Þ

The area πðEdÞ is also symmetric about x-axis and has a
star-shaped form around the point πð0Þ = 1. In recent years,
a wide variety of the collection S ’s subfamilies have been
looked into as particular alternatives for the class S∗ðπÞ. As
an illustration:

(i) SS∗ðξÞ ≡ S∗ðπðzÞÞ with πðzÞ = ðð1 + zÞ/ð1 − zÞÞξ
and 0 < ξ ≤ 1 (see [28])

(ii) S∗
L ≡ S∗ðð1 + zÞ1/2Þ (see [29]), and S∗

cςr ≡ S∗ð1 +
ð4/3Þz + ð2/3Þ z2Þ (see [30, 31])

(iii) S∗
ρ ≡ S∗ð1 + sinh−1zÞ (see [32]), and S∗

e ≡ S∗ðezÞ
(see [33, 34])

(iv) S∗
cos ≡ S∗ðcos zÞ (see [35]), and S∗

cosh ≡ S∗ðcosh zÞ
(see [36])

(v) S∗
tanh ≡ S∗ð1 + tanh zÞ (see [37, 38])

In [39], Cho et al. developed a novel subfamily of starlike
function described by

S∗
sin ≔ g ∈A :

zg′ zð Þ
g zð Þ ≺ 1 + sin z z ∈ Edð Þ

( )
: ð16Þ
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From the definition of the family S∗
sin, the authors [39]

deduced that

g ∈ S∗
sin ⇔ g zð Þ = z exp

ðz
0

u tð Þ − 1
t

dt
� �

, ð17Þ

for some uðzÞ ≺ u0ðzÞ = 1 + sin z: By substituting

u zð Þ = u0 zð Þ = 1 + sin z ð18Þ

in (17), we acquire the function

g0 zð Þ = z exp
ðz
0

sin t
t

dt
� �

= z + z2 + 1
2 z

3 + 1
9 z

4⋯, ð19Þ

which acts as the extremal function in a variety of S∗
sin

-family problems. In [40], the authors defined the following
subfamily BT sin of holomorphic functions by using (18):

BT sin = g ∈ S : g′ zð Þ ≺ 1 + sin z z ∈ Edð Þ
n o

: ð20Þ

Our primary objective in the current paper is to compute
the problems involving the sharp logarithmic coefficients for
the class BT sin of bounded turning functions connected to
an eight-shaped domain. The sharp bounds of the Zalcman
inequality, the Fekete-Szegö type inequality, along with the
determinants D2,1ðGg/2Þ and D2,2ðGg/2Þ for the family B

T sin are found using logarithmic coefficient entries.

2. Preliminary Lemmas

We must first create the class P in the below set-builder
form in order to declare the Lemmas that are employed in
our primary findings:

P = p ∈H Edð Þ: p 0ð Þ = 1&Rep > 0, z ∈ Edð Þf g: ð21Þ

That is, if p ∈P , then it has the series representation

p zð Þ = 1 + 〠
∞

n=1
pnz

n z ∈ Edð Þ: ð22Þ

Lemma 1 (see [41]). Let p ∈P and has the series form (22).
Then for x, δ, ρ ∈ �Ed = Ed ∪ 1f1g

2p2 = p21 + x 4 − p21
� �

, ð23Þ

4p3 = p31 + 2 4 − p21
� �

p1x − p1 4 − p21
� �

x2

+ 2 4 − p21
� �

1 − xj j2� �
δ,

ð24Þ

8p4 = p41 + 4 − p21
� �

x p21 x2 − 3x + 3
� �

+ 4x
� �

− 4 4 − p21
� �

1 − xj j2� �
,

ð25Þ

p x − 1ð Þδ + �xδ2 − 1 − δj j2� �
ρ

� �
: ð26Þ

Lemma 2. If p ∈P and has the expansion (22), then

pnj j ≤ 2 n ≥ 1ð Þ, ð27Þ

and if Q ∈ ½0, 1� and Qð2Q − 1Þ ≤ R ≤Q, then

p3 − 2Qp1p2 + Rp31
�� �� ≤ 2: ð28Þ

Also,

pn+k − μpnpkj j ≤ 2 max 1, 2μ − 1j jf g

= 2
1, for 0 ≤ μ ≤ 1,

2μ − 1j j, otherwise:

(
:

ð29Þ

The inequalities (27), (28) and (29) are taken from [42,
43], and [44], respectively.

Lemma 3 (see [45]). Let τ, ψ, ρ, and ς satify the inequalities
0 < τ < 1, 0 < ς < 1 and

8ς 1 − ςð Þ τψ − 2ρð Þ2 + τ ς + τð Þ − ψð Þ2� �
+ τ 1 − τð Þ ψ − 2ςτð Þ2 ≤ 4ςτ2 1 − τð Þ2 1 − ςð Þ:

ð30Þ

If p ∈P has the form (22), then

ρp41 + ςp22 + 2τp1p3 −
3
2
ψp21p2 − p4

����
���� ≤ 2: ð31Þ

3. Coefficient Inequalities for the Class BT sin

Theorem 4. If g ∈BT sin and has the series representation
(1), then

β1j j ≤ 1
4
,

β2j j ≤ 1
6
,

β3j j ≤ 1
8
,

β4j j ≤ 1
10

:

ð32Þ

These bounds are sharp and can be obtained from the
following extremal functions

g0 zð Þ =
ðz
0
1 + sin tð Þð Þdt = z + 1

2
z2+⋯,

g1 zð Þ =
ðz
0
1 + sin t2

� �� �
dt = z + 1

3
z3+⋯,

g2 zð Þ =
ðz
0
1 + sin t3

� �� �
dt = z + 1

4
z4+⋯,

g3 zð Þ =
ðz
0
1 + sin t4

� �� �
dt = z + 1

5
z5+⋯:

ð33Þ
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Proof. Let g ∈BT sin: Consequently, (20) may be expressed
using the Schwarz function as

g′ zð Þ = 1 + sin w zð Þð Þ, z ∈ Edð Þ: ð34Þ

The Schwarz function w may be used to express it if p
∈P as follows

p zð Þ = 1 +w zð Þ
1 −w zð Þ = 1 + p1z + p2z

2 + p3z
3 + p4z

4+⋯, ð35Þ

equivalently,

w zð Þ = p zð Þ − 1
p zð Þ + 1 = p1z + p2z

2 + p3z
3+⋯

2 + p1z + p2z
2 + p3z

3+⋯ : ð36Þ

From (1), we obtain

g′ zð Þ = 1 + 2a2z + 3a3z2 + 4a4z3+⋯: ð37Þ

By simplification and using the series expansion of (36),
we get

1 + sin w zð Þð Þ = 1 + 1
2 p1z + −

1
4 p

2
1 +

1
2 p2

� �
z2

+ −
1
2 p1p2 +

5
48 p

3
1 +

1
2 p3

� �
z3

+ 1
2 p4 −

1
32 p

4
1 +

5
16 p

2
1p2 −

1
2 p1p3 −

1
4 p

2
2

� �
z4+⋯:

ð38Þ

Comparing (37) and (38), we obtain

a2 =
1
4 p1,

ð39Þ

a3 = −
1
12 p

2
1 +

1
6 p2,

ð40Þ

a4 = −
1
8 p1p2 +

5
192 p

3
1 +

1
8 p3,

ð41Þ

a5 =
1
10 p4 −

1
160 p

4
1 +

5
80 p

2
1p2 −

1
10 p1p3 −

1
20 p

2
2: ð42Þ

Putting (42) in (5), (6), (7), and (8), we obtain

β1 =
1
8 p1,

ð43Þ

β2 = −
11
192 p

2
1 +

1
12 p2,

ð44Þ

β3 = −
1
12 p1p2 +

5
192 p

3
1 +

1
16 p3,

ð45Þ

β4 =
1
20 p4 −

1033
92160 p

4
1 +

17
288 p

2
1p2 −

23
720 p

2
2 −

21
320 p1p3:

ð46Þ

For β1, using (27), in (43), we obtain

β1j j ≤ 1
4 : ð47Þ

For β2, putting (29) in (44), we obtain

β2j j ≤ 1
6 : ð48Þ

For β3, we can rewrite (45) as

β3j j = 1
16 p3 −

4
3 p1p2 +

5
12 p

3
1

� �����
����: ð49Þ

Using (28) we get

β3j j ≤ 1
8 : ð50Þ

For β4, we can rewrite (46) as

β4 = −
1
20

1033
4608 p

4
1 +

23
36 p

2
2 + 2 21

32

� �
p1p3 −

3
2

85
108

� �
p21p2 − p4

� �
:

ð51Þ

Comparing the right side of (51) with

ϱp41 + ςp22 + 2τp1p3 −
3
2ψp

2
1p2 − p4

����
����, ð52Þ

where

ϱ = 1033
4608 ,

ς = 23
36 ,

τ = 21
32 ,

ψ = 85
108 :

ð53Þ

It follows that

8ς 1 − ςð Þ τψ − 2ρð Þ2 + τ ς + τð Þ − ψð Þ2� �
+ τ 1 − τð Þ ψ − 2ςτð Þ2 = 0:01647,

4ςτ2 1 − τð Þ2 1 − ςð Þ = 0:04696: ð54Þ

Using (30) we deduce that

β4j j ≤ 1
10 : ð55Þ
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Theorem 5. If g has the series form (1) and belongs to B

T sin, then

β2 − ηβ2
1

�� �� ≤max 1
6
, 1
48

3 + 3 ηj jð Þ
����

����
	 


: ð56Þ

Equality will be attained by using (5), (6), and

g1 zð Þ =
ðz
0
1 + sin t2

� �� �
dt = z + 1

3
z3+⋯: ð57Þ

Proof. From (43) to (44), we get

β2 − ηβ2
1

�� �� = −
11
192 p

2
1 +

1
12 p2 −

η

64 p
2
1

����
����: ð58Þ

Using (29), we have

β2 − ηβ2
1

�� �� ≤ 1
12 max 2, 2 2 11 + 3η

16

� �
− 1

����
����

	 

: ð59Þ

After the simplification, we get

β2 − ηβ2
1

�� �� ≤max 1
6 ,

1
48 3 + 3 ηj jð Þ
����

����
	 


: ð60Þ

Theorem 6. If g has the series expansion (1) and belongs to
BT sin, then

β1β2 − β3j j ≤ 1
8
: ð61Þ

Equality can be attained by applying (5), (6), (7), and

g2 zð Þ =
ðz
0
1 + sin t3

� �� �
dt = z + 1

4
z4+⋯: ð62Þ

Proof. From (43), (44), and (45), we obtain

β1β2 − β3j j = −
17
512 p

3
1 +

3
32 p1p2 −

1
16 p3

����
����: ð63Þ

After the simplification, we obtain

β1β2 − β3j j = 1
16 p3 −

3
2 p1p2 +

17
32 p

3
1

����
����: ð64Þ

Using (28), we have

β1β2 − β3j j ≤ 1
8 : ð65Þ

Theorem 7. If g ∈BT sin has given by (1), then

β4 − β2
2

�� �� ≤ 1
10

: ð66Þ

This result is sharp and equality can be achieved by apply-
ing (6), (8), and

g3 zð Þ =
ðz
0
1 + sin t4

� �� �
dt = z + 1

5
z5+⋯: ð67Þ

Proof. From (44) to (46), we obtain

β4 − β2
2

�� �� = −
7
180 p

2
2 +

1
20 p4 +

79
1152 p

2
1p2 −

2671
184320 p

4
1 −

21
320 p1p3

����
����:

ð68Þ

After the simplification, we obtain

β4 − β2
2

�� �� = −
1
20

2671
9216 p

4
1 +

7
9 p

2
2 + 2 21

32

� �
p1p3 −

3
2

395
432

� �
p21p2 − p4

����
����:

ð69Þ

Comparing the right side of (69)with

ϱp41 + ςp22 + 2τp1p3 −
3
2ψp

2
1p2 − p4

����
����, ð70Þ

where

ϱ = 2671
9216 ,

ς = 7
9 ,

τ = 21
32 ,

ψ = 395
432 :

ð71Þ

It follows that

8ς 1 − ςð Þ τψ − 2ρð Þ2 + τ ς + τð Þ − ψð Þ2� �
+ τ 1 − τð Þ ψ − 2ςτð Þ2 = 0:004121,

4ςτ2 1 − τð Þ2 1 − ςð Þ = 0:03518: ð72Þ

Using (30) we deduce that

β4 − β2
2

�� �� ≤ 1
10 : ð73Þ
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4. Hankel Determinant with
Logarithmic Coefficients

Theorem 8. Let g ∈BT sin and be of the form (1). Then

D2,1
Gg

2

� �����
���� = β1β3 − β2

2

�� �� ≤ 1
36

: ð74Þ

The above stated result is sharp. Equality can be attained
with the use of (5), (6), (7), and

g1 zð Þ =
ðz
0
1 + sin t2

� �� �
dt = z + 1

3
z3+⋯: ð75Þ

Proof. Employing (43), (44), and (45), we obtain

D2,1
Gg

2

� �
= 1
128 p1p3 −

1
36864 p

4
1 −

1
144 p

2
2 −

1
1152 p

2
1p2:

ð76Þ

Using (23) and (24) along with the assumption that
p1 = p,p ∈ ½0, 2�, we get

D2,1
Gg

2

� �����
���� = −

1
576 4 − p2

� �2
x2 −

1
4096 p

4
����
−

1
512 p

2 4 − p2
� �

x2

+ 1
256 4 − p2

� �
1 − xj j2� �

pδ
����:

ð77Þ

Applying triangle inequality and assuming jδj ≤ 1,
jxj = J ,J ≤ 1 and also setting p ∈ ½0, 2�, we have

D2,1
Gg

2

� �����
���� ≤ 1

576 4 − p2
� �2

J2 + 1
4096 p

4

+ 1
512 p

2 4 − p2
� �

J2

+ 1
256 4 − p2

� �
1 − J2
� �

p≔ ϕ p, Jð Þ:

ð78Þ

A little exercise can verify that ϕ′ðp, JÞ ≥ 0 in ½0, 1�,
and this implies ϕðp, JÞ ≤ ϕðp, 1Þ: Thus, by choosing J = 1,
we achieve

D2,1
Gg

2

� �����
���� ≤ 1

576 4 − p2
� �2 + 1

4096 p
4 + 1

512 p
2 4 − p2
� �

≔ ϕ p, 1ð Þ:
ð79Þ

Now, since ϕ′ðp, 1Þ < 0, we see that ϕðp, 1Þ is a decreasing
function, and so its maximum value appears at the lowest
point p = 0, which is

D2,1
Gg

2

� �����
���� ≤ 1

36 : ð80Þ

Theorem 9. If g ∈BT sin and has the form (1), then

D2,2
Gg

2

� �����
���� ≤ 1

64
: ð81Þ

The inequality is sharp and can be obtained by using (6),
(7), (8), and

g2 zð Þ =
ðz
0
1 + sin t3

� �� �
dt = z + 1

4
z4+⋯: ð82Þ

Proof. The determinant D2,2ðGg/2Þ can be written as

D2,2
Gg

2

� �
= β2β4 − β2

3: ð83Þ

Putting (44), (45), and (46), with p1 = p, we obtain

D2,2
Gg

2

� �
= 1
17694720 432p4p2 − 3456p2p22 − 637p6

�
− 50688p2p4 + 8928p3p3−69120p23
− 47104p32 + 73728p2p4 + 87552pp2p3

�
:

ð84Þ

Let v = 4 − p2 in (23), (24), and (25). Now, applying the
simplest version of the given lemma, we get

432p4p2 = 216 p6 + p4vx
� �

,

3456p2p22 = 1728p4vx + 864p2v2x2 + 864p6,

50688p2p4 = 6336p6 − 25344p3v 1 − xj j2� �
δx

− 25344p2v 1 − xj j2� �
�xδ2 + 25344vp2x2

+ 25344p3v 1 − xj j2� �
δ + 19008p4xv

+ 19008p4xv + 25344p2v 1 − xj j2� �
1 − δj j2� �

ρ

+ 6336p4vx3,

8928p3p3 = 4464p4xv − 2232p4vx2 + 2232p6

+ 4464p3v 1 − xj j2� �
δ,

69120p23 = −17280x2v2 1 − xj j2� �
pδ − 8640p4vx2

+ 4320p6 + 4320x4v2p2 + 17280p3v 1 − xj j2� �
δ

+ 17280v2 1 − xj j2� �2
δ2 + 17280p2x2v2

+ 17280p4xv + 34560pxv2 1 − xj j2� �
δ

− 17280x3v2p2,

47104p32 = 5888 v3x3 + p6
� �

+ 17664 p4vx + p2v2x2
� �

,
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73728p2p4 = 18432x3v2 + 4608p6 + 18432vp2x2 + 4608p4vx3

+ 4608x4v2p2 + 18432p4xv
+ 18432pxv2 1 − xj j2� �

δ − 13824p4vx2

− 13824x3v2p2 − 18432xv2�x 1 − xj j2� �
�xδ2

− 18432p2v 1 − xj j2� �
�xδ2 + 13824p2x2v2

− 18432p3v 1 − xj j2� �
δx + 18432p3v 1 − xj j2� �

δ

+ 18432xv2 1 − xj j2� �
,

1 − δj j2� �
ρ + 18432p2v 1 − xj j2� �

1 − δj j2� �
ρ

− 18432x2v2 1 − xj j2� �
pδ,

87552pp2p3 = 21888pxv2 1 − xj j2� �
δ − 10944x3v2p2

+ 32832p4xv − 10944p4vx2

+ 21888p3v 1 − xj j2� �
δ + 10944p6

+ 21888p2x2v2:

ð85Þ

Putting the above expressions in (84), we get,

D2,2
Gg

2

� �
= 1
17694720 −6912vp2x2 − 5888x3v3 − 45p6

�
+ 2160p3v 1 − xj j2� �

δ + 264p4xv − 1728p4vx3

+ 288x4v2p2 − 96p2x2v2 + 18432x3v2

− 7488x3v2p2 + 6912p3v 1 − xj j2� �
δx

+ 6912p2v 1 − xj j2� �
�xδ2 + 5760pxv2 1 − xj j2� �

δ

+ 648p4vx2 + 18432xv2 1 − xj j2� �
1 − δj j2� �

ρ

− 1152x2v2 1 − xj j2� �
pδ − 18432xv2

� 1 − xj j2� �
�xδ2 − 17280v2 1 − xj j2� �2

δ2

− 6912p2v 1 − xj j2� �
1 − δj j2� �

ρ
�
:

ð86Þ

Since v = 4 − p2,

D2,2
Gg

2

� �
= 1
17694720 q1 p, xð Þ + q2 p, xð Þδ + q3 p, xð Þδ2 + q4 p, x, δð Þρ� �

,

ð87Þ

where ρ, x, δ ∈ �Ud , and

q1 p, xð Þ = 4 − p2
� �

4 − p2
� �

288x4p2 − 1600x3p2 − 5120x3
��

− 96x2p2
�
− 1728x3p4 + 264xp4 − 6912x2p2

+ 648x2p4
�
− 45p6,

q2 p, xð Þ = 4 − p2
� �

1 − xj j2� �
4 − p2
� �

5760xp − 1152x2p
� ��

+ 2160p3 + 6912xp3�,
q3 p, xð Þ = 4 − p2

� �
1 − xj j2� �

4 − p2
� �

−17280 − 1152 xj j2� ��
+ 6912�xp2�,

q4 p, x, δð Þ = 4 − p2
� �

1 − xj j2� �
1 − δj j2� �

� 18432x 4 − p2
� �

− 6912p2
� �

:
ð88Þ

Now, by the virtue of jδj = y,jxj = x, and jρj ≤ 1, we get

D2,2
Gg

2

� �����
���� ≤ 1

17694720 q1 p, xð Þj j + q2 p, xð Þj jyð

+ q3 p, xð Þj jy2 + q4 p, x, δð Þj jÞ ≤ T p, x, yð Þ
17694720 ,

ð89Þ

where

T p, x, yð Þ =m1 p, xð Þ +m2 p, xð Þy +m3 p, xð Þy2
+m4 p, xð Þ 1 − y2

� �
,

ð90Þ

with

m1 p, xð Þ = 4 − p2
� �

4 − p2
� �

288x4p2 + 1600x3p2 + 5120x3
��

+ 96x2p2Þ + 1728x3p4 + 264xp4 + 6912x2p2

+ 648x2p4
�
+ 45p6,

m2 p, xð Þ = 4 − p2
� �

1 − x2
� �

4 − p2
� �

5760xp + 1152x2p
� ��

+ 2160p3 + 6912xp3
�
,

m3 p, xð Þ = 4 − p2
� �

1 − x2
� �

4 − p2
� �

17280 + 1152x2
� ��

+ 6912xp2
�
,

m4 p, xð Þ = 4 − p2
� �

1 − x2
� �

18432x 4 − p2
� �

+ 6912p2
� �

:

ð91Þ

To illustrate the sharp bounds of the given problem, we
must maximize Tðp, x, yÞ in the closed cuboid Y : ½0, 2� ×
½0, 1� × ½0, 1�.

(1) Interior points of cuboid Y

Let us choose ðp, x, yÞ ∈ ð0, 2Þ × ð0, 1Þ × ð0, 1Þ: Then
simple calculation yields

∂T
∂y

= 144 4 − p2
� �

1 − x2
� �


16y x − 1ð Þ 6p2 + x − 15ð Þ 4 − p2
� �� �

+ 8p x x + 5ð Þ 4 − p2
� �

+ p2 6x + 15
8

� �� ��
:

ð92Þ

Putting ∂T/∂y = 0, we obtain

y = 8p x x + 5ð Þ 4 − p2
� �

+ p2 6x + 15/8ð Þ� �
16 x − 1ð Þ −6p2 + 15 − xð Þ 4 − p2ð Þð Þ = y0: ð93Þ

If y0 ∈ Y is a critical point, then y0 ∈ ð0, 1Þ, and it is appli-
cable only if
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8px x + 5ð Þ 4 − p2
� �

+ p3 48x + 15ð Þ + 16 1 − xð Þ 15 − xð Þ
� 4 − p2
� �

< 96p2 1 − xð Þ:
ð94Þ

p2 > 4 15 − xð Þ
21 − x

: ð95Þ

To check critical points existence, we must find solutions
that fulfill both constraints (94) and (95).

Let kðxÞ = ð4ð15 − xÞÞ/ð21 − xÞ: As k′ðxÞ < 0 for all x
∈ ð0, 1Þ, it is evident that kðxÞ is decreasing in ð0, 1Þ:
Hence p2 > 14/5: It is easy to showcase that the inequality
(94) does not hold in this scenario for all x ∈ ½2/5, 1Þ. As a
result, Tðp, x, yÞ does not have a critical point in ð0, 2Þ ×
½2/5, 1Þ × ð0, 1Þ. Assume a critical point ð~p, ~x, ~yÞ of T exists
inside the interior of the cuboid Y , it must unquestionably
fulfil that ~x < 2/5:

From the arguments above, it is undeniable that ~p2 ≥
292/103 and ~y ∈ ð0, 1Þ: Now let us establish that Tð~p, ~x, ~yÞ
< 276480: For ðp, x, yÞ ∈ ðð292/103Þ1/2, 2Þ × ð0, 2/5Þ × ð0, 1Þ,
by invoking x < 2/5 and 1 − x2 < 1, it is not hard to observe that

m1 p, xð Þ ≤ 4 − p2
� �

4 − p2
� �

288 2
5

� �4
p2 + 1600 2

5

� �3
p2

 "

+ 5120 2
5

� �3
+ 96 2

5

� �2
p2 + 1728 2

5

� �3
p4

+ 264 2
5

� �
p4 + 6912 2

5

� �2
p2 + 648 2

5

� �2
p4
!#

+ 45p6 = 4 − p2
� � 799232

625 p2 + 121712
625 p4

�

+ 819200
625

�
+ 45p6 ≔Θ1 pð Þ,

m2 p, xð Þ ≤ 4 − p2
� �

4 − p2
� �

5760 2
5

� �
p + 1152 2

5

� �2
p

 !"

+ 2160p3 + 6912 2
5

� �
p3
�

= 4 − p2
� � 248832

25 p + 60912
25 p3

� �
≔Θ2 pð Þ,

m3 p, xð Þ ≤ 4 − p2
� �

4 − p2
� �

17280 + 1152 2
5

� �2
 !"

+ 6912 2
5

� �
p2
�

= 4 − p2
� � 1746432

25 −
367488
25 p2

� �
≔Θ3 pð Þ,

m4 p, xð Þ ≤ 4 − p2
� �

18432 2
5

� �
4 − p2
� �

+ 6912p2

 �

= 4 − p2
� � 147456

5 −
2304
5 p2

� �
≔Θ4 pð Þ:

ð96Þ

Therefore, we have

T p, x, yð Þ ≤Θ1 pð Þ +Θ4 pð Þ +Θ2 pð Þy
+ Θ3 pð Þ −Θ4 pð Þ½ �y2 ≔ Γ p, yð Þ: ð97Þ

Obviously, it can be seen that

∂Γ
∂y

=Θ2 pð Þ + 2y Θ3 pð Þ −Θ4 pð Þ½ �,

∂2Γ
∂y2

= 2 Θ3 pð Þ −Θ4 pð Þ½ � = 2 4 − p2
� � 1009152

25 −
355968
25 p2

� �
:

ð98Þ

Since Θ3ðpÞ −Θ4ðpÞ ≤ 0 for p ∈ ðð292/103Þ1/2, 2Þ, we
obtain that ∂2Γ/∂y2 ≤ 0 for y ∈ ð0, 1Þ, and thus, it follows that

∂Γ
∂y

≥
∂Γ
∂y

����
y=1

= 4 − p2
� �

−
711936
25 p2 + 60912

25 p3
�

+ 2018304
25 + 248832

25 p
�
≥ 0:

ð99Þ

Therefore, we have

Γ p, yð Þ ≤ Γ p, 1ð Þ =Θ1 pð Þ +Θ2 pð Þ +Θ3 pð Þ≔ ι pð Þ: ð100Þ

It is easy to be calculated that ιðpÞ attains its maximum
value 74510:30 at p ≈ 1:68373: Thus, we have

T p, x, yð Þ < 276480, p, x, yð Þ ∈
ffiffiffiffiffiffiffi
292
103

r
, 2

 !
× 0, 25

� �
× 0, 1ð Þ:

ð101Þ

Hence, Tð~p, ~x, ~yÞ < 276480: This implies that T is less than
276480 at all the critical points in the interior of Y : Therefore, T
has no optimal solution in the interior of Y :

(2) Interior of all the six faces of cuboid Y :

(i) On the face p = 0,Tðp, x, yÞ yields

b1 x, yð Þ = T 0, x, yð Þ = 2048 9 1 − x2
� ��

� 16x + x − 15ð Þ x − 1ð Þy2� �
+ 40x3Þ, x, y ∈ 0, 1ð Þ:

ð102Þ

Differentiating b1ðx, yÞ with respect to y, we have

∂b1
∂y

= 36864y 1 − x2
� �

x − 15ð Þ x − 1ð Þ, x, y ∈ 0, 1ð Þ: ð103Þ

Thus, b1ðx, yÞ has no critical point in the interval ð0, 1Þ
× ð0, 1Þ:
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(ii) On the face p = 2,Tðp, x, yÞ becomes

T 2, x, yð Þ = 2880: ð104Þ

(iii) On the face x = 0,Tðp, x, yÞ reduces to

b2 p, yð Þ = T p, 0, yð Þ = 4 − p2
� �

6912p2 + 2160p3y
�

− 24192y2p2 + 69120y2
�
+ 45p6:

ð105Þ

Differentiating b2ðp, yÞ partially with respect to y, we
have

∂b2
∂y

= 4 − p2
� �

2160p3 − 48384yp2 + 138240y
� �

: ð106Þ

Solving ∂b2/∂y = 0, we obtain

y = 5p3
16 7p2 − 20ð Þ = y1: ð107Þ

For the given range of y,y1 should belong to ð0, 1Þ, which
is possible only if p > p0, p0 ≈ 1:7609: Also derivative of
b2ðp, yÞ partially with respect to p is

∂b2
∂p

= −4320p4y − 13824p3 + 4 − p2
� �

� −48384y2p + 6480yp2 + 13824p
� �

+ 48384y2p3

− 138240y2p + 270p5:
ð108Þ

Putting the value of y in (108), with ∂b2/∂p = 0 and
simplifying, we obtain

∂b2
∂p

= −27 49576p7 + 35p9 − 385072p5 − 819200p + 983040p3
� �

= 0:

ð109Þ

A calculation gives the solution of (109) in the interval
ð0, 1Þ, that is, p ≈ 1:3851. Thus, b2ðp, yÞ has no optimal
point in the interval ð0, 2Þ × ð0, 1Þ:

(iv) On the face x = 1,Tðp, x, yÞ becomes

b3 p, yð Þ = T p, 1, yð Þ = 45p6 + 4 − p2
� �

� 4 − p2
� �

1984p2 + 5120
� �

+ 6912p2 + 2640p4
� �

:

ð110Þ

Then

∂b3
∂p

= −3666p5 − 28416p3 + 36864p: ð111Þ

By setting ∂b3/∂p = 0, we get the critical point p ≈ 1:0639
at which b3ðp, yÞ attains its maximum value, which is given
below

T p, 1, yð Þ ≤ 92795:48842: ð112Þ

(v) On the face y = 0,Tðp, x, yÞ yields

b4 p, xð Þ = T p, x, 0ð Þ = −128p6x3 + 288p6x4 − 552p6x2

+ 19488p4x − 264p6x − 147456p2x + 45p6

+ 4608p2x4 + 294912x − 19200p4x3 + 1536p2x2

+ 132096p2x3 + 1824p4x2 − 6912p4 + 27648p2

− 2304p4x4 − 212992x3:
ð113Þ

A numerical computation shows that the solution for the
system of equations

∂b4
∂p

= 0,

∂b4
∂x

= 0
ð114Þ

does not exists in the interval ð0, 2Þ × ð0, 1Þ: Hence, b4ðp, xÞ
has no optimal solution in the interval ð0, 2Þ × ð0, 1Þ:

(vi) On the face y = 1,Tðp, x, yÞ reduces to

b5 p, xð Þ = T p, x, 1ð Þ = 45p6 + 288p6x4 + 9216p3x4

+ 1152p5x3 − 2160p5 − 264p6x − 1152p5x4

+ 18432p3x3 + 3312p5x2 + 6144p4x3 − 128p6x3

− 43008p2x3 − 3456p4x4 − 552p6x2 − 1152p5x
− 138240p2 − 21216p4x2 + 276480 + 13824p2x4

+ 81920x3 − 5856p4x − 92160px3 − 17856p3x2

− 18432px4 − 258048x2 + 92160px − 18432x4

− 18432p3x + 8640p3 + 18432px2 + 17280p4

+ 27648p2x + 158208p2x2:
ð115Þ

As in the above case, we conclude the same result for the
face y = 0, that is, system of equations

∂b5
∂p

= 0,

∂b5
∂x

= 0
ð116Þ

has no solution in the interval ð0, 2Þ × ð0, 1Þ:
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(3) On the edges of cuboid Y :

(i) On the edge x = 0 and y = 0,Tðp, x, yÞ reduces to

T p, 0, 0ð Þ = −6912p4 + 45p6 + 27648p2 = b6 pð Þ: ð117Þ

It follows that

b6′ pð Þ = −27648p3 + 270p5 + 55296p: ð118Þ

We see that b6′ðpÞ = 0 for the critical point p0 ≈ 1:4285 at
which b6ðpÞ obtain its maximum value, which is given by

T p, 0, 0ð Þ ≤ 28018:97: ð119Þ

(ii) On the edge x = 0 and y = 1,Tðp, x, yÞ becomes

T p, 0, 1ð Þ = −2160p5 − 138240p2 + 17280p4 + 45p6

+ 8640p3 + 276480 = b7 pð Þ: ð120Þ

Differentiating b7ðpÞ with respect to p, we have

b7′ pð Þ = −10800p4 − 276480p + 69120p3 + 270p5 + 25920p2:
ð121Þ

We know that b7′ðpÞ < 0 in ½0, 2� follows that b7ðpÞ is
decreasing over ½0, 2�: Therefore, b7ðpÞ gets its maxima at
p = 0: Hence

T p, 0, 1ð Þ ≤ 276480: ð122Þ

(iii) On the edge p = 0 and x = 0,Tðp, x, yÞ reduces to

T 0, 0, yð Þ = 276480y2 = b8 yð Þ: ð123Þ

Noting that b8′ðyÞ > 0 in ½0, 1� shows that b8ðyÞ is increas-
ing over ½0, 1�: Thus, b8ðyÞ gets its maxima at y = 1: Thus, we
have

T 0, 0, yð Þ ≤ 276480: ð124Þ

(iv) On the edges Tðp, 1, 1Þ and Tðp, 1, 0Þ
Since Tðp, 1, yÞ is free of y, therefore

T p, 1, 1ð Þ = T p, 1, 0ð Þ = −7104p4 − 611p6 + 81920
+ 18432p2 = b9 pð Þ: ð125Þ

Then

b9′ pð Þ = −28416p3 − 3666p5 + 36864p: ð126Þ

By putting b9′ðpÞ = 0, we obtain the critical point p0 ≈
1:0639 at which b9ðpÞ attains its maximum value, which is
given by

T p, 1, 1ð Þ = T p, 1, 0ð Þ ≤ 92795:48: ð127Þ

(v) On the edge p = 0 and x = 1,Tðp, x, yÞ becomes

T 0, 1, yð Þ = 81920: ð128Þ

(vi) On the edge p = 2,Tðp, x, yÞ reduces to

T 2, x, yð Þ = 2880: ð129Þ

Tð2, x, yÞ is independent of x and y; therefore

T 2, x, 0ð Þ = T 2, x, 1ð Þ = T 2, 0, yð Þ = T 2, 1, yð Þ = 2880:
ð130Þ

(vii) On the edge p = 0 and y = 1,Tðp, x, yÞ takes the
form

T 0, x, 1ð Þ = 81920x3 − 18432x4 + 276480 − 258048x2 = b10 xð Þ:
ð131Þ

It is clear that

b10′ xð Þ = 245760x2 − 73728x3 − 516096x: ð132Þ

We see that b10′ ðxÞ < 0 in ½0, 1� shows that b10ðxÞ is
decreasing over ½0, 1�: Thus, b10ðxÞ gets its maxima at x = 0
: Hence, we have

T 0, x, 1ð Þ ≤ 276480: ð133Þ

(viii) On the edge p = 0 and y = 0,Tðp, x, yÞ yields

T 0, x, 0ð Þ = 294912x − 212992x3 = b11 xð Þ: ð134Þ

It follows that

b11′ xð Þ = 294912 − 638976x2: ð135Þ
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By taking b11′ ðxÞ = 0, we obtain the critical point x0 ≈
0:6793 at which b11ðxÞ attains its maximum value, which is
given by

T 0, x, 0ð Þ ≤ 133568:833: ð136Þ

Hence, from the above cases we deduce that

T p, x, yð Þ ≤ 276480 on 0, 2½ � × 0, 1½ � × 0, 1½ �: ð137Þ

From (89)we have

D2,2
Gg

2

� �����
���� ≤ T p, x, yð Þ

17694720 ≤
1
64 : ð138Þ

If g ∈BT sin, then sharp bound for this Hankel determi-
nant is determined by

D2,2
Gg

2

� �����
���� = 1

64 ≈ 0:0156: ð139Þ

Thus, we have completed the proof.

5. Conclusion

In our current investigation, we have considered a class B
T sin of bounded turning functions associated with an
eight-shaped domain. For such a class, we studied some
interesting problems involving logarithmic coefficients. The
Zalcman inequality, the Fekete-Szegö inequality, and the
determinants D2,2ðGg/2Þ and D2,1ðGg/2Þ for the family B

T sin have been studied here in this article. All the obtained
results are proven to be the best possible.
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Let S be any bounded linear operator defined on a complex Hilbert space H : In this paper, we present some numerical radius
inequalities involving the generalized Aluthge transform to attain upper bounds for numerical radius. Numerical computations
are carried out for some particular cases of generalized Aluthge transform.

1. Introduction

Mathematical inequalities play an essential role in develop-
ing various areas of pure and applied mathematics. The
usefulness of mathematical inequalities is to estimate the
solutions of real-life problems in engineering and other
fields of science. In mathematics, particularly in functional
analysis, the study of numerical radius inequalities has
become the attention of many researchers due to the appli-
cations of numerical radius in operator theory and numeri-
cal analysis, etc. (see [1–4]). Various mathematicians have
developed number of numerical radius inequalities to esti-
mate the upper and lower bounds for numerical radius. It
is interesting for researchers to get the refinements and
generalization of these inequalities. The aim of this paper
is to study the generalization and refinements of existing
inequalities for numerical radius. Now, we recall some
notions to proceed our work.

Let BðHÞ be the C∗-algebra of all bounded linear oper-
ators defined on a complex Hilbert space H : For S ∈BðHÞ,
the usual operator norm is defined as

Sk k = sup Sxk k: x ∈H , xk k = 1f g, ð1Þ

and the numerical radius is defined as

w Sð Þ = sup Sx, xh ij j: x ∈H , xk k = 1f g: ð2Þ

It is well known that the numerical radius defines an
equivalent operator norm on BðHÞ, and for S ∈BðHÞ,
we have

1
2 Sk k ≤w Sð Þ ≤ Sk k: ð3Þ

Many authors worked on the refinement of inequality
(3) (see [5–7]). Kittaneh developed the following upper
bound of numerical radius:

w Sð Þ ≤ 1
2 Sk k + S2

�� ��1/2� �
, ð4Þ

which is a refinement of inequality (3) (see [5]). For S ∈
BðHÞ having polar decomposition S =U jSj where U is a
partial isometry and jSj = ðS∗SÞ1/2, the Aluthge transform
is defined as

~S = Sj j1/2U Sj j1/2, ð5Þ

Hindawi
Journal of Function Spaces
Volume 2022, Article ID 8525804, 9 pages
https://doi.org/10.1155/2022/8525804

https://orcid.org/0000-0002-9814-4664
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2022/8525804


see [8]. Yamazaki developed an upper bound of numerical
radius involving Aluthge transform given by

w Sð Þ ≤ 1
2 Sk k +w ~S

� �� �
, ð6Þ

which is an improvement of bounds (3) and (4) (see [9]).
Bhunia et al. developed a bound of the numerical radius
given by

w2 Sð Þ ≤ 1
4 Sk k2 +w2 ~S

� �
+w Sj j~S + ~S Sj j

� �� �
, ð7Þ

and proved that it is a refinement of bound (6) (see [10]).
Okubo introduced a generalization of Aluthge transform
which is defined as

eSλ = Sj jλU Sj j1−λ, ð8Þ

for λ ∈ ½0, 1�, known as λ-Aluthge transform (see [11]).
After that, a number of numerical radius inequalities were
established involving λ-Aluthge transform (see [12–14]).
Abu Omar and Kittaneh using λ-Aluthge transform gener-
alized bound (6) given by

w Sð Þ ≤ 1
2 Sk k +w eSλ� �� �

, ð9Þ

see [12]. Shebrawi and Bakherad introduced another gen-
eralization of Aluthge transform which is defined as

fSf ,g = f Sj jð ÞUg Sj jð Þ, ð10Þ

where f and g are nonnegative and continuous functions
such that f ðxÞgðxÞ = xðx ≥ 0Þ, known as generalized Aluthge
transform. The authors generalized inequality (9) given by

w Sð Þ ≤ 1
2 Sk k +w fSf ,g� �� �

, ð11Þ

w Sð Þ ≤ 1
4 f 2 Sj jð Þ + g2 Sj jð Þ�� �� + 1

2w
fSf ,g� �

, ð12Þ

see [15].
In this paper, we establish some new inequalities of the

numerical radius using generalized Aluthge transform.
Specifically, we generalize inequality (7) and improve the
inequalities (3), (4), and (12). Some examples of operators
are presented for which the bounds of numerical radius are
computed from these inequalities for some choices of f ,g
in (10).

2. Main Results

Now, we recall a lemma that will be used to achieve our
goals.

Lemma 1 (see [9]). Let S ∈BðHÞ; then, for θ ∈ℝ, we have

w Sð Þ = sup
θ∈ℝ

Hθk k = sup
θ∈ℝ

Re eiθS
� ���� ���, ð13Þ

where Hθ = ðeiθS + e−iθS∗Þ/2:

Polarization identity: [15] For each x1, y1 ∈H , we have

x1, y1h i = 1
4 x1 + y1k k2 − x1 − y1k k2�
+ i x1 + iy1k k2 − i x1 − iy1k k2�: ð14Þ

Now, we establish an inequality of numerical radius
which is a generalization of inequality (7) and a refinement
of inequality (12).

Theorem 2. Let S ∈BðHÞ. Then,

w2 Sð Þ ≤ 1
16

Qk k2 + 1
4
w2 fSf ,g� �

+ 1
8
w QfSf ,g + fSf ,gQ� �

, ð15Þ

where Q = ð f ðjSjÞÞ2 + ðgðjSjÞÞ2 and f ,g is nonnegative con-
tinuous functions defined on ½0,∞Þ such that f ðtÞgðtÞ = t:

Proof. Let S =U jSj be the polar decomposition of S: Then, by
polarization identity, we have

eiθSx, x
D E

= eiθU Sj jx, x
D E

= eiθUg Sj jð Þf Sj jð Þx, x
D E

= eiθ f Sj jð Þx, g Sj jð ÞU∗x
D E

= 1
4 e2iθ f Sj jð Þx + g Sj jð ÞU∗x

��� ���2�

− e2iθ f Sj jð Þx − g Sj jð ÞU∗x
��� ���2

+ i e2iθ f Sj jð Þx + ig Sj jð ÞU∗x
��� ���2

− i e2iθ f Sj jð Þx − ig Sj jð ÞU∗x
��� ���2�:

ð16Þ

Therefore,

Re eiθSx, x
D E
= 1
4 e2iθ f Sj jð Þ + g Sj jð ÞU∗x
��� ���2

−
1
4 e2iθ f Sj jð Þ − g Sj jð ÞU∗x
��� ���2

≤
1
4 e2iθ f Sj jð Þ + g Sj jð ÞU∗
��� ���2

= 1
4 e2iθ f Sj jð Þ + g Sj jð ÞU∗

� �
e2iθ f Sj jð Þ + g Sj jð ÞU∗

� �∗��� ���
= 1
4 e2iθ f Sj jð Þ + g Sj jð ÞU∗

� �
e−2iθ f Sj jð Þ +Ug Sj jð Þ

� ���� ���

2 Journal of Function Spaces



= 1
4 f Sj jð Þð Þ2 + g Sj jð Þð Þ2 + e2iθ f Sj jð ÞUg Sj jð Þ
���

+ e−2iθg Sj jð ÞU∗ f Sj jð Þ
���

= 1
4 f Sj jð Þð Þ2 + g Sj jð Þð Þ2 + e2iθ fSf ,g + e−2iθ fSf ,g� �∗��� ���

= 1
4 Q + 2 Re e2iθ fSf ,g� ���� ���

= 1
4 Q + 2 Re e2iθ fSf ,g� �� �2
����

����1/2

= 1
4 Q2 + 4 Re e2iθ fSf ,g� �2

+ 2Q Re e2iθ fSf ,g� �����
+ 2 Re e2iθ fSf ,g� �

Q
���1/2

= 1
4 Q2 + 4 Re e2iθ fSf ,g� �2
����

+ 2 Re e2iθ QfSf ,g + fSf ,gQ� �� ����1/2
≤
1
4 Qk k2 + 4 Re e2iθ fSf ,g� ���� ���2�

+ 2 Re e2iθ QfSf ,g + fSf ,gQ� �� ���� ����1/2
:

ð17Þ

Now taking supremum over θ ∈ℝ in the last inequality
and then applying Lemma 1, we obtain

w2 Sð Þ ≤ 1
16 Qk k2 + 1

4w
2 fSf ,g� �

+ 1
8w QfSf ,g + fSf ,gQ� �

, ð18Þ

as desired.

Theorem 2 includes some particular cases of generalized
Aluthge transform for different choices of continuous func-
tions f and g in (10) as follows.

Corollary 3. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w2 Sð Þ ≤ 1
16

Qk k2 + 1
4
w2 eSe� �

+ 1
8
w QeSe + eSeQ� �

, ð19Þ

where Q = ðejSjλÞ2 + ðjSje−jSjλÞ2 and eSe = ejSj
λ

U jSjejSj−λ :

Corollary 4. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w2 Sð Þ ≤ 1
16

Qk k2 + 1
4
w2 eSe� �

+ 1
8
w QeSe + eSeQ� �

, ð20Þ

where Q = ðjSje−jSjλÞ2 + ðejSjλÞ2 and eSe = jSjejSj−λUejSj
λ

:

Corollary 5. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w2 Sð Þ ≤ 1
16

Qk k2 + 1
4
w2 eSλ� �

+ 1
8
w QeSλ + eSλQ� �

, ð21Þ

where Q = jSj2λ + jSj2ð1−λÞ: In particular,

w2 Sð Þ ≤ 1
4

Sk k2 +w2 ~S
� �

+w Sj j~S + ~S Sj j
� �� �

: ð22Þ

Remark 6. By using the inequality

w YA + AY∗ð Þ ≤ 2 Yk kw Að Þ, ð23Þ

for all Y , A ∈BðHÞ (see [16]) in inequality (15) obtained in
Theorem 2, we have

w2 Sð Þ ≤ 1
16 Qk k2 + 1

4w
2 fSf ,g� �

+ 1
8 2 Qk kw fSf ,g� �� �

= 1
4 Qk k + 1

2w
fSf ,g� �� �2

:

ð24Þ

Hence,

w Sð Þ ≤ 1
4 Qk k + 1

2w
fSf ,g� �

, ð25Þ

where Q = ð f ðjSjÞÞ2 + ðgðjSjÞÞ2: Thus, inequality (15)
obtained in Theorem 2 is better than inequality (12).

Remark 7. For continuous functions f and g in (10), iffSf ,g = 0, then inequality (15) becomes

w Sð Þ ≤ 1
4 f Sj jð Þð Þ2 + g Sj jð Þð Þ2�� ��: ð26Þ

In particular, if we take f ðjSjÞ = jSj1/2 and gðjSjÞ = jSj1/2,
for this choice of f and g if fSf ,g = 0, then inequality (15)
becomes wðSÞ ≤ 1/2kSk, and combined with inequality (3),
we get wðSÞ = 1/2kSk:

Theorem 8. Let S ∈BðHÞ. Then, we have

w4 Sð Þ ≤ 1
4

f Sj jð Þk k fSf ,g��� ��� g Sj jð Þk k
� �2

+ 1
8
w S2P + PS2
� �

+ 1
16

Pk k2,
ð27Þ

where P = S∗S + SS∗ and f ,g is nonnegative continuous func-
tions defined on ½0,∞Þ such that f ðtÞgðtÞ = t:

Proof. Since Hθ = ðeiθS + e−iθS∗Þ/2 for all θ ∈ℝ, then we have

Hθ
2 = 1

4 e2iθS2 + e−2iθS∗2 + SS∗ + S∗S
� �

= 1
4 e2iθS2 + e−2iθS∗2 + P
� �

,
ð28Þ
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which yields

Hθ
4 = 1

16 e2iθS2 + e−2iθS∗2
� �2

+ e2iθ S2P + PS2
� ��

+ e−2iθ S∗2P + PS∗2
� �

+ P2
�

= 1
16 e2iθS2 + e−2iθS∗2

� �2
�

+ 2 Re e2iθ S2P + PS2
� �� �� �

+ P2
�

= 1
16 e2iθU Sj jU Sj j + e−2iθ Sj jU∗ Sj jU∗

� �2
�

+ 2 Re e2iθ S2P + PS2
� �� �� �

+ P2
�

= 1
16 e2iθUg Sj jð Þf Sj jð ÞUg Sj jð Þf Sj jð Þ

��

+ e−2iθ f Sj jð Þg Sj jð ÞU∗ f Sj jð Þg Sj jð ÞU∗
�2

+ 2 Re e2iθ S2P + PS2
� �� �� �

+ P2
�

= 1
16 e2iθUg Sj jð ÞfSf ,gf Sj jð Þ + e−2iθ f Sj jð ÞfSf ,g∗g Sj jð ÞU∗

� �2
�

+ 2 Re e2iθ S2P + PS2
� �� �� �

+ P2
�
:

ð29Þ

Since Hθ is self-adjoint, so kHθ
4k = kHθk4: Hence, using

the properties of operator norm k·k on BðHÞ, we have

Hθk k4 ≤ 1
16 e2iθUg Sj jð ÞfSf ,g f Sj jð Þ

�����

+ e−2iθ f Sj jð ÞfSf ,g∗g Sj jð ÞU∗
����2

+ 2 Re e2iθ S2P + PS2
� �� ����� ��� + Pk k2

�

≤
1
16 Ug Sj jð ÞfSf ,g f Sj jð Þ

��� ��� + f Sj jð ÞfSf ,g∗g Sj jð ÞU∗
��� ���� �2

�

+ 2 Re e2iθ S2P + PS2
� �� ����� ��� + Pk k2

�

≤
1
16 Uk k g Sj jð Þk k fSf ,g��� ��� f Sj jð Þk k

��

+ f Sj jð Þk k fSf ,g∗��� ��� g Sj jð Þk k U∗k k
�2

+ 2 Re e2iθ S2P + PS2
� �� ����� ��� + Pk k2

�

= 1
16 4 f Sj jð Þk k fSf ,g��� ��� g Sj jð Þk k

� �2
�

+ 2 Re e2iθ S2P + PS2
� �� ���� ��� + Pk k2

�
,

ð30Þ

where the equality holds because kSk = kS∗k: Now taking
supremum over θ ∈ℝ in last equality, then applying Lemma
1, yields

w4 Sð Þ ≤ 1
4 f Sj jð Þk k fSf ,g��� ��� g Sj jð Þk k
� �2

+ 1
8w S2P + PS2

� �
+ 1
16 Pk k:

ð31Þ

For different choices of f and g in (10), we obtain the
following inequalities of numerical radius from Theorem 8.

Corollary 9. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w4 Sð Þ ≤ 1
4

e Sj jλ
��� ��� eSe��� ��� Sj je− Sj jλ

��� ���� �2

+ 1
8
w S2P + PS2
� �

+ 1
16

Pk k2,
ð32Þ

where P = S∗S + SS∗ and eSe = ejSj
λ

U jSje−jSjλ :

Corollary 10. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w4 Sð Þ ≤ 1
4

e Sj jλ
��� ��� eSe��� ��� Sj je− Sj jλ

��� ���� �2

+ 1
8
w S2P + PS2
� �

+ 1
16

Pk k2,
ð33Þ

where P = S∗S + SS∗ and eSe = jSjejSj−λUejSj
λ

:

Corollary 11. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w4 Sð Þ ≤ 1
4

Sk k eSλ��� ���� �2
+ 1
8
w S2P + PS2
� �

+ 1
16

Pk k2, ð34Þ

where P = S∗S + SS∗: In particular,

w4 Sð Þ ≤ 1
4

Sk k ~S
�� ��� �2

+ 1
8
w S2P + PS2
� �

+ 1
16

Pk k2: ð35Þ

Remark 12. It is easy to check that k~Sk ≤ kS2k1/2 (see [9] for
details). Using the following inequality

w YA + AY∗ð Þ ≤ 2 Yk kw Að Þ, ð36Þ

for all Y , A ∈BðHÞ (see [14]), Corollary 11 yields

w4 Sð Þ ≤ 1
4 Sk k ~S

�� ��� �2
+ 1
8w S2P + PS2

� �
+ 1
16 Pk k2

≤
1
4 Sk k S2

�� ��1/2� �2
+ 1
4w S2

� �
Pk k + 1

16 Pk k2

≤
1
4 Sk k S2

�� ��1/2� �2
+ 1
4 S2
�� �� Pk k + 1

16 Pk k2

= 1
2 Sk k S2

�� ��1/2 + 1
4 Pk k

� �2
:

ð37Þ
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We know that kS∗S + SS∗k ≤ kS2k + kSk2 (see [17]).
Hence,

1
2 Sk k S2

�� ��1/2 + 1
4 S∗S + SS∗k k

≤
1
2 Sk k S2

�� ��1/2 + 1
4 S2
�� �� + 1

4 Sk k2

= 1
2 S2
�� ��1/2 + 1

2 Sk k
� �2

:

ð38Þ

Thus, the bound given in Corollary 11 is better than
bound (4).

Remark 13. If fSf ,g = 0 in inequality (27) obtained in Theo-
rem 8 for different choices of f and g in (10), then inequality
(27) becomes

w4 Sð Þ ≤ 1
8w S2P + PS2

� �
+ 1
16 Pk k2: ð39Þ

If S2 = 0 and fSf ,g = 0 are equivalent conditions, then
inequality (27) becomes

w2 Sð Þ = 1
4 Pk k: ð40Þ

Theorem 14. Let S ∈BðHÞ. Then, we have

w3 Sð Þ ≤ 1
4

f Sj jð Þk k fSf ,g��� ���2 g Sj jð Þk k +w S2S∗ + S∗S2 + SS∗S
� �� �

,

ð41Þ

where f ,g is nonnegative continuous functions defined on ½0
,∞Þ such that f ðtÞgðtÞ = t:

Proof. Since Hθ = ðeiθS + e−iθS∗Þ/2 for all θ ∈ℝ, then we have

Hθ
2 = 1

4 e2iθS2 + e−2iθS∗2 + SS∗ + S∗S
� �

, ð42Þ

which implies

Hθ
3 = 1

8 eiθS + e−iθS∗
� �

e2iθS2 + e−2iθS∗2 + SS∗ + S∗S
� �� �

= 1
8 e3iθS3 + e−3iθS∗3 + 2 Re eiθ S2S∗ + S∗S2 + SS∗S

� �� �� �
:

ð43Þ

In the last equality, Re ðeiθðS2S∗ + S∗S2 + SS∗SÞÞ = ðeiθ
ðS∗S2 + S∗2S + S∗SS∗Þ + e−iθðS2S∗ + S∗S2 + SS∗SÞÞ/2. Hence,

Hθk k3 ≤ 1
8 e3iθUg Sj jð Þ fSf ,g� �2

f Sj jð Þ
����

����
+ e−3iθ f Sj jð Þ fSf ,g∗� �2

g Sj jð ÞU∗
����

����
+ 2 Re eiθ S2S∗ + S∗S2 + SS∗S

� �� ���� ���
≤
1
8 Uk k g Sj jð Þk k fSf ,g��� ���2 f Sj jð Þk k
�

+ f Sj jð Þk k fSf ,g∗��� ���2 g Sj jð Þk k U∗k k

+ 2 Re eiθ S2S∗ + S∗S2 + SS∗S
� �� ���� ����

= 1
4 f Sj jð Þk k fSf ,g��� ���2 g Sj jð Þk k
�

+ Re eiθ S2S∗ + S∗S2 + SS∗S
� �� ���� ����:

ð44Þ

The first inequality holds because kA1 + A2k ≤ kA1k +
kA2k where A, A1, A2 ∈BðHÞ, the second inequality holds
because kA1A2k ≤ kA1kkA2k and kAnk ≤ kAkn∀n ∈ℕ, and
the third equality holds because kAk = kA∗k and kUk =
kU∗k = 1: Now taking supremum over θ ∈ℝ in above
equality the using Lemma 1, we obtain

w3 Sð Þ ≤ 1
4 f Sj jð Þk k fSf ,g��� ���2 g Sj jð Þk k +w S2S∗ + S∗S2 + SS∗S

� �� �
,

ð45Þ

as desired.

Corollary 15. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w3 Sð Þ ≤ 1
4

e Sj jλ
��� ��� eSe��� ���2 Sj je− Sj jλ

��� ��� +w S2S∗ + S∗S2 + SS∗S
� �� �

,

ð46Þ

where eSe = ejSj
λ

U jSje−jSjλ :

Corollary 16. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w3 Sð Þ ≤ 1
4

e Sj jλ
��� ��� eSe��� ���2 Sj je− Sj jλ

��� ��� +w S2S∗ + S∗S2 + SS∗S
� �� �

,

ð47Þ

where eSe = jSjejSj−λUejSj
λ

:

Corollary 17. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1�, we have

w3 Sð Þ ≤ 1
4

Sk k eSλ��� ���2 +w S2S∗ + S∗S2 + SS∗S
� �� �

: ð48Þ

5Journal of Function Spaces



In particular,

w3 Sð Þ ≤ 1
4

Sk k ~S
�� ��2 +w S2S∗ + S∗S2 + SS∗S

� �� �
: ð49Þ

Remark 18. Yan et al. proved that

w2 Sð Þ ≤ 1
2 f Sj jð Þk k fSf ,g��� ��� g Sj jð Þk k + 1

4 S∗S + SS∗k k, ð50Þ

see [18]. Inequality (41) obtained in Theorem 14 gives better
bounds of numerical radius of S for different choices of f
and g in (10) when

S =
0 5 0
0 0 3
1 0 0

0
BB@

1
CCA: ð51Þ

Then, S =U jSj is a polar decomposition of S, where

Sj j =
0 0 0
0 5 2
0 0 3

0
BB@

1
CCA, ð52Þ

and

U =
0 1 0
0 0 1
1 0 0

0
BB@

1
CCA ð53Þ

is partial isometry.

Bounds (41) and (50) are computed for some choices of
f and g in (10) for the given S in Table 1, whereas the
numerical radius of S is

w Sð Þ = 2:9154: ð54Þ

The spectral radius of an operator is defined as

r Sð Þ = sup
xk k=1

λj j: λ ∈ σ Sð Þf g, ð55Þ

where r denotes the spectral radius. For further inforamtion
on spectral radius, see [19]. The following theorem will be
used to develop the next inequality of numerical radius.

Theorem 19 (see [17]). Let M1,M2,N1,N2 ∈BðHÞ: Then,

r M1N1 +M2N2ð Þ
≤
1
2

w N1M1ð Þ +w N2M2ð Þð Þ

+ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
w N1M1ð Þ −w N2M2ð Þ + 4 N1M2k k N2M1k k

p
:

ð56Þ

Theorem 20. Let S ∈BðHÞ. Then,

w3 Sð Þ ≤ 1
8

w fSf ,g3� �
+ f Sj jð Þk k fSf ,g��� ���2 g Sj jð Þk k

� �

+ 1
4
w S2S∗ + S∗S2 + SS∗S
� �

,
ð57Þ

where f ,g is nonnegative continuous functions defined on
½0,∞Þ such that f ðtÞgðtÞ = t:

Proof. Since Hθ = ðeiθS + e−iθS∗Þ/2 for all θ ∈ℝ, then we have

Hθ
2 = 1

4 e2iθS2 + e−2iθS∗2 + SS∗ + S∗S
� �

, ð58Þ

which implies

Hθ
3 = 1

8 eiθS + e−iθS∗
� �

e2iθS2 + e−2iθS∗2 + SS∗ + S∗S
� �

Hθ
3 = 1

8 e3iθUg Sj jð Þ fSf ,g� �2
f Sj jð Þ

�

+ e−3iθ f Sj jð Þ fSf ,g∗� �2
g Sj jð ÞU∗

+ 2 Re eiθ S2S∗ + S∗S2 + SS∗S
� �� ��

:

ð59Þ

Now by using the properties of operator norm k·k on
BðHÞ, we have

Hθk k3 ≤ 1
8 e3iθUg Sj jð Þ fSf ,g� �2

f Sj jð Þ
����

�

+ e−3iθ f Sj jð Þ fSf ,g∗� �2
g Sj jð ÞU∗

����
+ 2 Re eiθ S2S∗ + S∗S2 + SS∗S

� �� ���� ����

Table 1: Bounds (41) and (50) for different choices of f and g
in (10).

f , gð Þ Bound (50) Bound (41)

Sj j1/2, Sj j1/2� �
4.2640 3.2655

Sj j1/7, Sj j6/7� �
4.0704 3.0724

e Sj j1/10 , Sj je− Sj j1/10
� �

4.3582 3.3622

e Sj j1/10 , Sj je− Sj j1/10
� �

4.2055 3.2031
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= 1
8 r e3iθUg Sj jð Þ fSf ,g� �2

f Sj jð Þ
��

+ e−3iθ f Sj jð Þ fSf ,g∗� �2
g Sj jð ÞU∗

�

+ 2 Re eiθ S2S∗ + S∗S2 + SS∗S
� �� ���� ����

= 1
8 r M1N1 +M2N2ð Þ
�

+ 2 Re eiθ S2S∗ + S∗S2 + SS∗S
� �� ���� ����,

ð60Þ

where M1 = e3iθUgðjSjÞðfSf ,gÞ2, N1 = f ðjSjÞ, M2 = e−3iθ f ðjSjÞ
ðfSf ,g∗Þ2, and N2 = gðjSjÞU∗; the first equality holds for
Hermitian operator satisfying rðAÞ = kAk: Now applying
Theorem 19 on last equality with wðαAÞ = jαjwðAÞ and
wðAÞ =wðA∗Þ, we obtain

Hθk k3 ≤ 1
8 w fSf ,g3� ��

+ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 f Sj jð Þð Þ2�� �� fSf ,g∗� �2��� ��� g Sj jð Þð Þ2�� �� fSf ,g2��� ���

r

+ 2 Re eiθ S2S∗ + S∗S2 + SS∗S
� �� ���� ����

≤
1
8 w fSf ,g3� ��

+ 1
2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
4 f Sj jð Þk k2 fSf ,g∗��� ���2 g Sj jð Þk k2 fSf ,g��� ���2

r

+ 2 Re eiθ S2S∗ + S∗S2 + SS∗S
� �� ���� ����

≤
1
8 w fSf ,g3� �

+ f Sj jð Þk k fSf ,g��� ���2 g Sj jð Þk k
� �

+ 1
4 Re eiθ S2S∗ + S∗S2 + SS∗S

� �� ���� ���:
ð61Þ

Taking supremum over θ ∈ℝ in last inequality, then
applying Lemma 1, we obtain

w3 Sð Þ ≤ 1
8 w fSf ,g3� �

+ f Sj jð Þk k fSf ,g��� ���2 g Sj jð Þk k
� �

+ 1
4w S2S∗ + S∗S2 + SS∗S

� �
:

ð62Þ

Corollary 21. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1� we have

w3 Sð Þ ≤ 1
8

w eSe3� �
+ e Sj jλ
��� ��� eSe��� ���2 Sj je− Sj jλ

��� ���� �

+ 1
4
w S2S∗ + S∗S2 + SS∗S
� �

,
ð63Þ

where eSe = ejSj
λ

UjSje−jSjλ :

Corollary 22. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1� we have

w3 Sð Þ ≤ 1
8

w eSe3� �
+ e Sj jλ
��� ��� eSe��� ���2 Sj je− Sj jλ

��� ���� �

+ 1
4
w S2S∗ + S∗S2 + SS∗S
� �

,
ð64Þ

where eSe = jSjejSj−λUejSj
λ

:

Corollary 23. Let S ∈BðHÞ. Then, for λ ∈ ½0, 1� we have

w3 Sð Þ ≤ 1
8

w eSλ3� �
+ Sk k eSλ��� ���2� �

+ 1
4
w S2S∗ + S∗S2 + SS∗S
� �

:

ð65Þ

In particular,

w3 Sð Þ ≤ 1
8

w ~S
3

� �
+ Sk k ~S

�� ��2� �
+ 1
4
w S2S∗ + S∗S2 + SS∗S
� �

:

ð66Þ

Remark 24. It is easy to observe that inequality (57) obtained
in Theorem 20 is better than inequality (41).

Now, we exhibit some examples where numerical radius
bounds are computed from inequalities (15), (27), (41), and
(57) for some choices of pair f , g in (10) and for a given
operator S.

Example 1. Given

S =
0 3 0
0 0 2
1 0 0

0
BB@

1
CCA: ð67Þ

Then, S = UjSj is a polar decomposition of S, where

Sj j =
1 0 0
0 3 0
0 0 2

0
BB@

1
CCA, ð68Þ

and

U =
0 1 0
0 0 1
1 0 0

0
BB@

1
CCA ð69Þ

is partial isometry.

7Journal of Function Spaces



Bounds (15), (27), (41), and (57) are computed for some
choices of f and g in (10) for the given S in Table 2, whereas
the numerical radius of S is

w Sð Þ = 2:0565: ð70Þ

Example 2. Let

S =
0 1 0
0 0 2
1 0 0

0
BB@

1
CCA: ð71Þ

Then, S =U jSj is a polar decomposition of S, where

Sj j =
1 0 0
0 1 0
0 0 2

0
BB@

1
CCA, ð72Þ

and

U =
0 1 0
0 0 1
1 0 0

0
BB@

1
CCA: ð73Þ

Bounds (15), (27), (41), and (57) are computed for some
choices of f and g in (10) for the given S in Table 3, whereas
the numerical radius of S is

w Sð Þ = 1:3662: ð74Þ

3. Conclusion

From the results of this paper, we conclude that the inequal-
ities of numerical radius involving generalized Aluthge
transform have variety of upper bounds for numerical radius
due to the choice of f , g in generalized Aluthge transform
(10). The inequalities (15), (27), (41) and (57) obtained in
Theorem 2, Theorem 8, Theorem 20, and Theorem 14 are
new and generalized upper bounds for numerical radius.
These generalized upper bounds can be useful to find better
bounds of numerical radius already existing in literature for
some choices of f , g in generalized Aluthge transform (10)
and certain operators. It is proved that inequality (15) of
Theorem 2 generalizes inequality (7) and improves inequal-
ity (12) for any choice of f , g in (10). Inequality (27) of
Theorem 8 is sharper than inequality (12) for the choice of
f ðtÞ = gðtÞ = t1/2 in (10). Inequality (41) of Theorem 14 is
better than inequality (57) of Theorem 20. But for inequality
(57) of Theorem 20, we can find such matrix and pairs of
f , g for which the inequality of Theorem 20 can give better
bound of numerical radius available in literature. To sup-
port theoretical investigations, some examples are pre-
sented where numerical radius and its upper bounds are
computed for the pairs f , g in generalized Aluthge trans-
form. Examples 1 and 2 show that there is no comparison
between the bounds obtained from the inequalities (15),
(27), and (41) of Theorem 2, Theorem 8, and Theorem
20; however, generalized Aluthge transform has choices
of the pair f , g in (10) for which better upper bounds
can be computed for certain operators.
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Table 3: Bounds (15), (27), (41), and (57) for different choices of f
and g in (10).

f , gð Þ Bound
(15)

Bound
(27)

Bound
(41)

Bound
(57)

Sj j1/2, Sj j1/2� �
1.5047 1.5065 1.4500 1.3880

Sj j1/3, Sj j2/3� �
1.5416 1.5425 1.4901 1.4059

Sj j1/4, Sj j3/4� �
1.5754 1.5637 1.5130 1.4432

Sj j1/5, Sj j4/5� �
1.6026 1.5769 1.5276 1.4513

e Sj j1/2 , Sj je− Sj j1/2
� �

4.7336 1.5272 1.4726 1.4004

e Sj j1/3 , Sj je− Sj j1/3
� �

3.6923 1.5335 1.4794 1.4250

e Sj j1/4 , Sj je− Sj j1/4
� �

3.3318 1.5585 1.5069 1.4399

e Sj j1/5 , Sj je− Sj j1/5
� �

3.1529 1.5729 1.5231 1.4488

Table 2: Bounds (15), (27), (41), and (57) for different choices of f
and g in (10).

f , gð Þ Bound
(15)

Bound
(27)

Bound
(41)

Bound
(57)

Sj j1/2, Sj j1/2� �
2.2704 2.3596 2.4662 2.3811

Sj j1/3, Sj j2/3� �
2.3596 2.3264 2.4346 2.3332

Sj j1/4, Sj j3/4� �
2.4817 2.3244 2.4327 2.3632

Sj j1/5, Sj j4/5� �
2.5826 2.3510 2.4579 2.3462

e Sj j1/2 , Sj je− Sj j1/2
� �

8.7223 2.4234 2.5284 2.3854

e Sj j1/3 , Sj je− Sj j1/3
� �

5.3389 2.3492 2.4563 2.3459

e Sj j1/4 , Sj je− Sj j1/4
� �

4.4307 2.3277 2.4311 2.3314

e Sj j1/5 , Sj je− Sj j1/5
� �

4.0333 2.3380 2.4456 2.3394
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To consolidate or adapt to many studies on meromorphic functions, we define a new subclass of meromorphic functions of
complex order involving a differential operator. The defined function class combines the concept of spiral-like functions with
other studies pertaining to subclasses of multivalent meromorphic functions. Inclusion relations, integral representation,
geometrical interpretation, coefficient estimates and solution to the Fekete-Szegö problem of the defined classes are the
highlights of this present study. Further to keep up with the present direction of research, we extend the study using quantum
calculus. Applications of our main results are given as corollaries.

1. Introduction

Let A be the class of function of the form

χ ξð Þ = ξ + 〠
∞

n=2
anξ

n, ð1Þ

which are analytic in the unit disc E = fξ : jξj < 1g. Also let
S denote the class of functions χ ∈A which are univalent
in E. The subclasses of S consisting of functions which
map unit disc onto a star-like and convex domain will be
symbolized by S∗ and C , respectively. Also let P denote
the class of functions h analytic in the unit disc, given by

h ξð Þ = 1 + 〠
∞

n=1
Rnξ

n, ξ ∈ E, R1 > 0, ð2Þ

and satisfies Re ðhðξÞÞ > 0, ξ ∈ E. For p ∈ℕ = f1, 2,⋯g, we
let Lp to denote the class of functions χ of the form

χ ξð Þ = ξ−p + 〠
∞

n=1
dn−pξ

n−p, ð3Þ

which are analytic in E∗ = fξ : ξ ∈ℂ and 0 < jξj < 1g. Shi
et al. [1] defined the class χðξÞ ∈MSpðσ, τÞ if and only if

−eiσ
ξχ′ ξð Þ
χ ξð Þ ≺

peiσ − 2τ − pe−iσ
� �

ξ

1 − ξ
χ ∈Lp

� �
, ð4Þ

where jσj < λ/2 and τ > p cos σ. Here, ≺ denotes the usual
subordination of analytic function. The class MSpðσ, τÞ is
the meromorphic analogue of the class of p-valent spiral-
like functions defined by Uyanik et al. in [2]. Similarly, we
let MCpðσ, τÞ to denote the class of function in Lp satisfy-
ing the condition

−eiσ 1 + ξχ′′ ξð Þ
χ′ ξð Þ

 !
≺
peiσ − 2τ − pe−iσ

� �
ξ

1 − ξ
: ð5Þ

Extending the class of Janowski function ([3]), Aouf [4]
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(Equation (4)) (also see [5]) defined the class hðξÞ ∈P ðX,
Y , p, τÞ if and only if

h ξð Þ = p + pY + X − Yð Þ p − τð Þ½ �w ξð Þ
1 + Yw ξð Þ½ � ,

−1 ≤ Y < X ≤ 1, 0 ≤ τ < 1ð Þ,
ð6Þ

where wðξÞ is the Schwartz function. Motivated by the
recent study of Breaz et al. [5] and in view generalizing the
superordinate function in (4), Cotîrlă and Karthikeyan in
[6] defined and studied the following relation

Δτ
σ ξð Þ = 1 + Xe−2iσ

� �
peiσ + τ Y − Xð Þ� �

h ξð Þ + 1 − Xe−2iσ
� �

peiσ − τ Y − Xð Þ� �
Y + 1ð Þh ξð Þ + 1 − Yð Þ½ � ,

ð7Þ

where −1 ≤ Y < X ≤ 1, −π/2 < σ < π/2, τ > p cos σ and hðξÞ
∈P .

It is well-known that the function hðξÞ = 1 + ξ/1 − ξ
maps the unit disc onto the right half plane. For an admissi-
ble choice of the parameter X = 0:5, Y = −0:5, p = 1, σ = π/3,
and τ = 0:6, Δτ

σðξÞ maps unit disc onto a domain which is
convex with respect to point 0:5 if hðξÞ = 1 + ξ/1 − ξ (see

Figure 1). Similarly, the function hðξÞ = ξ +
ffiffiffiffiffiffiffiffiffiffiffiffi
1 + ξ33

p
which

is related to the class of functions associated with leaf-like
domain (see [7–9]) gets rotated and translated on the impact
of Δτ

σðξÞ (see Figure 2) for a choice of the parameter X =
0:5, Y = −0:5, p = 1, σ = π/3, and τ = 0:6.

Remark 1. The purpose to study Δτ
σðξÞ was mainly motivated

by the study of Karthikeyan et al. [10] and Noor and Malik
[11]. Here, we will list some recent studies.

(1) If we let σ = 0 in (7), then, Δτ
σðξÞ reduces to

ℵ ξð Þ = 1 + Xð Þp + τ Y − Xð Þ½ �h ξð Þ + 1 − Xð Þp − τ Y − Xð Þ½ �
Y + 1ð Þh ξð Þ + 1 − Yð Þ½ � :

ð8Þ

The function ℵðξÞ was defined and studied by Breaz
et al. in [5].

(2) If we let X = 1, Y = −1 and hðξÞ = ð1 + ξÞ/ð1 − ξÞ in
(7), then, Δτ

σðξÞ reduces to 2τ − pe−iσ + ð2ðp cos σ −
τÞ/1 − ξÞ (see the superordinate function in (4)).

It is well-known that if χðξÞ given by (1) is in S , then,

the ℓ-symmetrical function ½χðξℓÞ�1/ℓ, (ℓ is a positive integer)
is also in S . Let ℓ be a positive integer and ε = exp ð2πi/ℓÞ.
For χ ∈A , let

χℓ ξð Þ = 1
ℓ
〠
ℓ−1

ν=0

χ ενξð Þ
εν

: ð9Þ

The function χ is said to be star-like with respect to ℓ
-symmetric points if it satisfies the condition

Re ξχ′ ξð Þ
χℓ ξð Þ > 0: ð10Þ

Here, we will let Ss
ℓ to denote the class of star-like func-

tions with respect to ℓ-symmetric points. The class S s
ℓ was

introduced by Sakaguchi [12] in which he showed that all
functions in S s

ℓ are univalent. Note that S
s
1 = S∗.

A function χ ∈Lp is said to be ℓ-symmetrical if for each
ξ ∈ E

χ εξð Þ = ε−pχ ξð Þ, ð11Þ

For χ ∈Lp, Equation (9) can be defined by the following
equality

χℓ ξð Þ = 1
ℓ
〠
ℓ−1

ν=0

χ ενξð Þ
ε−νp

, ℓ = 1, 2, 3,⋯ð Þ: ð12Þ

Now, we extend the operator defined by Selvaraj and
Karthikeyan in [13]. Using Hadamard product (or convolu-
tion), we define a operator for functions χ ∈Lp as follows:

Imμ a1, a2,⋯, ar , c1, c2,⋯, csð Þχ

= 1
ξp

+ 〠
∞

n=1

μ

n + μ

� �m a1ð Þn a2ð Þn ⋯ arð Þn
c1ð Þn c2ð Þn ⋯ csð Þn

dn−p
ξn−p

nð Þ! ,

ð13Þ

where ðxÞn is the Pochhammer symbol defined by

xð Þn =
1 if n = 0
x x + 1ð Þ x + 2ð Þ⋯ x + n − 1ð Þ if n ∈N0 = 1, 2; ;⋯f g:

(

ð14Þ

For convenience, we shall henceforth denote

Imμ a1, a2,⋯, ar , c1, c2,⋯, csð Þχ = Imμ a1, c1ð Þχ: ð15Þ

Note that in [13], Imμ ða1, c1Þχ was defined for χ ∈L1.
Here, we skip the discussion on the necessity of using differ-
ential or integral operator, refer to [13–17] and reference
provided therein for detailed properties of Imμ ða1, c1Þχ.

Throughout this paper, we assume that −1 ≤ Y < X ≤ 1,
−π/2 < jσj < π/2, τ > p cos σ, λ ≥ 1, ℓ ∈ℕ, ε = exp ð2πi/ℓÞ
and

χℓ m, μ, a1, c1 ; ξð Þ = 1
ℓ
〠
ℓ−1

ν=0
ενp Imμ a1, c1ð Þχ ενξð Þ
h i

= ξ−p+⋯,

ð16Þ

χ ∈Lp ; ℓ = 2, 3,⋯
� �

: ð17Þ
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1.1. Short Introduction to Quantum Calculus. For 0 < q < 1,
the Jacksons q-derivative operator is defined by (see [18, 19])

Dqχ ξð Þ≔
χ′ 0ð Þ, if ξ = 0,
χ ξð Þ − χ qξð Þ

1 − qð Þξ , if ξ ≠ 0:

8><
>: ð18Þ

From (18), if χ has the power series expansion (3), we
can easily see that DqχðξÞ = ½−p�qξ−p−1 +∑∞

n=1½n − p�qdn−p

ξn−p−1, for ξ ≠ 0, where the q -integer number ½n�q is defined by

n½ �q ≔
1 − qn

1 − q
, ð19Þ

and note that lim
q⟶1−

DqχðξÞ = χ′ðξÞ. Throughout this paper,
we let denote

n½ �q
	 


k
≔ n½ �q n + 1½ �q n + 2½ �q ⋯ n + k − 1½ �q: ð20Þ
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Figure 1: The image of the unit disc under the mapping of Δτ
σðξÞ, if hðξÞ = 1 + ξ/1 − ξ:
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Figure 2: The image of the unit disc under the mapping of Δτ
σðξÞ, if hðξÞ = ξ +

ffiffiffiffiffiffiffiffiffiffiffiffi
1 + ξ33
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The q-Jackson integral is defined by (see [20])

Iq χ ξð Þ½ �≔
ðξ
0
χ tð Þdqt = ξ 1 − qð Þ〠

∞

n=0
qnχ ξqnð Þ, ð21Þ

provided the q-series converges. Further observe that

DqIqχ ξð Þ = χ ξð Þ and IqDqχ ξð Þ = χ ξð Þ − χ 0ð Þ, ð22Þ

where the second equality holds if χ is continuous at ξ = 0. For
details pertaining to the significance of univalent function
theory in dual with quantum calculus, refer to [21, 22] (also
see [23–26]).

Meromorphic multivalent functions have been exten-
sively studied by various authors, but motivation and refer-
ences of this study are [1, 13, 27–36].

Definition 2. For −π/2 < σ < π/2, λ ≥ 1, τ ≥ p cos σ, b ∈ℂ \
f0g and Imμ ða1, c1Þχ defined as in (13), a function χ belongs

to the class MSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ if it satisfies

eiσ p −
1
b

ξ p+1ð Þλ−p Imμ a1, c1ð Þχ′ ξð Þ
h iλ

χℓ m, μ, a1, c1 ; ξð Þ − −pð Þλ
8><
>:

9>=
>;

2
64

3
75 ≺ Δτ

σ ξð Þ,

ð23Þ

where ≺ denotes subordination and hðζÞ is defined as in (2).

Now, we will define a class replacing ordinary derivative
with a quantum derivative in MSm,λ

ℓ ða1, c1 ; b ; h ; X, YÞ.

Definition 3. For −π/3 < σ < π/2, 0 ≤ η ≤ 1, τ ≥ p cos σ, b ∈
ℂ \ f0g and Imμ ða1, c1Þχ defined as in (13), a function χ

belongs to the class QMSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ if

eiσ p½ �q −
1
b

ξ p+1ð Þλ−p DqI
m
μ a1, c1ð Þχ ξð Þ

h iλ
χℓ m, μ, a1, c1 ; ξð Þ − − p½ �q

	 
λ8><
>:

9>=
>;

0
B@

1
CA

≺ Yq σ, τ ; ξð Þ,
ð24Þ

where Yqðσ, τ ; ξÞ is the q − analogue of Δτ
σðξÞ, which is

defined by

Yq σ, τ ; ξð Þ =
1 + Xe−2iσ
� �

p½ �qeiσ + τ Y − Xð Þ
h i

h ξð Þ + 1 − Xe−2iσ
� �

p½ �qeiσ − τ Y − Xð Þ
h i

Y + 1ð Þh ξð Þ + 1 − Yð Þ½ � :

ð25Þ

Remark 4. We note that in the definition of QMSm,λ
ℓ ða1, c1 ;

b ; h ; X, YÞ, the operator Imμ ða1, c1Þχ and χℓðm, μ, a1, c1 ; ξÞ
are the same as used in MSm,λ

ℓ ða1, c1 ; b ; h ; X, YÞ. We have
not used the q-analogue operator as it would require the
reader to contend with additional set of parameters.

2. Preliminaries and some
Supplementary Results

Here, we will discuss the results which would help us to
obtain our main results.

We note that everything in classical calculus cannot be
generalized to quantum calculus, notably the chain rule
needs adaptation. Hence, logarithmic differentiation needs
some application of analysis. In [37], Agrawal and Sahoo
obtained the following result on logarithmic differentiation.
For χ ∈A and 0 < q < 1, we have

Iq
Dqχ ξð Þ
χ ξð Þ = q − 1

ln q
log χ ξð Þ, ð26Þ

where Iqχ is the Jackson q-integral, defined as in (21). Sim-
ilarly, we can see that

Dq χ ξð Þf gλ−1/λ
h i

= λ − 1
λ

Dq χ ξð Þ½ � χ ξð Þf g−1/λ: ð27Þ

If ν is an integer, then the following identities follow
directly from (16):

χℓ m, μ, a1, c1 ; ενξð Þ = ε−νpχℓ m, μ, a1, c1 ; ξð Þ: ð28Þ

χℓ
′ m, μ, a1, c1 ; ενξð Þ = ε−νp−νχℓ

′ m, μ, a1, c1 ; ξð Þ

= 1
ℓ
〠
ℓ−1

ν=0
εν+νpImμ a1, c1ð Þχ′ ενξð Þ:

ð29Þ

Since q-derivative satisfies the linearity condition, (29)
holds if the classical derivative is replaced with quantum
derivative. That is,

Dq χℓ m, μ, a1, c1 ; ενξð Þ½ � = ε−νp−νDq χℓ m, μ, a1, c1 ; ξð Þ½ �:
ð30Þ

We now state the following result which will be used to
establish the coefficient inequalities.

Lemma 5 (see [38]). Let ϑðξÞ = 1 +∑∞
n=1ϑnξ

n ∈P and also let
v be a complex number, then

ϑ2 − vϑ21
�� �� ≤ 2 max 1, 2v − 1j jf g, ð31Þ

the result is sharp for functions given by

ϑ ξð Þ = 1 + ξ2

1 − ξ2
, ϑ ξð Þ = 1 + ξ

1 − ξ
: ð32Þ

The Maclaurin series for the function Δτ
σðξÞ (see [6]) for

the function is given by

Δτ
σ ξð Þ = peiσ + X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

R1
2 ξ+⋯: ð33Þ
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If we define the function ϑðξÞ by

ϑ ξð Þ = 1 + ϑ1ξ + ϑ2ξ
2+⋯ = 1 +w ξð Þ

1 −w ξð Þ ≺
1 + ξ

1 − ξ
, ξ ∈ Eð Þ: ð34Þ

We note that ϑð0Þ = 1 and ϑ ∈P . Using (34), we have

w ξð Þ = ϑ ξð Þ − 1
ϑ ξð Þ + 1

= 1
2 ϑ1ξ + ϑ2 −

ϑ21
2

 !
ξ2 + ϑ3 − ϑ1ϑ2 +

ϑ31
4

 !
ξ3+⋯

" #
:

ð35Þ

For some hðξÞ = 1 + R1ξ + R2ξ
2 +⋯, we have

p + b e−iσΔτ
σ w ξð Þ½ � − p

� 

= p + be−iσR1ϑ1 X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

4 ξ

+ be−iσ X pe−iσ − τ
� �

− Y peiσ − τ
� �� �

R1
4

� ϑ2 − ϑ21
Y + 1ð ÞR1 + 2 1 − R2/R1ð Þð Þ

4

� �� �
ξ2+⋯:

ð36Þ

3. Integral Representations and
Closure Properties

We begin with the following.

Theorem 6. Let χ ∈MSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ, then for λ = 1,

we get for ξ ∈ E∗

χℓ m, μ, a1, c1 ; ξð Þ

= ξp exp 1
ℓ
〠
ℓ−1

ν=0

ðενξ
0

1
t
b p − e−iσΔτ

σ w tð Þ½ �� 

− 2p

� �
dt

( )
:

ð37Þ

And for λ > 1, we have for ξ ∈ E∗

χℓ m, μ, a1, c1 ; ξð Þ = λ − 1
λ

� �

� 1
ℓ
〠
ℓ−1

ν=0

ðξ
0

b p − e−iσΔτ
σ w ενtð Þ½ �� 


+ −pð Þλ
h i

t p+1ð Þλ−p

0
@

1
A

1/λ

dt

8><
>:

9>=
>;

λ−1/λ

,

ð38Þ

where χℓðm, μ, a1, c1 ; ξÞ is defined by equality (16) andwðξÞ is
analytic in E with wð0Þ = 0 and jwðξÞj < 1.

Proof. Let χ ∈MSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ. In view of (23), we

have

ξ p+1ð Þλ−p Imμ a1, c1ð Þχ′ ξð Þ
h iλ

χℓ m, μ, a1, c1 ; ξð Þ = b p − e−iσΔτ
σ w ξð Þ½ �� 


+ −pð Þλ,

ð39Þ

where wðξÞ is analytic in E and wð0Þ = 0, jwðξÞj < 1.
Substituting ξ by ενξ in the equality (39), respectively,
(ν = 0, 1, 2,⋯, ℓ − 1, εℓ = 1), we have

ενξð Þ p+1ð Þλ−p Imμ a1, c1ð Þχ′ ενξð Þ
h iλ

χℓ m, μ, a1, c1 ; ενξð Þ
= b p − e−iσΔτ

σ w ενξð Þ½ �� 

+ −pð Þλ:

ð40Þ

Using (28) in (40), we get

ξ p+1ð Þλ−pεν p+1ð Þλ Imμ a1, c1ð Þχ′ ενξð Þ
h iλ

χℓ m, μ, a1, c1 ; ξð Þ
= b p − e−iσΔτ

σ w ενξð Þ½ �� 

+ −pð Þλ:

ð41Þ

Using the equality (29) in (42), we can get

εν+νpImμ a1, c1ð Þχ′ ενξð Þ
χℓ m, μ, a1, c1 ; ξð Þ½ �1/λ

=
b p − e−iσΔτ

σ w ενξð Þ½ �� 

+ −pð Þλ

h i
ξ p+1ð Þλ−p

0
@

1
A

1/λ

:

ð42Þ

Let ν = 0, 1, 2,⋯, ℓ − 1 in (42), respectively, and sum-
ming them we get

χℓ
′ m, μ, a1, c1 ; ξð Þ

χℓ m, μ, a1, c1 ; ξð Þ½ �1/λ
= 1
ℓ
〠
ℓ−1

ν=0

b p − e−iσΔτ
σ w ενξð Þ½ �� 


+ −pð Þλ
h i

ξ p+1ð Þλ−p

0
@

1
A

1/λ

:

ð43Þ

Case 1. Let λ = 1 in (43). We need to integrate from 0 to ξ to
find χℓðm, μ, a1, c1 ; ξÞ. But from (43), we notice the presence
of the first-order pole at the origin, the difficulty to integrate
the above equality is avoided by integrating from ξ0 to ξ with
ξ0 ≠ 0, and then, let ξ0 ⟶ 0. Therefore, on applying integra-
tion, we get

log χℓ m, μ, a1, c1 ; ξð Þ
ξp

� �

= 1
ℓ
〠
ℓ−1

ν=0

ðενξ
0

1
t
b p − e−iσΔτ

σ w tð Þ½ �� 

− 2p

� �
dt:

ð44Þ

Hence, the proof of (37).

5Journal of Function Spaces



Case 2. If λ > 1, (43) can be rewritten as

χℓ m, μ, a1, c1 ; ξð Þf g1−1/λ
h i

′

= 1 − 1
λ

� �� � 1
ℓ
〠
ℓ−1

ν=0

b p − e−iσΔτ
σ w ενξð Þ½ �� 


+ −pð Þλ
h i

ξ p+1ð Þλ−p

0
@

1
A

1/λ

:

ð45Þ

On integrating the above expression we obtain (38).
Hence, the proof of Theorem 6.

Theorem 7. Let χ ∈QMSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ, then for

λ = 1, we get

χℓ m, μ, a1, c1 ; ξð Þ

= ξp exp ln q
q − 1ð Þℓ〠

ℓ−1

ν=0

ðενξ
0

1
t

b p½ �q − e−iσYq σ, τ ;w tð Þð Þ
n o

− 2 p½ �q
	 


dt

( )
:

ð46Þ

And for λ > 1, we have

χℓ m, μ, a1, c1 ; ξð Þ

= λ − 1
λ

� �
1
ℓ
〠
ℓ−1

ν=0

ðξ
0

b p½ �q − e−iσΔτ
σ w ενtð Þ½ �

n o
+ p½ �q
	 
λ� �

t p+1ð Þλ−p

0
BB@

1
CCA

1/λ

dt

8>>><
>>>:

9>>>=
>>>;

λ−1/λ

,

ð47Þ

where χℓðm, μ, a1, c1 ; ξÞ is defined by equality (16) and w
ðξÞ is analytic in E with wð0Þ = 0 and jwðξÞj < 1.

Proof. In view of (24), (30), and (43), we have

Dq χℓ m, μ, a1, c1 ; ξð Þ½ �
χℓ m, μ, a1, c1 ; ξð Þ½ �1/λ

= 1
ℓ
〠
ℓ−1

ν=0

b p½ �q − e−iσYq σ, τ ;w ενξð Þð Þ
n o

+ − p½ �q
	 
λ� �

ξ p+1ð Þλ−p

0
BB@

1
CCA

1/λ

:

ð48Þ

Case 1. Let λ = 1 in (48). Using the definition of logarithmic
differentiation for q-derivative operator (see (26)) in (48), we
get ð0 < q < 1Þ

log χℓ m, μ, a1, c1 ; ξð Þ
ξp

� �

= ln q
q − 1ð Þℓ〠

ℓ−1

ν=0

ðενξ
0

1
t

b p½ �q − e−iσYq σ, τ ;w tð Þð Þ
n o

− 2 p½ �q
	 


dqt,

ð49Þ

where the integral is q-Jackson integral. Hence, the proof
of (37).

Case 2. If λ > 1, using chain rule (see (27)) for the q-differ-
ence operator defined in the previous section, (43) can be
rewritten as

Dq χℓ m, μ, a1, c1 ; ξð Þf g1−1/λ
h i

= 1 − 1
λ

� �� � 1
ℓ
〠
ℓ−1

ν=0

�
b p½ �q − e−iσYq σ, τ ;w ενξð Þð Þ
n o

+ − p½ �q
	 
λ� �

ξ p+1ð Þλ−p

0
BB@

1
CCA

1/λ

:

ð50Þ

On applying q-Jackson integral in the above expression,
we obtain (47).

Corollary 8 (see [1, Theorem 1]). Let χðξÞ ∈MSpðσ, τÞ,
then

χ ξð Þ = ξ−p exp 2 τ − p cos σð Þe−iσ
ðξ
0

w tð Þ
t 1 −w tð Þ½ � dt

 !
, ξ ∈ E∗ð Þ,

ð51Þ

where wðξÞ is analytic in E with wð0Þ = 0 and jwðξÞj < 1.

Proof. Letting m = 2, s = 1, a1 = c1, a2 = 1, X = 1, Y = −1, ℓ =
λ = b = 1, and hðξÞ = ð1 + ξÞ/ð1 − ξÞ in Theorem 6, then
(43) reduces to the form

−eiσ
ξχ′ ξð Þ
χ ξð Þ = peiσ −

2 τ − p cos σð Þw ξð Þ
1 −w ξð Þ

� �
: ð52Þ

Retracing the steps as in Theorem 6, we can establish the
assertion of the corollary.

Setting m = 0, r = 2, s = 1, a1 = c1, and a2 = 1 in Theorem
6, we get the following

Corollary 9. Let χ ∈MS0,λ
ℓ ð2, 1 ; b ; h ; X, YÞ, then, for λ = 1,

we get for ξ ∈ E∗

χℓ ξð Þ = −p
ðξ
0
u−p−1 exp 1

ℓ
〠
ℓ−1

ν=0

ðενu
0

1
t
b p − e−iσΔτ

σ w tð Þ½ �� 
� �
dt

 !
du:

ð53Þ
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And for λ > 1, we have for ξ ∈ E∗

χℓ ξð Þ = −p
λ − 1
λ

� �ðξ
0
u

� 1
ℓ
〠
ℓ−1

ν=0

ðu
0

b p − e−iσΔτ
σ w ενtð Þ½ �� 


+ −pð Þλ
h i

t p+1ð Þλ−p

0
@

1
A

1/λ

dt

8><
>:

9>=
>;

λ−1/λ

du,

ð54Þ

where χℓðξÞ is defined by equality (12) and wðξÞ is analytic in
E with wð0Þ = 0 and jwðξÞj < 1.

Letting λ = 1X = 1, Y = −1, b = 1, and hðξÞ = ð1 + ξÞ/
ð1 − ξÞ in Corollary 9, we get the following result.

Corollary 10. (see [1]). Let χðξÞ ∈MCpðσ, τÞ, then for ξ ∈
E∗

χ ξð Þ = −p
ðξ
0
u−p−1 exp

� 2 τ − p cos σð Þe−iσ
ðu
0

w tð Þ
t 1 −w tð Þ½ � dt

� �
du,

ð55Þ

where wðξÞ is analytic in E with wð0Þ = 0 and jwðξÞj < 1.

4. Fekete-Szegö Inequality of MSm,λ
ℓ ða1, c1 ; b ;

h ; X, YÞ and QMSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ

Very few researchers have attempted at finding solution to
the Fekete-Szegö problem for class of functions with respect
to ℓ-symmetric points, as it is computational tedious. Nota-
ble among those works on coefficient inequalities of classes
of functions with respect to ℓ-symmetric points were done
by Aouf et al. [39].

Throughout this section, we let

Ψn =
1
ℓ
〠
ℓ−1

ν=0
ενn, ℓ ∈ℕ ; n ≥ 1 ; εℓ = 1

� �
,

Θn =
a1ð Þn a2ð Þn ⋯ arð Þn

n! c1ð Þn c2ð Þn ⋯ csð Þn
andΩm

n = μ

n + μ

� �m

, n ∈ℕð Þ:

ð56Þ

Theorem 11. If χðξÞ ∈MSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ, then, we

have for all μ ∈ℂ

d2−p − μ d21−p
��� ��� ≤ bj j X pe−iσ − τ

� �
− Y peiσ − τ
� ��� ��R1

2 −pð Þλ−1 pΨ2 + 2 − pð Þλf gΘ2Ω
m
2

��� ���
� max 1, 2Q1 − 1j jf g,

ð57Þ

where Q1 is given by

The inequality is sharp for each μ ∈ℂ.

Proof. As χ ∈MSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ, by (23), we have

ξ p+1ð Þλ−p Imμ a1, c1ð Þχ′ ξð Þ
h iλ

χℓ m, μ, a1, c1 ; ξð Þ − −pð Þλ = −b e−iσΔτ
σ w ξð Þ½ � − p

� �
:

ð59Þ

Thus, let ϑ ∈P be of the form ϑðξÞ = 1 +∑∞
ℓ=1ϑnξ

n and
defined by

ϑ ξð Þ = 1 +w ξð Þ
1 −w ξð Þ , ξ ∈Ω: ð60Þ

On computation, we have

w ξð Þ = 1
2 ϑ1ξ +

1
2 ϑ2 −

1
2 ϑ

2
1

� �
ξ2

+ 1
2 ϑ3 − ϑ1ϑ2 +

1
4 ϑ

3
1

� �
ξ3+⋯,ξ ∈Ω:

ð61Þ

The right hand side of (58)

−b e−iσΔτ
σ w ξð Þ½ � − p

� 

= −

be−iσR1ϑ1 X pe−iσ − τ
� �

− Y peiσ − τ
� �� �

4 ξ

−
be−iσ X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

R1
4

� ϑ2 − ϑ21
Y + 1ð ÞR1 + 2 1 − R2/R1ð Þð Þ

4

� �� �
ξ2+⋯:

ð62Þ

Q1 =
1
4 Y + 1ð ÞR1 + 2 1 − R2

R1

� �
−
e−iσb X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

2p2Ψ2
1 + 2p 1 − pð ÞΨ1 + λ λ − 1ð Þ 1 − pð Þ2� 


R1

2 −pð Þλ pΨ1 + 1 − pð Þλ½ �2
(

−
μ e−iσbR1 X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

pΨ2 + 2 − pð Þλf gΘ2Ω
m
2

−pð Þλ−1 pΨ1 + 1 − pð Þλ½ �2Θ2
1Ω

2m
1

)
:

ð58Þ
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From the left hand side of (58) is given by

ξ p+1ð Þλ−p Imμ a1, c1ð Þχ′ ξð Þ
h iλ

χℓ m, μ, a1, c1 ; ξð Þ − −pð Þλ

= −pð Þλ−1 pΨ1 + 1 − pð Þλ½ �Θ1Ω
m
1 d1−pξ +

−pð Þλ−1
2p

� 2p pΨ2 + 2 − pð Þλf gΘ2Ω
m
2 d2−p

�
− 2p2Ψ2

1 + 2p 1 − pð ÞΨ1
�

+ λ λ − 1ð Þ 1 − pð Þ2
d21−pΘ2
1Ω

2m
1
�
ξ2+⋯:

ð63Þ

From (61) and (62), we obtain

d1−p = −
e−iσbR1ϑ1 X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

4 −pð Þλ−1 pΨ1 + 1 − pð Þλ½ �Θ1Ω
m
1

,

d2−p = −
e−iσb X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

R1

4 −pð Þλ−1 pΨ2 + 2 − pð Þλf gΘ2Ω
m
2

ϑ2 −
1
4 Y + 1ð ÞR1 + 2 1 − R2

R1

� ���

−
e−iσb X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

2p2Ψ2
1 + 2p 1 − pð ÞΨ1 + λ λ − 1ð Þ 1 − pð Þ2� 


R1

2 −pð Þλ pΨ1 + 1 − pð Þλ½ �2
gϑ21
#
:

ð64Þ

Now we consider

On applying Lemma 5, we get the assertion.

To demonstrate the applications of our results, here, we
provide the most simple special case of our result. Note that
the following result was obtained [[40], Theorem 6] for
functions in χ ∈A .

Corollary 12. If χðξÞ ∈L1 satisfies

−
ξχ′ ξð Þ
χ ξð Þ ≺ h ξð Þ, ð66Þ

and hðξÞ = 1 + R1ξ + R2ξ
2 +⋯, with R1, R2 ∈ℝ, R1 > 0, then

for all μ ∈ℂ we have

d1 − μd20
�� �� ≤ R1

2
max 1 ; R2

R1
− R1 + 2μR1

����
����

� �
: ð67Þ

The inequality is sharp for the function χ∗ given by

χ∗ ξð Þ =
ξ exp

ðξ
0
−
h tð Þ + 1

t
dt, if

R2

R1
− R1 + 2μR1

����
���� ≥ 1,

ξ exp
ðξ
0
−
h t2
� �

+ 1

t
dt, if

R2

R1
− R1 + 2μR1

����
���� ≤ 1:

8>>>><
>>>>:

:

ð68Þ

Proof. In Theorem 11, taking r = 2, s = 1, a1 = b1, a2 = 1, X
= 1, Y = −1, m = σ = τ = 0, and ℓ = λ = p = 1, we get the
inequality

d1 − μd20
�� �� ≤

R1
2 , if R2

R1
− R1 + 2μR1

����
���� ≤ 1,

R1
2

R2
R1

− R1 + 2μR1

����
����, if R2

R1
− R1 + 2μR1

����
���� ≥ 1:

8>>><
>>>:

ð69Þ

d2−p − μd21−p
��� ��� = −

e−iσb X pe−iσ − τ
� �

− Y peiσ − τ
� �� �

R1

4 −pð Þλ−1 pΨ2 + 2 − pð Þλf gΘ2Ω
m
2

ϑ2 −
1
4 Y + 1ð ÞR1 + 2 1 − R2

R1

� ��������
−
e−iσb X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

2p2Ψ2
1 + 2p 1 − pð ÞΨ1 + λ λ − 1ð Þ 1 − pð Þ2� 


R1

2 −pð Þλ pΨ1 + 1 − pð Þλ½ �2
)
ϑ21

#

−
μ e−2iσb2R2

1ϑ
2
1 X pe−iσ − τ
� �

− Y peiσ − τ
� �� �2

16 −pð Þ2λ−2 pΨ1 + 1 − pð Þλ½ �2Θ2
1Ω

2m
1

����� = −
e−iσb X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

R1

4 −pð Þλ−1 pΨ2 + 2 − pð Þλf gΘ2Ω
m
2

�����
� ϑ2 −

ϑ21
4 Y + 1ð ÞR1 + 2 1 − R2

R1

� ��
−
e−iσb X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

2p2Ψ2
1 + 2p 1 − pð ÞΨ1 + λ λ − 1ð Þ 1 − pð Þ2� 


R1

2 −pð Þλ pΨ1 + 1 − pð Þλ½ �2
"

−
μ e−iσbR1 X pe−iσ − τ

� �
− Y peiσ − τ
� �� �

pΨ2 + 2 − pð Þλf gΘ2Ω
m
2

−pð Þλ−1 pΨ1 + 1 − pð Þλ½ �2Θ2
1Ω

2m
1

)#�����:
ð65Þ
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Analogous to Theorem 11, we can prove the following.

Theorem 13. If χðξÞ ∈QMSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ, then, we

have for all μ ∈ℂ

d2−p − μd21−p
��� ��� ≤ bj j X p½ �qe−iσ − τ

	 

− Y p½ �qeiσ − τ
	 
��� ���R1

2 −p½ �q
	 
λ−1

2 − p½ �qλ − −p½ �qΨ2

n o
Θ2Ω

m
2

����
����

� max 1, 2Q2 − 1j jf g,
ð70Þ

where Q2 is given by

Q2 =
1
4

Y + 1ð ÞR1 + 2 1 −
R2

R1

� ��

−
e−iσb X p½ �qe−iσ − τ

	 

− Y p½ �qeiσ − τ
	 
h i

2 −p½ �2qΨ2
1 − 2 −p½ �q 1 − p½ �qΨ1 + λ λ − 1ð Þ 1 − p½ �2q

n o
R1

2 −pð Þλ 1 − p½ �qλ − −p½ �qΨ1

n o2

−
μ e−iσbR1 X p½ �qe−iσ − τ

	 

− Y p½ �qeiσ − τ
	 
h i

2 − p½ �qλ − −p½ �qΨ2

n o
Θ2Ω

m
2

−pð Þλ−1 1 − p½ �qλ − −p½ �qΨ1

n o2
Θ2

1Ω
2m
1

9>=
>;:

ð71Þ

The inequality is sharp.

5. Conclusions

The defined function classMSm,λ
ℓ ða1, c1 ; b ; h ; X, YÞ though

familiar with so called pseudo-star-like functions required
lots of adaptation since it involves functions with a remov-
able singularity of order p at the origin. Integral representa-
tion and Fekete-Szegö inequalities have been established.
Further, we extend the class MSm,λ

ℓ ða1, c1 ; b ; h ; X, YÞ by
replacing the classical derivative with q-derivative. Since all
the results involving classical derivative does not get trans-
lated to the results involving q-derivative, we used some
modified conditions to obtain our main results. We note that
these adaptation are essential for future research.
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In this study, we focused on a subclass of bounded turning functions that are linked with a four-leaf-type domain. The primary
goal of this study is to explore the limits of the first four initial coefficients, the Fekete-Szegö type inequality, the Zalcman
inequality, the Kruskal inequality, and the estimation of the second-order Hankel determinant for functions in this class. All of
the obtained findings have been sharp.

1. Introduction and Definitions

Before getting into the key findings, some prior information
on function theory fundamentals is required. In this case, the
symbols A and S indicate the families of normalised holo-
morphic and univalent functions, respectively. These fami-
lies are specified in the set-builder form:

A = g ∈Q Udð Þ: g 0ð Þ = g′ 0ð Þ − 1 = 0 z ∈Udð Þ
n o

, ð1Þ

S = g ∈A : g is univalent inUdf g, ð2Þ
where QðUdÞ stands for the set of analytic (holomorphic)
functions in the disc Ud = fz ∈ℂandjzj < 1g: Thus, if g ∈
A , then, it can be stated in the series expansion form by

g zð Þ = z + 〠
∞

k=2
akz

k z ∈Udð Þ: ð3Þ

For the given functions G1,G2 ∈QðUdÞ, the function G1
is subordinated by G2 (stated mathematically by G1 ≺G2) if
there exists a holomorphic function v in Ud with the restric-
tions vð0Þ = 0 and jvðzÞj < 1 such that G1ðzÞ =G2ðvðzÞÞ:
Moreover, if G2 is univalent in Ud , then

G1 zð Þ ≺G2 zð Þ, z ∈Udð Þ⇔G1 0ð Þ =G2 0ð Þ andG1 Udð Þ ⊂G2 Udð Þ:
ð4Þ

Although the function theory was created in 1851, Biber-
bach [1] presented the coefficient hypothesis in 1916, and it
made the topic a hit as a promising new research field. De-
Brages [2] proved this conjecture in 1985. From 1916 to
1985, many of the world’s most distinguished scholars
sought to prove or disprove this claim. As a result, they
investigated a number of subfamilies of the class S of univa-
lent functions that are associated with various image
domains [3–5]. The most fundamental and significant
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subclasses of the set S are the families of starlike and convex
functions, represented by S∗ and K , respectively. Ma and
Minda [6] defined the unified form of the family in 1992 as

S∗ ϕð Þ≔ g ∈A :
zg′ zð Þ
g zð Þ ≺ ϕ zð Þ z ∈Udð Þ

( )
, ð5Þ

where ϕ indicates the analytic function with ϕ′ð0Þ > 0 and
Reϕ > 0. Also, the region ϕðUdÞ is star-shaped about ϕð0Þ
= 1 and is symmetric along the real axis. They examined
some interesting aspects of this class. Some significant sub-
families of the collection A have recently been investigated
as unique instances of the class S∗ðϕÞ. In particular;

(i) The class S∗½L,M� ≡ S∗ð1 + Lz/1 +MzÞ, −1 ≤M <
L ≤ 1, is obtained by selecting ϕðzÞ = 1 + Lz/1 +Mz
and was established in [7]. Moreover, S∗ðξÞ≔
S∗½1 − 2ξ,−1� displays the well-known order ξ
(0 ≤ ξ < 1) starlike function class

(ii) The class S∗
L ≔ S∗ðϕðzÞÞ with ϕðzÞ = ffiffiffiffiffiffiffiffiffiffi

1 + z
p

was
designed by the researchers Sokól and Stankiewicz
in [8]. Also, they showed that the image of the func-
tion ϕðzÞ = ffiffiffiffiffiffiffiffiffiffi

1 + z
p

is bounded by jw2 − 1j < 1:
(iii) The set S∗

car ≔ S∗ðϕðzÞÞ with ϕðzÞ = 1 + 4/3z + 2/3
z2 has been deduced by Sharma and his coauthors
[9] in which they located the image domain of ϕðzÞ
= 1 + 4/3z + 2/3z2, which is bounded by the below
cardioid

9x2 + 9y2 − 18x + 5
À Á2 − 16 9x2 + 9y2 − 6x + 1

À Á
= 0: ð6Þ

(iv) By selecting ϕðzÞ = 1 + sin z, we get the class S∗ðϕ
ðzÞÞ = S∗

sin, which was defined in [10] while S∗
e ≡

S∗ðezÞ was contributed by the authors [11] and,
subsequently, explored some more properties of
it in [12]. This class was recently generalized by
Srivastava et al. [13] in which the authors deter-
mined upper bound of Hankel determinant of order
three

(v) The family S∗
cos ≔ S∗ðcos ðzÞÞ and S∗

cosh ≔ S∗ðcosh
ðzÞÞ were offered, respectively, by Raza and Bano
[14] and Alotaibi et al. [15]. In both the papers, the
authors studied some good properties of these
families

(vi) By choosing ϕðzÞ = 1 + sinh−1z, we obtain the
recently studied class S∗

ρ ≔ S∗ð1 + sinh−1zÞ created
by Al-Sawalha [16]. Barukab and his coauthors
[17] studied the sharp Hankel determinant of
third-order for the following class in 2021

Rs = g ∈A : g′ zð Þ ≺ 1 + sinh−1z, z ∈Ud

n o
: ð7Þ

In [18, 19], Pommerenke provided the following Hankel
determinantDq,nðgÞ containing coefficients of a function g ∈ S

Dq,n gð Þ≔

an an+1 ⋯ an+q−1

an+1 an+2 ⋯ an+q

⋮ ⋮ ⋯ ⋮

an+q−1 an+q ⋯ an+2q−2

�����������

�����������
, ð8Þ

with q, n ∈ℕ = f1, 2,⋯g. By varying the parameters q and n,
we get the determinants listed below:

D2,1 gð Þ =
1 a2

a2 a3

�����
����� = a3 − a22, ð9Þ

D2,2 gð Þ =
a2 a3

a3 a4

�����
����� = a2a4 − a23, ð10Þ

D3,1 gð Þ =
1 a2 a3

a2 a3 a4

a3 a4 a5

���������

���������
= a3 a2a4 − a23

À Á
− a4 a4 − a2a3ð Þ + a5 a3 − a22

À Á
,
ð11Þ

that referred as first-, second-, and third-order Hankel determi-
nants, respectively. The Hankel determinant for functions
belonging to the general family S has just a few references in
the literature. The best established sharp inequality for the func-
tion g ∈ S is jD2,nðgÞj ≤ λ

ffiffiffi
n

p , where λ is a constant, and it is
because of Hayman [20]. Additionally, it was determined in
[21] for the class S that

D2,2 gð Þ�� �� ≤ λ, for 1 ≤ λ ≤
11
3 , ð12Þ

D3,1 gð Þ�� �� ≤ μ, for 49 ≤ μ ≤
32 +

ffiffiffiffiffiffiffi
285

p

15 : ð13Þ

Several mathematicians were drawn to the problem of find-
ing the sharp bounds of Hankel determinants in a given family
of functions. In this context, Janteng et al. [22, 23] estimated the
sharp bounds of jD2,2ðgÞj, for three basic subfamilies of the set
S. These families are K ,S∗, and R (functions of a bounded
turning class), and these bounds are stated as

D2,2 gð Þ�� �� ≤
1
8 , for g ∈K ,

1, for g ∈ S∗,
4
9 , for g ∈R:

8>>>>><
>>>>>:

ð14Þ
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This determinant’s exact bound for the unified collection
S∗ðϕÞ was determined in [24] and subsequently investigated
in [25]. In [26–28], this problem was also solved for various
families of biunivalent functions.

The formulae provided in (11) make it abundantly evi-
dent that the computation of jD3,1ðgÞj is much more diffi-
cult than determining the bound of jD2,2ðgÞj. Babalola [29]
was the first mathematician who studied third-order Hankel
determinant for the K ,S∗, and R families in 2010. Follow-
ing that, several academics [30–34] used the same method to
publish papers regarding jD3,1ðgÞj for specific subclasses of
univalent functions. However, Zaprawa’s work [35] caught
the researcher’s attention, in which he improved Babalola’s
results by utilising a revolutionary method to show that

D3,1 gð Þ�� �� ≤
49
540 , forg ∈K ,

1, forg ∈ S∗,
41
60 , forg ∈R:

8>>>>><
>>>>>:

ð15Þ

He also pointed out that these bounds are not sharp. In
2018, Kwon et al. [36] achieved a more acceptable finding
for g ∈ S∗ and demonstrated that jD3,1ðgÞj ≤ 8/8, and this
limit was further enhanced by Zaprawa and his coauthors
[37] in 2021. They got jD3,1ðgÞj ≤ 5/9 for g ∈ S∗: In recent
years, Kowalczyk et al. [38] and Lecko et al. [39] got a sharp
bound of third Hankel determinant given by

D3,1 gð Þ�� �� ≤
4
135 , forg ∈K ,

1
9 , forg ∈ S∗ 1

2

� �
,

8>><
>>: ð16Þ

where S∗ð1/2Þ is the starlike functions family of order 1/2:
In [40], the authors obtained the sharp bounds of third Han-
kel determinant for the subclass of S∗

sin, and Mahmood et al.
[41] calculated the third Hankel determinant for starlike
functions in q-analogue. For some new literature on sharp
third-order Hankel determinant, see [42–45].

In [46], Gandhi introduced a family of bounded turning
function connected with a four-leaf function defined by

S∗
4L ≔ g ∈ S :

zg′ zð Þ
g zð Þ ≺ 1 + 5

6 z +
1
6 z

5, z ∈Udð Þ
( )

, ð17Þ

and characterized it with some important properties.
Similar to the definition of S∗

4L , we now define a new
subfamily of bounded turning functions by the following
set builder notation:

BT 4L ≔ g ∈ S : g′ zð Þ ≺ 1 + 5
6 z +

1
6 z

5, z ∈Udð Þ
� �

: ð18Þ

The aim of the current manuscript is to determine the
exact bounds of the coefficient inequalities, Fekete-Szegö

type problem, Kruskal inequality, and Hankel determinant
of order two for functions of bounded turning class linked
with four-leaf domain.

2. A Set of Lemmas

We say a function p ∈P if and only if it has the series
expansion

p zð Þ = 1 + 〠
∞

n=1
cnz

n z ∈Udð Þ, ð19Þ

along with the RpðzÞ ≥ 0ðz ∈UdÞ:

Lemma 1. Let p ∈P be represented by (19). Then

cnj j ≤ 2 n ≥ 1: ð20Þ

cn+k − μcnckj j ≤ 2 max 1, 2μ − 1j jf g =
2 for 0 ≤ μ ≤ 1 ;
2 2μ − 1j j otherwise:

(

ð21Þ
Also, If B ∈ ½0, 1� with Bð2B − 1Þ ≤D ≤ B, we have

c3 − 2Bc1c2 +Dc31
�� �� ≤ 2: ð22Þ

These inequalities (20), (21), and (22) are taken from
[47, 48]:

Lemma 2. Let p ∈P and be given by (19). Then, for x, δ, ρ
∈ �Ud , we have

2c2 = c21 + x 4 − c21
À Á

, ð23Þ

4c3 = c31 + 2 4 − c21
À Á

c1x − c1 4 − c21
À Á

x2 + 2 4 − c21
À Á

1 − xj j2À Á
δ,

ð24Þ
For the formula c2, see [48]. The formula c3 was due to

Zlotkiewicz and Libera [49] while the formula for c4 was
proved in [50].

Lemma 3 [51]. Let α, β, γ, and a satisfy that a, α ∈ ð0, 1Þ and

8a 1 − að Þ αβ − 2γð Þ2 + α a + αð Þ − βð Þ2À Á
+ α 1 − αð Þ β − 2aαð Þ2 ≤ 4aα2 1 − αð Þ2 1 − að Þ:

ð25Þ

If p ∈P and be given by (19), then

γc41 + ac22 + 2αc1c3 −
3
2βc

2
1c2 − c4

����
���� ≤ 2: ð26Þ

3. Coefficient Inequalities for the Class BT 4L

We begin this section by finding the absolute values of the
first four initial coefficients for the function BT 4L :
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Theorem 4. If g ∈BT 4L and has the series representation
(3), then

a2j j ≤ 5
12

, ð27Þ

a3j j ≤ 5
18

, ð28Þ

a4j j ≤ 5
24

, ð29Þ

a5j j ≤ 1
6
: ð30Þ

These bounds are best possible.

Proof. Let g ∈BT 4L : Then, (18) can be written in the form
of Schwarz function as

g′ zð Þ = 1 + 5
6ω zð Þ + 1

6 ω zð Þð Þ5, z ∈Udð Þ: ð31Þ

If p ∈P , and it may be written in terms of Schwarz func-
tion wðzÞ as

p zð Þ = 1 +w zð Þ
1 −w zð Þ = 1 + c1z + c2z

2 + c3z
3+⋯: ð32Þ

Equivalently, we have

w zð Þ = p zð Þ − 1
p zð Þ + 1 = c1z + c2z

2 + c3z
3 + c4z

4+⋯
2 + c1z + c2z2 + c3z3 + c4z4+⋯

: ð33Þ

where

ω zð Þ = 1
2 c1z +

1
2 c2 −

1
4 c

2
1

� �
z2 + 1

8 c
3
1 −

1
2 c1c2 +

1
2 c3

� �
z3

+ 1
2 c4 −

1
2 c1c3 −

1
4 c

2
2 −

1
16 c

4
1 +

3
8 c

2
1c2

� �
z4+⋯:

ð34Þ

From (3), we get

g′ zð Þ = 1 + 2a2z + 3a3z2 + 4a4z3 + 5a5z4+⋯: ð35Þ

By simplication and using the series expansion of (34),
we get

1 + 5
6ω zð Þ + 1

6 ω zð Þð Þ5 = 1 + 5
12 c1

� �
z + −

5
24 c

2
1 +

5
12 c2

� �
z2

+ −
5
12 c1c2

�
+ 5
12 c3 +

5
48 c

3
1

�
z3

+ 5
12 c4 +

5
16 c

2
1c2 −

5
96 c

4
1

�
−
5
24 c

2
2

−
5
12 c1c3

�
z4+⋯:

ð36Þ

By comparing (35) and (36), we obtain

a2 =
5
24 c1,

ð37Þ

a3 =
1
3 −

5
24 c

2
1 +

5
12 c2

� �
, ð38Þ

a4 =
1
4 −

5
12 c1c2 +

5
12 c3 +

5
48 c

3
1

� �
, ð39Þ

a5 =
1
5

5
12 c4 +

5
16 c

2
1c2 −

5
96 c

4
1 −

5
24 c

2
2 −

5
12 c1c3

� �
: ð40Þ

For a2, implementing (20), in (37), we get

a2j j ≤ 5
12 : ð41Þ

For a3, (38) can be written as

a3 =
5
36 c2 −

1
2 c

2
1

� �
: ð42Þ

Using (21), we get

a3j j ≤ 5
18 : ð43Þ

For a4, we can write (39) as

a4j j = 5
48 c3 − 2 1

2

� �
c1c2 +

1
4 c

3
1

� �����
����: ð44Þ

From (22), we have

0 ≤ B = 1
2 ≤ 1, B = 1

2 ≥D = 1
4 ,

ð45Þ

B 2B − 1ð Þ = 0 ≤D = 1
4 :

ð46Þ

Application of triangle inequality plus (22) leads us to

a4j j ≤ 5
24 : ð47Þ
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For a5, we may write (40) as

a5j j = −
1
96 c

4
1 −

1
24 c

2
2 −

1
12 c1c3 +

1
16 c

2
1c2 +

1
12 c4

����
����: ð48Þ

After simplifying, we have

a5j j = 1
12

1
8 c

4
1 +

1
2 c

2
2 + 2 1

2

� �
c1c3 −

3
2

1
2

� �
c21c2 − c4

����
����: ð49Þ

Comparing the right side of (49) with

γc41 + ac22 + 2αc1c3 −
3
2βc

2
1c2 − c4

����
����, ð50Þ

we get

γ = 1
8 , a =

1
2 , α =

1
2 , β = 1

2 : ð51Þ

It follows that

8a 1 − að Þ αβ − 2γð Þ2 + α a + αð Þ − βð Þ2À Á
+ α 1 − αð Þ β − 2aαð Þ2 = 0,

ð52Þ

4aα2 1 − αð Þ2 1 − að Þ = 1
16 :

ð53Þ

From (26), we deduce that

a5j j ≤ 1
6 : ð54Þ

These bounds are best possible and can be determined
by the following extremal functions:

g0 zð Þ =
ðz
0

1 + 5
6 tð Þ + 1

6 t5
À Á� �

dt = z + 5
12 z

2 + 1
36 z

6+⋯,

ð55Þ

g1 zð Þ =
ðz
0

1 + 5
6 t2
À Á

+ 1
6 t10
À Á� �

dt = z + 5
18 z

3 + 1
66 z

11+⋯,

ð56Þ

g2 zð Þ =
ðz
0

1 + 5
6 t3
À Á

+ 1
6 t15
À Á� �

dt = z + 5
24 z

4 + 1
96 z

16+⋯,

ð57Þ

g3 zð Þ =
ðz
0

1 + 5
6 t4
À Á

+ 1
6 t20
À Á� �

dt = z + 1
6 z

5 + 1
126 z

21+⋯:

ð58Þ

Theorem 5. If g is of the form (3) belongs to BT 4L , then

a3 − γa22
�� �� ≤max 5

18
, 25 γj j
144

� �
, for γ ∈ℂ: ð59Þ

This inequality is sharp.

Proof. By using (37) and (38), we may have

a3 − γa22
�� �� = 5

36 c2 −
5
72 c

2
1 −

25
576 γc

2
1

����
����: ð60Þ

By rearranging, it yields

a3 − γa22
�� �� = 5

36 c2 −
5γ + 8
16

� �
c21

� �����
����: ð61Þ

Application of (21) leads us to

a3 − γa22
�� �� ≤ 10

36 max 1, 5γ + 8
8 − 1

����
����

� �
: ð62Þ

After the simplification, we get

a3 − γa22
�� �� ≤max 5

18 ,
25 γj j
144

� �
: ð63Þ

This required result is sharp and is determined by

g1 zð Þ =
ðz
0

1 + 5
6 t2
À Á

+ 1
6 t10
À Á� �

dt = z + 5
18 z

3 + 1
66 z

11+⋯:

ð64Þ

Theorem 6. If g has the form (3) belongs to BT 4L , then

a2a3 − a4j j ≤ 5
24

: ð65Þ

This inequality is best possible.

Proof. By employing (37), (38), and (39), we have

a2a3 − a4j j = 5
48 c3 − 2 23

36

� �
c1c2 +

7
18 c

3
1

����
����: ð66Þ

From (22), we have

0 ≤ B = 23
36 ≤ 1, B = 23

36 ≥D = 7
18 ,

ð67Þ

B 2B − 1ð Þ = 115
648 ≤D = 7

18 :
ð68Þ
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Using (22), we obtain

a2a3 − a4j j ≤ 5
24 : ð69Þ

This inequality is best possible and can be obtained by

g2 zð Þ =
ðz
0

1 + 5
6 t3
À Á

+ 1
6 t15
À Á� �

dt = z + 5
24 z

4 + 1
96 z

16+⋯:

ð70Þ

Theorem 7. If g belongs to BT 4L , and be of the form (3).
Then

a5 − a2a4j j ≤ 1
6
: ð71Þ

This result is sharp.

Proof. From (37), (39), and (40), we obtain

a5 − a2a4j j = −
73
4608 c

4
1 −

1
24 c

2
2 −

121
1152 c1c3 +

97
1152 c

2
1c2 +

1
12 c4

����
����:

ð72Þ

After simplifying, we have

a5 − a2a4j j = 1
12

73
384 c

4
1 +

1
2 c

2
2 + 2 121

192

� �
c1c3 −

3
2

97
144

� �
c21c2 − c4

����
����:

ð73Þ

Comparing the right side of (73) with

γc41 + ac22 + 2αc1c3 −
3
2βc

2
1c2 − c4

����
����, ð74Þ

we get

γ = 73
384 , a =

1
2 , α =

121
192 , β = 97

144 : ð75Þ

It follows that

8a 1 − að Þ αβ − 2γð Þ2 + α a + αð Þ − βð Þ2À Á
+ α 1 − αð Þ β − 2aαð Þ2 = 0:00735,

ð76Þ

and

4aα2 1 − αð Þ2 1 − að Þ = 0:05431: ð77Þ

From (26), we deduce that

a5 − a2a4j j ≤ 1
6 : ð78Þ

The required result is sharp and can be determined by

g3 zð Þ =
ðz
0

1 + 5
6 t4
À Á

+ 1
6 t20
À Á� �

dt = z + 1
6 z

5 + 1
126 z

21+⋯:

ð79Þ

Theorem 8. If g ∈BT 4L , and be of the form (3). Then

a5 − a23
�� �� ≤ 1

6
: ð80Þ

This inequality is best possible.

Proof. By using (38) and (40), we have

a5 − a23
�� �� = −

79
5184 c

4
1 −

79
1296 c

2
2 −

1
12 c1c3 +

53
648 c

2
1c2 +

1
12 c4

����
����:

ð81Þ

After simplifying, we have

a5 − a23
�� �� = 1

12
79
432 c

4
1 +

79
108 c

2
2 + 2 1

2

� �
c1c3 −

3
2

53
81

� �
c21c2 − c4

����
����:

ð82Þ

Comparing the right side of (82) with

γc41 + ac22 + 2αc1c3 −
3
2βc

2
1c2 − c4

����
����, ð83Þ

we get

γ = 79
432 , a =

79
108 , α =

1
2 , β = 53

81 : ð84Þ

It follows that

8a 1 − að Þ αβ − 2γð Þ2 + α a + αð Þ − βð Þ2À Á
+ α 1 − αð Þ β − 2aαð Þ2 = 0:00616,

ð85Þ

4aα2 1 − αð Þ2 1 − að Þ = 0:04910: ð86Þ
From (26), we deduce that

a5 − a23
�� �� ≤ 1

6 : ð87Þ

This inequality is best possible and can be achieved by

g3 zð Þ =
ðz
0

1 + 5
6 t4
À Á

+ 1
6 t20
À Á� �

dt = z + 1
6 z

5 + 1
126 z

21+⋯:

ð88Þ
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4. Kruskal Inequality for the Class BT 4L

In this section, we will give a direct proof of the inequality

apn − ap n−1ð Þ
2

��� ��� ≤ 2p n−1ð Þ − np, ð89Þ

over the class BT 4L for the choice of n = 4,p = 1, and for
n = 5,p = 1: Krushkal introduced and proved this inequality
for the whole class of univalent functions in [52].

Theorem 9. If g belongs to BT 4L , and be of the form (3).
Then

a4 − a32
�� �� ≤ 5

24
: ð90Þ

This result is sharp.

Proof. From (37) and (39), we obtain

a4 − a32
�� �� = 5

48 c3 − 2 1
2

� �
c1c2 +

47
288 c

3
1

����
����: ð91Þ

From (22), we have

0 ≤ B = 1
2 ≤ 1, B = 1

2 ≥D = 47
288 ,

ð92Þ

B 2B − 1ð Þ = 0 ≤D = 47
288 :

ð93Þ

Using (22), we obtain

a4 − a32
�� �� ≤ 5

24 : ð94Þ

This result is sharp and can be obtained by

g2 zð Þ =
ðz
0

1 + 5
6 t3
À Á

+ 1
6 t15
À Á� �

dt = z + 5
24 z

4 + 1
96 z

16+⋯:

ð95Þ

Theorem 10. If g belongs to BT 4L , and be of the form (3).
Then

a5 − a42
�� �� ≤ 1

6
: ð96Þ

This inequality is best possible.

Proof. From (37) and (40), we obtain

a5 − a42
�� �� = −

4081
331776 c

4
1 −

1
24 c

2
2 −

1
12 c1c3 +

1
16 c

2
1c2 +

1
12 c4

����
����:

ð97Þ

After simplifying, we have

a5 − a42
�� �� = 1

12
4081
27648 c

4
1 +

1
2 c

2
2 + 2 1

2

� �
c1c3 −

3
2

1
2

� �
c21c2 − c4

����
����:

ð98Þ

Comparing the right side of (98) with

γc41 + ac22 + 2αc1c3 −
3
2βc

2
1c2 − c4

����
����, ð99Þ

we get

γ = 4081
27648 , a =

1
2 , α =

1
2 , β = 1

2 : ð100Þ

It follows that

8a 1 − að Þ αβ − 2γð Þ2 + α a + αð Þ − βð Þ2À Á
+ α 1 − αð Þ β − 2aαð Þ2 = 0:00408,

ð101Þ

4aα2 1 − αð Þ2 1 − að Þ = 1
16 :

ð102Þ

From (26), we deduce that

a5 − a42
�� �� ≤ 1

6 : ð103Þ

This inequality is best possible and can be achieved by

g3 zð Þ =
ðz
0

1 + 5
6 t4
À Á

+ 1
6 t20
À Á� �

dt = z + 1
6 z

5 + 1
126 z

21+⋯:

ð104Þ

Next, we will calculate the Hankel determinant of order
two jD2,2ðgÞj for the class g ∈BT 4L :

Theorem 11. If g belongs to BT 4L , then

D2,2 gð Þ�� �� ≤ 25
324

: ð105Þ

This inequality is sharp.

Proof. The D2,2ðgÞ can be written as follows:

D2,2 gð Þ = a2a4 − a23: ð106Þ

From (37), (38), and (39), we have

D2,2 gð Þ = 25
1152 c1c3 −

25
10368 c

2
1c2 +

25
41472 c

4
1 −

25
1296 c

2
2:

ð107Þ

Using (23) and (24) to express c2 and c3 in terms of c1
and, noting that without loss in generality we can write
c1 = c, with 0 ≤ c ≤ 2, we obtain
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D2,2 gð Þ�� �� = −
25
4608 c

2 4 − c2
À Á

x2 + 25
2304 c 4 − c2

À Á
1 − xj j2À Á

δ

����
−

25
5184 4 − c2

À Á2
x2
����,

ð108Þ

with the aid of the triangle inequality and replacing jδj ≤
1, jxj = k, where k ≤ 1 and taking c ∈ ½0, 2�. So,

D2,2 gð Þ�� �� ≤ 25
4608 c

2 4 − c2
À Á

k2 + 25
2304 c 4 − c2

À Á
1 − k2
À Á

+ 25
5184 4 − c2

À Á2
k2 ≔ Ξ c, kð Þ:

ð109Þ

It is not hard to observe that Ξ′ðc, kÞ ≥ 0 for ½0, 1�, so
we have Ξðc, kÞ ≤ Ξðc, 1Þ: Putting k = 1 gives

D2,2 gð Þ�� �� ≤ 25
4608 c

2 4 − c2
À Á

+ 25
5184 4 − c2

À Á2 ≔ Ξ c, 1ð Þ:
ð110Þ

It is clear that Ξ′ðc, 1Þ < 0, so Ξðc, 1Þ is a decreasing
function and attains its maximum value at c = 0: Thus,
we have

D2,2 gð Þ�� �� ≤ 25
324 : ð111Þ

The required second Hankel determinant is sharp and
is obtained by

g1 zð Þ =
ðz
0

1 + 5
6 t2
À Á

+ 1
6 t10
À Á� �

dt = z + 5
18 z

3 + 1
66 z

11+⋯:

ð112Þ

5. Conclusion

In our present investigation, we considered a subclass of
bounded turning functions associated with a four-leaf-type
domain. We obtained some useful results for such a class,
such as the limits of the first four initial coefficients, as well
as the Fekete-Szego type inequality, the Zalcman inequality,
the Kruskal inequality, and the estimation of the second-
order Hankel determinant. All of the obtained results have
been proven to be sharp. This work has been used to obtain
higher-order Hankel determinants, such as in the investiga-
tion of the bounds of fourth-order and fifth-order Hankel
determinants. These two determinants have been studied
in [45, 53–56], respectively. Also, one can easily use this
new methodology to obtain sharp bounds of the third-
order Hankel determinant for other subclasses of univalent
functions.
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In modern world, most of the optimization problems are nonconvex which are neither convex nor concave. The objective of this
research is to study a class of nonconvex functions, namely, strongly nonconvex functions. We establish inequalities of Hermite-
Hadamard and Fejér type for strongly nonconvex functions in generalized sense. Moreover, we establish some fractional integral
inequalities for strongly nonconvex functions in generalized sense in the setting of Riemann-Liouville integral operators.

1. Introduction

The integral and differential operators have remarkable
impact on applied sciences, and the interest of researchers
is increasing day by day in this research area [1, 2]. Consider
a convex function f : I ⊂ R⟶ R defined on the interval I
⊂ℝ with a, b ∈ I being constants and a < b. The inequality

f
a + b
2

� �
≤

1
b − a

ðb
a
f xð Þdx ≤ f að Þ + f bð Þ

2 ð1Þ

is Hermite-Hadamard’s (see [3, 4]).
The notion of convexity is very old, and it appears in

Archimedes treatment of orbit length. Nowadays, convex
geometry is a mathematical subject in its own right. There
are several modern works on convexity that are for the stud-
ies of real analysis, linear algebra, geometry, and functional
analysis. The theory of convexity helps us to solve many
applied problems. In recent years, the theory of convex anal-
ysis gains huge attention of researchers due to its interesting
applications in optimizations, geometry, and engineering [5,
6].

The present paper deals with a new class of convex func-
tions and establishes inequalities of Hermite-Hadamard and
Fejér. Moreover, we develop some fractional integral

inequalities. See [7, 8] for more general inequalities via con-
vexity of functions.

The classical definition of convex functions was given
in [3]. Another concept which is used widely in convex
analysis is p-convex sets and p-convexity (see [4]). By tak-
ing p = 1 in the above definition, we get classical notion of
convexity. After that, the strongly convex with modulus
μ > 0 was introduced in [9]. And in [10], the notion of
the strongly p-convex function had been introduced. The
notion of generalized convex functions had been intro-
duced in [11, 12].

Motivated by the above researches, [13] introduced the
following class of functions.

The function f is strongly nonconvex in generalized
sense if

f txp + 1 − tð Þypð Þ1/p ≤ f yð Þ + tη f xð Þ, f yð Þð Þ − μt 1 − tð Þ yp − xpð Þ2

ð2Þ

holds for t ∈ ½0, 1�:

Definition 1 (see [13, 14]). Consider f ∈ L½a, b�, then the RHS
and the LHS Riemann-Liouville fractional integral (RL) of
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order α > 0 with b > a > 0 are defined by

Jαa+ f xð Þ = 1
Γ αð Þ

ðx
a
x − tð Þα−1 f tð Þdt, x > a,

Jαb− f xð Þ = 1
Γ αð Þ

ðx
a
t − xð Þα−1 f tð Þdt, x < b,

ð3Þ

respectively, where ΓðαÞ is the Gamma function defined
as

Γ αð Þ =
ð∞
0
e−t tα−1: ð4Þ

It is to be noted that J0α+ f ðxÞ = J0b− f ðxÞ = f ðxÞ:

The Riemann integral is reduced to classical integral for
α = 1 [15–18].

The definition of strong p-convexity was studied in [13].
The aim of this paper is to establish the inequalities of Schur,
Fejér, and Hermite-Hadamard type for the strongly noncon-
vex functions via RL fractional integrals.

2. Inequality of Hermite-Hadamard Type

In order to prove the inequality of Hermite-Hadamard type,
the following lemma is very important.

Lemma 2 (see [19]). Let p be any nonzero real number and α
be any positive constant. Further consider an integrable func-
tion w : A⟶ℝ, where A = ½a, b� ⊂ ð0,∞Þ which is p-sym-
metric w.r.t. ½ap + bp/2�1/p; then, we have the following:

(i) If p > 0,

Jαap+ wogð Þ bp
� �

= Jαbp− wogð Þ apð Þ = 1
2

Jαap+ wogð Þ bp
� �

+ Jαbp− wogð Þ apð Þ� �
,

ð5Þ

with gðxÞ = x1/p, x ∈ ½ap, bp�

(ii) If p < 0,

Jαbp+ wogð Þ apð Þ = Jαap− wogð Þ apð Þ = 1
2

Jαbp+ wogð Þ bp
� �

+ Jαap− wogð Þ bp
� �� �

,

ð6Þ

with gðxÞ = x1/p, x ∈ ½bp, ap�

Theorem 3. Let the strongly generalized p-convex function
f : I ⟶ℝ with magnitude μ > 0 and η (·) be bounded above
in f ðIÞ × f ðIÞ y f ∈ L½a, b�: Then, if p is any positive real num-

ber, we have

f
ap + bp

2

� �
−Mη +

μ bp − ap
� �2

6
Γ α + 1ð Þ
Γ α + 3ð Þ

≤
2α−1Γ α + 1ð Þ
bp − ap
� �α Jαap+bp/2+ f og bp

� �
+ Jαap+bp/2− f og apð Þ� �

≤
f að Þ + f bð Þ

2
+

αMη

2 α + 1ð Þ − μ
α α + 3ð Þ bp − ap

� �2
4 α + 1ð Þ α + 2ð Þ :

ð7Þ

Proof. We begin the proof by inserting x =
ðtap + ð1 − tÞbpÞ1/p and y = ðtbp + ð1 − tÞapÞ1/p

f
xp + yp

2

� �� 	1/p
−
Mη

2 −
μ xp − ypð Þ2

12 ≤
f xð Þ + f yð Þ

2 +
Mη

2

−
μ xp − ypð Þ2

6 :

ð8Þ

Take x = ½ðtap + ð1 − tÞbpÞ�1/p and y =
½ðtbp + ð1 − tÞapÞ�1/p, then (8) yields

f
ap + bp

2

� �� 	1/p
−
Mη

2 −
μ 2t − 1ð Þ2 bp − ap

� �2
12

≤
1
2 f tap + 1 − tð Þbp� �� �1/ph i

+ 1
2 f tbp + 1 − tð Þap� �� �1/ph i

+
Mη

2 −
μ 2t − 1ð Þ2 bp − ap

� �2
6 :

ð9Þ

Multiplying (9) by tα−1 and then integrating w.r.t. t over
the interval ½0, 1/2�,
ð1/2
0
f

ap + bp

2

� �� 	1/p
tα−1dt −

ð1/2
0

Mη

2 tα−1dt

−
μ bp − ap
� �2

12

ð1/2
0

2t − 1ð Þ2tα−1dt ≤ 1
2

ð1/2
0
tα−1 f tap + 1 − tð Þbp� �

dt

+ 1
2

ð1/2
0
tα−1 f tbp + 1 − tð Þap� �

dt +
ð1/2
0

Mη

2 tα−1dt

−
μ ap − bp
� �2

6

ð1/2
0

2t − 1ð Þ2tα−1dt,

ð10Þ

f
ap + bp

2

� �� 	1/p
−
Mη

2 + μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ
≤
Γ α + 1ð Þ2α−1
bp − ap
� �α Jαap+bp/2+ f og bp

� �
+ Jαap+bp/2− f og apð Þ� �

,

ð11Þ
which is the left side of Theorem 3
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Now, to obtain the left-hand side of Theorem 3, we have
for x = ½ðtap + ð1 − tÞbpÞ�1/p,

f tap + 1 − tð Þbp� �� �1/p ≤ f bð Þ + tη f að Þ, f bð Þð Þ − μt 1 − tð Þ bp − ap
� �2,

ð12Þ

and for y = ½ðtbp + ð1 − tÞapÞ�1/p,

f tbp + 1 − tð Þap� �� �1/p ≤ f að Þ + tη f bð Þ, f að Þð Þ − μt 1 − tð Þ bp − ap
� �2

:

ð13Þ

Combining (12) and (13), we have

f tap + 1 − tð Þbp� �� �1/p + f tbp + 1 − tð Þap� �� �1/p ≤ f að Þ

+ tη f að Þ, f bð Þð Þ + f bð Þ + tη f bð Þ, f að Þð Þ

− 2μt 1 − tð Þ bp − ap
� �2

: ð14Þ

Multiplying (14) by 2tα−1 and then integrating w.r.t. t
over the interval ½0, 1/2�, we have

2
ð1/2
0

f tap + 1 − tð Þbp� �� �1/ptα−1 + f tbp + 1 − tð Þap� �� �1/ptα−1h i

dt ≤ 2
ð1/2
0

f að Þ + f bð Þð Þtα−1dt + 4Mη

ð1/2
0
tαdt − 4μ bp − ap

� �2
ð1/2
0
t 1 − tð Þtα−1dt, ð15Þ

Γ α + 1ð Þ2α−1
bp − ap
� �α Jαap+bp/2+ f og bp

� �
+ Jαap+bp/2− f og apð Þ� �

≤
f að Þ + f bð Þ

2 +
αMη

2 α + 1ð Þ −
μα α + 3ð Þ bp − ap

� �2
4 α + 1ð Þ α + 2ð Þ : ð16Þ

Together (11) and (16) give the required result.

Remark 4.

(i) Fixing p = 1 in Theorem 3 gives Hermite-Hadamard
inequality in the sense of the strongly generalized
convexity

(ii) Fixing p = 1 and μ = 0 in Theorem 3, we obtain [20]
(Theorem 2.1)

(iii) Fixing ηðx, yÞ = x − y and μ = 0 in Theorem 3 yields
[21] (Theorem 2.1)

(iv) Applying both (ii) and (iii) on Theorem 3, we
obtain classical fractional version of H-H inequality

Definition 5 (see [22]). Let p be any nonzero real number;
then, the function w : ½a, b�⟶ℝ is p-symmetric w.r.t.
½ðap + bp/2Þ�1/p if wðxÞ =w½ðap + bp − xpÞ�1/p for all x ∈ ½a, b�:

Theorem 6 (inequality of Fejér type). Suppose that f is a
function as in Theorem 3 and an integrable, nonnegative
function w : ½a, b�⟶ R is symmetric w.r.t. ½ðap + bp/2Þ�1/p,
then

Γ αð Þ
2

f
ap + bp

2

� �� 	1/p
Jαap+wog bp

� �
+ Jαbp−wog apð Þ� �

−
MηΓ αð Þ

2
Jαap+wog bp

� �
+ Jαbp−wog apð Þ� �

+ μ

2

ðbp
ap

2x − bp − ap
� �2 bp − x

� �α−1wog xð Þdx

≤
Γ αð Þ
2

Jαap+ f wog bp
� �

+ Jαbp− f wog apð Þ� � f að Þ + f bð Þ
2

Γ αð Þ
2

Jαap+wog bp
� �

+ Jαbp−wog apð Þ� �
+

Mη

bp − ap
� � ðbp

ap
bp − x
� �αwog xð Þdx

− μ
ðbp
ap

bp − x
� �2 x − apð Þwog xð Þdx: ð17Þ

Proof. Setting t = 1/2 in (2),

f
xp + yp

2

� �� 	1/p
≤ f yð Þ + 1

2 η f xð Þ, f yð Þð Þ − μ

4 yp − xpð Þ2:

ð18Þ

Substitute y = ½ðtap + ð1 − tÞbpÞ�1/p and x =
½ðtbp + ð1 − tÞapÞ�1/p in (18),

f
xp + yp

2

� �� 	1/p
≤ f tap + 1 − tð Þbp� �� �1/p + Mη

2 −
μ

4 2t − 1ð Þ2 bp − ap
� �2

:

ð19Þ

According to the given conditions of w, we have

w xð Þ =w ap + bp − xp
� �� �1/p,

w tap + 1 − tð Þbp� �� �1/p =w tbp + 1 − tð Þap� �� �1/p ð20Þ

∀x, y ∈ ½a, b�: Multiplying (19) by 2tα−1w
½ðtbp + ð1 − tÞapÞ�1/p and then integrating w.r.t. t over the
interval ½0, 1�,

ð1
0
2tα−1w tbp + 1 − tð Þap� �� �1/p × f

ap + bp

2

� �� 	1/p

≤
ð1
0
2tα−1w tbp + 1 − tð Þap� �� �1/p × f tap + 1 − tð Þbp� �� �1/pdt

+
Mη

2

ð1
0
2tα−1w tbp + 1 − tð Þap� �� �1/pdt

3Journal of Function Spaces



−
μ

4

ð1
0
2tα−1 2t − 1ð Þ2 bp − ap

� �2 ×w tbp + 1 − tð Þap� �� �1/pdt,
ð21Þ

f
ap + bp

2

� �� 	1/pðap
bp
2 x − bp

ap − ap

� �α−1
w x1/p
� � dx

ap − bp
� �

≤
ðap
bp
2f x1/p
� �

w x1/p
� � x − bp

ap − ap

� �α−1 dx

ap − bp
� �

+
ðap
bp
Mη

x − bp

ap − ap

� �α−1
w x1/p
� � dx

ap − bp
� �

−
μ

2

ðap
bp

2x − bp − ap
� �2 x − bp

ap − ap

� �α−1
×w x1/p
� � dx

ap − bp
� � ,

ð22Þ

f
ap + bp

2

� �� 	1/pðbp
ap
2 bp − x
� �α−1w x1/p

� � dx

bp − ap
� �α

≤
ðbp
ap
2f x1/p
� �

w x1/p
� �

bp − x
� �α−1 dx

bp − ap
� �α

+Mη

ðbp
ap

bp − x
� �α−1w x1/p

� � dx

bp − ap
� �α

−
μ

2

ðap
bp

2x − bp − ap
� �2 bp − x

� �α−1 ×w x1/p
� � dx

bp − ap
� �α :

ð23Þ
Let gðxÞ = x1/p, then (23) becomes

f
ap + bp

2

� �� 	1/p 1
bp − ap
� �α

ðbp
ap

bp − x
� �α−1wog xð Þdx 2

bp − ap
� �α

ðbp
ap
f wog xð Þ bp − x

� �α−1dx + Mη

bp − ap
� �α

ðbp
ap

bp − x
� �α−1wog xð Þdx

−
μ

2 bp − ap
� �α

ðbp
ap

2x − bp − ap
� �2 × x bp −

� �α−1wog xð Þdx,

ð24Þ

Γ αð Þ
2 f

ap + bp

2

� �� 	1/p
Jαap+wog bp

� �
+ Jαbp−wog apð Þ� �

−
Mη

2 Γ αð Þ Jαap+wog bp
� �

+ Jαbp−wog apð Þ� �
+ μ

2

ðbp
ap

2x − bp − ap
� �2 bp − x

� �α−1wog xð Þdx

≤
Γ αð Þ
2 Jαap+ f wog bp

� �
+ Jαbp− f wog apð Þ� �

:

ð25Þ

Now, take x = ðtap + ð1 − tÞbpÞ∀t ∈ ½0, 1�, then by Def of
f ,

f tap + 1 − tð Þbp� �� �1/p ≤ f bð Þ + tη f að Þ, f bð Þð Þ − μt 1 − tð Þ bp − ap
� �2

:

ð26Þ

Multiply on both sides of (26) by 2tα−1w
½ðtbp + ð1 − tÞapÞ�1/p and then integrate w.r.t. t over the inter-
val ½0, 1�,
ð1
0
2f tap + 1 − tð Þbp� �� �1/ptα−1w tbp + 1 − tð Þap� �� �1/pdt

≤
ð1
0
2tα−1w tbp + 1 − tð Þap� �� �1/p f bð Þdt

+
ð1
0
2tαMηw tbp + 1 − tð Þap� �� �1/pdt − 2μ

ð1
0
2tα 1 − tð Þ bp − ap

� �2
×w tbp + 1 − tð Þap� �� �1/pdt,

ð27Þ
ðap
bp
f x1/p
� �

w x1/p
� � x − bp

ap − bp

� �α−1 dx

ap − bp
� �

≤
ðap
bp
f bð Þ x − bp

ap − bp

� �α−1
w x1/p
� � dx

ap − bp
� �

+Mη

ðap
bp

x − bp

ap − bp

� �α−1
w x1/p
� � dx

ap − bp
� �

− μ
ðap
bp

bp − x
� �α x − apð Þw x1/p

dx

bp − ap
� �α

 !
:

ð28Þ

Take gðxÞ = x1/p in (28), then we have

ðbp
ap

bp − x
� �α−1wf og xð Þdx ≤

ðbp
ap

bp − x
� �α−1wog xð Þf bð Þdx

+
Mη

bp − ap
� � ðbp

ap
bp bp − x
� �α�

wog xð Þdx

− μ
ðbp
ap

bp bp − x
� �α x − apð Þwog xð Þdx�

:

ð29Þ

Similarly, we have

ðbp
ap

bp − x
� �α−1wf og xð Þdx ≤

ðbp
ap

bp − x
� �α−1wog xð Þf að Þdx

+
Mη

bp − ap
� � ðbp

ap
bp bp − x
� �αwog xð Þdx�

− μ
ðbp
ap

bp bp − x
� �α x − apð Þwog xð Þdx�

,

ð30Þ

from definition of f by fixing x = tbp + ð1 − tÞap:
Combining (29) and (30), we obtain

ðbp
ap

bp − x
� �α−1wf og xð Þdx ≤ f að Þ + f bð Þ

2

ðbp
ap

bp − x
� �α−1wog xð Þdx

+
Mη

bp − ap
� � ðbp

ap
bp bp − x
� �αwog xð Þdx�

− μ
ðbp
ap

bp − x
� �α x − apð Þwog xð Þdx,

ð31Þ
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Γ αð Þ
2 Jαap+ f wog bp

� �
+ Jαbp− f wog apð Þ� �

≤
f að Þ + f bð Þ

2
Γ αð Þ
2 Jαap+wog bp

� �
+ Jαbp−wog apð Þ� �

+
Mη

bp − ap
� � ðbp

ap
bp bp − x
� �αwog xð Þdx�

− μ
ðbp
ap

bp − x
� �α x − apð Þwog xð Þdx:

ð32Þ

Combining (32) and (25) completes the theorem (17).

3. Fractional Integral Inequalities for Strongly
Generalized p-Convex Function

Lemma 7. Consider a differentiable function f : I ⊂ ð0,∞Þ
⟶ R on Io, with f ′ ∈ L½a, b�, where a, b ∈I and a < b. If w
: ½a, b�⟶ R is integrable, then

f
ap + bp

2

� �� 	1/p
−

Γ α + 1ð Þ
21−α bp − ap

� �α Jαap+bp/2+ f og bp
� �

+ Jαap+bp/2− f og apð Þ� �

−
Mη

2
+ μ bp − ap
� �2Γ α + 1ð Þ

2Γ α + 3ð Þ

= 1

21−α bp − ap
� �α

ðap+bp/2
ap

t − apð Þα f ogð Þ′ tð Þ −
ðbp
ap+bp/2

bp − t
� �α f ogð Þ′ tð Þ

#
dt

−
Mη

2
+ μ bp − ap
� �2Γ α + 1ð Þ

2Γ α + 3ð Þ
ð33Þ

holds with gðxÞ = x1/p.

Proof. Let p > 0, and x ∈ ½ap, bp�, then for generalized strongly
p-convex function, we have

K = 1
21−α bp − ap

� �α
ðap+bp/2
ap

t − apð Þα f ogð Þ′ tð Þdt

−
1

21−α bp − ap
� �α

ðbp
ap+bp/2

bp − t
� �α f ogð Þ′ tð Þdt − Mη

2

+ μ bp − ap
� �2Γ α + 1ð Þ

2Γ α + 3ð Þ ,

ð34Þ

K = K1 − K2 −
Mη

2 + μ bp − ap
� �2Γ α + !ð Þ

2Γ α + 3ð Þ , ð35Þ

where

K1 =
1

21−α bp − ap
� �α

ðap+bp/2
ap

t − apð Þα f ogð Þ′ tð Þdt,

K2 =
1

21−α bp − ap
� �α

ðbp
ap+bp/2

bp − t
� �α f ogð Þ′ tð Þ

#
dt:

ð36Þ

By integration by parts, we have

K1 =
1

21−α bp − ap
� �α bp − ap

2

� �α

f
ap + bp

2

� �� 	1/p

−
α

21−α bp − ap
� �α

ðap+bp/2
ap

t − apð Þα−1 f og tð Þdt

= 1
2 f

ap + bp

2

� �� 	1/p
−

Γ α + 1ð Þ
21−α bp − ap

� �α
Γ αð Þ

×
ðap+bp/2
ap

t − apð Þα−1 f og tð Þdt,

ð37Þ

K2 = −
1
2 f

ap + bp

2

� �� 	1/p
+ Γ α + 1ð Þ
21−α bp − ap

� �α × Jαap+bp/2+ f og bp
� �

:

ð38Þ

By combining (34), (37), and (38), we have (33). This
completes the proof.

Remark 8. Setting μ = 0 and η = x − y in Lemma 7 gives us
[21] (Lemma 2.1).

Theorem 9. Let the function f be as in Theorem 3.1. If j f ′j is
a strongly generalized p-convex function on ½a, b� for positive
p and α, then

f
ap + bp

2

� 	1/p !
−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� �

+ Jαap+bp/2− f og apð Þ� �





−
Mη

2
+ μ bp − ap
� �2

Γ α + 1ð Þ
2Γ α + 3ð Þ






 ≤ bp − ap

21−α
C1 α, pð Þ f ′ bð Þ

 

h

+ C2 α, pð Þη f ′ bð Þ

 

, f ′ að Þ

 

� �
− C3 α, pð Þμ bp − ap

� �2i − Mη

2
+ μ bp − ap
� �2

Γ α + 1ð Þ
Γ α + 3ð Þ ,

ð39Þ

where

C1 α, pð Þ =
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p du +
ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p du,

C2 α, pð Þ =
ð1/2
0

uα+1

p uap + 1 − uð Þbp� �1−1/p du +
ð1
1/2

1 − uð Þαu
p uap + 1 − uð Þbp� �1−1/p du,

C3 α, pð Þ =
ð1/2
0

uα+1 1 − uð Þ bp − ap
� �2

p uap + 1 − uð Þbp� �1−1/p du +
ð1
1/2

uα+1 1 − uð Þ bp − ap
� �2

p uap + 1 − uð Þbp� �1−1/p du:
ð40Þ
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Proof. Theorem (3) gives

f
ap + bp

2

� �� 	1/p
−
Mη

2 + μ bp − ap
� �2Γ α + 1ð Þ

2Γ α + 3ð Þ







−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� �

+ Jαap+bp/2− f og apð Þ� �





≤

1
21−α bp − ap

� �α
ðap+bp/2
ap

t − apð Þα f ′ t1/p
� � 1

t1−1/p
dt

+ 1
21−α bp − ap

� �α
ðbp
ap+bp/2

bp − t
� �α f ′ t1/p

� � 1
t1−1/p

dt −
Mη

2

+ μ bp − ap
� �2Γ α + 1ð Þ

2Γ α + 3ð Þ ≤
bp − ap

21−α
ðap+bp/2
ap

t − apð Þα f ′ t1/p
� � 1

t1−1/p
dt

+ bp − ap

21−α
ðbp
ap+bp/2

bp − t
� �α f ′ t1/p

� � 1
t1−1/p

dt −
Mη

2 + μ bp − ap
� �2Γ α + 1ð Þ

2Γ α + 3ð Þ :

ð41Þ

Setting t = uap + ð1 − uÞbp, dt = ðap − bpÞdu, we have

f
ap + bp

2

� �� 	1/p
−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� ��






+ Jαap+bp/2− f og apð Þ� − Mη

2 + μ bp − ap
� �2

Γ α + 1ð Þ
Γ α + 3ð Þ j

≤
bp − ap
� �
21−α

ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p f ′ uap + 1 − uð Þbp� �1/p


 


du
+ bp − ap
� �
21−α

ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p f ′ uap + 1 − uð Þbp� �1/p


 


du

−
Mη

2 + μ bp − ap
� �2Γ α + 1ð Þ

Γ α + 3ð Þ :

ð42Þ

Since j f ′j is a strongly generalized p-convex function on
½a, b�, we have

f ′ uap + 1 − uð Þbp� �1/p


 


 ≤ f ′ bð Þ

 

 + μη f ′ að Þ

 

, f ′ bð Þ

 

� �
− μ 1 − uð Þ bp − ap

� �2
:

ð43Þ

After combining (48) and (43), we have

f
ap + bp

2

� �� 	1/p
−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� ��






+ Jαap+bp/2− f og apð Þ� − Mη

2 + μ bp − ap
� �2

Γ α + 1ð Þ
Γ α + 3ð Þ j

≤
bp − ap

21−α
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p f ′ bð Þ

 

 + uη f ′ að Þ

 

, f ′ bð Þ

 

� ��

− μu 1 − uð Þ bp − ap
� �2Þdu + bp − ap

21−α
ð 1
2
1 1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p

f ′ bð Þ

 

 + uη f ′ að Þ

 

, f ′ bð Þ

 

� �
− μu 1 − uð Þ bp − ap

� �2� �
du

−
Mη

2 + μ bp − ap
� �2Γ α + 1ð Þ

Γ α + 3ð Þ , f ap + bp

2

� �� 	1/p





−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� �

+ Jαap+bp/2− f og apð Þ� �
−
Mη

2

+ μ bp − ap
� �2Γ α + 1ð Þ

Γ α + 3ð Þ j = bp − ap

21−α
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p f ′ bð Þ

 



+ bp − ap

21−α
ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p f ′ bð Þ

 

du

+ bp − ap

21−α
ð1/2
0

uα+1

p uap + 1 − uð Þbp� �1−1/p η f ′ að Þ

 

, f ′ bð

 

� �

+ bp − ap

21−α
ð1
1/2

1 − uð Þαu
p uap + 1 − uð Þbp� �1−1/p η f ′ að Þ

 

, f ′ bð Þ

 

� �

du −
Mη

2

+ μ bp − ap
� �2Γ α + 1ð Þ

Γ α + 3ð Þ + bp − ap

21−α
ð1/2
0

uα+1 1 − uð Þ bp − ap
� �2μ

p uap + 1 − uð Þbp� �1−1/p

+ bp − ap

21−α
ð1
1/2

u 1 − uð Þα+1μ
p uap + 1 − uð Þbp� �1−1/p , f ap + bp

2

� 	1/p !





−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� �

+ Jαap+bp/2− f og apð Þ� �
−
Mη

2

+ μ bp − ap
� �2

Γ α + 1ð Þ
Γ α + 3ð Þ j ≤ bp − ap

21−α C1 α, pð Þ f ′ bð Þ

 

h

+ C2 α, pð Þη f ′ bð Þ

 

, f ′ að Þ

 

� �
− C3 α, pð Þμ bp − ap

� �2� − Mη

2

+ μ bp − ap
� �2

Γ α + 1ð Þ
Γ α + 3ð Þ : ð44Þ

Remark 10. If one takes η = x − y and μ = 0, then we get [21]
(Theorem 2.2).

Theorem 11. Let the function f be as in Theorem 3.1. If j f ′j
is as in Theorem 9, then

f
ap + bp

2

� �� 	1/p
−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� �

+ Jαap+bp/2− f og apð Þ� �





−Mη +

μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ






 ≤ C5 α, pð Þð Þ1−1/q C5 α, pð Þ f ′ bð Þ

 

h



+ C6 α, pð ÞMη − C7 α, pð Þμ bp − ap

� �2 + C8 α, pð Þð Þ1−1/q C8 f ′ bð Þ

 

h

+ C9Mη + C10μ bp − ap
� �2i� −Mη +

μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ j,

ð45Þ
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where

C5 α, pð Þ =
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p du,
C6 α, pð Þ =

ð1/2
0

uα+1

p uap + 1 − uð Þbp� �1−1/p du,
C7 α, pð Þ =

ð1/2
0

uα 1 − uð Þ
p uap + 1 − uð Þbp� �1−1/p du,

C8 α, pð Þ =
ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p du,

C9 α, pð Þ =
ð1
1/2

u 1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p du,

C10 α, pð Þ =
ð1
1/2

u 1 − uð Þα+1
p uap + 1 − uð Þbp� �1−1/p du:

ð46Þ

Proof. Let p > 0:

f
ap + bp

2

� �� 	1/p
−Mη +

μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ







−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� �

+ Jαap+bp/2− f og apð Þ� �





≤

1
21−α bp − ap

� �α
ðap+bp/2
ap

t − apð Þα f ′ t1/p
� � 1

t1−1/p
dt

+ 1
21−α bp − ap

� �α
ðbp
ap+bp/2

bp − t
� �α f ′ t1/p

� � 1
t1−1/p

dt −Mη

+ μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ ≤
bp − ap

21−α
ðap+bp/2
ap

t − apð Þα f ′ t1/p
� � 1

t1−1/p
dt

+ bp − ap

21−α
ðbp
ap+bp/2

bp − t
� �α f ′ t1/p

� � 1
t1−1/p

dt −Mη +
μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ :

ð47Þ

Setting t = uap + ð1 − uÞbp, dt = ðap − bpÞdu, we have

f
ap + bp

2

� �� 	1/p
−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� ��






+ Jαap+bp/2− f og apð Þ� −Mη +
μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ j

≤
bp − ap
� �
21−α

ð1/2
0

uα

p uap + 1 − uð Þbp� �� �1−1/p f ′ uap + 1 − uð Þbp� �� �1/p


 


du
+ bp − ap
� �
21−α ×

ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �� �1−1/p f ′ uap + 1 − uð Þbp� �� �1/p


 


du

−Mη +
μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ :

ð48Þ

Using the inequality of power mean the definition of

j f ′jq,

f
ap + bp

2

� �� 	1/p
−

Γ α + 1ð Þ
2α−1 bp − ap

� �α Jαap+bp/2+ f og bp
� �

+ Jαap+bp/2− f og apð Þ� �





−Mη +

μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ j ≤ bp − ap

21−α
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p
 !1−1/q" #

×
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p f ′ uap + 1 − uð Þbp� �1/p� �


 


qdu
 !1/q" #

+ bp − ap

21−α
ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p

 !1−1/q" #

×
ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p f ′ uap + 1 − uð Þbp� �1/p� �


 


qdu

 !1/q" #

≤
bp − ap

21−α
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p
 !1−1/q" #

×
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p du
 !

f ′ bð Þ

 

"

+
ð1/2
0

uα+1Mη

p uap + 1 − uð Þbp� �1−1/p du�

+ bp − ap

21−α
ð1/2
0

uα

p uap + 1 − uð Þbp� �1−1/p
 !1−1/q" #

×
ð1/2
0

uα+1 1 − uð Þ bp − ap
� �2

p uap + 1 − uð Þbp� �1−1/p du
" #

+ bp − ap

21−α
ð1
1/2

u 1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p

 !1−1/q" #

×
ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p du

 !
f ′ bð Þ

 

"

+
ð1/2
0

1 − uð ÞαuMη

p uap + 1 − uð Þbp� �1−1/p du�

+ bp − ap

21−α
ð1
1/2

1 − uð Þα
p uap + 1 − uð Þbp� �1−1/p

 !1−1/q" #

×
ð1
1/2

1 − uð Þα+1u bp − ap
� �2

p uap + 1 − uð Þbp� �1−1/p du
" #

= C5 α, pð Þð Þ1−1/q C5 α, pð Þ f ′ bð Þ
h


 


hh




+ C6 α, pð ÞMη − C7 α, pð Þμ bp − ap
� �2�

+ C8 α, pð ÞÞ1−1/q C8 α, pð Þ f ′ bð Þ

 

 + C9 α, pð ÞMη

hh
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+ C10 α, pð Þμ bp − ap
� �2�� −Mη +

μ bp − ap
� �2Γ α + 1ð Þ

6Γ α + 3ð Þ j: ð49Þ

This completes the proof.

Remark 12.

(i) Setting p = 1 and μ = 0, η = xy in Theorem 11 gives
H-H type inequality for convex functions

(ii) Setting p = 1 and α = 1, μ = 0, η = xy in Theorem 11
gives H-H inequality for convex functions

4. Conclusion

In this paper, we established inequalities of Hermite-
Hadamard and Fejér type for strongly generalized p-convex
functions. We also established some fractional integral
inequalities for this class of function in the setting of RL frac-
tional integrals. We also related our results with the existing
results and proved that by fixing involved parameters, we get
many previous results.
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The present investigation is aimed at defining different classes of analytic functions and conformable differential operators in view
of the concept of locally fractional differential and integral operators. We present a novel generalized class of analytic functions,
which we call it locally fractional analytic functions in the open unit disk. For the suggested class, we look at conditions to get the
starlikeness and convexity properties.

1. Introduction

The idea of local fractional calculus (LFC) is an innovative
differentiation and integration model for functions affecting
on special fractal sets. Experts and scientists have been
attracted by this theory. The LFC of a complex variable
was established by Yang [1] (see [2] for additional material).
The issue of explanation of fractal operators over analytic
functions is glowered to be solved since the effort of Viswa-
nathan and Navascues [3]. They presented a technique to
define α-fractal operator on ℂkðIÞ, the space of all k − real-
valued continuous functions defined on a compact interval
I. In our work, we extend this idea into a complex domain,
which is already compact in the z-plane. Therefore, in our
opinion, the current study contributes to the theory of fractal
functions and makes it easier for them to find new applica-
tions in a variety of domains, such as numerical analysis,
functional analysis, and harmonic analysis; for example, in
relation to PDEs. We anticipate that the current investiga-
tion will open the door to further research on shape-
preserving fractal approximation in the different function
spaces that are being taken into consideration. The reader
is encouraged to see [4] for a fractal approximation that pre-
serves shape in the space of differential functions.

Let ϑ ∈ ð0, 1� be a fractional number and ξ = χ + iη be a
complex number. Then, the fractal complex number ξϑ can
be defined by [2]

ξϑ ≔ χϑ + iνηϑ, χ, η ∈ℝ: ð1Þ

The local fractional derivative (LFD) at a random
point ξ0 for a complex function υðξÞ can be formulated
as follows:

Δϑυ ξð Þ = Γ 1 + ϑð Þ lim
ξ⟶ξ0

υ ξð Þ − υ ξ0ð Þ
ξ − ξ0ð Þϑ

 !
,

ϑ ∈ 0, 1ð �, ξ, ξ0 ∈ℂ, υ : ℂ⟶ℂð Þ:
ð2Þ

Let υðξÞ = ðξÞnϑ, for example; then, the LFD can be cal-
culated as follows:

Δϑ ξð Þnϑ = Γ 1 + nϑð Þ
Γ 1 + n − 1ð Þϑð Þ
� �

ξ n−1ð Þϑ: ð3Þ
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Obviously, when ϑ = 1, the LFD reduces to the normal
derivative ξn = nξn−1: Moreover, for n = 1, the LFD
becomes

Δϑ ξð Þϑ = Γ 1 + ϑð Þ: ð4Þ

On Cantor sets, the local fractional differential operator
(LFDO) can be used to construct a variety of different trans-
formations and summations (see, e.g., Yang et al. [5–7]).

Let Aϑ, ϑ ∈ ð0, 1� be a class of locally fractional normal-
ized functions in Ω≔ fξ ∈ℂ : jξj < 1g such that

υ ξϑ
� �

= ξϑ + 〠
∞

n=2
vnξ

nϑ, ξ ∈Ω: ð5Þ

Clearly, when ϑ = 1, we attain the usual normalized classA
:

υ ξð Þ = ξ + 〠
∞

n=2
vnξ

n, ξ ∈Ω: ð6Þ

Two functions υ, ω ∈Aϑ are convoluted if they accept

υ ξϑ
� �

∗ ω ξϑ
� �

= ξϑ + 〠
∞

n=2
vnwnξ

ϑn, ξ ∈Ω, ð7Þ

where

ω ξϑ
� �

= ξϑ + 〠
∞

n=2
wnξ

ϑn: ð8Þ

Moreover, they are subordinated υ ≺ ω if they satisfy the
equality υðξÞ = ðωðλðξÞÞÞ, where λ is analytic with jλðξÞj ≤ jξ
j < 1 (see [8]). This definition can be extended to LDC by sug-
gesting ξ⟶ ξϑ:

1.1. Convoluted Operators. The local derivative suggests the
subsequent functional operator: for n ≥ 1.

Δνξϑn

Γ 1 + ϑð Þξn ϑ−1ð Þ−ϑ =
Γ 1 + nϑð Þð Þ/ Γ 1 + n − 1ð Þϑð Þð Þð Þξ n−1ð Þϑ

Γ 1 + νð Þξn ϑ−1ð Þ−ϑ

= Γ 1 + nϑð Þ
Γ 1 + ϑð ÞΓ 1 + n − 1ð Þϑð Þ
� �

ξn:

ð9Þ

As a result, we define the following function for all n ≥ 1,

Ê
ϑ
ξð Þ = ξ + 〠

∞

n=2

Γ 1 + nϑð Þ
Γ 1 + ϑð ÞΓ 1 + n − 1ð Þϑð Þ
� �

ξn: ð10Þ

Obviously, Ê ∈A: By using the convolution operator, we

define the the following LFDO: Dϑ : Ω⟶Ω, such that

Dϑυ ξð Þ≔ Êϑ ∗ υ
� �

ξð Þ = ξ + 〠
∞

n=2

Γ 1 + nϑð Þ
Γ 1 + ϑð ÞΓ 1 + n − 1ð Þϑð Þ
� �

vnξ
n:

ð11Þ

Correspondingly, the fractional locally integral operator
(FLIO) is defined as follows:

Jϑ ξð Þ≔ Eϑ ∗ υ
� �

ξð Þ = ξ + 〠
∞

n=2

Γ 1 + ϑð ÞΓ 1 + n − 1ð Þϑð Þ
Γ 1 + nϑð Þ

� �
vnξ

n:

ð12Þ

We proceed to define the k − LFDO and k − LFIO, as
follows:

Dϑ
kυ

� �
ξð Þ≔ Êϑ∗⋯∗Êϑ|fflfflfflfflfflffl{zfflfflfflfflfflffl}

k−times

∗ υ ξð Þ = ξ + 〠
∞

n=2

Γ 1 + nϑð Þ
Γ 1 + ϑð ÞΓ 1 + n − 1ð Þϑð Þ
� �k

vnξ
n

≔ ξ + 〠
∞

n=2
Ên

� �k
vnξ

n:

Jϑkυ
� �

ξð Þ≔ Eϑ∗⋯∗Eϑ|fflfflfflfflfflffl{zfflfflfflfflfflffl}
k−times

∗ υ ξð Þ = ξ + 〠
∞

n=2

Γ 1 + ϑð ÞΓ 1 + n − 1ð Þϑð Þ
Γ 1 + nϑð Þ

� �k

vnξ
n

≔ ξ + 〠
∞

n=2
Enð Þk vnξn:

ð13Þ

It is obvious that we reach the well-known Salagean dif-
ferential and integral operators, respectively, when ϑ = 1.

Definition 1. Define two formulas of analytic functions υ ∈A
as follows:

Sυ ξð Þ≔ ξυ′ ξð Þ
υ ξð Þ , ξ ∈Ω,

Kυ ξð Þ≔ 1 + ξυ′′ ξð Þ
υ′ ξð Þ

, ξ ∈Ω:

ð14Þ

Consequently, there are two classes for this investigation,
the starlike and convex classes with

R Sυ ξð Þð Þ > 0,
R Kυ ξð Þð Þ > 0, ξ ∈Ω,

ð15Þ

respectively.

1.2. Locally Fraction Conformable Operator

Definition 2. Let ℘ be a nonnegative number, such that ½½℘��
be the integer part of ℘. By using the k − LFDO, we have the
following locally fractional conformable differential
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operator:

∧℘ Dϑ
kυ

� �
ξð Þ

h i
= ∧℘− ℘½ �½ � ∧ ℘½ �½ � Dϑ

kυ
� �

ξð Þ
h i� �

= p1 ℘− ℘½ �½ �,ξð Þ
p1 ℘− ℘½ �½ �, ξð Þ+p0 ℘− ℘½ �½ �, ξð Þ ∧ ℘½ �½ � Dϑ

kυ
� �

ξð Þ
h i� �

+ p0 ℘− ℘½ �½ �,ξð Þ
p1 ℘− ℘½ �½ �, ξð Þ+p0 ℘− ℘½ �½ �, ζð Þ ξ ∧ ℘½ �½ � Dϑ

kυ
� �

ξð Þ
h i�� �

,

ð16Þ

where for q≔℘−½½℘�� ∈ ½0, 1Þ,

∧0 Dϑ
kυ

� �
ξð Þ

h i
= Dϑ

kυ
� �

ξð Þ
h i

,

∧q Dϑ
kυ

� �
ξð Þ

h i
= p1 q, ξð Þ
p1 q, ξð Þ + p0 q, ξð Þ Dϑ

kυ
� �

ξð Þ
h i

+ p0 q, ξð Þ
p1 q, ξð Þ + p0 q, ξð Þ ξ Dϑ

kυ
� �

ξð Þ
h i

′
� �

= p1 q, ξð Þ
p1 q, ξð Þ + p0 q, ξð Þ ξ + 〠

∞

n=2
Ên
� �k

vn ξ
n

" #

+ p0 q, ξð Þ
p1 q, ξð Þ + p0 ν, ξð Þ ξ + 〠

∞

n=2
Ên
� �k

nvn ξ
n

" # !

= ξ + 〠
∞

n=2

p1 q, ξð Þ + n p0 q, ξð Þ
p1 q, ξð Þ + p0 q, ξð Þ

� �
Ên
� �k

vn ξ
n

≔ ξ + 〠
∞

n=2
θn q, ξð Þ Ên

� �k
vn ξ

n∧1 Dϑ
kυ

� �
ξð Þ

h i
= ξ Dϑ

kυ
� �

ξð Þ
h i� �

⋮

∧ ℘½ �½ � Dϑ
kυ

� �
ξð Þ

h i
= ∧1 ∧ ℘½ �½ �−1 Dϑ

kυ
� �

ξð Þ
h i� �

, ð17Þ

where

θn q, ξð Þ≔ p1 q, ξð Þ + n p0 q, ξð Þ
p1 ν, ξð Þ + p0 q, ξð Þ

� �
, ð18Þ

and the functions p1, p0 : ½0, 1� ×Ω⟶Ω are analytic in Ω
with

p1 q, ξð Þ ≠ −p0 q, ξð Þ,
lim
q⟶0

p1 q, ξð Þ = 1,

lim
q⟶1

p1 q, ξð Þ = 0, p1 q, ξð Þ ≠ 0,∀ξ ∈Ω, q ∈ 0, 1ð Þ,

lim
q⟶0

p0 q, ξð Þ = 0,

lim
q⟶1

p0 q, ξð Þ = 1, p0 q, ξð Þ ≠ 0,∀ξ ∈Ω, q ∈ 0, 1ð Þ:

ð19Þ

Remark 3.

(i) For constant coefficients, the operator ∧q½ðDϑ
kυÞðξÞ�

is normalized in Ω: Moreover, if ℘−½½℘�� = 0, ϑ = 1,

then we realize the Sàlàgean differential operator [9].
If k = 0, we attain the conformable differential opera-
tor in [10], which is based on the same assumptions.
Similarly, we can replace the local fractional integral
operator using the k − LFJOððJϑkυÞðξÞÞ

(ii) The authors in [11] presented a conformable frac-
tional differential operator by using a combination
of fractional integral and differential operators, as
follows:

Dqυ ξð Þ = ξ + 〠
∞

n=2
θn q, ξð Þ Γ 3 − qð ÞΓ n + 1ð Þ

Γ n + 2 − qð Þ
� �k

vn ξ
n, ξ ∈Ω,

ð20Þ

where

θn q, ξð Þ = p1 q, ξð Þ + n p0 q, ξð Þ
p1 ν, ξð Þ + p0 q, ξð Þ

� �
ð21Þ

We proceed to discuss the most important geometric prop-
erties of ðDϑ

kυÞðξÞ and ∧℘½ðDϑ
kυÞðξÞ�, in the next section.

1.3. Lemmas. We request the next preliminaries.

Lemma 4 (see [8]/p135). Let υ be analytic and ω be univalent
in Ω such that υð0Þ = ωð0Þ. Furthermore, let ϕ be analytic in
a domain involving ωðΩÞ and ωðΩÞ. If ξω′ðξÞϕðωðξÞÞ is
starlike, then the subordination

ξυ′ ξð Þϕ υ ξð Þð Þ ≺ ξω′ ξð Þϕ ω ξð Þð Þ ð22Þ

yields

υ ξð Þ ≺ ω ξð Þ, ð23Þ

and ω is the best dominant.

Lemma 5 (see [12]). For two analytic functions υ1 and υ2 in a
complex domain such that υ1ð0Þ = υ2ð0Þ and

υ1 ξð Þ ≺ υ2 ξð Þ, ð24Þ

then

ð2π
0

υ1 ξð Þj jtdμ ≤
ð2π
0

υ2 ξð Þj jtdμ, ð25Þ

where

ξ = ν exp iμð Þ, ν ∈ 0, 1ð Þ, t ∈ℝ+: ð26Þ

The next section is about our results of the operator ∧q

½ðDϑ
kυÞðξÞ�, and as a special consequence, we connect the

operator ½ðDϑ
kυÞðξÞ�:
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2. Results

This section deals with the operator ∧q½ðDϑ
kυÞðξÞ�≔∧qðξÞ.

2.1. Starlikeness of ∧qðξÞ

Theorem 6. If the following conditions occur:

(i) Λ is univalent in Ω

(ii) ðξΛ′ðξÞÞ/ðΛðξÞðΛðξÞ − 1ÞÞ is starlike in Ω

(iii) ðK∧qðξÞ − 1Þ/ðS∧qðξÞ − 1Þ ≺ 1 + ððξΛ′ðξÞÞ/ðΛðξÞðΛ
ðξÞ − 1ÞÞÞ

Then,

S∧q ξð Þ ≺Λ ξð Þ, ξ ∈Ω, ð27Þ

and Λ is the best dominant. Moreover,

ð2π
0

S∧q ξð Þj jtdμ ≤
ð2π
0

Λ ξð Þj jtdμ, t ∈ℝ+: ð28Þ

Proof. Put the function H, as follows:

H ξð Þ≔ S∧q ξð Þ, ξ ∈Ω: ð29Þ

A simple calculation yields

SH ξð Þ =K∧q ξð Þ −H ξð Þ: ð30Þ

Consequently, we attain

K∧q ξð Þ − 1
S∧q ξð Þ − 1 = SH ξð Þ +H ξð Þ − 1

H ξð Þ − 1 = 1 + ξH ′ ξð Þ
H ξð Þ H ξð Þ − 1ð Þ :

ð31Þ

Thus, we have

ξH ′ ξð Þ
H ξð Þ H ξð Þ − 1ð Þ ≺

ξΛ′ ξð Þ
Λ ξð Þ Λ ξð Þ − 1ð Þ , ξ ∈Ω: ð32Þ

Based on Lemma 4, we attain the requested result. The
second part is a direct application of Lemma 5.

Theorem 7. If the following conditions hold:

(i) Λ is univalent in Ω

(ii) ðξΛ′ðξÞÞ/ðΛðξÞ − 1Þ is starlike in Ω

(iii) S∧qðξÞðððK∧qðξÞ − 1Þ/ðS∧qðξÞ − 1ÞS∧qðξÞ − 1Þ − 1Þ
≺ ððξΛ′ðξÞÞ/ðΛðξÞ − 1ÞÞ

Then,

S∧q ξð Þ ≺Λ ξð Þ, ξ ∈Ω, ð33Þ

and Λ is the best dominant. Furthermore,

ð2π
0

S∧q ξð Þj jtdμ ≤
ð2π
0

Λ ξð Þj jtdμ, t ∈ℝ+: ð34Þ

Proof. Formulate the function H as follows:

H ξð Þ≔ S∧q ξð Þ, ξ ∈Ω: ð35Þ

Then, we get the equality

SH ξð Þ +H ξð Þ =K∧q ξð Þ: ð36Þ

Replacing produces the following results:

S∧q ξð Þ K∧q ξð Þ − 1
S∧q ξð Þ − 1 − 1

� �
= ξH ′ ξð Þ
H ξð Þ − 1 : ð37Þ

Hence,

ξH ′ ξð Þ
H ξð Þ − 1 ≺

ξΛ′ ξð Þ
Λ ξð Þ − 1 , ξ ∈Ω: ð38Þ

In view of Lemma 4, we have the outcome. Lemma 5
implies the integral inequality.

Theorem 8. If the following conditions are fulfilled:

(i) Λ is univalent in Ω

(ii) SΛ is starlike in Ω

(iii) K∧qðξÞ − S∧qðξÞ ≺ SΛðξÞ
Then,

S∧q
ξð Þ ≺Λ ξð Þ, ξ ∈Ω, ð39Þ

and Λ is the best dominant. In addition,

ð2π
0

S∧q ξð Þj jtdμ ≤
ð2π
0

Λ ξð Þj jtdμ, t ∈ℝ+: ð40Þ

Proof. Present the function H as follows:

H ξð Þ≔ S∧q ξð Þ, ξ ∈Ω: ð41Þ

Therefore, we get

SH ξð Þ +H ξð Þ =K∧q ξð Þ: ð42Þ

Replacing brings that

K∧q ξð Þ − S∧q ξð Þ = SH ξð Þ: ð43Þ

Hence,

SH ξð Þ ≺ SΛ ξð Þ, ξ ∈Ω: ð44Þ
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Hence, Lemma 4 implies HðξÞ ≺ΛðξÞ: And Lemma 5
yields the last integral inequalityð2π

0
H ξð Þj jtdμ ≤

ð2π
0

Λ ξð Þj jtdμ, t ∈ℝ+: ð45Þ

Theorem 9. If the following conditions are applied:

(i) Λ is univalent in Ω

(ii) ξΛ′ðξÞ is starlike in Ω

(iii) S∧qðξÞðK∧qðξÞ − S∧qðξÞÞ ≺ ξΛ′ðξÞ
Then,

S∧q ξð Þ ≺Λ ξð Þ, ξ ∈Ω, ð46Þ

and Λ is the best dominant. Also,ð2π
0

S∧q ξð Þj jtdμ ≤
ð2π
0

Λ ξð Þj jtdμ, t ∈ℝ+: ð47Þ

Proof. Define the function H as follows:

H ξð Þ≔ S∧q ξð Þ, ξ ∈Ω: ð48Þ

Consequently, we have

SH ξð Þ +H ξð Þ =K∧q ξð Þ: ð49Þ

Substituting implies

S∧q ξð Þ K∧q ξð Þ − S∧q ξð Þð Þ = ξH ′ ξð Þ: ð50Þ

Hence,

ξH ′ ξð Þ ≺ ξΛ′ ξð Þ, ξ ∈Ω: ð51Þ

According to Lemma 4, we have result HðξÞ ≺ΛðξÞ,
while Lemma 5 givesð2π

0
H ξð Þj jtdμ ≤

ð2π
0

Λ ξð Þj jtdμ, t ∈ℝ+: ð52Þ

Remark 10. Note that, when q = 0 in Theorems 6–9, we have
the starlikeness of the operator ½ðDϑ

kυÞðξÞ�, as follows:

S Dϑ
kυð Þ½ � ξð Þ ≺Λ ξð Þ, ξ ∈Ω: ð53Þ

Moreover, when k = 0, q = 0, we obtain the Ma-Minda
class of starlikeness [13], as follows:

Sυ ξð Þ ≺Λ ξð Þ, ξ ∈Ω: ð54Þ

The last class is studied widely by many researchers for
different types of functions [8] ΛðξÞ: For example, the

inequality ΛðξÞ≔ ð1 + iξÞ/ð1 − jξÞ, −1 ≤ j < i ≤ 1, which indi-
cates that the image of Ω under the description SυðξÞ is cen-
tered on the x-axis owning diameter of end points
ð1 − iÞ/ð1 − jÞ and ð1 + iÞ/ð1 + jÞ (see [14]). Another recent
example is that ΛðξÞ = cos ðξÞ [15].

We proceed to discover more properties of the locally
fractional conformable operator.

Theorem 11. If the following conditions hold:

(i) Λ is convex univalent in Ω

(ii) S∧qðξÞ ≺ΛðξÞ,Λð0Þ = 1

Then,

∧q ξð Þ ≺ ξ exp
ðξ
0

Λ Ξ zð Þð Þ
z

dz

 !
, ð55Þ

where Ξ fulfills Ξð0Þ = 0 and jΞðξÞj < 1: In addition, the
inequality jξj≔ τ < 1 yields

exp
ð1
0

Λ −τð Þ
τ

dτ
� �

≤
∧q ξð Þ
ξ

				
				 ≤ exp

ð1
0

Λ τð Þ
τ

dτ
� �

: ð56Þ

Proof. The conditions (i)-(ii) yield

∧q ξð Þð Þ
∧q ξð Þ −

1
ξ
= Λ Ξ ξð Þð Þ − 1

ξ
: ð57Þ

Integration implies that

∧q ξð Þ ≺ ξ exp
ðξ
0

Λ Ξ zð Þð Þ
z

dz

 !
, ð58Þ

which is equivalent to

∧q ξð Þ
ξ

≺ exp
ðξ
0

Λ Ξ zð Þð Þ
z

dz

 !
: ð59Þ

But, we have

Λ −τ ξj jð Þ ≤R Λ Ξ ξτð Þð Þð Þ ≤Λ τ ξj jð Þ: ð60Þ

Then, we obtain

ð1
0

Λ −τ ξj jð Þ
ρ

dτ ≤
ð1
0

R Λ Ξ ξτð Þð Þð Þ
τ

dτ ≤
ð1
0

Λ τ ξj jð Þ
τ

dτ: ð61Þ

The above conclusion leads to

ð1
0

Λ −τ ξj jð Þ
ρ

dτ ≤ log ∧q ξð Þ
ξ

				
				 ≤
ð1
0

Λ τ ξj jð Þ
τ

dτ: ð62Þ

5Journal of Function Spaces



This leads to

exp
ð1
0

Λ −τð Þ
τ

dτ
� �

≤
∧q ξð Þ
ξ

				
				 ≤ exp

ð1
0

Λ τð Þ
τ

dτ
� �

: ð63Þ

Corollary 12. Let the conditions of Theorem 11 hold for q
= 0: Then,

Dϑ
kυ

� �
ξð Þ

h i
≺ ξ exp

ðξ
0

Λ Ξ zð Þð Þ
z

dz

 !
, ð64Þ

where Ξ achieves Ξð0Þ = 0 and jΞðξÞj < 1: Moreover, the
inequality jξj≔ τ < 1 yields

exp
ð1
0

Λ −τð Þ
τ

dτ
� �

≤
Dϑ

kυ
� �

ξð Þ
 �
ξ

					
					 ≤ exp

ð1
0

Λ τð Þ
τ

dτ
� �

:

ð65Þ

Corollary 13. Let the conditions of Theorem 11 hold for q = 0
and k = 0: Then,

υ ξð Þ½ � ≺ ξ exp
ðξ
0

Λ Ξ zð Þð Þ
z

dz

 !
, ð66Þ

where Ξ satisfies Ξð0Þ = 0 and jΞðξÞj < 1: Moreover, the
inequality jξj≔ τ < 1 yields

exp
ð1
0

Λ −τð Þ
τ

dτ
� �

≤
υ ξð Þ
ξ

				
				 ≤ exp

ð1
0

Λ τð Þ
τ

dτ
� �

: ð67Þ

2.2. Positive Real Part of ∧qðξÞ. In this part, we aim to pres-
ent the sufficient conditions for the operator ∧q to be in the
class of the real positive part (P .).

Theorem 14. Let ℓ ∈ ð0, 1Þ and ℘∈½0,∞Þ: If

p0 ℘− ℘½ �½ �, ξð Þ = ℓ
1−ℓ

� �
p1 ℘− ℘½ �½ �, ξð Þ ; q = ℘− ℘½ �½ �, ð68Þ

then

∧℘+2 ξð Þ
∧℘+1 ξð Þ ∈P ⟹

∧℘+1 ξð Þ
∧℘ ξð Þ ∈P : ð69Þ

Proof. By the condition p0ð℘−½½℘��, ξÞ = ðℓ/ð1−ℓÞÞp1ð℘−½½℘��
, ξÞ and by Definition 2, we have

∧℘ ξð Þ = 1 − ℓð Þ ∧ ℘½ �½ � ξð Þ
� �

+ ℓξ ∧ ℘½ �½ � ξð Þ�
� �

,

∧℘+1 ξð Þ� = ξ ∧ ℘½ �½ � ξð Þ�
� �

+ ℓξ2 ∧ ℘½ �½ � ξð Þ�
� �

,

∧℘+2 ξð Þ� = ξ ∧ ℘½ �½ � ξð Þ�
� �

+ 1 + 2ℓð Þ℘2 ∧ ℘½ �½ � ξð Þ
i� �

+ ℓξ3 ∧ ℘½ �½ � ξð Þ�
� �

:

ð70Þ

We realize that

R
∧℘+2 ξð Þ
∧℘+1 ξð Þ
� �

> 0, ð71Þ

whenever the following real is positive:

R 1 + 1 + ℓð Þξ ∧ ℘½ �½ � ξð Þ� �
+ ℓξ2 ∧ ℘½ �½ � ξð Þ� �

∧ ℘½ �½ � ξð Þ�� �
+ ℓξ ∧ ℘½ �½ � ξð Þ� �

( )
> 0: ð72Þ

Hence, from the inequality (74) with the idea of convex
functional

1 − ℓð Þ ∧ ℘½ �½ � ξð Þ
� �

+ ℓξ ∧ ℘½ �½ � ξð Þ
h i

, ð73Þ

we have

R 1 + ξ 1 − ℓð Þ ∧ ℘½ �½ � ξð Þ� �
+ ℓξ ∧ ℘½ �½ � ξð Þ� �
 �

1 − ℓð Þ ∧ ℘½ �½ � ξð Þ� �
+ ℓξ ∧ ℘½ �½ � ξð Þ� �
 �

( )
> 0: ð74Þ

Since convexity implies starlikeness, then we realize

R
ξ 1 − ℓð Þ ∧ ℘½ �½ � ξð Þ� �

+ ℓξ ∧ ℘½ �½ � ξð Þ� �
 �
1 − ℓð Þ ∧ ℘½ �½ � ξð Þ� �

+ ℓξ ∧ ℘½ �½ � ξð Þ� �( )
> 0: ð75Þ

The inequality (75) holds whenever

R
∧℘+1 ξð Þ�
∧℘ ξð Þ�

� �
> 0: ð76Þ

Note that when k = 0 in Theorem 14, we have
[10]—Theorem 3.1.

Next, we deal with the functional

∧℘+1 ξð Þ
ξ ∧ ℘½ �½ � ξð Þ� �′ ð77Þ

to be in the class of positive real part P .

Theorem 15. Let ℓ ∈ ð0, 1Þ, ℘∈½0,∞Þ, and

p1 ℘− ℘½ �½ �, ξð Þ = ℓ
1−ℓ

� �
p0 ℘− ℘½ �½ �, ξð Þ: ð78Þ

If ∧½½℘��ðξÞ ∈C (the class of convex univalent functions
in Ω), then

∧℘+1 ξð Þ�
ξ ∧ ℘½ �½ � ξð Þ�� � ∈P ℓð Þ: ð79Þ

Proof. Applying the differential operator rule to

∧℘+1 ξð Þ� = ∧1 ∧℘ ξð Þð Þ ð80Þ
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yields

∧℘+1 ξð Þ� = ∧℘− ℘½ �½ � ∧ ℘½ �½ �+1 ξð Þ
� �

= ∧℘− ℘½ �½ � ∧ ∧ ℘½ �½ � ξð Þ
h in o

= ∧℘− ℘½ �½ � ξ ∧ ℘½ �½ � ξð Þ
h in o

= p1 ℘− ℘½ �½ �,ξð Þ
p1 ℘− ℘½ �½ �, ξð Þ+p0 ℘− ℘½ �½ �, ξð Þ ξ ∧ ℘½ �½ � ξð Þ

h in o
+ p0 ℘− ℘½ �½ �,ξð Þ
p1 ℘− ℘½ �½ �, ξð Þ+p0 ℘− ℘½ �½ �, ξð Þ

× ξ ∧ ℘½ �½ � ξð Þ
� �

+ ξ ∧ ℘½ �½ � ξð Þ
� �h in o

= p1 ℘− ℘½ �½ �,ξð Þ
p1 ℘− ℘½ �½ �, ξð Þ+p0 ℘− ℘½ �½ �, ξð Þ ξ ∧ ℘½ �½ � ξð Þ

ih in o
+ p0 ℘− ℘½ �½ �,ξð Þ
p1 ℘− ℘½ �½ �, ξð Þ+p0 ℘− ℘½ �½ �, ξð Þ ξ ∧ ℘½ �½ � ξð Þ

h in o
+ p0 ℘− ℘½ �½ �,ξð Þ
p1 ℘− ℘½ �½ �, ξð Þ+p0 ℘− ℘½ �½ �, ξð Þ ξ2 ∧ ℘½ �½ � ξð Þ

h in o
= ξ ∧ ℘½ �½ � ξð Þ

ih i
+ p0 ℘− ℘½ �½ �,ξð Þ
p1 ℘− ℘½ �½ �, ξð Þ+p0 ℘− ℘½ �½ �, ξð Þ ξ2 ∧ ℘½ �½ � ξð Þ

h in o
:

ð81Þ

Dividing equation (80) by the formula ξð∧½½℘��ðξÞÞ and
employing the condition

p1 ℘− ℘½ �½ �, ξð Þ = ℓ
1−ℓ

� �
p0 ℘− ℘½ �½ �, ξð Þ, ð82Þ

we attain

∧℘+1 ξð Þ
ξ ∧ ℘½ �½ � ξð Þ� � = 1 + 1 − ℓð Þ ξ ∧ ℘½ �½ � ξð Þ� �

∧ ℘½ �½ � ξð Þ� � : ð83Þ

The convexity of ∧½½℘��ðξÞ, ξ ∈Ω, brings

R 1 + ξ ∧ ℘½ �½ � ξð Þ� �
∧ ℘½ �½ � ξð Þ� �

( )
> 0: ð84Þ

Hence, it yields that

R
∧℘+1 ξð Þ

ξ ∧ ℘½ �½ � ξð Þ� �( )
> ℓ: ð85Þ

Note that when k = 0 in Theorem 15, we have
[10]—Theorem 3.2.

3. Conclusion

By using the concept of locally fractional differential and
integral of a complex variable, we illustrated a set of differen-
tial and integral operators acting on a class of normalized
analytic functions. Moreover, we presented a conformable
differential operator linking with the suggested locally frac-
tional differential operator (similarly if we take the locally
fractional integral). Different investigations are introduced,
including the stralikeness and convexity properties.
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Our main aim is to describe the entire solutions of several systems of ½α1 f1ðzÞ�2 + ½α2 f2ðz + cÞ�2 = 1,
½β1 f2ðzÞ�2 + ½β2 f1ðz + cÞ�2 = 1,

( ðα1∂f1/∂z1Þn1 + ½α2 f2ðz + cÞ�m1 = 1,
ðβ1∂f2/∂z1Þn2 + ½β2 f1ðz + cÞ�m2 = 1,

(
and

ðα1∂f1/∂z1Þ2 + ½α2 f2ðz + cÞ�2 = 1,
ðβ1∂f2/∂z1Þ2 + ½β2 f1ðz + cÞ�2 = 1,

(
ðα1∂f1/∂z1Þ2 + ½α2 f2ðz + cÞ + α3 f1ðzÞ�2 = 1,
ðβ1∂f2/∂z1Þ2 + ½β2 f1ðz + cÞ + β3 f2ðzÞ�2 = 1,

(
where αj, βjðj = 1, 2, 3Þ are nonzero constants in ℂ and mj, njðj = 1, 2Þ are

positive integers. We obtain several theorems on the existence and the forms of solutions for these systems, which are some
improvements and supplements of the previous theorems given by Xu and Cao, Gao, and Liu and Yang. Moreover, we give
some examples to explain the existence of solutions for such systems.

1. Introduction

As everyone knows, the study of the existence of solutions
for Fermat type equations has always been an important
and interesting problem. The famous Fermat’s Last Theorem
has attracted the attention of many mathematical scholars
[1, 2]. About 60 years ago or even earlier, Montel [3] and
Gross [4] had considered the equation f m + gm = 1 and
obtained that the entire solutions of f 2 + g2 = 1 are f = cos
ζðzÞ, g = sin ζðzÞ for the case m = 2, where ζðzÞ is an entire
function, and this equation does not admit any nonconstant
entire solution for any positive integer m > 2.

With the establishment and rapid development of
Nevanlinna value distribution theory for meromorphic
functions and theirs difference [5–7], Liu [8] in 2009, Liu
et al. [9] in 2012, and Liu and Yang [10] in 2013 studied
some complex Fermat type difference and Fermat type dif-
ferential difference equations and obtained some results.

Theorem 1 (see [9], Theorem 1.1). The transcendental entire
solutions with finite order of

f zð Þ2 + f z + cð Þ2 = 1 ð1Þ

must satisfy f ðzÞ = sin ðAz + BÞ, where B is a constant and
A = ð4k + 1Þπ/2c, with k an integer.

Theorem 2 (see [9], Theorem 1.3). The transcendental entire
solutions with finite order of

f ′ zð Þ2 + f z + cð Þ2 = 1 ð2Þ

must satisfy f ðzÞ = sin ðz ± BiÞ, where B is a constant and c = 2
kπ or c = ð2k + 1Þπ, with k an integer.

After that, Gao [11] in 2016 extended Theorem 2 from
complex differential difference equation to the system of
complex differential difference equations.

Theorem 3 (see [11], Theorem 1.1). Suppose that ð f1, f2Þ is a
pair of finite-order transcendental entire solutions for the sys-
tem of differential difference equations

f 1′ zð Þ½ �2 + f2 z + cð Þ2 = 1,
f 2′ zð Þ½ �2 + f1 z + cð Þ2 = 1:

(
ð3Þ
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Then, ð f1, f2Þ satisfies

f1, f2ð Þ = sin z − bið Þ, sin z − b1ið Þð Þ, ð4Þ

or

f1, f2ð Þ = sin z + bið Þ, sin z + b1ið Þð Þ, ð5Þ

where b, b1 are constants and c = kπ, where k is an integer.

In recent, Xu and Cao [12, 13] further discussed the
solutions for some Fermat type PDDEs and obtained the
following:

Theorem 4 (see [13], Theorem 1.4). Let c ∈ℂn − f0g. Then,
any nonconstant entire solution with finite order of the equa-
tion

f zð Þ2 + f z + cð Þ2 = 1 ð6Þ

has the form of f ðzÞ = cos ðLðzÞ + BÞ, where L is a linear
function of the form LðzÞ = a1z1 +⋯+anzn on ℂn such that
LðcÞ = −π/2 − 2kπ, k ∈ℤ, and B is a constant on ℂ.

Theorem 5 (see [13], Theorem 1.1). Let c = ðc1, c2Þ ∈ℂ2.
Then,

∂f z1, z2ð Þ
∂z1

� �n

+ f z1 + c1, z2 + c2ð Þm = 1 ð7Þ

does not have any transcendental entire solution with finite
order, where m and n are two distinct positive integers.

Theorem 6 (see [13], Theorem 1.2). Let c = ðc1, c2Þ ∈ℂ2.
Then, any transcendental entire solution with finite order of
the PDDE

∂f
∂z1

� �2

+ f z1 + c1, z2 + c2ð Þ2 = 1 ð8Þ

has the form of f ðz1, z2Þ = sin ðAz1 + BÞ, where A is a constant
on ℂ satisfying AeiAc1 = 1 and B is a constant on ℂ; in the spe-
cial case whenever c1 = 0, we have f ðz1, z2Þ = sin ðz1 + BÞ.

By analyzing Theorems 3–6, a natural question is as fol-
lows: What will happen about the transcendental entire solu-
tions for the system of the PDDEs of Fermat type? Although
many scholars have paid considerable attention to the com-
plex difference equation with a single variable and the com-
plex Fermat type difference equation in recent years, a series
of important and meaningful results (including [7, 14–22])
were obtained, however, to our knowledge, there were not
much results about the complex difference equation in sev-
eral complex variables. Of course, the references involving
the results of systems of complex PDDEs are even less.

This manuscript is aimed at studying the solutions of several
Fermat type systems involving both difference operator and par-
tial differential. We establish four theorems on the forms of solu-

tions for several systems of Fermat type PDDEs, which are
improvement of the previous theorems given by Liu et al., Gao,
and Xu and Cao [8, 9, 11, 13]. We mainly employ the Nevan-
linna value distribution theory and difference Nevanlinna theory
of several complex variables in this article, and the readers can
refer to [23, 24]. Now, we start to state our main results below.

Theorem 7. Let c = ðc1, c2Þ ∈ℂ2, αj, βjðj = 1, 2Þ ∈ℂ − f0g,
and mj, njðj = 1, 2Þ ∈ℕ+. If the Fermat type PDDE system

α1
∂f1
∂z1

� �n1
+ α2 f2 z + cð Þ½ �m1 = 1,

β1
∂f2
∂z1

� �n2
+ β2 f1 z + cð Þ½ �m2 = 1

8>>><
>>>:

ð9Þ

satisfies one of the conditions

(i) m1m2 > n1n2

(ii) nj >mj/mj − 1 and mj ≥ 2, j = 1, 2

then system (9) does not exist any pair of finite-order
transcendental entire solution.

Remark 8. Here, we say that ð f , gÞ is a pair of finite-order
transcendental entire solution for

f n1 + gm1 = 1,
f n2 + gm2 = 1,

(
ð10Þ

if f , g are transcendental entire functions satisfying the
above system and ρ =max fρð f Þ, ρðgÞg <∞.

Remark 9. We list an example to demonstrate that the con-
dition mj ≥ 2 in Theorem 7 cannot be removed. Let

f1 = f2 = 1 + 1
4 c

2
1 −

1
4 z

2
1 +

c1
2c2

z2 + b + e 2πi/c2ð Þz2
� �

z1 − c1ð Þ

−
c1
2c2

z2 − c2ð Þ + b + e 2πi/c2ð Þz2
� �2

,

ð11Þ

where c1, b ∈ℂ and c2 ≠ 0. Thus, ð f1, f2Þ satisfies the system
(9) with n1 = n2 = 2, m1 =m2 = 1, and αj = βj = 1, j = 1, 2.

Theorem 10. Let c = ðc1, c2Þ ∈ℂ2 and αj, βjðj = 1, 2Þ ∈ℂ −
f0g. If the system of Fermat type difference equations

α1 f1 zð Þ½ �2 + α2 f2 z + cð Þ½ �2 = 1,
β1 f2 zð Þ½ �2 + β2 f1 z + cð Þ½ �2 = 1

(
ð12Þ

admits a pair of finite-order transcendental entire solu-

tion ð f1, f2Þ, then α21/β2
2 = β2

1/α22 = 1, and ð f1, f2Þ have the
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following forms

f1 zð Þ, f2 zð Þð Þ = eL zð Þ+B0 + e− L zð Þ+B0ð Þ

2α1
, β2

β1

A21e
L zð Þ+B0 + A22e

− L zð Þ+B0ð Þ

2α1

� �
,

ð13Þ

where LðzÞ = a1z1 + a2z2, a1, a2, B0 ∈ℂ, and A21, A22, c satisfy
one of the following cases.

(i) LðcÞ = kπi, A21 = −i and A22 = i or A21 = i and A22 =
−i, k is a integer

(ii) LðcÞ = ð2k ± 1/2Þπi, A21 = −1 and A22 = −1, or A21 =
1 and A22 = 1.

Remark 11. From Theorem 10, we can conclude that f1, f2
have the following relationships

(i) f2 = ηf1

(ii) f2 = iηeLðzÞ+B1 − e−ðLðzÞ+B1Þ/2α1, where η = ±β2/β1 and
f1ðzÞ = eLðzÞ+B1 + e−ðLðzÞ+B1Þ/2α1:

Now, two examples can verify the existence of solutions
for (12).

Example 1. Let c1, c2 and LðzÞ = a1z1 + a2z2 satisfy LðcÞ = a1
c1 + a2c2 = ð2k ± 1/2Þπi, and B0 ∈ℂ. Then, the function

f1 zð Þ, f2 zð Þð Þ = eL zð Þ+B0 + e−L zð Þ−B0

4 ,− eL zð Þ+B0 + e−L zð Þ−B0

2

� �
ð14Þ

satisfies the system (12) with α1 = 2, α2 = 1, and β1 = β2 = 1.

Example 2. Let c1, c2 and LðzÞ = a1z1 + a2z2 satisfy LðcÞ = a1
c1 + a2c2 = kπi, and B0 ∈ℂ. Then, the function

f1 zð Þ, f2 zð Þð Þ = eL zð Þ+B0 + e−L zð Þ−B0

2 , 13
eL zð Þ+B0 − e−L zð Þ−B0

2i

� �
ð15Þ

satisfies the system (12) with α1 = 1 = β2 and α2 = 3 = β1.

Theorem 12. Let c = ðc1, c2Þ ∈ℂ2 and αj, βjðj = 1, 2Þ ∈ℂ −
f0g. If the system of Fermat type PDDEs

α1
∂f1
∂z1

� �2

+ α2 f2 z + cð Þ½ �2 = 1,

β1
∂f2
∂z1

� �2

+ β2 f1 z + cð Þ½ �2 = 1

8>>>><
>>>>:

ð16Þ

admits a pair of finite-order transcendental entire solution

ð f1, f2Þ, then ðα1α2Þ2 = ðβ1β2Þ2 and ð f1, f2Þ is the form of

f1, f2ð Þ = A11e
L zð Þ+B0 + A12e

− L zð Þ+B0ð Þ

2β2

, η α1a1
α2

eL zð Þ+B0 − e− L zð Þ+B0ð Þ

2β2

� �
,

ð17Þ

where LðzÞ = a1z1 + a2z2, B0 is a constant in ℂ, and a1, c,
A11, A12, η satisfy a21 = −β2

2/α21 = −α22/β2
1 and one of the fol-

lowing cases

(i) LðcÞ = 2kπi, and η = −1, A11 = −i, A12 = i, or η = 1,
A11 = i, A12 = −i

(ii) LðcÞ = ð2k + 1Þπi, and η = −1, A11 = i, A12 = −i, or η
= 1, A11 = −i, A12 = i

(iii) LðcÞ = ð2k + 1/2Þπi, and η = 1, A11 = −1, A12 = −1, or
η = −1, A11 = 1, A12 = 1

(iv) LðcÞ = ð2k − 1/2Þπi, and η = 1, A11 = 1, A12 = 1, or η
= −1, A11 = −1, A12 = −1.

Here, two examples can verify the existence of solutions
for (16).

Example 3. Let ða1, a2Þ = ði, πÞ, A11 = −i, A12 = i, η = −1, and
B0 ∈ℂ. That is, LðzÞ = iz1 + πz2 and

f1 zð Þ, f2 zð Þð Þ = −i
eL zð Þ+B0 − e− L zð Þ+B0ð Þ

4 ,−i e
L zð Þ+B0 − e− L zð Þ+B0ð Þ

2

� �
:

ð18Þ

Thus, ð f1, f2Þ satisfies the system (16) with ðc1, c2Þ = ðπ, iÞ,
α1 = 2, β1 = 1, α2 = 1, and β2 = 2.

Example 4. Let ða1, a2Þ = ð1,−πiÞ, A11 = −1, A12 = −1, η = 1,
and B0 ∈ℂ. That is, LðzÞ = z1 − πiz2 and

f1 zð Þ, f2 zð Þð Þ = −
eL zð Þ+B0 + e− L zð Þ+B0ð Þ

4i ,− eL zð Þ+B0 − e− L zð Þ+B0ð Þ

2i

� �
:

ð19Þ

Thus, ð f1, f2Þ satisfies the system (16) with ðc1, c2Þ = ðπi,
1/2Þ, α1 = 2, β1 = 1, α2 = i, and β2 = 2i.

Example 5. Let ða1, a2Þ = ð2i, iÞ, A11 = i, A12 = −i, η = −1, and
B0 ∈ℂ. That is, LðzÞ = 2iz1 + iz2 and

f1 zð Þ, f2 zð Þð Þ = i
eL zð Þ+B0 − e− L zð Þ+B0ð Þ

4 ,−i e
L zð Þ+B0 − e− L zð Þ+B0ð Þ

8

� �
:

ð20Þ

Thus, ð f1, f2Þ satisfies the system (16) with ðc1, c2Þ = ðπ,−πÞ,
α1 = 1, β1 = 2, α2 = 4, and β2 = 2.
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Example 6. Let ða1, a2Þ = ð3, 1Þ, A11 = 1, A12 = 1, η = i, and
B0 ∈ℂ. That is, LðzÞ = 3z1 + z2 and

f1 zð Þ, f2 zð Þð Þ = eL zð Þ+B0 + e− L zð Þ+B0ð Þ

6 , i e
L zð Þ+B0 − e− L zð Þ+B0ð Þ

18

� �
:

ð21Þ

Thus, ð f1, f2Þ satisfies the system (16) with ðc1, c2Þ = ðπ,
−πÞ, α1 = i, α2 = 9, β1 = 3i, and β2 = 3.

Theorem 13. Let c = ðc1, c2Þ ∈ℂ2 and αj, βjðj = 1, 2, 3Þ ∈ℂ
− f0g. Let ð f1, f2Þ be a pair of transcendental entire solutions
of finite order for the system

α1
∂f1
∂z1

� �2

+ α2 f2 z + cð Þ + α3 f1 zð Þ½ �2 = 1,

β1
∂f2
∂z1

� �2

+ β2 f1 z + cð Þ + β3 f2 zð Þ½ �2 = 1:

8>>>><
>>>>:

ð22Þ

Then, ð f1, f2Þ is one of the forms

f1, f2ð Þ = eiL zð Þ+B0 − e−iL zð Þ−B0

2ia1α1
+ eηz2G1 z2ð Þ,± e

iL zð Þ+B0 − e−iL zð Þ−B0

2ia1β1
+ eηz2G2 z2ð Þ

� �
,

ð23Þ

or

f1, f2ð Þ = eiL zð Þ+B0 − e−iL zð Þ−B0

2ia1α1
+ eηz2G1 z2ð Þ,± e

iL zð Þ+B0 + e−iL zð Þ−B0

2a1β1
+ eηz2G2 z2ð Þ

� �
,

ð24Þ

where LðzÞ = a1z1 + a2z2, a1ð≠ 0Þ, a2, B0 ∈ℂ, and G1ðz2Þ
,G2ðz2Þ are entire period functions of finite order with period
2c2, and a1, a2, αj, βj, η, c1, c2 satisfy e4iLðcÞ = 1 and the follow-
ing conditions

(C1) η = 0 if α2β2 = α3β3, and η = log ðα2β2Þ − log ðα3β3Þ
/2c2 if α2β2 ≠ α3β3

(C2) ½β1/α2ða1 − α3/α1Þ�2 = ½α1/β2ða1 − β3/β1Þ�2 = 1, or
½β1/α2ða1 − α3/α1Þ�2 = ½α1/β2ða1 + β3/β1Þ�2 = 1

f1 zð Þ, f2 zð Þð Þ = elog −1ð Þ/2c2z2G1 z2ð Þ +D1, elog −1ð Þ/2c2z2G2 z2ð Þ +D2

� �
,

ð25Þ

where D1 = α2ξ2 − β3ξ1/2α2β2, D2 = β2ξ1 − α3ξ2/2α2β2, ξ1 =
±1, and ξ2 = ±1;

f1 zð Þ, f2 zð Þð Þ = b1z1 + γ1z2 + G1 z2ð Þ,− α3
α2

b1z1 + γ2z2 +G2 z2ð Þ
� �

,

ð26Þ

where G1ðz2Þ,G2ðz2Þ are stated as in ((23)) and ((24)),

and b1ð≠ 0Þ, γ1, γ2 satisfy

γ1 =
α2b3 − β3b2 − α2β2 + α3β3ð Þb1c1

2α2β2c2
, ð27Þ

γ2 =
β2b2 − α3b3 + α3β2 + β3α2ð Þb1c1

2α2β2c2
, ð28Þ

b22 + α1b1ð Þ2 = 1, b23 + β1
α3
α2

b1

� �2

= 1: ð29Þ

Here, five examples can verify the existence of solutions
for (22).

Example 7. Let B0 ∈ℂ, a1 = 1, a2 = 1, and

f1 zð Þ, f2 zð Þð Þ = ei z1+z2ð Þ+B0 − e−i z1+z2ð Þ−B0 /4i + eiz2 , ei z1+z2ð Þ+B0
�
− e−i z1+z2ð Þ−B0 /2i − 4eiz2

�
:

ð30Þ

Thus, ð f1, f2Þ satisfies system (22) with ðc1, c2Þ = ðπ, πÞ,
α1 = 2, β1 = 1, α2 = −1, β2 = 4, α3 = 4, and β3 = 1.

Example 8. Let B0 ∈ℂ, a1 = i, a2 = 1, and

f1 z1, z2ð Þ = ei iz1+z2ð Þ+B0 − e−i iz1+z2ð Þ−B0 /−2 + elog − 1+2ið Þ½ �/2πz2eiz2 ,

f2 z1, z2ð Þ = ei iz1+z2ð Þ+B0 + e−i iz1+z2ð Þ−B0

−2 + i
2 e

log − 1+2ið Þ½ �/2πz2eiz2 :

ð31Þ

Thus, ð f1, f2Þ satisfies the system (22) with ðc1, c2Þ = ð1/2π
, πÞ, α1 = 1, β1 = i, α2 = 2, β2 = i − 2, α3 = −i, and β3 = 2.

Example 9. Let α1 ∈ℂ and ð f1ðzÞ, f2ðzÞÞ = ðe3πi/2z2 + 1,
e3πi/2z2Þ: Thus, ð f1, f2Þ satisfies the system (22) with ðc1, c2Þ
= ðc1, 1Þ, c1 ∈ℂ, α2 = 2, α2 = 1, β2 = 1, and β3 = −2.

Example 10. Let ð f1, f2Þ be of the forms

f1 zð Þ, f2 zð Þð Þ = eiz2 + i − 1
4π z2, 2eiz2 +

1 − i
2π z2 +

1 + i
2

� �
:

ð32Þ

Thus, ð f1, f2Þ satisfies the system (22) with ðc1, c2Þ = ðc1
, πÞ, c1 ∈ℂ, α2 = 1, α3 = 2, β2 = 2i, β3 = i, and α1, β1 ∈ℂ.

Example 11. Let

f1 z1, z2ð Þ = 1
2 z1 +

ffiffiffiffiffi
15

p
− 4

ffiffiffi
3

p
− 4

16 z2 + e2πiz2 ,

f2 z1, z2ð Þ = −
1
4 z1 +

8 −
ffiffiffiffiffi
15

p
+ 4

ffiffiffi
3

p

32 z2 −
1
2 e

2πiz2 + 4
ffiffiffi
3

p
+

ffiffiffiffiffi
15

p

32 :

ð33Þ
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Thus, ð f1, f2Þ satisfies system (22) with c = ðc1, c2Þ = ð1,
1Þ, α1 = 1, β1 = 1, α2 = 2, β2 = 2, α3 = 1, and β3 = 4.

2. Proof of Theorem 7

Proof. Let ð f1, f2Þ be a pair of finite-order transcendental
entire functions satisfying (9). Here, let us consider two cases
below.

Case 1. m1m2 > n1n2. Owing to Refs. [23, 24], we have the
following facts that

m r,
f j zð Þ

f j z + cð Þ

 !
= S r, f j
� �

, j = 1, 2 ð34Þ

hold for all r > 0 outside of a possible exceptional set Ej

⊂ ½1,+∞Þ of finite logarithmic measure
Ð
Ej
dt/t <∞. Due

to the above fact, we have

T r, f j
� �

=m r, f j
� �

≤m r,
f j zð Þ

f z + cð Þ
� �

+m r, f j z + cð Þ
� �

+ log 2

=m r, f j z + cð Þ
� �

+ S r, f j
� �

= T r, f j z + cð Þ
� �

+ S r, f j
� �

, j = 1, 2,

ð35Þ

for all r∈E≕ E1 ∪ E2. By the Mokhon’ko theorem ([25],
Theorem 3.4) and the Logarithmic Derivative Lemma [26],
it yields from (35) that

m1T r, f2ð Þ ≤m1T r, f2 z + cð Þð Þ + S r, f2ð Þ
= T r, α2 f2 z + cð Þ½ �m1ð Þ + S r, f2ð Þ
= T r, α1

∂f1
∂z1

� �n1
− 1

� �
+ S r, f2ð Þ

= n1T r, ∂f1
∂z1

� �
+ S r, f1ð Þ + S r, f2ð Þ

= n1m r, ∂f1
∂z1

� �
+ S r, f1ð Þ + S r, f2ð Þ

≤ n1 m r, ∂f1/∂z1
f1

� �
+m r, f1ð Þ

� �
+ S r, f1ð Þ + S r, f2ð Þ

= n1T r, f1ð Þ + S r, f1ð Þ + S r, f2ð Þ,
ð36Þ

for all r∈E. Similarly, we also get

m2T r, f1ð Þ ≤ n2T r, f2ð Þ + S r, f1ð Þ + S r, f2ð Þ, r∈E: ð37Þ

Thus, we conclude from (36) and (37) that

m1m2 − n1n2ð ÞT r, f j
� �

≤ S r, f1ð Þ + S r, f2ð Þ, r∈E: ð38Þ

By combining with the condition that m1m2 > n1n2 and
f1, f2 being transcendental functions, we obtain a
contradiction.

Case 2. nj >mj/mj − 1 and mj ≥ 2, j = 1, 2. Thus, it is easy to
get that mj > nj/nj − 1. In view of the Nevanlinna second
fundamental theorem, the difference logarithmic derivative
lemma in several complex variables [23, 24], we thus obtain
from (9) that

n1 − 1ð ÞT r, ∂f1
∂z1

� �
≤ �N r, ∂f1

∂z1

� �

+ 〠
n1

q=1
‍�N r, 1

∂f1/∂z1 −wq/α1

 !
+ S r, ∂f1

∂z1

� �

≤ �N r, 1
α1∂f1/∂z1ð Þn1 − 1

� �
+ S r, ∂f1

∂z1

� �

≤ �N r, 1
f2 z + cð Þ

� �
+ S r, f1ð Þ ≤ T r, f2 z + cð Þð Þ

+ S r, f1ð Þ + S r, f2ð Þ,
ð39Þ

where wq is a roots of w
n1 − 1 = 0. Similarly, we also have

n2 − 1ð ÞT r, ∂f2
∂z1

� �
≤ T r, f1 z + cð Þð Þ + S r, f1ð Þ + S r, f2ð Þ:

ð40Þ

In addition, by applying the Mokhon’ko theorem in sev-
eral complex variables ([25], Theorem 3.4) for (9), we can
conclude

m1T r, f2 z + cð Þð Þ = T r, α2 f2 z + cð Þ½ �m1ð Þ + S r, f2ð Þ
= T r, α1

∂f1
∂z1

� �n1
− 1

� �
+ S r, f2ð Þ

= n1T r, ∂f1
∂z1

� �
+ S r, f1ð Þ + S r, f2ð Þ:

ð41Þ

Similarly, we also get

m2T r, f1 z + cð Þð Þ = n2T r, ∂f2
∂z1

� �
+ S r, f1ð Þ + S r, f2ð Þ: ð42Þ

Due to mj > nj/nj − 1, it follows from (39)–(42) that

m1 −
n1

n1 − 1

� �
T r, f2 z + cð Þð Þ ≤ S r, f1ð Þ + S r, f2ð Þ,

m2 −
n2

n2 − 1

� �
T r, f1 z + cð Þð Þ ≤ S r, f1ð Þ + S r, f2ð Þ,

ð43Þ

and this is a contradiction with f1, f2 being transcendental
functions.

Therefore, Theorem 7 is proved.
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3. The Proof of Theorem 10

Let ð f1, f2Þ be a pair of finite-order transcendental entire
functions satisfying (12). We firstly rewrite the system (12)
as

α1 f1 + iα2 f2 z + cð Þ½ � α1 f1 − iα2 f2 z + cð Þ½ � = 1,
β1 f2 + iβ2 f1 z + cð Þ½ � β1 f2 − iβ2 f1 z + cð Þ½ � = 1:

(
ð44Þ

By applying the Hadamard factorization theorem (can
be found in [27, 28]), then there exist two polynomials p1,
p2 such that

α1 f1 + iα2 f2 z + cð Þ = ep1 ,
α1 f1 − iα2 f2 z + cð Þ = e−p1 ,
β1 f2 + iβ2 f1 z + cð Þ = ep2 ,
β1 f2 − iβ2 f1 z + cð Þ = e−p2 :

8>>>>><
>>>>>:

ð45Þ

Thus, we have from (45) that

α1 f1 =
ep1 + e−p1

2 ,

α2 f2 z + cð Þ = ep1 − e−p1

2i ,

β1 f2 =
ep2 + e−p2

2 ,

β2 f1 z + cð Þ = ep2 − e−p2

2i ,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð46Þ

which implies

α1
β2i

ep1 z+cð Þ+p2 + α1
β2

iep1 z+cð Þ−p2 − e2p1 z+cð Þ ≡ 1, ð47Þ

β1
α2i

ep2 z+cð Þ+p1 + β1
α2

iep2 z+cð Þ−p1 − e2p2 z+cð Þ ≡ 1: ð48Þ

By applying [29], Lemma 3.1 (can be found in [30]), for
(47) and (48), we have that

α1ie
p1 z+cð Þ−p2 ≡ β2, orα1ep1 z+cð Þ+p2 ≡ β2i,

β1ie
p2 z+cð Þ−p1 ≡ α2, orβ1e

p2 z+cð Þ+p1 ≡ α2i:
ð49Þ

Here, four cases will be discussed below.

Case 1.

α1ie
p1 z+cð Þ−p2 ≡ β2,

β1ie
p2 z+cð Þ−p1 ≡ α2:

(
ð50Þ

Thus, we can conclude from (50) that p1ðz + cÞ − p2ðzÞ ≡ C1
and p2ðz + cÞ − p1ðzÞ ≡ C2; here and below, C1, C2 are con-
stants. So, this leads to p1ðzÞ = LðzÞ + B1, p2ðzÞ = LðzÞ + B2,
where LðzÞ = a1z1 + a2z2 and a1, a2, B1, B2 are constants. Thus,

by virtue of (47)–(50)), it yields that

α1ie
L cð Þ+B1−B2 ≡ β2,

β1ie
L cð Þ−B1+B2 ≡ α2,

α1e
−L cð Þ−B1+B2 ≡ β2i,

β1e
−L cð Þ+B1−B2 ≡ α2i,

8>>>>><
>>>>>:

ð51Þ

which implies

α21
β2
2
= β2

1
α22

= 1, e4L cð Þ = 1, eB1−B2 = β2
α1i

e−L cð Þ: ð52Þ

In view of (46), let

f1 zð Þ = eL zð Þ+B1 + e−L zð Þ−B1

2α1
, f2 zð Þ = eL zð Þ+B2 + e−L zð Þ−B2

2β1
: ð53Þ

If eLðcÞ = 1, i.e., LðcÞ = 2kπi, k ∈ℤ, then eB2−B1 = α1/β2i.
Thus,

f2 zð Þ = eL zð Þ+B2 + e−L zð Þ−B2

2β1
= eL zð Þ+B1eB2−B1 + e−L zð Þ−B1eB1−B2

2β1

= β2
β1

ieL zð Þ+B1 − ie−L zð Þ−B1

2α1
:

ð54Þ

If eLðcÞ = −1, i.e., LðcÞ = ð2k + 1Þπi, k ∈ℤ, then eB2−B1 = −
α1/β2i. Thus,

f2 zð Þ = eL zð Þ+B1eB2−B1 + e−L zð Þ−B1eB1−B2

2β1
= −

β2
β1

ieL zð Þ+B1 − ie−L zð Þ−B1

2α1
:

ð55Þ

If eLðcÞ = i, i.e., LðcÞ = ð2k + 1/2Þπi, k ∈ℤ, then eB2−B1 = −
α1/β2. Thus,

f2 zð Þ = −
β2
β1

eL zð Þ+B1 + e−L zð Þ−B1

2α1
= −

β2
β1

f1 zð Þ: ð56Þ

If eLðcÞ = −i, i.e., LðcÞ = ð2k − 1/2Þπi, k ∈ℤ, then eB2−B1 =
α1/β2. Thus,

f2 zð Þ = β2
β1

eL zð Þ+B1 + e−L zð Þ−B1

2α1
= β2
β1

f1 zð Þ: ð57Þ

Case 2.

α1ie
p1 z+cð Þ−p2 ≡ β2,

β1e
p1−p2 z+cð Þ ≡ α2i:

(
ð58Þ

Thus, it yields from (58) that p1ðz + cÞ − p2ðzÞ ≡ C1 and p1
ðzÞ + p2ðz + cÞ ≡ C2. Hence, we obtain that p1ðz + 2cÞ + p1ðzÞ
≡ C1 + C2, and this is a contradiction with p1 is not a constant.
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Case 3.

α1e
p1 z+cð Þ+p2 ≡ β2i,

β1ie
p2 z+cð Þ−p1 ≡ α2:

(
ð59Þ

Thus, it yields from (59) that p1ðz + cÞ + p2ðzÞ ≡ C1 and
p2ðz + cÞ − p1ðzÞ ≡ C2. Hence, we obtain that p2ðz + 2cÞ + p2
ðzÞ ≡ C1 + C2, and this is a contradiction with p2 is not a
constant.

Case 4.

α1e
p1 z+cð Þ+p2 ≡ β2i,

β1ie
p2 z+cð Þ+p1 ≡ α2:

(
ð60Þ

Thus, it yields from (60) that p2ðzÞ − p1ðz + cÞ ≡ C1 and
p1ðzÞ − p2ðz + cÞ ≡ C2. Hence, we obtian that p1ðzÞ = LðzÞ +
B1, p2ðzÞ = −LðzÞ + B2, where LðzÞ = a1z1 + a2z2, a1, a2, B1,
B2 are constants. By virtue of (47),(48), (60), it yields that

α1e
L cð Þ+B1+B2 ≡ β2i,

β1e
−L cð Þ+B1+B2 ≡ α2i,

α1e
−L cð Þ−B1−B2 ≡ β2i,

β1e
L cð Þ−B1−B2 ≡ α2i,

8>>>>><
>>>>>:

ð61Þ

which implies

α21
β2
2
= β2

1
α22

= 1, e4L cð Þ = 1, eB1+B2 = β2
α1i

e−L cð Þ = α2i
β1

eL cð Þ: ð62Þ

In view of (46), let

f1 zð Þ = eL zð Þ+B1 + e−L zð Þ−B1

2α1
, f2 zð Þ = e−L zð Þ+B2 + eL zð Þ−B2

2β1
: ð63Þ

If eLðcÞ = 1, i.e., LðcÞ = 2kπi, k ∈ℤ, then eB1+B2 = β2/α1i =
α2/β1i. Thus,

f2 zð Þ = eL zð Þ+B1e−B2−B1 + e−L zð Þ−B1eB1+B2

2β1
= β2
β1

−ieL zð Þ+B1 + ie−L zð Þ−B1

2α1
:

ð64Þ

If eLðcÞ = −1, i.e., LðcÞ = ð2k + 1Þπi, k ∈ℤ, then eB1+B2 =
−β2/α1i = −α2/β1i. Thus,

f2 zð Þ = β2
β1

ieL zð Þ+B1 − ie−L zð Þ−B1

2α1
: ð65Þ

If eLðcÞ = i, i.e., LðcÞ = ð2k + 1/2Þπi, k ∈ℤ, then eB1+B2 = β2/
α1 = −α2/β1. Thus,

f2 zð Þ = β2
β1

eL zð Þ+B1 + e−L zð Þ−B1

2α1
= β2
β1

f1 zð Þ: ð66Þ

If eLðcÞ = −i, i.e., LðcÞ = ð2k − 1/2Þπi, k ∈ℤ, then eB1−B2 = −
β2/α1 = α2/β1. Thus,

f2 zð Þ = −
β2
β1

eL zð Þ+B1 + e−L zð Þ−B1

2α1
= −

β2
β1

f1 zð Þ: ð67Þ

Therefore, this completes the proof of Theorem 10.

4. The Proof of Theorem 12

Proof. Let ð f1, f2Þ be a pair of finite-order transcendental
entire functions satisfying (16). Firstly, (16) may be repre-
sented as the following form:

α1
∂f1
∂z1

+ iα2 f2 z + cð Þ
� �

α1
∂f1
∂z1

− iα2 f2 z + cð Þ
� �

= 1,

β1
∂f2
∂z1

+ iβ2 f1 z + cð Þ
� �

β1
∂f2
∂z1

− iβ2 f1 z + cð Þ
� �

= 1:

8>>><
>>>:

ð68Þ

By the Hadamard factorization theorem (can be found in
[27, 28]), there are two nonconstant polynomials p1, p2 satis-
fying

α1
∂f1
∂z1

+ iα2 f2 z + cð Þ = ep1 ,

α1
∂f1
∂z1

− iα2 f2 z + cð Þ = e−p1 ,

β1
∂f2
∂z1

+ iβ2 f1 z + cð Þ = ep2 ,

β1
∂f2
∂z1

− iβ2 f1 z + cð Þ = e−p2 :

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð69Þ

In view of (69), it yields that

α1
∂f1
∂z1

= ep1 + e−p1

2 ,

α2 f2 z + cð Þ = ep1 − e−p1

2i ,

β1
∂f2
∂z1

= ep2 + e−p2

2 ,

β2 f1 z + cð Þ = ep2 − e−p2

2i ,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð70Þ

which implies

α1
β2i

∂p2
∂z1

ep1 z+cð Þ+p2 + α1
β2i

∂p2
∂z1

ep1 z+cð Þ−p2 − e2p1 z+cð Þ ≡ 1, ð71Þ

β1
α2i

∂p1
∂z1

ep2 z+cð Þ+p1 + β1
α2i

∂p1
∂z1

ep2 z+cð Þ−p1 − e2p2 z+cð Þ ≡ 1: ð72Þ

Obviously, ∂p1/∂z1≡0. Otherwise, e2p2ðz+cÞ ≡ 1. This leads
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to a contradiction with p1 is not a constant. Similarly, ∂p2/
∂z1≡0. Thus, due to [29], Lemma 3.1 (can be found in
[30]), (71), and (72), we obtain that

α1
β2i

∂p2
∂z1

ep1 z+cð Þ+p2 ≡ 1or α1
β2i

∂p2
∂z1

ep1 z+cð Þ−p2 zð Þ ≡ 1,

β1
α2i

∂p1
∂z1

ep2 z+cð Þ+p1 ≡ 1or β1
α2i

∂p1
∂z1

ep2 z+cð Þ−p1 ≡ 1:
ð73Þ

Hence, four cases will be discussed below.

Case 1.

α1
β2i

∂p2
∂z1

ep1 z+cð Þ+p2 ≡ 1,

β1
α2i

∂p1
∂z1

ep2 z+cð Þ+p1 ≡ 1:

8>>><
>>>:

ð74Þ

Thus, it follows from (74) that p1ðz + cÞ + p2 ≡ C1 and p2
ðz + cÞ + p1 ≡ C2. These lead to p1ðz + 2cÞ − p1 ≡ C1 − C2 and
p2ðz + cÞ − p2 ≡ C2 − C1. Hence, we obtain that p1ðzÞ = LðzÞ

+ B1, p2ðzÞ = −LðzÞ + B2, where LðzÞ = a1z1 + a2z2, a1ð≠ 0Þ,
a2, B1, B2 are constants. By combining with (71)–(74), we have

α1a1
β2

ieL cð Þ+B1+B2 ≡ 1,

β1a1
α2i

e−L cð Þ+B1+B2 ≡ 1,

α1a1
β2

ie−L cð Þ−B1−B2 ≡ 1,

β1a1
α2i

eL cð Þ−B1−B2 ≡ 1,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð75Þ

and this leads to

a21 = −
β2
2

α21
= −

α22
β2
1
, e4L cð Þ = 1, eB1+B2 = β2

α1a1i
e−L cð Þ = α2i

β1a1
eL cð Þ:

ð76Þ

Subcase 1. If eLðcÞ = 1, then LðcÞ = 2kπi and eB1+B2 = β2/α1a1i
= α2i/β1a1. Due to (70), we have that

Subcase 2. If eLðcÞ = −1, then LðcÞ = ð2k + 1Þπi, k ∈ℤ and
eB1+B2 = −β2/α1a1i = −α2i/β1a1. Due to (70), we have that

Subcase 3. If eLðcÞ = i, then LðcÞ = ð2k + 1/2Þπi, k ∈ℤ, and
eB1+B2 = −β2/α1a1 = −α2/β1a1. Due to (70), we have that

f1 =
e−L zð Þ+B2+L cð Þ − eL zð Þ−B2−L cð Þ

2β2i
= i

eL zð Þ−B2 − e−L zð Þ+B2

2β2
,

f2 =
eL zð Þ+B1−L cð Þ − e−L zð Þ−B1+L cð Þ

2α2i
= eL zð Þ+B1 − e−L zð Þ−B1

2α2i
= eL zð Þ−B2eB1+B2 − e−L zð Þ+B2e−B1−B2

2α2i
= −β2i/α1a1eL zð Þ−B2 − β2i/−α1a1e−L zð Þ+B2

2α2i
= α1a1

α2

eL zð Þ−B2 − e−L zð Þ+B2

2β2
:

ð77Þ

f1 =
e−L zð Þ+B2+L cð Þ − eL zð Þ−B2−L cð Þ

2β2i
= −i

eL zð Þ−B2 − e−L zð Þ+B2

2β2
,

f2 =
eL zð Þ+B1−L cð Þ − e−L zð Þ−B1+L cð Þ

2α2i
= −eL zð Þ+B1 + e−L zð Þ−B1

2α2i
= −eL zð Þ−B2eB1+B2 + e−L zð Þ+B2e−B1−B2

2α2i
= α1a1

α2

eL zð Þ−B2 − e−L zð Þ+B2

2β2
:

ð78Þ

f1 =
e−L zð Þ+B2+L cð Þ − eL zð Þ−B2−L cð Þ

2β2i
= eL zð Þ−B2 + e−L zð Þ+B2

2β2
,

f2 =
eL zð Þ+B1−L cð Þ − e−L zð Þ−B1+L cð Þ

2α2i
= −eL zð Þ+B1 − e−L zð Þ−B1

2α2
= −eL zð Þ−B2eB1+B2 − e−L zð Þ+B2e−B1−B2

2α2
= −

α1a1
α2

eL zð Þ−B2 − e−L zð Þ+B2

2β2
:

ð79Þ
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Subcase 4. If eLðcÞ = −i, then LðcÞ = ð2k − 1/2Þπi, k ∈ℤ, and
eB1+B2β2/α1a1 = α2/β1a1. Due to (70), we have that

Case 2.

α1
β2i

∂p2
∂z1

ep1 z+cð Þ+p2 ≡ 1,

β1
α2i

∂p1
∂z1

ep2 z+cð Þ−p1 ≡ 1:

8>>><
>>>:

ð81Þ

Thus, it yields from (81) that p1ðz + cÞ + p2 ≡ C1 and
p2ðz + cÞ − p1 ≡ C2. We have that p2ðz + 2cÞ + p2 ≡ C1 + C2,
and this leads to a contradiction with p2 being not
constant.

Case 3.

α1
β2i

∂p2
∂z1

ep1 z+cð Þ−p2 ≡ 1,

β1
α2i

∂p1
∂z1

ep2 z+cð Þ+p1 ≡ 1:

8>>><
>>>:

ð82Þ

Since p1ðzÞ, p2ðzÞ are polynomials, then from (82), it fol-
lows that p1ðz + cÞ − p2ðzÞ ≡ C1 and p2ðz + cÞ + p1ðzÞ ≡ C2.
This means p1ðz + 2cÞ + p1ðzÞ ≡ C1 + C2, and this is a contra-
diction because p1ðzÞ is not a constant.

Case 4.

α1
β2i

∂p2
∂z1

ep1 z+cð Þ−p2 ≡ 1,

β1
α2i

∂p1
∂z1

ep2 z+cð Þ−p1 ≡ 1:

8>>><
>>>:

ð83Þ

Then, from (83), it yields that p1ðz + cÞ − p2 ≡ C1 and
p2ðz + cÞ − p1 ≡ C2, and this leads to p1ðz + 2cÞ − p1 ≡ C1
+ C2 and p2ðz + 2cÞ − p2 ≡ C2 + C1. Thus, it follows that
p1ðzÞ = LðzÞ + B1, p2ðzÞ = LðzÞ + B2, where LðzÞ = a1z1 + a2
z2, a1ð≠ 0Þ, a2, B1, B2 are constants in ℂ. In view of (71),

(72), and (83), we have

α1
β2i

a1e
L cð Þ+B1−B2 ≡ 1,

β1
α2i

a1e
L cð Þ−B1+B2 ≡ 1,

α1
β2i

a1e
−L cð Þ−B1+B2 ≡ 1,

β1
α2i

a1e
−L cð Þ+B1−B2 ≡ 1,

8>>>>>>>>>>>><
>>>>>>>>>>>>:

ð84Þ

which implies

a21 = −
β2
2

α21
= −

α22
β2
1
, e4L cð Þ = 1, eB1−B2 = β2i

α1a1
e−L cð Þ = β1a1

α2i
eL cð Þ:

ð85Þ

Subcase 4.1. If eLðcÞ = 1, then LðcÞ = 2kπi, k ∈ℤ, and
eB1−B2 = β2i/α1a1 = β1a1/α2i. By virtue of (70), it follows that

f1 =
eL zð Þ+B2−L cð Þ − e−L zð Þ−B2+L cð Þ

2β2i
= −i

eL zð Þ+B2 − e−L zð Þ−B2

2β2
,

f2 =
eL zð Þ+B1−L cð Þ − e−L zð Þ−B1+L cð Þ

2α2i
= eL zð Þ+B1 − e−L zð Þ−B1

2α2i

= eL zð Þ+B2eB1−B2 − e−L zð Þ−B2e−B1+B2

2α2i

= β2i/α1a1eL zð Þ+B2 − β2i/α1a1e−L zð Þ−B2

2α2i

= −
α1a1
α2

eL zð Þ+B2 − e−L zð Þ−B2

2β2
:

ð86Þ

Subcase 4.2. If eLðcÞ = −1, then LðcÞ = ð2k + 1Þπi, k ∈ℤ,
and eB1−B2 = −β2i/α1a1 = −β1a1/α2i. By virtue of (70), it fol-
lows that

f1 =
eL zð Þ+B2−L cð Þ − e−L zð Þ−B2+L cð Þ

2β2i
= i

eL zð Þ+B2 − e−L zð Þ−B2

2β2
,

f1 =
e−L zð Þ+B2+L cð Þ − eL zð Þ−B2−L cð Þ

2β2i
= −

eL zð Þ−B2 + e−L zð Þ+B2

2β2
,

f2 =
eL zð Þ+B1−L cð Þ − e−L zð Þ−B1+L cð Þ

2α2i
= eL zð Þ+B1 + e−L zð Þ−B1

2α2
= eL zð Þ−B2eB1+B2 + e−L zð Þ+B2e−B1−B2

2α2
= −

α1a1
α2

eL zð Þ−B2 − e−L zð Þ+B2

2β2
:

ð80Þ
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f2 =
eL zð Þ+B1−L cð Þ − e−L zð Þ−B1+L cð Þ

2α2i
= −eL zð Þ+B1 + e−L zð Þ−B1

2α2i

= −eL zð Þ+B2eB1−B2 + e−L zð Þ−B2e−B1+B2

2α2i

= −
α1a1
α2

eL zð Þ+B2 − e−L zð Þ−B2

2β2
:

ð87Þ

Subcase 4.3. If eLðcÞ = i, then LðcÞ = ð2k + 1/2Þπi and
eB1−B2 = β2/α1a1 = α2/β1a1. By virtue of (70), we have that

f1 =
eL zð Þ+B2−L cð Þ − e−L zð Þ−B2+L cð Þ

2β2i
= −

eL zð Þ+B2 + e−L zð Þ−B2

2β2
,

f2 =
eL zð Þ+B1−L cð Þ − e−L zð Þ−B1+L cð Þ

2α2i
= −

eL zð Þ+B1 + e−L zð Þ−B1

2α2

= −
eL zð Þ+B2eB1−B2 + e−L zð Þ−B2e−B1+B2

2α2
= α1a1

α2

eL zð Þ+B2 − e−L zð Þ−B2

2β2
:

ð88Þ

Subcase 4.4. If eLðcÞ = −i, then LðcÞ = ð2k − 1/2Þπi and
eB1−B2 = −β2/α1a1 = −α2/β1a1. By virtue of (70), we have that

f1 =
eL zð Þ+B2−L cð Þ − e−L zð Þ−B2+L cð Þ

2β2i
= eL zð Þ−B2 + e−L zð Þ+B2

2β2
,

f2 =
eL zð Þ+B1−L cð Þ − e−L zð Þ−B1+L cð Þ

2α2i
= eL zð Þ+B1 + e−L zð Þ−B1

2α2

= eL zð Þ+B2eB1−B2 + e−L zð Þ−B2e−B1+B2

2α2
= α1a1

α2

eL zð Þ+B2 − e−L zð Þ−B2

2β2
:

ð89Þ

Hence, the proof of Theorem 12 is completed.

5. The Proof of Theorem 13

Proof. Assume that ð f1, f2Þ is a pair of finite-order transcen-
dental entire functions satisfying (22). Thus, let us discuss
two following cases.

(i) Suppose that ∂f1/∂z1 is transcendental, then α2 f2ðz
+ cÞ + α3 f1 is transcendental. Noting that αj, βj are
nonzero constants, we next prove that β2 f1ðz + cÞ +
β3 f2 and β1∂f2/∂z1 are transcendental

Suppose that α2∂f2ðz + cÞ/∂z1 + α3∂f1/∂z1 is not tran-
scendental. Since ∂f1/∂z1 is transcendental, then ∂f2ðz + cÞ/
∂z1 and ∂f2ðzÞ/∂z1 are transcendental. By observing the sec-
ond equation of (22), we can conclude that β2 f1ðz + cÞ + β3
f2 is transcendental.

Suppose that α2∂f2ðz + cÞ/∂z1 + α3∂f1/∂z1 is transcen-
dental. If ∂f2ðz + cÞ/∂z1 is transcendental, similar to the
above argument, β2 f1ðz + cÞ + β3 f2 and ∂f2/∂z1 are tran-
scendental. If ∂f2ðz + cÞ/∂z1 is not transcendental, it thus
leads to that ∂f2/∂z1 is not transcendental. From (22), we

thus get that β2 f1ðz + cÞ + β3 f2 is not transcendental. Thus,
it yields that β2∂f1ðz + cÞ/∂z1 + β3∂f2/∂z1 is not transcen-
dental. This is a contradiction with ∂f1ðz + cÞ/∂z1 is tran-
scendental and ∂f2/∂z1 is not transcendental.

Hence, if ∂f1/∂z1 is transcendental, then α2 f2ðz + cÞ +
α3 f1, β2 f1ðz + cÞ + β3 f2, and ∂f2/∂z1 are transcendental.
Hence, system (22) can be represented as

α1
∂f1
∂z1

+ i α2 f2 z + cð Þ + α3 f1½ �
� �

α1
∂f1
∂z1

− i α2 f2 z + cð Þ + α3 f1½ �
� �

= 1,

β1
∂f2
∂z1

+ i β2 f1 z + cð Þ + β3 f2½ �
� �

β1
∂f2
∂z1

− i β2 f1 z + cð Þ + β3 f2½ �
� �

= 1:

8>>><
>>>:

ð90Þ

Thus, by the Hadamard factorization theorem (can be
found in [27, 28]), there are two nonconstant polynomials
p, q such that

α1
∂f1
∂z1

+ i α2 f2 z + cð Þ + α3 f1½ � = eip,

α1
∂f1
∂z1

− i α2 f2 z + cð Þ + α3 f1½ � = e−ip,

β1
∂f2
∂z1

+ i β2 f1 z + cð Þ + β3 f2½ � = eiq,

β1
∂f2
∂z1

− i β2 f1 z + cð Þ + β3 f2½ � = e−iq:

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð91Þ

In view of (91), it yields that

α1
∂f1
∂z1

= eip + e−ip

2 ,

α2 f2 z + cð Þ + α3 f1 =
eip − e−ip

2i ,

β1
∂f2
∂z1

= eiq + e−iq

2 ,

β2 f1 z + cð Þ + β3 f2 =
eiq − e−iq

2i ,

8>>>>>>>>>>>>><
>>>>>>>>>>>>>:

ð92Þ

which implies

β1
α2

∂p
∂z1

−
α3
α1

� �
ei p+q z+cð Þð Þ + β1

α2

∂p
∂z1

−
α3
α1

� �
ei q z+cð Þ−pð Þ − e2iq z+cð Þ ≡ 1,

ð93Þ

α1
β2

∂q
∂z1

−
β3
β1

� �
ei q+p z+cð Þð Þ + α1

β2

∂q
∂z1

−
β3
β1

� �
ei p z+cð Þ−qð Þ − e2ip z+cð Þ ≡ 1:

ð94Þ

Obviously, ∂p/∂z1 ≠ α3/α1. Otherwise, we have that −
e2iqðz+cÞ ≡ 1, and this leads to a contradiction since q is
not a constant. Similarly, ∂q/∂z1 ≠ β3/β1. Thus, due to
[29], Lemma 3.1 (can be found in [30]), and in view of
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(93) and (94), we can deduce that

β1
α2

∂p
∂z1

−
α3
α1

� �
ei q z+cð Þ−p½ � ≡ 1, orβ1

α2

∂p
∂z1

−
α3
α1

� �
ei p+q z+cð Þ½ � ≡ 1,

α1
β2

∂q
∂z1

−
β3
β1

� �
ei p z+cð Þ−q½ � ≡ 1, or α1

β2

∂q
∂z1

−
β3
β1

� �
ei q+p z+cð Þ½ � ≡ 1:

ð95Þ

Now, let us consider the following four cases.

Case 1.

β1
α2

∂p
∂z1

−
α3
α1

� �
ei q z+cð Þ−p½ � ≡ 1,

α1
β2

∂q
∂z1

−
β3
β1

� �
ei p z+cð Þ−q½ � ≡ 1:

8>>><
>>>:

ð96Þ

Then, (96) can lead to that qðz + cÞ − p ≡ C1 and pðz + c
Þ − q ≡ C2. Thus, we obtain that pðz + 2cÞ − p ≡ C2 + C1 and
qðz + 2cÞ − q ≡ C1 + C2. Hence, we can conclude that pðzÞ
= LðzÞ + B1, qðzÞ = LðzÞ + B2, where LðzÞ = a1z1 + a2z2, a1,
a2, B1, B2 are constants. By combining with (93)–(96), we
have

β1
α2

a1 −
α3
α1

� �
ei L cð Þ+B2−B1ð Þ ≡ 1,

α1
β2

a1 −
β3
β1

� �
ei L cð Þ+B1−B2ð Þ ≡ 1,

β1
α2

a1 −
α3
α1

� �
e−i L cð Þ+B2−B1ð Þ ≡ 1,

α1
β2

a1 −
β3
β1

� �
e−i L cð Þ+B1−B2ð Þ ≡ 1:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð97Þ

This means that

β1
α2

a1 −
α3
α1

� �� �2
= α1

β2
a1 −

β3
β1

� �� �2
= 1, e4iL cð Þ = 1, ei B1−B2ð Þ = β1

α2
a1 −

α3
α1

� �
eiL cð Þ:

ð98Þ

By combining with (92), f1, f2 have the following forms:

f1 zð Þ = ei L zð Þ+B1ð Þ − e−i L zð Þ−B1ð Þ

2ia1α1
+ φ1 z2ð Þ, f2 zð Þ = ei L zð Þ+B2ð Þ − e−i L zð Þ+B2ð Þ

2ia1β1
+ φ2 z2ð Þ,

ð99Þ

where φ1ðz2Þ, φ2ðz2Þ are entire functions of finite order in z2.
Substituting the above expressions into (92), we can deduce
that

α2φ2 z2 + c2ð Þ + α3φ1 z2ð Þ = 0,
β2φ1 z2 + c2ð Þ + β3φ2 z2ð Þ = 0:

(
ð100Þ

This leads to

φ1 z2 + 2c2ð Þ = α3β3
α2β2

φ1 z2ð Þ, φ2 z2 + 2c2ð Þ = α3β3
α2β2

φ2 z2ð Þ:

ð101Þ

Due to (101), we have

φ1 z2ð Þ = eηz2G1 z2ð Þ, φ2 z2ð Þ = eηz2G2 z2ð Þ, ð102Þ

where G1ðz2Þ,G2ðz2Þ are entire period functions of finite
order with period 2c2, and in (102), η = 0, if α2β2 = α3β3,
and η = log ðα2β2Þ − log ðα3β3Þ/2c2, if α2β2 ≠ α3β3. Further,
in view of (100) and (102), we have G2ðz2Þ = −α3/α2G1ðz2Þ
; if α2β2 ≠ α3β3, we have G2ðz2Þ = −α3/α2G1ðz2Þ.

If eiLðcÞ = 1, it follows from (97) that eiðB1−B2Þ = ±1. Thus,
it yields that

f2 zð Þ = ei L zð Þ+B2ð Þ − e−i L zð Þ+B2ð Þ

2ia1β1
+ φ2 z2ð Þ

= α1
β2

ei L zð Þ+B1ð Þei B2−B1ð Þ − e−i L zð Þ+B1ð Þei B1−B2ð Þ

2ia1α1
+ φ2 z2ð Þ

= ± α1
β2

ei L zð Þ+B1ð Þ − e−i L zð Þ−B1ð Þ

2ia1α1
+ φ2 z2ð Þ:

ð103Þ

If eiLðcÞ = −1, it follows from (97) that e2iðB1−B2Þ = 1.
Thus, similar to the above argument, we obtain that

f2 zð Þ = ± α1
β2

ei L zð Þ+B1ð Þ − e−i L zð Þ−B1ð Þ

2ia1α1
+ φ2 z2ð Þ: ð104Þ

If eiLðcÞ = i, it follows from (97) that e2iðB1−B2Þ = −1.
Thus, we obtain that

f2 zð Þ = ± α1
β2

ei L zð Þ+B1ð Þ + e−i L zð Þ−B1ð Þ

2a1α1
+ φ2 z2ð Þ: ð105Þ

If eiLðcÞ = −i, it follows from (97) that e2iðB1−B2Þ = −1.
Thus, we obtain that

f2 zð Þ = ± α1
β2

ei L zð Þ+B1ð Þ + e−i L zð Þ−B1ð Þ

2a1α1
+ φ2 z2ð Þ: ð106Þ

Case 2.

β1
α2

∂p
∂z1

−
α3
α1

� �
ei q z+cð Þ−p zð Þð Þ ≡ 1,

α1
β2

∂q
∂z1

−
β3
β1

� �
ei q zð Þ+p z+cð Þð Þ ≡ 1:

8>>><
>>>:

ð107Þ
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We thus get from (107) that pðz + cÞ + qðzÞ ≡ C2 and
qðz + cÞ − p ≡ C1. This means qðz + 2cÞ + qðzÞ ≡ C1 + C2,
and this yields a contradiction with q being not a constant.

Case 3.

β1
α2

∂p
∂z1

−
α3
α1

� �
ei p+q z+cð Þ½ � ≡ 1,

α1
β2

∂q
∂z1

−
β3
β1

� �
ei p z+cð Þ−q½ � ≡ 1:

8>>><
>>>:

ð108Þ

We thus get from (108) that qðz + cÞ + pðzÞ ≡ C1 and
pðz + cÞ − qðzÞ ≡ C2. So, we conclude that pðz + 2cÞ + pðzÞ
≡ C1 + C2, and this leads to a contradiction with p being
not a constant.

Case 4.

β1
α2

∂p
∂z1

−
α3
α1

� �
ei p+q z+cð Þ½ � ≡ 1,

α1
β2

∂q
∂z1

−
β3
β1

� �
ei q+p z+cð Þ½ � ≡ 1:

8>>><
>>>:

ð109Þ

Then, it follows from (109) that p + qðz + cÞ ≡ C1 and q
+ pðz + cÞ ≡ C2. These yield that pðz + 2cÞ − p ≡ C1 + C2
and qðz + 2cÞ − q ≡ C2 + C1, which leads to p = LðzÞ + B1, q
= −LðzÞ + B2, where LðzÞ = a1z1 + a2z2, a1, a2, B1, B2 are
constants. In view of (93), (94), and (109), we have

β1
α2

a1 −
α3
α1

� �
e−i L cð Þ−B1−B2ð Þ ≡ 1,

α1
β2

−a1 −
β3
β1

� �
ei L cð Þ+B1+B2ð Þ ≡ 1,

β1
α2

a1 −
α3
α1

� �
ei L cð Þ−B1−B2ð Þ ≡ 1,

α1
β2

−a1 −
β3
β1

� �
e−i L cð Þ+B1+B2ð Þ ≡ 1:

8>>>>>>>>>>>>>><
>>>>>>>>>>>>>>:

ð110Þ

In view of (110), it follows that

β1
α2

a1 −
α3
α1

� �� �2
= α1

β2
a1 +

β3
β1

� �� �2
= 1, e4iL cð Þ = 1, ei B1+B2ð Þ = β1

α2
a1 −

α3
α1

� �
eiL cð Þ:

ð111Þ

By combining with (92), f1, f2 are of the following forms

f1 zð Þ = ei L zð Þ+B1ð Þ − e−i L zð Þ−B1ð Þ

2ia1α1
+ φ1 z2ð Þ, f2 zð Þ

= ei −L zð Þ+B2ð Þ − ei L zð Þ−B2ð Þ

2ia1β1
+ φ2 z2ð Þ,

ð112Þ

where φ1ðz2Þ, φ2ðz2Þ are finite-order entire functions in z2.
By using the same argument as in Case 1, we have (102).

If eiLðcÞ = 1, it follows from (110) that e2iðB1+B2Þ = 1. Thus,
we can deduce that

f2 zð Þ = ei −L zð Þ+B2ð Þ − ei L zð Þ−B2ð Þ

2ia1β1
+ φ2 z2ð Þ

= α1
β2

−ei L zð Þ+B1ð Þe−i B1+B2ð Þ + e−i L zð Þ+B1ð Þei B1+B2ð Þ

2ia1α1
+ φ2 z2ð Þ

= ± α1
β2

ei L zð Þ+B1ð Þ − e−i L zð Þ−B1ð Þ

2ia1α1
+ φ2 z2ð Þ:

ð113Þ

If eiLðcÞ = −1, it follows from (110) that e2iðB1+B2Þ = 1. We
have that

f2 zð Þ = ± α1
β2

ei L zð Þ+B1ð Þ − e−i L zð Þ−B1ð Þ

2ia1α1
+ φ2 z2ð Þ: ð114Þ

If eiLðcÞ = i, it follows from (110) that e2iðB1+B2Þ = −1. Thus,
we obtain that

f2 zð Þ = ± α1
β2

ei L zð Þ+B1ð Þ + e−i L zð Þ−B1ð Þ

2a1α1
+ φ2 z2ð Þ: ð115Þ

If eiLðcÞ = −i, it follows from (110) that e2iðB1+B2Þ = −1.
Thus, we obtain that

f2 zð Þ = ± α1
β2

ei L zð Þ+B1ð Þ + e−i L zð Þ−B1ð Þ

2a1α1
+ φ2 z2ð Þ: ð116Þ

Therefore, from (102)–(106) and (113)–(116), we can
prove the conclusions (23) and (24) of Theorem 13.

(i)Assume that ∂f1/∂z1 = 0. Thus, from (22), it follows
that

f1 zð Þ = ϕ1 z2ð Þ, α2 f2 z + cð Þ + α3 f1 zð Þ ≡ ξ1, ξ1 = ±1: ð117Þ

This leads to ∂f2/∂z1 = 0: We thus get from (22) that

f2 zð Þ = ϕ2 z2ð Þ, β2 f1 z + cð Þ + β3 f2 zð Þ ≡ ξ2, ξ2 = ±1: ð118Þ

By combining with (117) and (118), it yields

α2ϕ2 z2 + c2ð Þ + α3ϕ1 z2ð Þ ≡ ξ1,
β2ϕ1 z2 + c2ð Þ + β3ϕ2 z2ð Þ ≡ ξ2,

(
ð119Þ

which implies that

ϕ1 z2 + 2c2ð Þ = α3β3
α2β2

ϕ1 z2ð Þ + α2ξ2 − β3ξ1
α2β2

, ϕ2 z2 + 2c2ð Þ

= α3β3
α2β2

ϕ2 z2ð Þ + β2ξ1 − α3ξ2
α2β2

:

ð120Þ
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If α2β2 = α3β3, then from (120), it follows that

ϕ1 z2 + 2c2ð Þ = ϕ1 z2ð Þ + α2ξ2 − β3ξ1
α2β2

, ϕ2 z2 + 2c2ð Þ = ϕ2 z2ð Þ + β2ξ1 − α3ξ2
α2β2

,

ð121Þ

which implies that

ϕ1 z2ð Þ =G1 z2ð Þ + γ1z2, ϕ2 z2ð Þ =G2 z2ð Þ + γ2z2, ð122Þ

where G1ðz2Þ,G2ðz2Þ are entire period functions of finite
order with period 2c2, and

γ1 =
α2ξ2 − β3ξ1
2c2α2β2

, γ2 =
β2ξ1 − α3ξ2
2c2α2β2

: ð123Þ

If α2β2 ≠ α3β3, then from (120), it follows that

ϕ1 z2ð Þ = elog α2β2ð Þ−log α3β3ð Þ/2c2z2G1 z2ð Þ +D1, ϕ2 z2ð Þ
= elog α2β2ð Þ−log α3β3ð Þ/2c2z2G2 z2ð Þ +D2,

ð124Þ

where D1 = α2ξ2 − β3ξ1/α2β2 − α3β3 and D2 = β2ξ1 − α3
ξ2/α2β2 − α3β3. Substituting (124) into (119), it follows that
α2β2 = −α3β3, G1ðz2Þ = β3/β2iG2ðz2 − c2Þ and G2ðz2Þ = α3/
α2iG1ðz2 − c2Þ. Thus, we have

ϕ1 z2ð Þ = elog −1ð Þ/2c2z2G1 z2ð Þ + α2ξ2 − β3ξ1
2α2β2

, ϕ2 z2ð Þ

= elog −1ð Þ/2c2z2G2 z2ð Þ + β2ξ1 − α3ξ2
2α2β2

:

ð125Þ

(ii) Suppose that ∂f1ðz1, z2Þ/∂z1 = b1ð≠ 0Þ. Then, it
yields in view of (22) that

f1 zð Þ = b1z1 + ψ1 z2ð Þ, α2 f2 z + cð Þ + α3 f1 zð Þ = b2, b22 + α1b1ð Þ2 = 1,
ð126Þ

where ψ1ðz2Þ is a transcendental entire function of finite
order in z2. Equation (126) leads to ∂f2/∂z1 = −α3/α2b1.
Thus, due to the second equation in (22), we have

f2 zð Þ = −
α3
α2

b1z1 + ψ2 z2ð Þ, β2 f1 z + cð Þ + β3 f2 zð Þ = b3, b23 +
β1α3
α2

b1

� �2
= 1,

ð127Þ

where ψ2ðz2Þ is a transcendental entire function of finite
order in z2. Combining with (126) and (127), we can deduce
that α2β2 = α3β3 and

α2ψ2 z2 + c2ð Þ + α3ψ1 z2ð Þ = b2 + α3b1c1,
β2ψ1 z2 + c2ð Þ + β3ψ2 z2ð Þ = b3 − β2b1c1,

(
ð128Þ

This means that

ψ1 z2ð Þ =G1 z2ð Þ + γ1z2, ψ2 z2ð Þ =G2 z2ð Þ + γ2z2, ð129Þ

where G1ðz2Þ,G2ðz2Þ are entire period functions of finite
order with period 2c2 satisfying

G2 z2 + c2ð Þ + α3
α2

G1 z2ð Þ = β2b2 + α3b3
2α2β2

, G1 z2 + c2ð Þ + β3
β2

G2 z2ð Þ = β3b2 + α2b3
2α2β2

,

γ1 =
α2b3 − β3b2 − 2 α2β2ð Þb1c1

2α2β2c2
, γ2 =

β2b2 − α3b3 + 2α3β2b1c1
2α2β2c2

:

ð130Þ

Hence, from (126)–(129), it is easy to get the cases ((26))
and ((27)) of Theorem 13.

Therefore, the proof of Theorem 13 is completed.
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