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Social networks are becoming popular, with people sharing information with their friends on social networking sites. On many of
these sites, shared information can be read by all of the friends; however, not all information is suitable for mass distribution and
access. Although people can form communities on some sites, this feature is not yet available on all sites. Additionally, it is
inconvenient to set receivers for a message when the target community is large. One characteristic of social networks is that people
who know each other tend to form densely connected clusters, and connections between clusters are relatively rare. Based on this
feature, community-finding algorithms have been proposed to detect communities on social networks. However, it is difficult to
apply community-finding algorithms to distributed social networks. In this paper, we propose a distributed privacy control
protocol for distributed social networks. By selecting only a small portion of people from a community, our protocol can transmit
information to the target community.

1. Introduction

Social networks are increasing in popularity, and people are
sharing information with their friends on social networking
sites (SNS). Most of these sites treat all contacts equally by
default. For example, if a person does not sort his/her friends
into groups, subsequently all of the person’s friends can view
his/her messages posted on a wall. Even if SNS provide a
grouping function, previous works have indicated that
sorting friends is inconvenient [1, 2]. In the real world,
individuals have distinct types of relationships with different
people. +e information a user wishes to share with a group
of people may not be appropriate for people in other groups,
even if they are all the user’s friends.

Hence, many privacy protection mechanisms have been
proposed [3–6]. +ese mechanisms, however, require users

to set access rights for all their friends in advance. Although
this provides accurate solutions for deciding who should
have access to certain information, it is inconvenient for a
user to manage them, especially when a user has many
friends. People may not maintain all the groups that they
join in real life on SNS. In addition, even though many social
networking sites provide group settings, famous SNS such as
Twitter do not have this feature yet. Jones and O’Neill [2]
suggested providing group-based privacy using naturally
organized groups, which reduces the burden of
configurations.

A naturally organized group is a densely connected
cluster on a social graph. People in real life tend to form
groups. For example, you and your high school classmates
form a group; you and your coworkers form another group;
members of a club you belong to form yet another group. As
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indicated in previous studies, people who recognize each
other in real life are likely to establish connections on SNS.
Mayer and Puller [7] reported that only 0.4% of connections
were merely online interactions; therefore, it is safe to as-
sume that the connections on SNS between you and your
friends and those between your friends and your friends’
friends form clusters. While many ties exist inside a cluster,
only a few ties exist across different clusters. +ese clusters
become meaningful groups because connections in a cluster
are established for the same reason.

Typical community-finding algorithms only function
when a user have access to his/her own ego-network, which
includes connections between the user and his/her friends
(Level 1 friends) and between the user’s friends and their
friends (Level 2 friends). However, on many SNS such as
Facebook, a user does not have access to other people’s
relationship paths. In theory, a user may acquire all his/her
friends’ connection by asking his/her friends to use a
Facebook application written to collect data, which is almost
impossible to achieve.

Another approach to protect a user’s privacy is to es-
tablish a decentralized social network, that is, a social net-
work in which a user only knows his/her direct connections.
Although this is not yet popular, it has been discussed in
Safebook [8] and Helloworld [9]. Furthermore, several
studies have presented decentralized social network schemes
[10]. In this type of social network, it is impossible to learn
other people’s connections in advance.

Herein, we first present previous studies regarding
private information sharing in social networks; subse-
quently, we propose a new private-information sharing
protocol used on decentralized social networks. Our pro-
tocol, which is based on secret sharing, utilizes character-
istics of social networks. Our protocol exhibits the following
properties. First, to utilize naturally organized groups,
communities must be located using only information a user
can acquire. We assume that the information a user can
acquire is the list of her Level 1 friends. Next, this protocol
does not leak the friendship connections of the source to any
users. Furthermore, this protocol can be adapted to cen-
tralized social networks.

+e remainder of this paper is organized as follows. We
introduce the background and related studies in Section 2,
present the model of our study in Section 3, introduce and
analyze our protocol in Section 4, describe our experiments
in Section 5, discuss the results in Section 6, and provide the
conclusions in Section 7.

2. Background and Related Studies

2.1. PrivacyControl onSNS. Security and privacy [11–14] are
two important topics that are often discussed in various
kinds of applications and environments [15–20].+e privacy
problem on SNS has been reported in previous studies.
Persona [3] combined attribute-based encryption with the
traditional public-key approach to provide user-defined
access control on SNS. flybynight [4] supported secure one-
to-one and one-to-many communications on Facebook by
applying RSA and El Gamal to encrypt and decrypt

information. NOYB [5] protects private data by partitioning
data into atoms and substituting these atoms with another
user’s atoms pseudorandomly. Lockr [21] provides access
control on Flickr. However, these mechanisms require users
to define the access ability for each of their friends in ad-
vance. By placing each of the user’s friends into a predefined
community, a user can share private information to only
those in the target groups. +ey use cryptography to protect
private information. +is results in a complicated key ex-
change, and it will be difficult to revoke the keys when the
connections on SNS are canceled.

2.2. Community-Finding Algorithms. Searching for com-
munities on complex networks is a well-studied topic.
Traditional methods based on graph partitioning, such as
Kernighan–Lin’s algorithm [22], divide a graph into n

clusters. Modern methods, such as Newman–Girvan’s al-
gorithm [23], utilize “modularity” to define the stop crite-
rion. Many community-finding algorithms [24, 25] based on
modularity demonstrate good partition results when mod-
ularity is maximized. CONGA [26] improved the original
Newman–Girvan algorithm so that overlapping groups
could be detected. Other algorithms such as those in [27, 28]
have been introduced to detect overlapping groups. +e
algorithms introduced above require a user to know the
entire network data. However, it is infeasible for a user to
obtain full network data on SNS or theWWW. Additionally,
local community-finding algorithms have been proposed.
Clauset [29] and others [30] proposed the local modularity
method. Bagrow [31] proposed the “outwardness” method.

+e algorithms mentioned above require users to know
their Level 1 and Level 2 friends. However, on mobile
networks, a user cannot easily obtain other people’s con-
nections. In addition, SNS such as Facebook restrict users
from accessing other people’s contextual information, which
renders it difficult to apply these methods.

2.3. Group Communication. Applications on social net-
works are often related to group communication. Some have
already utilized the naturally organized community. Grob
et al. [1] conducted a survey and concluded that group
communication occurred frequently, but grouping functions
were rarely used. In their survey, only 16% of users used the
built-in grouping functions on mobile phones. +ey
implemented Cluestr and applied CONGA [26] to recom-
mend friends within a community. Jones and O’Neill
proposed using implicit communities that appeared on
people’s social graph for privacy control [2]. +ey used the
SCAN algorithm [32] to detect communities. Li et al. [33]
proposed a provably secure group key agreement scheme
with privacy preservation for online social networks using
extended chaotic maps.

3. Problem Statement and System Model

We model an online social network as a simple graph
G � (V, E), in which V is a set of users and E is a set of
connections on that online social network. Furthermore, we
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model a real-life social network as a simple graph
G′ � (V′, E′), where V′ is a set of people and E′ is a set of
acquaintance links between each person. We assume that a
bijection function A: V′ ⟶ V exists. In other words, we
ignore people who do not exist on the online social network.
We model a real-life community C′ ⊂ V′. We assume that a
corresponding naturally formed community C ∈ G exists for
every community C′ ∈ G′. +at is, a bijection function
C: C′ ⟶ C exists.

We define a friend set F(u) as a set of nodes ] ∈ G, in
which for each v ∈ ], e � (u, v) exists.

3.1. Problem Statement. +e goal of our protocol is to enable
u ∈ V to transmit a secret m to C′ � c1, c2, . . . , cn􏼈 􏼉 ⊂ V′,
where a corresponding C ⊂ V exists. For each ci ∈ C′, a
corresponding node ci ∈ C exists. Transmitting m to the
nodes in C is equivalent to transmitting it to C′.

3.2. Desired Properties. Our protocol exhibits the following
properties.

3.2.1. Decentralized. Our protocol can be applied to
decentralized social networks.

3.2.2. Privacy. Our protocol should protect all nodes’
identities and link privacy. A node’s u’s link privacy is the
knowledge of e � (u, v), v ∈ F(u). It is noteworthy that F(u)

means the friends of u. Its identity privacy is the knowledge
of u’s existence.

3.2.3. Robustness. Our protocol should adapt to constantly
changing social networks. +e set of users who receive the
private information should conform to the current social
network topology.

3.3. Adversary Model. Herein, we define a semihonest ad-
versary model. In this model, a node g follows the protocol
but may wish to discover e � (u, v) ∈ E, u, v ∈ V, where
u≠g, v≠g, and g is not the sender on m.

For each v ∈ V, if the adversary g can identify any
e � (u, v) ∈ E, u≠g, then the link privacy of v is leaked.

For v ∈ V who sends a secret in G, if an adversary g can
identify the identity of v without acquiring the full secret,
then v’s identity is leaked. +at is, a node should learn the
source of a secret if and only if it receives the secret.

An adversary can be an intermediate node, receiver, or
stranger that does not receive any tokens.

4. Protocol

In this section, we propose and analyze our privacy control
protocol, known as the decentralized private information
sharing protocol (DPISP). +e DPISP allows a node to
distribute private information on social networks to a group
of nodes without setting community members in advance.
Table 1 describes the notations.

In the DPISP, nodes in G are divided into three parties:

(i) A source node sends a secret to C ⊂ V.
(ii) A receiver receives any part of the secret.
(iii) An intermediate node forwards any part of the

secret to his/her friends. An intermediate node is
also a receiver.

Although a source node u knows only F(u), it can easily
identify the role of each v ∈ F(u) in G′. For example, a node
knows who its classmates are and who its coworkers are. To
send information to a particular community C on G, u can
select representative nodes that belong to the corresponding
community C′ in G′.+e nodes selected are the intermediate
nodes.

+e set of receivers is controlled by two parameters, n

and k, along with the intermediate nodes designated by the
source node. n is the number of intermediate nodes plus the
source node, and k indicates the number of connections a
receiver has between n and him/her to receive the full
message. Refer to Figure 1 for an example: the diamond
nodes indicate the source node. +e four square nodes are
the intermediate nodes (n � 5). If we set k � 4, only the
squares will have access to the full information. If we set
k � 3, both the squares and circles will have access to the full
message. If we set k � 2, even the triangles will have access to
the message.

4.1. Protocol Overview. To send a private message to a
community C, the source node us first divides the private
message into n partial message; subsequently, us sends one
token comprising partial information and a TTL tag d � 1
(the TTL tag is used to indicate if a token should be
propagated further) along with an identity tag, n and k, to
each of the intermediate nodes, keeping one for him/herself.
+e source node sends the token with d � 0 to all his/her
friends. Tokens with the same identity tag indicate that they
are the partial message of the same private message. +e
intermediate nodes save a copy of the tokens received from
us, decrease the TTL by 1, and subsequently propagate the
tokens to all their friends. +ose who receive k or more
tokens with the same identity tag can recover the private
message.

However, in the case above, the source node’s link
privacy is leaked. If an intermediate node e receives a token
directly from us and a token propagated by another inter-
mediate node e′ also sent from u, then e can acquire us’s
connections with other people. Assume that us sets k � 3;

Table 1: Notations.

Symbol Statements
ui Node id
F(ui) Friends of ui

U A set of nodes
(k, n)-SS (k, n) Secret sharing scheme
ti A token
m Original message
d TTL (time to live)

Security and Communication Networks 3



although e cannot recover the full message, he/she can still
discover that e′ has a connection with us. Because the token
sent directly from us has d � 1, e instantly knows that the
source node of this token is us. Furthermore, because us is
the origin of the token propagated from e′, the two tokens’
identity tag will be the same; therefore, e knows that the
token propagated from e′ is also sent from us and realizes
that a connection exists between us and e′.

To solve this privacy leakage problem, the identity of the
source node cannot be identified by receivers, unless they
can recover the private information.

4.2. DPISP. +e DPISP is based on secret sharing. In secret
sharing, a secret is divided to n parts; anyone who receives k

of n parts can recover the secret, while those who receive
fewer than k parts cannot recover the secret and learn
anything from the information they have received. We
applied Shamir’s secret-sharing scheme [34] in our protocol.
+e DPISP contains two phases: the propagation and re-
covery phases. +e detailed procedures of these two phases
are shown in Figures 2 and 3.

4.2.1. Shamir’s Secret Sharing. Shamir’s secret sharing
contains the following two schemes: the distribution scheme
(SS) and the reconstruction scheme (SS− 1). Figure 4 shows
the detailed functions.

A node runs SS(n, k, s) to generate the shares from the
secret s.+e input n indicates the number of shares it creates,
and k indicates the number of shares it has to recover the
secret.

In SS(n, k, s), a trusted dealer does the following:

(i) Randomly chooses k − 1 coefficients, denoted by
a1, a2, . . . , ak−1

(ii) Constructs a polynomial f(x) � s + a1x + · · · +

ak−1x
k− 1

(iii) Computes shares si by evaluating f(x) in n distinct
points

A node runs SS− 1(k, D) to recover the secret s. +e input
k indicates the number of shares it has to recover the secret;
the input D is a set of different shares denoted by

Figure 1: Diamond node is the source node, and square nodes are
the intermediate nodes.

Figure 2: Propagation phase.

Figure 3: Recovery phase.

Figure 4: Shamir’s secret sharing.
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xi1
, xi2

, . . . , xij
􏼚 􏼛, where 0< j< n. In SS− 1(D), a node adapts

Lagrange’s interpolation with the set D to reconstruct the
polynomial f′(x). If D contains k or more different shares,
f′(x) � f(x); otherwise, f′(x)≠f(x) and no information
is revealed from f′(x).

4.2.2. Protocol Description. Figure 2 shows the propagation
phase of our protocol. +e source node us first selects C ⊂ G

that it wishes to share the private information m with. It
selects n − 1 members that it recognizes in real life from that
group as its intermediate nodes, where n is smaller than the
group size. Next, us applies SS(n, k, s) to generate n shares
(i, si), where s � m|h, h � hash(m), by evaluating the
polynomial f(x) in i and 0≤ i< n. For each si, us constructs
the corresponding tokens ti � ((i, si) | n | k | d) with d � 1 for
ti, where 1≤ i< n and d � 0 for t0. +e elements of the token
are described as follows: (i, si) is the share that us distributes
to ui; n indicates the total number of different shares that us

distributes; k represents the number of shares a node has to
hold to reconstruct the message; and d is a TTL tag. It sends
token t1, t2, . . ., tn to the corresponding nodes that it selects
earlier and sends t0 to all its friends.

A node that receives any share first verifies d. If d> 0, the
node decreases d by 1 and sends the token to all its friends.
Additionally, the node maintains a copy of the token.

Figure 3 shows the recovery phase of the DPISP. To
recover the private information from the tokens a node u

receives, he runs the recovery phase of the DPISP. To de-
crease the calculation cost, u groups all the tokens by their
(n, k), creating |mn,k| sets. Subsequently, he puts the tokens
with the same i in each mn,k into the same subsets, creating
subsets mn,k,i, where 0< i≤ n. After grouping u’s tokens, he
runs SS−1 with all the combinations of tokens in each set
mn,k. In other words, u selects k subsets from mn,k and runs
SS− 1 for every possible combination of tokens among those k

subsets. If a secret s′|h is recovered successfully, u removes
the tokens belonging to that secret. After testing all the
possible combinations, u selects another k subset and repeats
the same procedure until all the possible combinations of k

subsets are tested.
To verify if s′ is recovered successfully, a node calculates

hash(s′) and verifies if h � hash(s′).

4.2.3. Analysis. First, we examine the privacy of our pro-
tocol. As we have described earlier, a node u on decen-
tralized social networks only has knowledge of node set
F(u). By the DPISP, u recovers the information if and only if
|F(u)∩ us ∪ I􏼈 􏼉|≥ k, where I is the set containing n − 1 in-
termediate nodes.

+e types of privacy involved in this study are as follows:

(1) ?e Source Node’s Privacy. Given that any v receives one
or more tokens, v cannot distinguish its source u. In ad-
dition, v cannot distinguish if a connection exists between u

and any i ∈ V unless v can read the secret.

(2) ?e Intermediate Node’s Privacy. Given that any v re-
ceives one or more tokens, v cannot distinguish if a con-
nection exists between the intermediate node and any i ∈ V

unless v can recover the secret.

(3) ?e Receiver’s Privacy. Any v ∈ V cannot distinguish the
receiver’s identity and its connections to other nodes in V.

We discuss the privacy of the three roles. First, we show
that DPISP protects the privacy of the source node by
demonstrating that the identity of the source node is not
revealed to those who cannot recover the secret s. Assume
that a receiver cannot reconstruct s; as the elements of the
tokens do not reveal the identity of the source node, the
origin of the tokens cannot be distinguished. +e only ex-
ception is that the intermediate nodes know the origin
because d � 1; however, this is not a privacy leakage because
the source node and intermediate nodes are already friends.
In addition, knowing the information of one token does not
reveal the source of other tokens.

Next, we demonstrate that the link privacy of the in-
termediate nodes is not revealed. Similar to the above, as the
receivers do not know the origin of a token unless they can
recover the private information, the identity of the source
node is not revealed. +erefore, the receivers cannot acquire
any knowledge regarding e � (us, ui) and, hence, the link
privacy of the intermediate nodes is protected.

Finally, the privacy of the receivers is not revealed be-
cause the receivers do not provide any information to other
nodes. +e receivers can recover the private information by
evaluating si using the reconstruction method of Shamir’s
secret-sharing protocol. With this information, they can
identify shares that belong to the same us. Because they know
the identity of the intermediate nodes that sent these shares
to them and they know us because they can recover the
private information, they know that connections exist be-
tween the intermediate nodes and the source node. How-
ever, we do not consider this a privacy leakage because we
assume that nodes that can decode the message are in the
same community as us and the intermediate nodes; there-
fore, the receiver should know that us and the intermediate
nodes are Level 1 friends.

Next, we analyze the overhead of the DPISP. During the
propagation phase of the DPISP, the source node sends
tokens to all its friends; subsequently, all the intermediate
nodes send tokens to their friends. Assume that the source
node us has |Fus

| friends; among its friends, it selects n − 1
intermediate nodes, denoted by u1, . . ., un, and each of them
has |Fui

| friends. +e total number of tokens transmitted
during the propagation phase is |Fs| + |Fu1

| + · · · + |Fun
|.

During the recovery phase of the DPISP, a node places
the tokens into the subsets according to its (n, k) and i.
Assume that |mn,k| different (n, k) pairs exist; therefore, it

has to perform a maximum of SS− 1 for |mn,k| · Σ ni

ki

􏼠 􏼡 ·

|mni,ki,xi1
| · |mni,ki,xi2

| · · · · · |mni,ki,xiki

| times to recover any se-

crets. Although a node has to perform SS− 1 times, the time
cost is not as large as one might imagine.
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4.3. Semidecentralized Protocol. +e most pressing problem
of the DPISP is that nodes may spend a significant amount of
time recovering secrets if they receive many tokens. To avoid
an exhaustive search, we propose a semidecentralized in-
formation sharing protocol, that is, the SDPISP.

+e SDPISP utilizes a server to log tokens. +e server
provides two functions: register (R, k) and query (R), in
which R is a set of integers, and k is the threshold. A source
node registers a group of numbers to the server by calling the
register function. +e server records these numbers into a
single entry via an eventid in its database. Each entry con-
tains the threshold k. A receiver calls the query function to
verify if any set of tokens that is valid for recovery exists.

To send private information using the SDPISP, us de-
cides a target community and divides the secret s � m|h,
where m is the private information and h � hash(m), into n

shares by applying SS(n, k, s). Subsequently, instead of
generating tokens without any identity tags, it generates
tokens ti � (ri |(i, si) | n | k | d), with 1≤ i≤ n, where ri is a
random number. Next, us calls register (R, k), R � ri | 1≤􏼈

i≤ n}, to send these random numbers to the server.
To recover secrets, a receiver calls query (R) and inputs

all the random numbers he/she received. +e server returns
the sets of random numbers that get recorded under the
same eventid if the receiver holds k or more tokens.

Figure 5 illustrates the concept of the SDPISP. A and B

wish to send some data to their friends. +ey set n � 3 and
k � 2. +ey first create tokens with random numbers 1, 2, 3
and 4, 5, 6, respectively. Subsequently, they register these
numbers to a server and send the tokens to the intermediate
users. +ose who receive any tokens, for example, C who
receives tokens with ri � 1, 2, 3, 4, call the query function to
the server; subsequently, the server returns 1, 2, 3{ } to C. +e
server does not return 4 because C only obtains one token
from B, and C cannot recover the data only by token 4. Take
D as another example: D receives tokens 2, 3, 5, 6 and calls
the query function; the server returns 2, 3 and 5, 6 to D.
Subsequently D knows that he/she can recover two different
sets of data from them.

4.3.1. Analysis. Using a server, receivers are not required to
calculate all possible token combinations. By the SDPISP,
they ask a server if any set of tokens that belongs to the same
secret exists.

We examine the privacy of this semidecentralized
protocol and ignore the chance of two random numbers
colliding. In the SDPISP, the identity and link privacy of the
participants are not leaked to each other. Additionally, the
link privacy is not leaked to the server. If a node u registers
some random numbers to the server and a node v queries the
server with any random number that is registered by u, then
the server will not knowwhether v is a Level 1 friend of u or a
Level 2 friend of u.

5. Experiments

Assume that a community is an isolated, fully connected
network, where all people belonging to the community are
connected to each other, while no connections exist between

people in different categories. In this case, it is sufficient for a
user to set n � 2 and k � 2. All the members in the com-
munity recover the information, but those who do not
belong to the community will not receive enough shares to
reconstruct the data.

However, on real social networks, two cases can occur.
First, two users in the same community may not have a
connection with each other. Second, one or more users may
have connections to the people who are not in the same
community as them. To improve the accuracy, we con-
ducted experiments to obtain adequate settings for n and k

for communities with different sizes and clustering
coefficients.

5.1. Data Collection. Owing to the lack of ground truth,
which is the information of the communities each user
belongs to, existing social network graphs such as those in
[35, 36] cannot be applied to our experiments. Many pre-
vious studies collected data from Facebook. However,
querying other people’s contextual information is not
allowed by the Facebook API unless they agree to provide
the information. +e only information we can easily acquire
is the participants’ Level 1 friends. To collect the Level 2
friends, we can develop a Facebook application to collect the
information and ask the participants’ friends to use it;
however, it is unrealistic to expect all of them to use it.
Because we require both the Level 1 and Level 2 connections
of the participants to perform the experiments, we cannot
collect data from Facebook. +erefore, we collected data
from Plurk.

Plurk is a famous microblog in Taiwan. According to
Alexa [37], on April 4, 2011, 41.5% of Plurk traffic was from
Taiwan, where it ranked 27th, as well as 1297th worldwide.
+e Plurk API allows us to collect other users’ data provided
that the information is publicly available. +erefore, we
asked students at both HIT.SZ and IIIRC to provide their
friendship connections on Plurk.

In our experiments, we collected the friendship graph of
eight students from HIT.SZ and two students from IIIRC
whose Karma were all higher than 60—Karma is a value that
evaluates the liveness of a user on Plurk. We extracted the
links between these participants and their Level 1 and Level 2
friends. Subsequently, we placed their friends into one or
more communities that were defined by the participants. For
example, Table 2 shows the list of communities given by
participant A. He/she defined 4 communities to represent
the social network and each of his/her friends can belong to 1
to 4 communities. Similarly, we collected 42 communities
from them, in which the minimum community size was 3
and the maximum community size was 61; we denote the
community size as β in the following sections. Furthermore,
we calculated the clustering coefficient (c) of each com-
munity, which measures the degree of which users in a
community tend to cluster together. Equation (1) shows the
definition of c, where l and lmax indicate the actual and
maximum number of links between each user in a com-
munity, respectively. +e maximum number of links be-

tween each user in a community is n

2􏼠 􏼡, where n is the
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community size. Table 3 shows the detailed data that we

collected from Plurk.

c �
l

lmax
. (1)

After we have collected data from the participants, we
performed experiments and recorded users who were not
direct friends of the sender but had recovered the token. We
sorted the list by the number of appearances each user
emerged in the community during the experiments; sub-
sequently, we asked the participants to confirm whether
those who appeared on the lists were members of that
community. Most participants indicated that they could not
accurately determine whether a user on the list belonged to
any of their defined communities. However, among the data
we collected, we were confident that two participants could
correctly identify their Level 2 friends who belonged to one
of their communities.

Because it is easier for a user to select community
members manually when the community is small, we ig-
nored communities smaller than nine in our subsequent
experiments. Hence, our test cases were formed by 31
communities that contain 9 to 61 members.

We only considered the neighbors of participants in a
community because the participants cannot accurately tag
those who are not their neighbors in the social network.
+erefore, in our subsequent experiments, the results in-
volve only the neighbors of each participant.

5.2.Accuracy of theDPISP. A feature of the DPISP is that the
secret-sharing parameter (n, k) can be dynamically adjusted.
+at is, people may decide if they want more or fewer users
to receive the token. +e secret-sharing parameter n indi-
cates the number of shares a user has to send to the in-
termediate users, and k means the number of shares a user
has to receive to recover the message. We measured the
results of the DPISP by calculating the precision and recall.

+e parameters used in this study are defined as follows:

(i) True Positive (TP): users retrieved by the DPISP
who are in the community defined by the
participant.

(ii) False Positive (FP): users retrieved by the DPISP
who are not in the community defined by the
participant.

(iii) False Negative (FN): users who are in the com-
munity defined by the participant but were not
retrieved by the DPISP

(iv) Precision: fraction of users retrieved by the DPISP
that belonged to the community tagged by the
participant.

Precision �
TP

TP + FP
. (2)

(v) Recall: fraction of users retrieved by the DPISP that
belonged to the community tagged by the
participant.

Recall �
TP

TP + FN
. (3)

In our experiments, we divided the test cases based on
their sizes (β) and clustering coefficients. For each test case,
we tested them by setting n to 3 to 8. For each n, we produced

Register (1, 2, 3) Resgister (4, 5, 6)Query (1, 2, 3, 4)

Query (2, 3, 5, 6)

1 1 1

2 2 2

2

2

3

3 3

3

4

4

5

5

6

6

6

A

D

B

C

Figure 5: Example of using SDPISP.

Table 2: Communities given by participant A.

Group name Size
CS13 46
Club 13
Labmate 55
High school 5
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(β, n − 1) possible intermediate users sets. Subsequently, we
tested the results for k ranging from 2 to n for each inter-
mediate user sets.

An intermediate user set is the n − 1 intermediate user
selected by the source user. Owing to high time cost, if the
number of possible combinations of (β, n − 1) is smaller
than or equal to 5000, then we test all the possible inter-
mediate user sets; if the number of possible combinations is
larger than 5000, then we randomly select 5000 possible
intermediate user sets to test.

5.2.1. Relation between (n, k) and Group Size. We present
the result by dividing the test cases into three categories
according to their sizes. Categories A, B, and C contain the
test cases with community sizes between 9 and 16, between
17 and 32, and larger than 32, respectively. +e clustering
coefficients of these categories are 0.5878, 0.5126, and 0.5394,
respectively.

Figures 6 and 7 show the average precision and recall of
each category: in all three categories, when k is fixed, the
precision decreases and the recall increases as n increases.
+is is because if more intermediate users exist, more people
will receive the shares, thereby increasing the probability of
people who are/are not community members that recover
the token.

According to these data, while k increases, recall de-
creases quickly. For example, in category B, recall is 0.7278
for k � 2 and decreases to 0.1646 for k � 5 when n � 5. +is
is because users must receive more shares to recover the
token; hence, the number of users who can recover the token
decreases. Consequently, we recommend that users select a
small k. Meanwhile, the precision decreases and the recall
increases slightly when n increases. +e precision is 0.73 for
n � 6 and decreases to 0.7008 for n � 8 when k � 3; the recall
increases from 0.57 to 0.66 for the same (n, k) pairs. +is
implies that users do not have to select a large n to obtain the
best result. Instead, they can select a smaller n and the result
will still be acceptable.

Additionally, we observed that the average precision
increased with the community size. In our opinion, this was
caused by an overlap in these communities. For instance, a
user’s “good friend” group might be a subset of his/her
“classmates” group. Figure 8 illustrates an example of
overlapping communities. Suppose a user wishes to send a
message to his/her “good friends”; therefore, she sends shares
to the intermediate users among her “good friends.” How-
ever, some of her “classmates” can recover the token because
the network is densely connected, thereby reducing the
precision.

5.2.2. Relation between (n, k) and the Clustering Coefficient.
We divided the test cases into four categories according to
their c, where category A contains test cases with c< 0.4,

category B contains test cases with 0.4≤ c< 0.5, category C

contains test cases with 0.5≤ c< 0.6, and category D con-
tains test cases with c≥ 0.6.

Figure 9 shows the average recalls of the four categories.
We observed that the recalls reduced quickly while k in-
creased for communities with c< 0.6 but decreased slightly
while k increased for communities with c≥ 0.6.

Even though the users may not know the clustering
coefficient of their desired communities in advance, they can
estimate whether the community is densely or loosely
connected. For example, ifA wishes to send amessage to his/
her laboratory, he/she can assume that the members of this
community are familiar with each other; therefore, the
community is highly clustered, and he/she can set k to 4 or 5
to minimize the chances of outliers recovering the token.
Meanwhile, if A wishes to send a message to his/her friends
in his department, he/she should set k to 2 or 3 to maximize
the chances of the members of the department to recover the
token.

5.2.3. Token Transmitted during DPISP. +e number of
tokens that the source and intermediate users must transmit
must be equal to that of their friends. Figure 10 shows the
average number of tokens transmitted during the protocol;
the total number of tokens transmitted during the protocol
increases with n.

For each n, regardless of the value of k, the number of
tokens transmitted should be the same. However, as
shown by the results, the number of tokens differs when k

changes. +is is because not every round appears during
the experiments when a user recovers the token. Occa-
sionally, no user can recover the token because none has
received enough shares. We only counted the rounds
where one user at the least recovered the message in the
experiments.

5.3. Success Rate of the DPISP. Transmitting tokens through
different intermediate user sets causes different groups of
users to receive the tokens. While some intermediate user
sets yield good results, occasionally no user can recover the
information sent by the source user.

Herein, we present the success rate of the DPISP. For
each test case, we measured the results for a maximum of
5000 rounds. We considered a test round successful if one or
more users could recover the token. +e results shown in
Section 5.2 only incorporated the successful rounds.

We measured the success rate of our protocol by the
following formula:

p(n,k) �
􏽐 sr(n,k),i

􏽐 r(n,k),i

, (4)

Table 3: Statistics of the collected communities.

Groups Min size Max size Avg. size St. dev. size Min c Max c Avg. c St. dev. c

42 3 61 19.5476 15.7824 0.1429 1.0 0.5752 0.2095
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where p(n,k) indicates the average success rate tested in (n, k)

for all test cases, sr(n,k),i indicates the number of successful
rounds tested in (n, k) for the ith test case, and sr(n,k),i

indicates the number of total rounds tested in (n, k) for the
ith test case.

Figure 11 depicts the success rates, average number of
failure rounds, and average number of total rounds of each
(n, k) calculated by the test cases. Although the success rate
decreases when k increases, it is near 100% when k is small,
which means that even if a user selects intermediate users
randomly, the information can still be propagated to
someone.

5.4.Choosing IntermediateUsers. In the DPISP, a user selects
intermediate users from those who belong to that com-
munity. If, unfortunately, he/she selects “bad” intermediate
users (i.e., users who have only a few links to the community
members), the precision will be low, or the recall will be high.

To help users find “good” intermediate users, a user can
send a link to all of his/her friends and ask them to register
on that link to prove in advance that sufficient connections
exist between them. Hence, a user us first generates |Fus

|

shares from the link and distributes these shares individually
to each of his/her friends. Anyone who receives the shares
recovers the link by applying the reconstruction method of
secret sharing. Subsequently, he/she registers him/herself on
that link.

Figure 12 shows the results of selecting those who have
many connections with the community members. As
shown in previous data, setting k≥ 4 yields a low recall and
only a few people can recover the private information. +e
experimental result shows an example of selecting good
intermediate users. If a user selects 6 intermediate users
who are tightly connected with the community members,
even if he/she sets k � 5, the recall will be approximately
0.9. Conversely, if he/she chooses intermediate users
randomly, the recall will only be 0.6. According to pre-
vious results, the precision increases with k; therefore,
selecting good intermediate users yields better precisions
and recalls.
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Figure 6: Relation of precision between (n, k) and community size: (a) contains communities with a size between 9 and 15; (b) contains
communities with a size between 16 and 31; (c) contains communities with a size larger than 32.
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Figure 7: Relation of recall between (n, k) and community size: (a) contains communities with a size between 9 and 15; (b) contains
communities with a size between 16 and 31; (c) contains communities with a size larger than 32.

Figure 8: Two overlapped communities: the red area represents a
user’s “good friends,” and the blue area represents his/her
“classmates.”
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5.5. Computation Cost of the Recovery Phase. In this section,
we discuss the cost of the DPISP’s recovery phase. At first
glance, it seems that a user must spend a large amount of
time to reconstruct the secrets. In theory, a user must

perform |mn,k| · Σ ni

ki

􏼠 􏼡 · |mni,ki,xi1
| · |mni,ki,xi2

| · · · · · |mni,ki,xiki

|

times of SS− 1 to construct all possible secrets, where |mn,k| is
the number of tokens with different (n, k) pairs.

To examine the efficiency of the DPISP, we analyzed the
number of SS− 1 a user has to performwith respect to (n, k) and
the number of users who have sent secrets. Furthermore, we
analyzed the time required by SS− 1. Simulations were per-
formed on a PC with a 4-core 3.2GHz Intel CPU and 4Gb of
RAM. We implemented the secret-sharing functions using the
C# SecretSharp library [38] on Microsoft Visual Studio 2010.

In our experiments, we simulated q users simultaneously
and sent their secrets with the (n, k) settings in the ranges of
(3, 2) to (8, 2) and (6, 3) to (8, 3). In each case, a user can
receive a maximum of qn tokens decentralized in n bins, and
each bin contains a maximum of q tokens. +erefore, a user

has to perform a maximum of qk ·
n

k
􏼠 􏼡 secret sharing to

recover all the secrets. Table 4 shows the results of the
simulations, with q � 5, 10, 15, 20.+e size of the coefficients
of a polynomial is 1024 bits. In other words, the maximum
secret size is 128 bytes. As shown by the results, a user can
perform ≈ 6500 times of SS− 1 per second. If a user sets
(8, 3), 448,000 possible combinations exist, which requires
slightly more than one minute to recover all the secrets.

6. Discussion

In this section, we discuss the causes of the inaccuracy of the
DPISP and a method to improve the efficiency of the DPISP
recovery phase. Additionally, we discuss the method of
sharing large data.
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Figure 10: Average tokens transmitted during the protocol for
each (n, k).
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Figure 9: Recall for each (n, k) of each category based on c.
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Figure 11: Average success rate, average number of failure rounds,
and average number of total rounds for each (n, k).
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6.1. ImprovingDPISPAccuracy. We discuss possible reasons
for the inaccuracy of the protocol in this section.

First, inaccuracy can be caused by users who do not
publish their friendship connections. Many social networks
allow users to set whether their information can be accessed
by other people. If any of the intermediate users do not share
their connections during the experiments, the share sent to
him/her cannot be further transmitted to other users,
thereby decreasing the probability of users related to the
corresponding intermediate user recovering the token.

Next, inaccuracy may be caused by robots. Many “ro-
bots” exist on Plurk.+ese robots were developed to perform
automated message broadcasting or to be an “oracle,” which
allows users to ask questions and provide answers. Almost all
users on Plurk have connections with the default account
“plurk buddy” and many other robots. +erefore, although
these robots are not in user-defined communities, they have
a high chance of recovering the token.

+is problem can be mitigated by creating a list of ig-
nored users. When we execute the protocol, we can ignore
users who are not normal users.

6.2. Sharing Large Data. Using Shamir’s secret sharing, the
maximum size of a message is restricted by the coefficient
size of a polynomial. For example, if the coefficient size is
1024 bits, the maximum message size is 128 bytes. If the size
of a private information is larger than 128 bytes, a user has to
partition the message into 128-byte blocks and a receiver has
to spend more time recovering the private information.

+e constant of the polynomial is insufficient for placing
large data, that is, file, photographs, and so forth. Re-
searchers have proposed several multi-secret-sharing
schemes [39–42]. For example, Yang et al. [39] proposed a
scheme that shares p secrets instead of one secret in a
polynomial; however, the threshold of that polynomial is
extremely high according to their experiments. +e DPISP
performs well only when k is small. Hence, it is difficult to
apply these algorithms unless a user selects a large k.

Instead of sharing data directly, a user can encrypt
data with a session key; furthermore, they can share the
key and a path to the data with his/her friends using the
DPISP.

7. Conclusion

In this paper, we present DPISP, an information sharing
protocol used on social networks. On decentralized social
networks or on SNS like Facebook, where users cannot
directly access other people’s contextual information , our
method provides a more realistic way to implement group
communication functions using naturally organized com-
munities. We also demonstrate that our method protects
users’ link privacy. In addition, DPISP runs without using
any key or passwords, so it adapts to changes of the net-
works. One does not have to redistribute keys to all of her
friends when she adds or remove friends.

By tuning the parameters (n, k), an information can be
sent to different subsets of community members. Our results
show that among the users who can recover secrets, about
60% to 80% belong to the target communities; about 50% to
70% of a community can recover the secret correctly.
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,e Even–Mansour cipher has been widely used in block ciphers and lightweight symmetric-key ciphers because of its simple
structure and strict provable security. Its research has been a hot topic in cryptography. ,is paper focuses on the problem to
minimize the key material of the Even–Mansour cipher while its security bound remains essentially the same. We introduce four
structures of the Even–Mansour cipher with a short key and derive their security by Patarin’s H-coefficients technique.,ese four
structures are proven secure up to 􏽥O(2k/μ) adversarial queries, where k is the bit length of the key material and μ is the maximal
multiplicity. ,en, we apply them to lightweight authenticated encryption modes and prove their security up to about
min b/2, c, k − log μ􏼈 􏼉-bit adversarial queries, where b is the size of the permutation and c is the capacity of the permutation. Finally,
we leave it as an open problem to settle the security of the t-round iterated Even–Mansour cipher with short keys.

1. Introduction

In recent years, more and more attention has been paid to
lightweight cryptography as smart home, Internet of things
(IoT), smart transportation, and 5G/B5G networks are
proposed. ,ese new technologies brought convenience to
our lives but have introduced a powerful security threat,
such as the leakage of the private data in our smart phone.
Lightweight cryptography is an effective countermeasure
against the security threats in order to achieve the privacy
and integrity protections of the sensitive data. Lightweight
cryptography is mainly used in resource-constrained de-
vices. ,e block cipher has become a very vital lightweight
symmetric-key cryptography, due to its fast speed, easy
implementation, and easy standardization on these devices.
It is often used to implement sensitive data encryption,
digital signature, message authentication, and key encap-
sulation schemes in the field of information security and
network communication security.

,e t-round iterated Even–Mansour cipher is simply
described as a pure permutation-based block cipher:

y � Pt Pt− 1 · · · P1 x⊕K1( 􏼁⊕K2( 􏼁 · · ·⊕Kt( 􏼁⊕Kt+1,( (1)

where (K1, K2, . . . , Kt, Kt+1) is a sequence of n-bit round
keys which are usually derived from some master key and
(P1, P2, . . . , Pt) is a sequence of t public random permuta-
tions.,is iterated Even–Mansour cipher, also known as key-
alternating ciphers, is of great significance in the design of
block ciphers and is also favored in the design of light-
weight cryptography. ,e security of the iterated
Even–Mansour ciphers is based on the random permutation
model (RPM). In RPM, all permutations are modeled as
public random permutation oracles, in other words, anyone
can query these permutations and obtain the corresponding
responses. ,e related research includes [1–9].

,is paper focuses on the case t � 1. Even and
Mansour [10] did pioneering work in 1997 and proved
that it is birthday-bound secure. ,at is where the name
“Even–Mansour cipher” comes from. ,e Even–Mansour
cipher has some very nice properties, such as simplest
structure and strict provable security. Although the research
of the Even–Mansour cipher went unnoticed for years, Gold
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will always shine. Fortunately, it has been a very hot topic in
cryptography. In 2012, Dunkelman et al. [11] pointed out that
the Even–Mansour cipher is minimal, i.e., any component
(either one of the keys or the permutation) is removed; the
Even–Mansour cipher becomes trivially breakable. In 2015,
Cogliati et al. [12] introduced the tweakable Even–Mansour
(TEM) cipher combined by the Even–Mansour cipher and a
tweak, and proved its security. Meanwhile, Mouha and Luykx
[13] revisited the Even–Mansour cipher and analyzed the
multikey security. do Nascimento and Xexeo [14] applied the
Even–Mansour cipher to the Internet of ,ings (IoT) envi-
ronments and presented a flexible lightweight authenticated
encryption mode in 2017. It follows that Cho et al. [15]
presented a new family of white-box block ciphers based on
the Even–Mansour cipher WEM which achieves balances
between performance and security. Farshim et al. [16] ana-
lyzed the security of the Even–Mansour cipher under key-
dependent messages. In 2018, we described a generalized
tweakable Even–Mansour cipher and applied it to authen-
tication and authenticated encryption modes [17].

In the lightweight devices, the storage resources are
limited. ,erefore, a vital issue is the minimalism and agility
of the key material in the design of lightweight ciphers. In
this paper, we revisit the Even–Mansour cipher and consider
as problem whether we can use the least key material to
achieve the same security bound. ,e Even–Mansour cipher
is proven security up to approximately 2k/2 adversarial
queries, where k is the bit-length of the key material. Can we
decrease the key material and achieve the same security
bound (this bound must be beyond-birthday-bound)?

We answer positively to the question in this paper. We
introduce four structures of the Even–Mansour cipher with a
short key and present the provable security results. More
concretely, we derive their security up to 􏽥O(2k/μ) adversarial
queries using Patarin’s H-coefficients technique, where k is
the bit-length of the reducing key material and μ is the
maximal multiplicity. ,e Even–Mansour cipher with a short
key has many good advantages, such as calculating on-the-fly,
avoiding the key schedule, and minimizing the key material.
,erefore, it can be widely applied to resource-constrained
lightweight devices. ,en, we apply its four structures to
lightweight authenticated encryption (AE) modes and prove
their security up to aboutmin b/2, c, k − log μ􏼈 􏼉-bit adversarial
queries, where b � r + c is the size of the permutation and c
(resp. r) is the capacity (resp. rate) of the permutation. Finally,
we leave it as an open problem to settle the security of the t-
round iterated Even–Mansour cipher with short keys.

,e rest of this paper is organized as follows. In Section
2, we introduce some preliminaries. In Section 3, we prove
the security of the Even–Mansour cipher with a short key.
Section 4 describes lightweight AE modes based on four
structures of the Even–Mansour cipher with a short key.
Section 5 ends up with this paper.

2. Preliminaries

Let 0, 1{ }b be the set of binary strings of length b and N � 2b.
For two strings X and Y, let X‖Y or XY be the concatenation
of X and Y. Given a string X, we utilize |X| to denote the

length in bits of X. Given a nonempty set X, let x←X denote
an element x drawing from X uniformly at random and #X be
the cardinality of X. Let Perm(b) stand for the set of per-
mutations on 0, 1{ }b. LetAO � 1 be an event that an adversary
A outputs 1 after interacting with the oracleO. Here,A never
makes a query for which the response is obviously known. Let
Pr[E] be the probability that the event E occurs.

2.1.Multiplicity. Let (xi, yi)􏼈 􏼉
N

i�1 be a set ofN evaluations of a
permutation P, where xi � xi‖􏽢xi, yi � yi‖􏽢yi. We introduce
the total maximal multiplicity as μ � μfwd + μbwd inspired by
[18], where

μfwd � max
a

# i � 1, . . . , N : xi � a or 􏽢xi � a􏼈 􏼉, (2)

μbwd � max
a

# i � 1, . . . , N : yi � a or 􏽢yi � a􏼈 􏼉. (3)

2.2. H-Coefficients Technique. H-coefficients technique in-
troduced by Patarin [19] is a very important analytical
method in the symmetric-key cryptography. We briefly
summarize this technique as follows. Consider an infor-
mation-theoretic adversaryA, whose goal is to distinguish a
real world X and an ideal world Y and denote the dis-
tinguishing advantage of A as

Adv(A) � Pr A
X

� 1􏽨 􏽩 − Pr A
Y

� 1􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌. (4)

Without loss of generality, we can assume that A is a
deterministic adversary. ,e interaction with any of the two
worlds X or Y is summarized in a transcript τ. Denote by DX

the probability distribution of transcripts when interacting
with X, and similarly, DY the distribution of transcripts
when interacting with Y. A transcript τ is attainable if
Pr[DY � τ]> 0, meaning that it can occur during interaction
with Y. Let Γ be the set of attainable transcripts. We denote
Γ1 as a set of good transcripts when interacting with X (Y).
Let Γ2 be a set of bad transcripts such that the probability to
obtain any τ ∈ Γ2 is small in the ideal world Γ � Γ1∪ Γ2.

Lemma 1 (H-coefficients lemma [19]). Fix a deterministic
adversary A. Let Γ � Γ1∪ Γ2 be a partition of the set of at-
tainable transcripts. Assume that there exists ϵ1 such that for
any τ ∈ Γ1, one has

Pr DX � τ􏼂 􏼃

Pr DY � τ􏼂 􏼃
≥ 1 − ϵ1, (5)

and that there exists ϵ2 such that

Pr DY ∈ Γ2􏼂 􏼃≤ ϵ2. (6)

,en, the advantage of the adversary A is

Adv(A)≤ ϵ1 + ϵ2. (7)

3. The Even–Mansour Cipher with a Short Key

Fix a public permutation P: 0, 1{ }b⟶ 0, 1{ }b and integers
r, c, and k, such that b � r + c and k≤min r, c{ }. Let
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K � 0, 1{ }k. ,e Even–Mansour cipher with a short key,
called EM for short, is described in Figure 1. EM takes a
uniform random keyK ∈ 0, 1{ }k and a plaintext x ∈ 0, 1{ }b as
inputs and outputs the ciphertext y � EMP

K(x) ∈ 0, 1{ }b. Let
pad1(K) � 0r− k‖K and pad2(K) � 0c− k‖K. ,e four struc-
tures of EM are, respectively, shown as follows:

(a) : y � EMP
K(x) � P x⊕ pad1(K) 0c

����􏼐 􏼑⊕ pad1(K) 0c
���� ,

(b) : y � EMP
K(x) � P x⊕ pad1(K) 0c

����􏼐 􏼑⊕ 0r pad2(K)
���� ,

(c) : y � EMP
K(x) � P x⊕ 0r

����pad2(K)􏼐 􏼑⊕ 0r pad2(K),
����

(d) : y � EMP
K(x) � P x⊕ 0r

����pad2(K)􏼐 􏼑⊕ pad1(K) 0c
.

����

(8)

We consider the security of the Even–Mansour cipher
with a short key and obtain the following theorem.

Theorem 1. For EMP
K with K ∈ 0, 1{ }k and P← Perm(b), we

have

AdvEM qe, qp􏼐 􏼑≤
μqp

2k
. (9)

,e proof of ,eorem 1 utilizes the H-coefficients
technique. We consider an adversary A which can interact
with X � (EMP

K, P) in the real world or Y � (Q, P) in the
ideal world, where P andQ are uniform random and in-
dependent permutations and K is a (dummy) key. We as-
sume that the adversary A makes at most qe construction
queries and at most qp primitive queries. ,e transcripts can
be expressed as this form τ � (Qe,Qp, K), where
Qe � (xi, yi)􏼈 􏼉

qe

i�1 andQp � (uj, vj)􏽮 􏽯
qp

j�1. We start by defining
bad transcripts.

Definition 1. We define an attainable transcript
τ � (Qe,Qp, K) ∈ Γ as bad if one of the two following
conditions is fulfilled.

Bad1 :∃(x, y) ∈ Qe and (u, v) ∈ Qp, such that

(a)&(b) : x⊕ u � pad1(K) 0c
���� ,

(c)&(d) : x⊕ u � 0r pad2(K)
���� ,

(10)

Bad2 :∃(x, y) ∈ Qe and (u, v) ∈ Qp, such that

(a)&(d) : y⊕ v � pad1(K) 0c
���� ,

(b)&(c) : y⊕ v � 0r pad2(K).
����

(11)

Otherwise we say that τ is good. We denote Γgood, resp.
Γbad the set of good, resp. bad transcripts, and Γ � Γgood ⊔Γbad.

In the real world X, a bad transcript implies that two
invocations to P exist with the same input: one directly from
querying the primitive oracle P and another one indirectly
from querying the construction oracle EMP

K, while all tuples

in (Qe,Qp) uniquely determine an input-output pair of P for
a good transcript. In the ideal world Y, the abovementioned
result is clearly established for a bad transcript, while it is not
for a good transcript.

We first upper bound the probability of bad transcripts
in the ideal world Y by the following lemma.

Lemma 2

Pr DY ∈ Γbad( 􏼁≤
μqp

2k
. (12)

Proof. In the ideal world Y, (Qe,Qp) is an attainable
transcript with a dummy uniform random key K ∈ 0, 1{ }k.

Here, we assume that an adversary A makes at most qe

construction queries and at most qp primitive queries. For
each (x, y) ∈ Qe and each (u, v) ∈ Qp, we obtain at most μfwd
(resp. μbwd) tuples (x, y) such that x � u for structures (a)
and (b) or 􏽢x � 􏽢u for structures (c) and (d) (resp. y � v for
structures (a) and (d) or 􏽢y � 􏽢v for structures (b) and (c))
from the property of multiplicity.

It follows that Pr(Bad1)≤ μfwdqp/2k and
Pr(Bad2)≤ μbwdqp/2k. Hence, the probability of bad tran-
scripts in the ideal world Y is at most μqp/2k, where
μ � μfwd + μbwd.

We then analyze good transcripts and lower bound the
ratio (Pr[DX � τ])/Pr[DY � τ]. □

Lemma 3. For any good transcript τ, one has

Pr DX � τ􏼂 􏼃

Pr DY � τ􏼂 􏼃
≥ 1. (13)

Proof. Consider a good transcript τ ∈ Γgood. Let ΩX be a
nonempty set of all possible oracles in the real world X and
ΩY be a nonempty set of all possible oracles in the ideal
world Y. ,erefore, the cardinalities of sets ΩX and ΩY are,
respectively, #ΩX � (2b)! · 2k and #ΩY � (2b!)2 · 2k. Let
compX(τ)⊆ΩX and compY(τ)⊆ΩY be the two sets of
oracles compatible with transcript τ. ,e probabilities
appearing in Lemma 1 can be evaluated as follows:

Pr DX � τ( 􏼁 �
#compX(τ)

#ΩX

, (14)

Pr DY � τ( 􏼁 �
#compY(τ)

#ΩY

. (15)

First, we calculate #compX(τ). As τ ∈ Γgood consists of
qe + qp query tuples and any query tuple in τ fixes exactly
one input-output pair of the underlying permutation oracle,
the number of possible oracles in the real world X equals
(2b − qe − qp)!.

Second, we calculate #compY(τ).,e number of possible
oracles in the ideal world Y equals (2b − qp)!(2b − qe)!, as P
and Q are uniform random and independent permutations.

It follows that
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Pr DX � τ( 􏼁 �
#compX(τ)

#ΩX

�
2b − qe − qp􏼐 􏼑!

2b!( 􏼁 · 2k
�

2b − qe − qp􏼐 􏼑!2b!

2b!( 􏼁
2

· 2k

≥
2b − qp􏼐 􏼑! 2b − qe( 􏼁!

2b!( 􏼁
2

· 2k
� Pr DY � τ( 􏼁.

(16)

,erefore, we have (Pr[DX � τ]/Pr[DY � τ])≥ 1.
Combining Lemmas 1–3, we can obtain the result of

,eorem 1. □

4. Application to Lightweight
Authenticated Encryption

With the rises of the smart home, IoT, and 5G/B5G net-
works, lightweight authenticated encryption (AE) modes are
attracting more and more attentions [20–22]. A lightweight
AE mode is a lightweight symmetric-key cipher which
supports the services of privacy and authenticity of the
sensitive data in the devices.

,e Even–Mansour cipher with a short key can be di-
rectly applied to a lightweight AE mode, which is shown in
Figure 2. It consists of an encryption algorithm E and a
decryption algorithm D. ,e encryption algorithm E takes a
plaintext M and a key K as inputs and returns a ciphertext
C and an authentication tag T, i.e., C‖T �

EMP
K(M‖0c) � E(K, M). ,e decryption algorithm D takes

a key K, a ciphertext C, and an authentication tag Tas inputs
and returns a plaintext M or a reject symbol ⊥, i.e.,
M/⊥ � D(K, C, T). If the last c-bit of the EM decryption is 0,
then the decryption algorithm D returns M. Otherwise, the
decryption algorithm D returns ⊥.

Let Π � (E, D) stand for our lightweight AE modes. We
introduce the AE-security model as follows.

Definition 2. (AE security). Let P be a public random
permutation. LetΠ � (E, D) be a P-based AE scheme. LetA
be an adversary which interacts with X � (E, D, P±) in the
real world or Y � ($,⊥, P±) in the ideal world. Let q, p> 0.
,en, the AE-security of Π � (E, D) is defined as follows:

Advae
Π (A) � Pr A

E,D,P±
� 1􏽨 􏽩 − Pr A

$,⊥,P±
� 1􏽨 􏽩

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌,

Advae
Π (q, p) � max

A
Advae
Π (A),

(17)

where q is the number of queries to the encryption oracle E
or the decryption oracle D, p is the number of queries to the
random permutation P or its inverse P− 1, is a random
function which always returns a fresh and random response
for each query, and⊥ is a symbol which stands for the failure
of the decryption oracles.

Theorem 2. Let P← Perm(b) and b � r + c. ;en,

Advae
Π (q, p)≤

μp

2k
+

q2

2b
+

q

2c
. (18)

Proof Sketch. Let A be an adversary with access to the
encryption oracle E, the decryption oracle D, and the random
permutation P or its inverse P− 1. Π can be represented as an
EM scheme. We replace the EM modular structure to the
random permutation Q. According to ,eorem 1, we have

Advae
Π (A) � |Pr A

E,D,P±
� 1􏽨 􏽩 − Pr􏼂A$,⊥,P±

� 1􏼃|

≤ Pr A
E,D,P±

� 1􏽨 􏽩 − Pr A
Q,Q− 1 ,P±

� 1􏼔 􏼕

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

+ Pr A
Q,Q− 1 ,P±

� 1􏼔 􏼕 − Pr A
$,⊥,P±

� 1􏽨 􏽩

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

�
μp

2k
+ Pr A

Q,Q− 1 ,P±
� 1􏼔 􏼕 − Pr A

$,⊥,P±
� 1􏽨 􏽩

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌
.

(19)

It follows that

Pr A
Q,Q− 1 ,P±

� 1􏼔 􏼕 − Pr A
$,⊥,P±

� 1􏽨 􏽩

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

≤ Pr A
Q,Q− 1 ,P±

� 1􏼔 􏼕 − Pr A
Q,⊥,P±

� 1􏽨 􏽩

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌

+ Pr A
Q,⊥,P±

� 1􏽨 􏽩 − Pr A
$,⊥,P±

� 1􏽨 􏽩
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌

≤
q

2c
+

q2

2b
,

(20)

where q2/2b obtained by the PRP-PRF Switch Lemma [23]
and q/2c is from the fact that the successful probability of the
adversary is 1/2c for each forgery attempt.

Combining equations (19) and (20), it is easy to draw the
result of ,eorem 2.

x y

K K

P

(a)

x y

K

K

P

(b)

x y

K K

P

(c)

x y

K

K

P

(d)

Figure 1: Four structures of EM.
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According to ,eorem 2, we can find that these light-
weight AEmodes ensure about min b/2, c, k − log μ􏼈 􏼉-bit AE-
security.

5. Conclusions

,e key material is crucial for the secure implementation of
cryptographic schemes. Most of devices widely used in smart
home, smart transportation, and Internet of ,ings (IoT)
environments are resource constrained. ,erefore, in the
design of lightweight ciphers, a vital issue is the minimalism
and agility of the key material.

In this paper, we revisit the Even–Mansour cipher and
discuss this problem whether we can use the least key
material to achieve the same (even beyond conventional)
security bound in the Even–Mansour cipher. We introduce
four structures of the Even–Mansour cipher with a short key
and derive security up to 􏽥O(2k/μ) adversarial queries, where
k is the bits of the key material and μ is the maximal
multiplicity, using Patarin’s H-coefficients technique. ,en,
we apply them to lightweight authenticated encryption
modes and prove their security up to about min b/2,{

c, k − log μ}-bit adversarial queries, where b � r + c is the
size of the permutation and c is the capacity of the per-
mutation. Finally, we leave it as an open problem to settle
the security of the t-round iterated Even–Mansour cipher
with short keys. ,e Even–Mansour cipher with a short key
is proven (k − log μ)-bit security. It is natural to consider
whether our result can be generalized to the t-round
iterated Even–Mansour cipher. But the situation of the t-
round iterated Even–Mansour cipher with short keys is
more complicated. ,erefore, it is regarded as an open
problem to attract scholars to discuss and analyze it in
detail.,e Even–Mansour cipher with a short key has many
good advantages, such as calculating on-the-fly, avoiding
the key schedule, and minimizing the area of the hardware
implementation and the key material. ,erefore, it can be
widely applied to the data security of smart home, Internet
of ,ings, and some lightweight devices.
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Security challenges brought about by the upcoming 5G era should be taken seriously. Code-based cryptography leverages di�cult
problems in coding theory and is one of the main techniques enabling cryptographic primitives in the postquantum scenario. In
this work, we propose the �rst e�cient secure scheme based on polar codes (i.e., polarRLCE) which is inspired by the RLCE
scheme, a candidate for the NIST postquantum cryptography standardization in the �rst round. In addition to avoiding some
weaknesses of the RLCE scheme, we show that, with the proper choice of parameters, using polar codes, it is possible to design an
encryption scheme to achieve the intended security level while retaining a reasonably small public key size. In addition, we also
present a KEM version of the polarRLCE scheme that can attain a negligible decryption failure rate within the corresponding
security parameters. It is shown that our proposal enjoys an apparent advantage to decrease the public key size, especially on the
high-security level.

1. Introduction

Cryptography is essential for the security of online com-
munication. However, many commonly used cryptosystems
will be completely broken once large quantum computers
exist. It is well known that several computation-intensive
tasks may be signi�cantly accelerated through algorithms
running on a quantum computer, such as Shor’s [1] and
Grover’s [2] algorithm. Current cryptographic protocols, such
as RSA and Di�e–Hellman, are proven to be vulnerable
under quantum algorithms. �is fact pushed cryptographic
research to focus on postquantum solutions, i.e., �nding new
primitives based on more well-suited mathematical problems
that may still be di�cult to solve for a quantum computer.
With this in mind, the US National Institute of Standards and
Technology (NIST) is now beginning to prepare for the
transition into postquantum cryptography (PQC) and has
launched a call for PQC standardization project [3], and this
ongoing standardization has moved on to 2nd round thus far.
Due to its inherent resistance to attacks by quantum com-
puters, code-based cryptography is one of the main candi-
dates for the PQC standardization call, alongside multivariate
and lattice-based schemes.

Code-based cryptography is accepted as quantum com-
puting resistant based on a hard coding theory problem,
decoding a random linear code in some metric. Historically,
the conservative and well-understood choices for code-based
cryptography are the McEliece cryptosystem [4] and its dual
variant by Niederreiter [5] using binary Goppa codes.
However, they su§er from the disadvantage of having large
public key size, in spite of the fast encryption and decryption
operations. It is therefore of utmost importance to seek ways
to reduce the key sizes for code-based cryptosystems while
keeping their security level. After the original proposal of the
code-based encryption scheme by McEliece [4] which was
based on binary Goppa codes, several variants have been
proposed using di§erent codes that allow for smaller keys or
more e�cient encoding and decoding algorithms, e.g., al-
gebraic geometric (AG) codes [6], generalized Reed–Solomon
(GRS) codes [7, 8], low-density parity check (LDPC) codes
[9, 10], Reed–Muller (RM) codes [11], low-rank parity check
(LRPC) codes [12], and among others. Although the original
McEliece cryptosystem remains secure, most of these variants
have been successfully cryptanalyzed [13–17]. Despite their
promising features, the alternative codes need to be handled
carefully due to too much structure.
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It is noteworthy that Wang [18, 19] proposed a random
linear code-based quantum resistant public key encryption
scheme, referred as RLCE, which is a variant of the McEliece
encryption scheme. /ey analyzed an instantiation of the
RLCE scheme using GRS codes and introduced randomness
in public key, which is based on the juxtaposition of a GRS
code with a random linear code. /e idea of the RLCE
scheme is to use a distortion matrix that mixes some random
columns with the structured ones. /e advantage of the
RLCE scheme is that its security does not depend on any
specific structure of underlying linear codes, instead, it is
based on the NP-hardness of decoding random linear
codes. In such a manner, previous attacks regarding GRS
codes based on the technique of filtration distinguisher no
longer work. Nevertheless, part of the original parameters
was attacked by [20], and RLCE was not selected for the
second round of the NIST PQC standardization call.

Polar codes, introduced by Arikan in [21], have received
much attention since they are the first class of error-cor-
recting codes that provably achieve the capacity for any
symmetric binary discrete memoryless channel (B-DMC)
with very efficient encoding and decoding algorithm, whose
time complexity scales as O(n log n), where n is the length of
the code. Because of the good performance and low com-
plexity, polar codes have been adopted for use in future
wireless communication systems (e.g., 5G cellular systems).
Looking forward, there is a critical need to ensure that 5G
techniques, as developed, envision future adoption of PQC
for public key cryptosystems.

1.1. Related Work. Within this thread of research, there are
two heuristic variants [22, 23] of the McEliece cryptosystem
based on polar codes./e first one [23] was broken by Bardet
et al. [24] using the structure of the minimum weight
codewords. /ey managed to solve the code equivalence
problem for polar codes and thus completely broke the
scheme [23] based on polar codes. /e second variant was
presented by Hooshmand et al. [22] which suggested using
the subcode of polar codes. However, we found that the
proposal in [22] is useless in practice since 80% ciphertexts
could not be decrypted, as discussed in Section 2.4.

1.2. Our Contribution. In this work, we combine the idea of
the RLCE scheme by inserting random columns, then
propose the first efficient secure scheme based on polar
codes (i.e., polarRLCE), which can avoid the attack of [24].
Furthermore, possible attacks are outlined and the key size
of several choices of parameters is compared to those of
known schemes with the same security level. We show that
the existing attacks on the proposal scheme do not seem to
be effective. More importantly, our proposal enjoys an
apparent advantage to decrease the public key size, especially
on the high-security level. It allows us to reconsider polar
codes as a good candidate for using in code-based
cryptography.

/e rest of this paper is organized as follows. Some
necessary preliminaries such as notation and definitions are
given in the Section 2. In Section 3, we present the precise

description of the construction of the polarRLCE scheme.
Section 4 discusses the known cryptanalytic attacks against
our proposal and presents a compact key-encapsulation
mechanism (KEM) version regarding polarRLCE. Fur-
thermore, we give the choice of suggested parameters and
key size for the achievable security level. Finally, some
concluding remarks are made in Section 5.

2. Preliminaries

In this section, we introduce some of the basic background
information necessary to follow this paper. /roughout the
paper, we will denote vectors by lower-case bold letters, e.g.,
m. And denote matrices by upper-case bold letters, e.g., A.

2.1. Coding-eory. We begin by briefly reviewing the basic
concepts in coding theory and show its application to public-
key cryptography.

Definition 1 (linear codes). An [n, k] linear code C over a
finite field Fq is a k-dimensional linear subspace of Fn

q.

Definition 2 (generator matrix and parity check matrix). A
k × n matrix G with entries from Fq having row-span C is a
generator matrix for the [n, k] linear code C. And parity
check matrix H is a (n − k) × n matrix whose rows generate
the orthogonal complement of C.

One can specify a linear code C via a generator matrix
G ∈ Fk×n

q or a parity check matrix H ∈ F(n− k)×n
q via

C ≔ xG ∈ Fn
q

􏼌􏼌􏼌􏼌􏼌 x ∈ F
k
q􏼚 􏼛 orC ≔ c ∈ Fn

q

􏼌􏼌􏼌􏼌􏼌HcT
� 0􏼚 􏼛. (1)

If G ∈ Fk×n
q or H ∈ F(n− k)×n

q , i.e., each matrix entry is
chosen uniformly at random from Fq, then we callC a random
linear code.

/e code C can be represented by different generator
matrices. An important one is the systematic form, i.e., when
each input symbol is directly represented in its first k co-
ordinate positions. For a systematic linear code, the gen-
erator matrixG can always be written asG � (IkP), where Ik

is the identity matrix of size k. And ifG has such a systematic
form, then H � (− PTIn− k).

Definition 3 (punctured and shortened codes). Given an [n, k]

linear code C, let I be a subset of 1, . . . , n{ } and the ith entry
of a codeword c ∈ C is written as ci. /en, we define the
punctured code PI(C) and the shortened code SI(C) as

PI(C) � ci( 􏼁i∉I
􏼌􏼌􏼌􏼌 c ∈ C􏽮 􏽯,

SI(C) � ci( 􏼁i∉I
􏼌􏼌􏼌􏼌∃c ∈ C, s.t.∀i ∈ I, ci � 0􏽮 􏽯.

(2)

Given a subset I of the set of coordinates of a vector x, we
denote by PI(x) the vector x punctured at I, that is to say,
whose ith entry has been deleted for any i ∈ I.

Lemma 1. Let C be a code of dimension k and generator
matrix G. -en, the matrix GP is a generator matrix for
PI(C), which can be obtained by deleting the columns from
G index in I.
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We now only consider binary codes, i.e., q � 2. /e
hamming weight wH(x) of a binary vector in x ∈ Fn

2 is the
number of nonzero entries in the vector. And the minimum
hamming distance of the code C is defined as
d � min wH(x − y)􏼈 􏼉, where x ≠ y.

2.2. McEliece’s Public-Key Cryptosystem. In 1978, McEliece
presented in his seminal paper [4] the first code-based public
key encryption system, which relied on Goppa codes to form
the secret key. And a permutation matrix and an invertible
matrix are used for scrambling and concealing secret key. It
employs an [n, k] linear code C over F2, with an error-
correcting capability of t errors, for which an efficient
decoding algorithm is known. /e general key generation,
encryption, and decryption steps for the original proposal in
[4] work as follows.

Private key: it consists of three matrices G, S, and P,
where G is an k × n generator matrix of this code, S is
an arbitrary k × k binary nonsingular matrix (called the
scrambling matrix), and P is an n × n random per-
mutation matrix.
Public key: it is composed of the k × n matrix G′ de-
fined by G′ � SGP and the error-correcting capability
with t.
Encryption: to encrypt the messagem ∈ Fk

2 and choose
a random error vector e ∈ Fn

2 with weight wH(e)≤ t,
then the corresponding ciphertext is computed as

y � mG′ + e. (3)

Decryption: the decryption procedure consists in
computing

yP− 1
� mSG + eP− 1

, (4)

and using a fast decoding algorithm for Goppa code C
to recover mS. /e message is then recovered by
m � (mS)S− 1.

Notice that multiplying the error vector by a permu-
tation does not change the weight of the vector. One can
easily verify the correctness of the scheme by checking

Decrypt(Encrypt(m, pk), sk) � m. (5)

A dual version of the McEliece cryptosystem that uses
the parity-check matrix instead of the generating matrix has
been proposed by Niederreiter in [5]. Following the idea of
[25], the Niederreiter system and the McEliece system are
equivalent in terms of security.

Knowing the description of the selected Goppa code
C allows efficient decoding, since there are many efficient
decoding algorithms for this problem running in poly-
nomial time. However, knowing only the public key G′,
the attacker is facing a decoding problem for a code that
looks like a random code, which is NP-hardness. /e
attacker can either try to decode an intercepted

ciphertext (message recovery attack) or try to recover the
secret matrix G from the public matrix G′ (key-recovery
attack).

/e security level of the McEliece system has remained
remarkably stable, despite dozens of attack papers over 40
years, regardless of the original McEliece parameters being
designed for only 64-bit security level. For instance, as
recommended by Bernstein et al. [26], the McEliece scheme
with binary Goppa codes using code length n � 2960 and
code dimension k � 2288 and adding t � 57 errors can
achieve 128-bit security level, /us, the corresponding
public key size is 187.69 KBytes.

2.3. Polar Codes Construction. We first recall the basic facts
about polar codes. As shown in the seminal work by
Arikan [21], for any B-DMC, there exists a polar code of
block length n � 2m which is characterized by the infor-
mation bit set A with exponentially small word-error rate
under successive cancellation (SC) decoder. A polar code
may be specified completely by (n, k,F), where n is the
length of a codeword in bits, k is the number of infor-
mation bits encoded per codeword, and F is a set of n − k

integer indices called frozen bit locations from
0, 1, . . . , n − 1{ }. /e kmore reliable subchannels (based on
the polarization phenomenon) with indices in set A carry
information bits and the rest subchannels included in the
complementary set Ac (i.e., the set F) can be set to fixed
bit values, such as all zeros. Generally, the challenge is to
select the information bits set A or, more precisely, the
methods that are proposed for finding the indices of good
polarized channels.

For a binary polar code of length n � 2m, the polar
encoding of an input vector is carried out by the polarization
transformation matrix Gn � F⊗m, which is the mth Kro-
necker power of the 2 × 2 kernel matrix:

F �
1 0

1 1
􏼠 􏼡. (6)

For a given noise channel, the generator matrix G of an
[n, k] polar code is defined as the submatrix of Gn consisting
of k rows with indices corresponding to information set
A � i1, i2, . . . , ik􏼈 􏼉. Roughly speaking these rows are chosen
in such a way that it gives good performance for the SC
decoder. /ese codes come equipped with an SC decoder
whose decoding complexity scales as O(n log n) (see [21] for
more details).

/e idea of exploiting polar codes in cryptography came
in a natural way since polar codes benefit of various in-
teresting properties: can achieve Shannon capacity for the
class of binary discrete memoryless channels, attain better
performance (lower decoding errors) because of the channel
polarization along with the increased block length, posses
efficient encoding and decoding procedures, etc. Even
though polar codes are closely related to RM codes, the
techniques used for the cryptanalysis of RM codes do not
work on polar codes.
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2.4. -e Proposal by Hooshmand et al. [22]. /e error-cor-
recting capacity of polar codes [21] does not only depend on
the code length but also on other factors such as the code rate
and the designed channel. However, the error-correcting
capacity was merely set to be a fixed value of t � 2

�
n

√
− 1 in

the proposal by Hooshmand et al. [22], they did not consider
the error probability of decoding. For instance, they claimed
that one can use [2048, 1750]-polar code with t � 89, which
followed/eorem 8 in [27]. Actually,/eorem 8 from [27] is
only suitable for the concatenated polar codes with respect to
the length of burst-errors as stated in [27]. Nevertheless, the
proposal in [22] used random errors through the encryption
process. With these parameters in [22], we performed nu-
merical simulation using MATLAB R2018a where 105
decoding trails are exploited under SC decoder [21], and the
experiment result indicates that the decoding error proba-
bility is nearly 0.8, i.e., 80% ciphertexts could not be
decrypted and cannot be employed in a practical environ-
ment. With respect to our proposal, the error probability is
approximately 2− 14 (see Section 3). Furthermore, we
transform the basic polarRLCE into a key-encapsulation
mechanism (KEM) version, which can achieve the negligible
decryption failure rate (DFR) within the corresponding
security parameters.

3. Our Proposed Scheme of polarRLCE

In this section, we describe our new variant of the McEliece
cryptosystem by exploiting the method of RLCE [18, 19]
scheme. More precisely, the procedures of our polarRLCE
are specified as follows.

Key generation: according to the construction of the
polar code in Section 2.3,

(i) Choose an [n, k] polar code with the generator
matrix G of length n and dimension k.

(ii) Generate w random column vectors r1, r2, . . . , rw,
and let

G1 � g1, . . . , gn− w, gn− w+1, r1, . . . , gn, rw( 􏼁, (7)

be the k × (n + w) matrix obtained by inserting w

random k × 1 column vectors ri into matrix G.
(iii) To mix the columns, choose w random nonsingular

binary 2 × 2matricesA1,A2, . . . ,Aw. DenoteAwith
the (n + w) × (n + w) block-diagonal matrix:

A �

In− w (0)

A1

⋱

(0) Aw

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
. (8)

(iv) Let S be a randomly chosen k × k nonsingular
matrix and P be the (n + w) × (n + w) permutation
matrix.

(v) /e public key k × (n + w) matrix is defined as

Gpub � SG1AP. (9)

/en, the public key and private key are given, re-
spectively, by

Gpub and (G, S,P,A). (10)

Encryption: letm ∈ Fk
2 be the message to be encrypted.

/en, we randomly generate error vector e ∈ Fn+w
2 such

that the hamming weight wH(e)≤ t. Compute the
corresponding ciphertext:

c � mGpub + e. (11)

Decryption: to decrypt the received ciphertext c,

(i) Calculate cP− 1A− 1 � c1′, c2′, . . . , cn+w
′( 􏼁.

(ii) Delete w entries at the ri position of row vector
c1′, c2′, . . . , cn+w

′( 􏼁. We denote the obtained n-length
vector by

c′ � c1′, c2′, . . . , cn− w+1′ , cn− w+3′ , cn− w+5′ , . . . , cn+w− 1′( 􏼁. (12)

(iii) It is easy to check that c′ � mSG + e′ for some error
vector e′ ∈ Fn

2, where wH(e′)≤ t. /en, using the
efficient decoding algorithm, one can recover the
corresponding message m.

For the purpose of constructing polar code used in our
proposed variant scheme, we consider here the binary
symmetric channel (BSC) with crossover probability
ε � 0.05. For instance, to achieve 128-bit security, for re-
liable decoding and keeping reasonably small key size with
enough security level, we will set the choice of parameters
such that n � 211, k � 500, and w � 50. Following the
method of Dragoi [28], validated through exhaustive
simulation, we can choose the error vector weight of t �

285 with the reasonable decoding error probability is ap-
proximately 2− 14.

Remark 1. Please note that our scheme allows occasional
decryption failures for valid ciphertexts (similar to some
NIST PQC submissions), which is inherited from the
decoding algorithm. However, for the good performance of
polar codes, one can easily resolve this issue through re-
peated encryption as presented by Eaton et al. [29] which
can reduce the decryption failure rate to a level negligible in
the security parameter, without altering the whole
parameters.

4. Security Analysis

In this section we will discuss several possible attacks against
our proposed polarRLCE scheme in 3. /ere are two main
attacks to thwart, i.e., key structural attack and decoding
attack.
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Furthermore, if the code C, whose generator matrix is
used as a part of the public key, could be distinguished, then
an adversary could exploit the structure ofC, and this would
also possibly allow the adversary to develop faster attacking
algorithms. Indeed, most of these variations of the McEliece
system are vulnerable to structural attacks because of the
algebraic structure of underlying codes.

4.1. Brute Force Attack. A brute force attack is a trial-and-
error method used to obtain the correct keys. For our
proposed scheme, recall that the private key (G, S,P,A) is
obtained randomly. Moreover, the number of candidate
invertible scrambling matrix Sk×k over F2 is

N � 􏽙
k

i�1
2k

− 2i− 1
􏼐 􏼑 � 2k2

􏽙

k

i�1
1 − 2i

􏼐 􏼑> 2k2− 2
. (13)

By putting in the suggested parameters (with 128-bit
security) n � 2048, k � 500, and w � 50, it turns out that it
is as well infeasible to retrieve the other three elements
building the private key just by guessing, since there exist
(n + w)! � 2048!≫ 2128 different matrix P and nearly N �

25002 ≫ 2128 choices for S. Moreover, the candidate of
block-diagonal matrix A is 6w � 2129.25. Hence, the com-
plexity of the exhaustive search attack against our scheme
has an exponential time, which indicates this attack is
impractical.

4.2.SquareAttack. In this section, we study the square attack
on our polarRLCE. /ere has been an increased interest in
the square (a.k.a. Schur product) of linear codes in the last
years (cf. [30]). Another and more recent application of the
Schur product concerns cryptanalysis of code-based public
key cryptosystems. In this context, the Schur product is a
very powerful operation which can help to distinguish secret
codes from random ones.

In fact, the method of inserting random columns or rows
in the secret matrix has indeed proposed [7, 8, 31] to avoid
structural attacks on similar versions of the McEliece
cryptosystem. Although this proposal has effectively avoided
the original attack, recent studies [14, 32, 33] have shown
that in the case of GRS codes or RM codes, the random
columns can be found through the consideration of the
dimension of the Schur product code.

Definition 4 (Schur product). Let x, y ∈ Fn
2, then the Schur

product of two vectors is denoted by

x ∗ y � x1y1, x2y2, . . . , xnyn( 􏼁. (14)

Definition 5 (square code). Let A and B be linear codes
with length n. /e Schur product of the two codes is the
vector space spanned by all products a∗ b with a ∈ A and
b ∈B:

〈A∗B〉 � 〈 a∗ b | a ∈ A and b ∈B{ }〉. (15)

If A � B, then we call 〈A∗A〉 the square code of A
and denote it by 〈A2〉. /e impact of the square code on the

code-based cryptosystem becomes clear when we study the
dimension of these constructions.

Definition 6 (Schur matrix). Let G be a k × n matrix, with
rows (gi)1≤i≤k. /e Schur matrix of G, denoted by S(G)

consists of the rows gi ∗gj for 1≤ i≤ j≤ k.
We observe that if G is a generator matrix of a code C,

then its Schur matrix S(G) (or the submatrix which con-
tains the linear independent rows of S(G) ) is a generator
matrix of the square code of C. For the k × n matrix G, the

matrix S(G) at most has the size k + 1
2􏼠 􏼡 × n (refer to

[30]).
It is well known that the square of a linear code C[n, k]

has the dimension

dim C
2

􏼐 􏼑≤min n,
1
2

k(k + 1)􏼚 􏼛, (16)

and a random linear code attains this upper bound with high
probability.

One of the key features in most of the successful
cryptanalysis efforts has been that the proposed codes have
small Schur-product dimension which leads to key recovery
or distinguishing attacks. In particular, this lends credence to
the idea that codes with small Schur-product dimension
appear to be unsuitable for use in the McEliece framework.
For instance, if the code is generalized Reed–Solomon (GRS)
code, then it satisfies

dim C
2

􏼐 􏼑 � min n, 2k − 1{ }, (17)

and fulfills this lower bound with equality, i.e., for k< (n/2),
their square dimension is much smaller than one expects from
a random code. Actually, this fact is, e.g., utilized by [14, 33] to
build an effective distinguisher, yielding a structural attack on
the GRS-based McEliece cryptosystem.

Looking at the definition of the square code, we observe
that it is generated by all possible Schur-products of every
pair of (nonnecessarily distinct) codewords in the given
linear code. /erefore, it is natural to expect that the di-
mension of the square code is “as large as possible.” In other
words, for a randomly chosen linear codeR, we expect that
inequality (16) is actually an equality with very high
probability.

Let us consider the recent work [34] which reported that
it might possibly exist as a heuristic distinguisher, if given
two specific weakly decreasing sets. However, in the case of
our polarRLCE scheme, such sets could not be found easily
because of the extended public codes by inserting random
columns.

To illustrate the square attack, we performed simulation
by generating 10,000 random sets of the public key matrix.
Our experimental result shows that, as in the case of the
proposed polarRLCE scheme, the square code of the public
code can always reach the maximal dimension bound.
Considering the choice of parameters (with 128-bit security)
such that n � 2048, k � 500, and w � 50. So, we can obtain
the k × (n + w) public key matrixGpub. Denote the extended
public code as Cpub. Hence, from inequality (16), we have
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dim C
2
pub􏼐 􏼑 � dim S Gpub􏼐 􏼑􏼐 􏼑≤min n + w,

1
2

k(k + 1)􏼚 􏼛.

(18)

For the proposed parameters, we observed experimen-
tally that the dimension of the public matrix by the square
product always reach maximum, that is to say,

dim S Gpub􏼐 􏼑􏼐 􏼑 � n + w � 2098. (19)

Furthermore, after perform random puncturing opera-
tions, PI(Gpub), alternatively, we can obtain

dim S PI Gpub􏼐 􏼑􏼐 􏼑􏼐 􏼑 � n + w − |I|. (20)

On the basis of the observations made as stated above, we
claim that the technique of square attack regarding our
polarRLCE could not be used to distinguish from random
codes.

4.3. Key-Recovery Attack. /e key-recovery attack is one of
the important ways of structural attack, consists in recov-
ering the private key from the public key. In this case, the
methods are specific to the code family. In order to compute
the private key of a given public key, it is often reduced to
solve the code equivalence problem.

Definition 7. Let G and G∗ be the generating matrix for two
[n, k] binary linear codes. GivenG andG∗, there exist a k × k

binary invertible matrix S and n × n permutation matrix P
such that G∗ � SGP?.

/is problem was first studied by Petrank and Roth [35]
over the binary field. And the most common algorithm used
to solve this problem is the support splitting algorithm (SSA)
[36]. SSA is very efficient in the random case, but it cannot be
used in the case of codes with large hulls or codes with large
permutation group such as Goppa codes and polar codes.

However, a very effective structural attack on the variant
[23] using polar codes was introduced by Bardet et al. in [24].
Firstly, they managed to determine exactly the structure of
the minimum weight codeword of the original polar codes.
/en, they solved the code equivalence problem for polar
codes with respect to decreasing monomial codes. Notice
that this attack is very specific to the simple usage of polar
codes in [23].

Regarding our proposal, there is a really effective way of
protecting the scheme since the structure of the private code is
someway shattered by inserting random elements. /us, even
though one can find enough low-weight codewords, while
they are not subject to the original polar code, because that
these codewords possess an extended length n + w which is
generated by the public key matrixGpub./e natural way is to
perform puncturing operations, but an exponential number
of codewords need to check since there are

n + w

w
􏼠 􏼡 �

2098

50
􏼠 􏼡 � 2336.68

. (21)

On the other hand, the adversary cannot identify the
inserted positions by distinguishing attack or square attack

as stated on Section 4.2. So, the code equivalence problem
becomes even more complicated to solve in this case.
/erefore, the attack by [24, 34] does not apply directly to
our proposed polarRLCE scheme.

Finally, we notice that very recently, Couvreur et al.
[20] presented a key-recovery attack on half the parameter
sets proposed in the RLCE scheme [19]. /ey showed that
it is possible to distinguish some keys from random codes
by computing the square of some shortened public codes.
/e set of positions 1, . . . , n + w{ } splitted into four
parts based on the fact that the entry of any GRS
codeword satisfies a specific expression formalization, i.e.,
dimGRSk(x, y)2 � 2k − 1, and then recognizes the twin
positions. While polar codes are used for the aforemen-
tioned situation because of the different structure between
polar codes and GRS codes.

According to the aforementioned analysis and the fact
that we found no other distinguishing methods for our
proposal, we claim that it is indeed able to avoid the key-
recovery attack.

4.4. Message-Decoding Attack. Message-decoding attack is
an important issue in code-based cryptography. /e prob-
lem of recovering the private message from a ciphertext is
directly related to the hardness of generic decoding for the
linear code. One possibility attack to recover the message is
information set decoding (ISD) algorithm, which means to
decode a random linear code without exploiting any
structural property of the code. /e ISD algorithm searches
for an information set such that the error positions are all out
of the information set. /e work factor of ISD clearly in-
creases with the number of errors added in the encryption
process. /us, when choosing parameters, we will focus
mainly on defeating attacks of the ISD family.

/is technique was first introduced by Prange [37].
Hereafter, numerous different algorithmic techniques have
been explored to improve complexity of ISD algorithm.
Among several variants [26, 38–40] and generalizations, it is
noteworthy that most modern ISD algorithms are based on
Stern’s [38] algorithm, which incorporates collision search
methods to speed up decoding.

/us, we will move on to analyze the complexity of
Stern’s algorithm. Similarly, they try to find a t-weight
codeword in an [n, k] linear codeC generated by Fk×n

2 . More
precisely, apart from the generator matrix G, the algorithm
takes as input additional integer parameters p and l such that
0≤p≤ t and 0≤ l≤ n − k. Each iteration consists of the steps
described in Algorithm 1.

Pstern �

k/2

p
⎛⎝ ⎞⎠

2
n − k − l

t − 2p
⎛⎝ ⎞⎠

n

t

⎛⎝ ⎞⎠

. (22)

/en, the probability of success in one single iteration is
And the cost of one iteration of Stern’s algorithm is as

follows:
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(n − k)
2
(n + k) +

k

2
− p + 1􏼠 􏼡 + 2l

k

2

p

⎛⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎠

+ 4p(t − 2p + 1)

k
2

p

⎛⎜⎝ ⎞⎟⎠

2

2− l
.

(23)

We refer to the improved version of ISD attack algo-
rithm in [26, 39], which is a generalization of Stern’s al-
gorithm [38]. And they pointed out that for small fields (e.g.,
in our case, F2), choosing the new algorithm parameters c
and r (1< r≤ c) should be taken into account, which can
yield good speedups on the Gaussian elimination cost of
each iteration. Furthermore, they offer an improved tool,
which allows to compute a rough approximation of the
security level of a code-based cryptosystem against infor-
mation set decoding attacks.

For a practical evaluation of the ISD running times and
corresponding security level, similarly, most of the NIST
PQCrypto code-based submissions exploited this com-
plexity computation tool to determine the security level of
their proposals, and we also use this tool to indicate the
security level of our implementation. Note that the ci-
phertext length should be n + w instead of n in our case.
According to this computation tool, we test different input
parameters to classify expected bit security level
κ ≔ 128, 192, 256, respectively (see Section 4.6 for more
details).

4.5. -e KEM of polarRLCE Scheme. Key-encapsulation
mechanisms (KEMs) are a common stepping stone aiming
for the strong security goal, i.e., indistinguishability against
adaptive chosen-ciphertext attacks (IND-CCA2). We also
suggest a key-encapsulation mechanism (KEM) version
of our polarRLCE scheme, consisting of three algo-
rithms: KEM � (KeyGen,Encaps,Decaps), by applying a
transformation of Eaton et al.’s [29] observation. A

favorable feature of this proposal is that the process of
polarRLCE is convenient, and it enables our KEM-DEM
version to achieve the negligible decryption failure rate
within the corresponding security parameters. Let G, H,
and K be hash functions, typically SHA-3 as advised by
NIST. Here, we show the KEM-DEM version below.

KeyGen (pk, sk): exactly the same as polarRLCE key
generation (Section 3), and generate a public/secret key
pair (pk, sk).
Encaps (c,K): encapsulate a shared key K in ciphertext c
as follows:

(i) Pick a seed s ∈ 0, 1{ }k and set parallel degree P
(ii) For i ∈ 1, 2, . . . , P{ }, let ei � G(s | i)

(iii) Compute xi � s + H(ei | i), and the corresponding
ciphertext ci �Enc.(pk, xi, ei)

(iv) Output the shared key K � K(s) and
c � (c1, . . . , cP)

Decaps (K): decapsulate the shared key K from ci-
phertext c with sk.

(i) Decrypt ciphertext c to get (x∗i , e∗i ), where
i ∈ 1, 2, . . . , P{ }.

(ii) Let j � i when the last step successfully decrypt for
the current status, then compute s � xj + H(ej|j).

(iii) Compute c∗i �Enc·(pk, x∗i , e
∗
i ), obtain c

∗ and verify
that c∗ � c. If so, return the shared key K � K(s).

/e same construction was proven to have IND-CCA2
guarantees in the work by [29]. More details regarding the
security reduction can be found in [29].

To provide IND-CCA2 for a given security level 2κ, it is
required for the decapsulation to have a correctness error
δ ≤ 2− κ. Recall that the DFR of our polarRLCE scheme is no
more than 2− 14. /e resulting ciphertext includes several
independent encapsulations with the same key so that a
decapsulation failure occurs only if a decryption failure
occurs in every instance of the underlying polarRLCE
scheme. Willing to target a DFR of 2− κ, we can select the
parallel degree P � 10, 14, 19, respectively. /us, our KEM

Input: Generator matrix G ∈ Fk×n
2 , with parameters t, p, and l.

Output: Codeword c ∈ C, s.t. wH(c) � t.
1 Select a random information set I from 1, 2, . . . , n{ } and divide it into two equal size subsets X and Y. Moreover, select a size-l
subset Z of 1, 2, . . . , n{ }\I.
2 Permutate G randomly, and let Gsys denote the systematic form: Gsys � IQJ( 􏼁

where I is the k × k identity matrix, Q is a k × l matrix and J is a k × (n − k − l) matrix.
3 Let u run through all p-weight vectors of length k/2./en, put all vectors x � (u0)Gsys in a sorted listL1, sorted according to index
ϕ(x), with ϕ(x) being the value of a vector x in positions k + 1 to k + l, i.e., ϕ(x) � (xk+1, xk+2, . . . , xk+l).
4 /en, construct another list L2 sorted according to ϕ(x), containing all vectors x � (0u)Gsys, where u run through all p-weight
vectors of length k/2.
5 Add all pairs of vectors x ∈L1 and x′ ∈L2 for which ϕ(x) � ϕ(x′) and put in a new list L.
6 if there exists x ∈L, s.t. wH(x) � t − 2p then
7 return the codeword c ∈ C corresponding to x.
8 else
9 go back to Step 1;
10 end

ALGORITHM 1: Stern’s ISD algorithm.
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version achieves the desired negligible target DFR value
2− 140, 2− 196, and 2− 266.

4.6. Suggested Parameters for polarRLCE. In this section, we
give the suggested parameters in 1 for our polarRLCE
scheme, with the three most relevant standard security
levels, 128-bit, 192-bit, and 256-bit. Besides, a comparison of
the public key size for our suggested parameters with RLCE
[19] (the secure second group parameters) and the original
McEliece [26] scheme (under binary Goppa codes) is given
in 2, together with the state-of-the-art NTS-KEM [41] and
Classic-McEliece [42], which are moving on to the 2nd
round of the NIST PQC standardization process.

For convenience, we introduce the following notations
of each column list in the tables:

(i) κ: security level
(ii) w: the number of inserted columns
(iii) [n, k, t]: code length n, code dimension k, and t is

the error-correcting ability
(iv) PK: public-key size in kB
(v) SK: private-key size in KBytes
(vi) CT: ciphertext size in Bytes
(vii) WISD: the work factor of ISD attack algorithm

We remark that the parameters given in Table 1 may be
vulnerable to the attack under the quantum random oracle
model (QROM [43]). Here, we present the parameters
solely to illustrate the rationality of our construction which,
to our best knowledge, are secure against current known
attacks.

From Table 2, we can see that our scheme can reduce the
public key size of the original McEliece scheme by at least
52%. It has the apparent advantage to decrease the key size,
especially on the high-security level. However, compared to
the candidates based on hamming (rank) quasi-cyclic (QC)
codes, the public key size of our proposal is inferior to them.
Nevertheless, a new type of statistical analysis, called reac-
tion attacks [44, 45], are threatening these schemes with a
specific QC structure of the underlying codes [46, 47]. As a
final remark, it would be required to consider the impact of
reaction attacks even without the QC structure in our
proposal.

5. Conclusion

To summarize, we have proposed a new variant of the code-
based encryption scheme by exploring polar codes,
benefitting the lower encoding and decoding complexity.
We show that, for the proper choice of parameters together
with the state-of-the-art cryptanalysis, it is still possible to
design secure schemes to achieve the intended security level
while keeping a reasonably small key size, using polar code.

However, the disadvantage though is that the infor-
mation rate is low. We can solve this issue by putting some
information data in the error pattern, as shown by Biswas
and Sendrier [48]. /at is, some additional information bits
are mapped into an error vector to be added in the en-
cryption phase. Furthermore, future work in attempting to
transfer our scheme to obtain a signature scheme may also
be an interesting problem.
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[24] M. Bardet, J. Chaulet, V. Drăgoi, A. Otmani, and J. P. Tillich,
“Cryptanalysis of the McEliece public key cryptosystem based

on polar codes,” in Post-quantum Cryptography, pp. 118–143,
Springer International Publishing, Berlin, Germany, 2016.

[25] Y. Li, R. H. Deng, and X. Wang, “On the equivalence of
mceliece’s and niederreiter’s public-key cryptosystems,” IEEE
Transactions on Information -eory, vol. 40, no. 1, pp. 271–
273, 1994.

[26] D. J. Bernstein, T. Lange, and C. Peters, “Attacking and
defending the McEliece cryptosystem,” in Post-quantum
Cryptography, pp. 31–46, Springer, Berlin, Germany, 2008.

[27] H. Mahdavifar, M. El-Khamy, J. Lee, and I. Kang, “Perfor-
mance limits and practical decoding of interleaved reed-
solomon polar concatenated codes,” IEEE Transactions on
Communications, vol. 62, no. 5, pp. 1406–1417, 2014.

[28] V. Dragoi, Algebraic approach for the study of algorithmic
problems coming from cryptography and the theory of error
correcting codes, Ph.D. thesis, University of Rouen, Mont-
Saint-Aignan, France, 2017.

[29] E. Eaton, M. Lequesne, A. Parent, and N. Sendrier, “QC-
MDPC: a timing attack and a CCA2 KEM,” in Post-quantum
Cryptography, pp. 47–76, Springer International Publishing,
Berlin, Germany, 2018.

[30] I. Cascudo, R. Cramer, D. Mirandola, and G. Zemor, “Squares
of random linear codes,” IEEE Transactions on Information
-eory, vol. 61, no. 3, pp. 1159–1173, 2015.

[31] C. T. Gueye and E. H. M. Mboup, “Secure cryptographic
scheme based on modified reed muller codes,” International
Journal of Security and Its Applications, vol. 7, no. 3,
pp. 55–64, 2013.

[32] A. Otmani and H. T. Kalachi, “Square code attack on a
modified sidelnikov cryptosystem,” in Lecture Notes in
Computer Science, pp. 173–183, Springer International Pub-
lishing, Berlin, Germany, 2015.

[33] C.Wieschebrink, “Cryptanalysis of the niederreiter public key
scheme based on GRS subcodes,” in Post-quantum Cryp-
tography, pp. 61–72, Springer, Berlin, Germany, 2010.
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