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Nowadays, high data rates can be provided by optical fibres
as defined in the IEEE 802.3ba-2010 standard. $e question
is how to bring such a data rate over a wireless link between
an indoor base station and a mobile device where 1000-fold
growth data transfer is expected till 2020 [1] and 5000-fold
growth by the year 2030 [2]. $e IEEE 802.11.n standard for
wireless local area networks (WLANs) can provide data rates
up to 600 MBit/s, whereas the IEEE 802.11ac D standard
defines data rates up to 7 GBit/s. For future wireless com-
munications systems (5G and beyond), more than 100 GBit/
s data rates are desired, giving huge challenges for the
systems’ design. $ese kinds of data speeds have been so far
demonstrated only in laboratory conditions [3].

Wireless networks beyond 5G (fifth-generation) and 6G
(sixth-generation) are expected to provide a performance
targeting up to Tbps data rates. It is supporting a large scale
of novel usage scenarios and applications with high reli-
ability, almost zero response time, and higher frequencies.
Virtual presence, 3D printing, cyber physical systems, in-
telligent transport, and Industry 4.0 are only a few examples
of several possible use cases in order to enhance scalability,
flexibility, and efficient resource allocation. $ese ap-
proaches do not tackle the fundamental performance lim-
itations such as the available bandwidth, transmission and
processing delay, cost, and energy consumption. To break
these barriers in networks beyond 5G, resources, technol-
ogies, and research towards new technological concepts,
components, architectures, and systems concepts are
needed. Hence, innovative joint-investigation, assessment,
and design of theoretical models, aligned and supported by

experimental parameter evaluation/estimation and valida-
tion, are required.

In the future, the access to high-speed Internet is a crucial
advantage in the global competition for industry sites and
highly qualified human resources. Terahertz (THz) links, as a
wireless backhaul extension of the optical fiber [4], are im-
portant to guarantee high-speed Internet access everywhere.
Moreover, the increasing number of mobile and fixed users in
the private, industrial, and service sectors will require hun-
dreds of Gbps communications between cell towers (backhaul)
or between cell towers and remote radio heads (fronthaul).

As the application scenarios and requirements are more
diverse in the 5G and beyond communications than before,
not only the sub-6GHz spectrum but also higher frequency
bands including millimetre wave (mm-Wave) and THz
bands are key enablers to satisfy the increasing data rate
demands. $erefore, tremendous funding has been and will
be investigating in this area. Researchers are active in sharing
their knowledge to push the related technologies forward.

Accurate channel characterization and modelling are
fundamental to evaluate the designed technologies and
system performance. $e evaluation of multiple-input
multiple-output (MIMO) technology, various mobilities,
propagation environments, and frequency bands are making
this work more and more challenging [5]. $e researchers
are making efforts on both deterministic and stochastic
channel models that support spatial consistency, dual mo-
bility, and various propagation mechanisms. Ray tracing-
(RT-) based deterministic modelling approach has dem-
onstrated the advantage in predicting time-varying channel
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and MIMO channel for various frequency bands. $e
computational complexity and the utility of RT have been
optimized by many efforts [6]. Stochastic models such as
3GPP-based QuaDRiGa (QUAsi Deterministic RadIo
channel GenerAtor) model and COST2100 model support
time-varying simulation like MIMO simulation as well.$ey
are useful in non-site-specific statistical evaluation.

On the contrary, new 2D materials [7] and artificial ma-
terials [8] on mm-Wave and sub-THz wave together with new
packaging and fabrication methods, components, and struc-
tures are becoming most commonly used on-chip packaged
antenna arrays perspective. In addition, beyond small antenna
arrays, there are massive matrix structures such as plasmonic
antenna arrays [9] utilizingmillions elements enabling together
with 2Dmaterials and artificialmaterials opening available new
kind of THz electronic packaging alternatives.

Moreover, new advanced antenna systems, such as very
large antenna arrays, will be required to overcome the very
high path loss over the radio channel. $e antennas in an
mm-Wave and THz band need to support a very large
bandwidth from several GHz up to a few THz [9], for ex-
ample, sub-THz band communication systems at 300. GHz
can provide a relative bandwidth of 10% at the centre fre-
quency, i.e., in the order of 30GHz.

$e very large bandwidth opens the door to a variety of
applications, which demand ultrahigh data rates, and allows the
development of novel applications in classical networking
scenarios as well as in new nanoscale communication ap-
proach. Some of these applications can already be foreseen, and
others will undoubtedly emerge as technology progresses [10].

As the next generation wireless communication devices
rely on MIMO technology to provide enhanced data rates,
the antenna design becomes even more challenging task in
any communication scenario. $e theory of characteristic
modes (TCM) provides some insight into the design and
analysis of complex antenna systems. Characteristic modes
are a set of orthogonal real modes that can be computed
numerically for open electromagnetic problems. Since they
are obtained in the absence of excitation, the radiating
potential of any structure can be evaluated prior to the
selection of excitation method. TCM is also finding its way
into the design of antennas for a variety of modern appli-
cations, such as RFID, cognitive radio, UWB systems, full-
duplex communications, Internet of $ings (IoT), but also
to a massive-MIMO antenna design by allowing to excite
different modes in a single element, and, thus, decreasing the
size of an array with a sophisticated feed network [11].

$is special issue collects eight papers concerning var-
ious aspects of 5G and beyond system approaches. Two
papers deal with radio channel measurement and modelling
and two channel characterization by using ray tracing, while
three papers are concerned with antennas and one with OTA
(over-the-air) test measurements by combining radio
channel and antenna topics together under the system level.

One paper dealing with OTA measurements for the 5G
systems written by Xin et al. proposes OTA test setup for
mm-Wave massive MIMO equipment using the cascaded
amplitude and phase modulation (APM) network and
channel emulator. Compared with the existing test setup

with mechanical switch, the test setup enables more accurate
reconstruction of the radio channel environment under the
multiprobe anechoic chamber (MPAC) setup without in-
creasing the number of channel emulators (CEs) allowing a
lower cost test system. $e constructed MPAC testing setup
for mm-Wave and massive MIMO equipment is composed
of an anechoic chamber, a sectored probe wall containing a
number of probes, an APM network, a fading channel
emulator, and a user emulator (UE), and the simulation
results are compared with the test setup.

Two papers are focusing on RTat mm-Waves, where the
first one is written by Xiong et al. $e paper studies wireless
channel characteristics of the three-dimensional (3D) model
of high-speed railway station (HSR) at the 37.0–42.5GHz
band. Key parameters such as path-loss exponent, shadow
fading factor, delay spread, Rician K-factor, angular spread,
power angle spectrum, and spatial correlation are extracted
and investigated. $ese channel characteristics are proposed
for the selection of antenna arrays and the design of future
5G communication networks in the railway environment.

$e other ray tracing paper written by Wang et al. dis-
cusses the characteristics of vehicle-to-infrastructure (V2I)
channels simulated and extracted for the urban environment
in Seoul. Simulations at the 23GHz band with 1GHz
bandwidth in a realistic V2I urban environment are per-
formed by a calibrated RT simulator to complement these
missing characteristics, e.g., directionality and blockage. $e
path loss, shadow factor, Rician K-factor, root-mean-square
(RMS) delay spread, and angular spreads are characterized
from the calibrated RTsimulation results, which gives a better
understanding of the propagation channel for designing
vehicular radio technologies and a communication system in
a similar environment.$e extracted parameters can be input
to the channel generator, like QuaDRiGa orMetis, to generate
similar channels, which can be used to evaluate or verify the
performance of the system- or link-level design.

Two papers are related to channel measurements and
characterization. $e first paper, written by Zhu et al., de-
velops a general 3D nonstationary vehicle-to-vehicle (V2V)
channel model, which is based on the traditional geometry-
based stochastic models (GBSMs) and the twin-cluster
approach. In contrast to the traditional models, the new
model is characterized by 3D scattering environments, 3D
antenna arrays, and 3D arbitrary trajectories of both ter-
minals and scatterers with provided channel parameters.$e
statistical properties, i.e., spatial-temporal correlation
function (STCF) and Doppler power spectrum density
(DPSD) are delivered a well. Simulation results demon-
strated that the proposed model agrees with the theoretical
and measured results, which verifies the theoretical deri-
vations and channel model.

$e other channel measurement paper is written by
Zhong et al. where measurements are performed on the
outdoor-to-indoor (O2I) propagation channels at 3.5, 4.9,
and 28GHz simultaneously by using a multiband channel
sounder. $e captured path loss distribution and angular
power arrival profiles were presented with measured pen-
etration loss at 28GHz through different kinds of glass
windows. $e glass windows presented in the paper
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introduced the penetration loss of 3 to 12 dB which was
considered acceptable for mm-Wave O2I coverage.$e low-
emissivity (low-E) windows, assumed to be used more in the
future, introduced 10 dB additional loss compared to glass
window. $e measurement results will help to analyse the
O2I coverage at mm-Waves, which is important when de-
signing and developing the future 5G network.

Finally, three antenna papers are focusing on 5G sys-
tems, which two are for mm-Wave and one for 6GHz by
excitingmultiple modes.$e first mm-Wave paper is written
by Jian et al., and it is focusing on wideband circularly
polarized (CP) microstrip antenna consisting a central patch
and a microstrip line radiator. $e CP radiation is achieved
by loading a rectangular slot on the ground plane. To im-
prove the 3 dB axial ratio bandwidth (ARBW), two sym-
metric parasitic rectangular patches, paralleled to a central
patch and a slit, are positioned to load the central patch. $e
measured impedance bandwidth for of the proposed an-
tenna is from 22.8 to 33.8 GHz, and the simulation result
shows that the 3 dB ARBW is from 28.77 to 33.5 GHz within
the impedance bandwidth. $e peak gain of the antenna is
approximately 5 dBic within 3 dB ARBW.

Another mm-Wave antenna written by Alves et al.
presents a concept and development of two mechanically
frequency-tunable horn filtennas (filter antenna). $e design
relies on the integration of a horn antenna with a mechan-
ically tunable filter based on dual-post resonators. $e pro-
posed filtennas were manufactured and experimentally
characterized. Measurements show that both filtennas have a
tuning ratio approximately 1.37 with continuous adjustment.
$e first prototype operates from 2.56 to 3.50GHz, whereas
the second one has the bandwidth from 17.4 to 24.0GHz. In
addition, the higher frequency filtenna has been implemented
in a 5.0-meter reach indoor environment, using a 16-QAM
signal at 24GHz.$e configuration results, in terms of a root-
mean-square error vector magnitude (EVMRMS) and an-
tenna radiation efficiency, are 3.69% and 97.0%, respectively.

$e third antenna paper written by Chen et al. presents a
wideband differential-fed multimode microstrip patch an-
tenna at 4.75–6.75GHz band. Two symmetrical rectangular
slots are cut on the radiating patch where the zero-current
position of the TM30 mode excites another resonant slot
mode. In addition, the slot length is enlarged to decrease the
frequency of the slot mode with little effect on the TM30
mode. To further expand the impedance bandwidth, the
width of the patch is reduced to increase the frequency of the
TM12 mode, while having little influence on the TM30 and
the slot modes. Additionally, a pair of small rectangular
strips is adopted on the top of the feeding probes to achieve
good impedance matching. Based on the arrangements, a
broadband microstrip patch antenna with three in-band
minima could be realized. $e results show that the −10 dB
impedance bandwidth of the antenna is extended to 35.8%
with a stable radiation pattern.
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0is paper proposes an over-the-air (OTA) testing setup for millimeter-wave (mmWave) massive multiple-input multiple-output
(MIMO) equipment using cascaded amplitude and phase modulation (APM) network and channel emulator. Compared with the
existing test setup with mechanical switch, the proposed testing setup enables more accurate reconstruction of the radio channel
environment under the multiprobe anechoic chamber (MPAC) setup without increasing the number of channel emulators (CEs)
to control the system cost. 0e constructed MPAC testing setup for mmWave and massive MIMO equipment is composed of an
anechoic chamber, a sectored probe wall containing a number of probes, an APM network, a fading channel emulator, and a user
emulator (UE). In this paper, the structural model and the performance advantages of the proposed radiated testing setup are
described, and a fully connected APM network for radiated testing is more prominent than the existing switch. Moreover, the
angular spectrum is selected as the performance metric for the reconstructed channel. 0e ability of the proposed system to
reconstruct the power angular spectrum (PAS) of the target channel is studied under both static and dynamic channel models,
which can reflect the performance of beamforming procedures of the massive MIMO antenna arrays, e.g., beam acquisition,
tracking, and refinement. 0e simulation results for angular spectrum support the superiority of the proposed OTA testing setup.
Furthermore, the simulations for average channel capacity also show that radiated testing setup using cascaded APM network and
channel emulator is valid.

1. Introduction

Due to the large amount of available spectrum in the
millimeter-wave (mmWave) band, mmWave communi-
cation has become an important technology in 5G cellular
communication systems. Compared with sub-6 GHz
communication, mmWave channel has higher penetra-
tion losses and energy losses due to scattering, thereby
resulting in high sparseness and specular reflection of the
channel [1]; thus, the signal is subject to higher pathloss
and transmission congestion at mmWave bands. In order
to overcome pathloss and maintain high signal power, the
signal-to-interference-plus-noise ratio (SINR) should
have a larger value, which means that mmWave antenna
should have a higher gain. 0e antenna array can be used

to improve the reliability of the communication link and
compensate for severe pathloss to increase SINR [2].
Fortunately, the wavelength for the mmWave frequency
is shorter, and the actual size of the mmWave antenna is
smaller than the antenna size in sub-6 GHz. 0erefore,
massive multiple-input multiple-output (MIMO) an-
tenna system can be configured with more antennas to
increase signal power. It is well known that massive
MIMO is one of the key technologies in 5G communi-
cation, and evaluating the performances of both antennas
and baseband parts is significant for the design and
development of mmWave massive MIMO devices. Given
the evaluation demands of the mmWave equipment in
the future, the test for controllable antenna systems is an
unprecedented task.
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For sub-6GHz antenna systems, conducted testing is
used to test devices typically. However, there are two main
reasons why the conducted testing is no longer suitable for
the mmWave antenna system [3]. Firstly, the mmWave
system with tens or hundreds of antennas is a highly in-
tegrated unit. 0erefore, given the system cost, size, and
design difficulties, it is no longer applicable to test mmWave
antenna devices using radio frequency (RF) cable. Secondly,
the beamforming capability of the base station (BS) should
be taken into account for the mmWave test. It is expected
that the best beam will be found at both ends of the link
during the link establishment process and then aligned
continuously under time-variant radio channel conditions.
For example, when one or both ends of a link are moving,
beam acquisition and beam alignment are key features for
mmWave device test. However, conducted testing ignores
the beam features of massive MIMO devices. 0erefore,
given the infeasibility of conducted testing, mmWave de-
vices should be performed through radiated testing in which
the radiated antennas are used as the interface directly.

Recently, for the mmWave massive MIMO antenna
testing, a three-dimensional (3D) sectored multiprobe an-
echoic chamber (MPAC) setup is proposed [4]. 0e MPAC
OTA testing setup for the massive MIMO equipment is
composed of an anechoic chamber which can shield external
interference signals and absorb reflected waves, a sectored
probe wall which can place a large number of probes, a
switch system (mechanical relay switch: the key parameters,
e.g., switching speed, insertion loss, isolation, cost, crosstalk,
and lifetime, are dependent on the manufacturing tech-
nology of the switch), a channel emulator, and an user
emulator. 0e procedure of the massive MIMO OTA testing
and the configuration of the sectored OTA setup are detailed
in [5].

In order to test the beam acquisition and beam tracking
of mmWave massive MIMO equipment, a dynamic channel
environment needs to be reproduced [6]. 0e reasons are as
follows. Firstly, the antenna array and beamformer are
important parts of the mmWave devices, and the beam-
forming is indispensable in the link establishment process.
0erefore, the test for the adaptive beamforming requires the
dynamic radio channel urgently. Secondly, the link distance
in a massive MIMO system may be short, and small motions
may significantly change the channel propagation condi-
tions, causing rapid changes of the power amplitude ob-
served by different multipath components. As mentioned
above, the mmWave dynamic channel needs to be recon-
structed in the MPAC setup.

In the existing OTA testing systems, it is assumed that
the switch configuration is completely free and can be
switched at every consideredmoment without any distortion
[6]. However, the dynamic environment has strict perfor-
mance requirements for mechanical relay switches. 0e
performance of the mechanical relay switch was tested for
high-performance reconfigurable RF circuits in [7]. 0ere
are some major problems in using mechanical relay
switches. Firstly, from low frequency to high frequency, the
switch isolation is reduced, and the insertion loss of the
device is increased significantly, which may increase the

noise of the system directly and affect the performance of the
relay switches at high frequencies. Secondly, during the
switching of mechanical relay switches, any idle open
transmission line can resonate in the microwave range, and
the resonance can reflect electrical energy to a source of the
operating RF, thereby damaging it. For systems operating at
26GHz or higher frequencies, the above damage will be
more severe due to the greatly reduced isolation [7]. 0irdly,
the service life of the mechanical switch is short, and its
components are sensitive to vibration. Longer service life
requires more robust actuators and drive linkages which
require that magnetic efficiency and mechanical rigidity are
optimized. Last but not least, the mechanical switch can only
use a subset of probes on the probe wall at each channel time
sample, which wastes hardware resources and could not
improve the performance of the MPAC. 0erefore, in order
to test mmWave massive MIMO devices accurately, higher
technical requirements are put forward for the design of
switches. Given the shortcomings of the mechanical relay
switch, a new system structure is required and applied to the
mmWave massive MIMO OTA testing system.

In view of the above drawbacks of the current mmWave
OTA testing system with switches, this paper proposes the
amplitude and phase modulation (APM) network, which is
fully connected and digital, to replace the mechanical switch
in the MPAC setup. 0erefore, the MPAC testing setup with
a cascaded APM network and channel emulator (CE) model
is presented in this paper. 0e inputs of the APM network
are connected to the outputs of the CE, and the outputs of
the APM network are connected to the probes. 0e main
advantages of the OTA testing setup with the cascaded
model are as follows:

(i) Firstly, given the reduced channel isolation of the
switch from low to high frequencies, the channels of
the fully connected APM network are independent
of each other. In addition, there is no distortion of
the mechanical relay switch mentioned above when
reconstructing the dynamic channel using digital
APM network. In addition, the update speed of the
APM network can be synchronized with the sam-
pling rate of the channel emulator. Furthermore, the
APM network has an automatic verification function
to balance the amplitude and phase deviation caused
by different RF lines.

(ii) Secondly, the digital APM network can use all the
probes placed on the probe wall at each sampling
time of the dynamic channel, rather than a subset of
the probes as in the case of the switch, thereby
making full use of hardware resources and im-
proving the accuracy of the emulated channel.
0erefore, using the OTA testing setup with a cas-
caded model, the channel reconstruction capability
can be improved greatly without increasing the
number of channel emulators in the MPAC setup.

However, nothing is perfect. Potential practical chal-
lenges of the APM network will be discussed in the summary
of simulation results, such as resolution of phase shifters
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(�word length), step size, and accuracy of analogue atten-
uators. In the future work, we will examine the influence of
the above nonideal factors on channel reconstruction.

From the above descriptions, it is not difficult to find that
the APM network’s structure is simpler than that of the
channel emulator and can only modulate the amplitude and
phase of the radio frequency signals. In addition, considering
a digital real-time control for APM structure, the APM
network is the same as the channel emulator when generating
impulse response of a single cluster. However, given the
multiple clusters for a geometry-based stochastic channel
model (GSCM), the APM network is powerless due to its
simple structure. 0erefore, the channel emulator cannot be
fully replaced by the APM network, and the cost of simple
APM network is lower than that of complex channel emu-
lator. When reconstructing GSCM (multiple clusters) or
generating mmWave channel, we need to add number of
channel emulators to reconstruct the spatial characteristics of
the target channel more accurately. Despite the APM network
performance advantages described above, it is also expected to
improve the accuracy of the reconstructed channel and
greatly reduce test costs. Moreover, APM network is very
convenient to adjust the amplitude and phase by loading data
files which can be obtained in the sequel.

0e notation used in this paper is as follows. Section 2
presents the structure of the APM network and the OTA
testing system with a cascaded model. Section 3 details the
MPAC setup with APM network for massiveMIMO devices,
and specific implementation process is analysed and sum-
marized. 0e angular spectrum and the average channel
capacity are selected as the performance metrics for the
reconstructed channel. Numerical results and simulation
comparisons are given in Section 4. Finally, conclusions are
drawn in Section 5.

2. OTA Testing Setup Model

In the MPAC OTA testing setup, the relationship between
the geometric test area and the accuracy of the recon-
structed radio channel is a key issue. Using prefaded signals
synthesis (PFS) technology, the purpose is to select proper
probes and configure the optimal weights to reconstruct the
spatial characteristics in the test area [8], so that the target
PAS and the discrete PAS are as similar as possible. In the
OTA testing for massive MIMO devices, the device under
test (DUT) usually has larger antenna radius and higher
beam resolution. 0us, more active probes are needed to
recreate the target channel. 0e relation between the
number of probes and the radius of the test area is given in
[9], which indicates that increasing the number of probes
can reconstruct the target channel more accurately within a
given test area. Traditionally, each probe is connected to an
output of the channel emulator, and adding probes means
more channel emulator resources, which will greatly in-
crease the overall cost of the OTA testing setup. Inspired by
this, the paper proposes the MPAC testing setup using cas-
caded APM network and CE to achieve the same effect of the
multiple channel emulators, improving the performance of
the testing system and controlling the overall system cost.

2.1. Structure and Performance of the APM Network.
Figure 1 shows physical map (output A ports and input B
ports; the amplitude and the phase of each link can be
updated) of the APM network. As shown in Figure 2, the
fully connected structure of the APM network (Figure 2(a))
is very different from the mechanical switch (Figure 2(b))
which selects the output ports through switching at each
time. Each output port connected to probe Ak,
k � 1, 2, . . . , K, and each input port connected to channel
emulator Bp, p � 1, 2, . . . , P, are cross-connected. 0at is,
each output port of the APM network is superimposed by all
input signals. 0e amplitude and the phase of each internal
link can be updated at each sampling time and can be
controlled by loading the amplitude and phase which can be
set to either complex or real numbers.

Compared with mechanical switches, the main advan-
tages of APM networks can be summarized as follows:
Firstly, cross-connected links between the inputs and out-
puts are independent of each other, and their weights can be
adjusted digitally. In addition, there is no resonance problem
that may occur in the switching process of the switch.
Secondly, amplitudes and phases of the fully connected links
take effect within 1millisecond quickly.0e digital switching
process only needs to change the amplitudes and phases of
the RF channels, and there is no disturbance problem which
has been described for the mechanical switching process of
the switch. 0irdly, the switch and the additional RF lines
may cause amplitude and phase errors of different probe
links. However, the APM network has the ability of auto-
calibration to balance errors caused by the RF lines. Last but
not least, clock calibration is another important function of
the APM network. Due to the faster response time compared
with the switch, the APM network can synchronize with the
channel emulator, and the weights inside the APM network
can be adjusted precisely in the reconstructing process of the
dynamic channel.

2.2.MPACSetupwith aCascadedModel. Components of the
proposed MPAC OTA testing setup are shown in Figure 3.
Unlike the testing setup of the 2D OTA ring structure, the
DUT is placed at the edge of the anechoic chamber so that
the space of the chamber can be utilized fully to control
system costs. 0e DUT is placed in the center of the test area,
and the distance from each point on the sectored probe wall
to the test area center is equal. 0e fully connected APM
network which can adjust the amplitude and phase of each
internal link replaces the original switch device. In the uplink
communication system, the K outputs of the APM network
are connected to K probes, and P inputs of the APM network
are connected to P outputs of the fading channel emulators
(K>P). 0e end of MPAC OTA testing setup is the user
emulator.

It is worth noting that the mechanical switch uses a
subset of all probes to emulate a static or dynamic channel.
0e number of probes used to synthesize the cluster is
determined by the P outputs of the CE. 0at is, (K − P)

probes are idle, and therefore, the probe resources are
wasted. In addition, the APM network which adjusts the
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frequency band signals has simpler structure and lower cost
than the channel emulator. 0e OTA testing system using
cascaded APM network and CE in Figure 3 can achieve the
effect of multiple channel emulators and control the cost of
the testing system. Based on the above descriptions, the
APM network will have better performance than the switch
system in OTA testing for mmWavemassiveMIMO devices.

In summary, the APM network can not only overcome
the structural defects of the mechanical switch described
above but also improve the testing performance of the OTA
setup.0e outputs of the CE and the probes used for channel
reconstruction are no longer one-to-one mapping, but P-to-
K. Adjusting the link parameters of the APM network
properly and increasing the number of probes installed on
the probe wall appropriately, the reconstructed channel can
be obtained accurately. 0e specific implementation process
and performance analysis will be detailed in Section 3. 0e

effectiveness of the proposed MPAC setup for recon-
structing the static channel model and dynamic channel
model is verified in Section 4.

3. Implementation Process of the Cascaded
MPAC OTA Setup

In the OTA testing system, spatial correlation can be used to
evaluate the reconstructed radio channel [10]. However,
there are several major problems using spatial correlation to
evaluate reconstructed mmWave channels. Firstly, spatial
correlation is used as a statistical measure of the similarity of
the received signals, without comparing continuous angular
spectrum and emulated angular spectrum synthesized by
probes directly. In this process, if the number of sampling
points’ test area is finite and the specific parameters of the
PAS are not considered, such as angular spread (AS) and
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Figure 3: MPAC setup with cascaded APM network and CE for the massive MIMO BS.
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azimuth angle of arrival (AoA), two completely different
angular spectrums may result in similar spatial correlation
[10]. Secondly, for the sub-6GHz OTA testing system, the
spatial correlation is used to estimate the reconstruction of
the channel directly. However, the mmWavemassiveMIMO
systems are more directive and the channel is highly sparse
and specular; therefore, spatial correlation functionmight be
less relevant to determine OTA system performance [6].
Finally, the mmWave massive MIMO antennas have the
beamforming capability, which should be studied when
testing the performance of the DUT. 0erefore, the selected
evaluationmetrics need to emphasize the performance of the
beam, e.g., beam acquisition, tracking, refinement, and re-
covery [6]. Based on the above description, angular spec-
trum is selected as the test metric in the sequel.

3.1. Power Angular Spectrum

3.1.1. Target Power Angular Spectrum. Suppose that there is
a virtual planar antenna array in the test area, which consists
of M antenna elements. Using the classical Bartlett beam-
former under a given geometry antenna array, the angular
spectrum can be obtained by scanning the signal power in
each DoA through spatial filtering [11]. 0erefore, the target
angular spectrum can be calculated for the reference channel
model using the following equation [12]:

P(Ψ) � aH
(Ψ) 􏽉 e(Φ)P(Φ)eH

(Φ)dΦ􏼔 􏼕a(Ψ), (1)

where a(Ψ) is the normalized steering vector for spatial
direction Ψ which consists of the azimuth ϕ and the ele-
vation θ. Assuming the ideal far-field conditions, the ex-
pression of the steering vector is a(Ψ) � [(1/
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M

√
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and e(Φ) � [e1(Φ), e2(Φ), . . . , eM (Φ)]T ∈ CM×1 is a
channel response vector with respect to signal direction Φ,
where ·{ }T and ·{ }H represent the transpose and conjugate
transpose of a matrix or vector, respectively. 0e DUT is
placed in the center of the test area, opΨ

���→ represents the
direction vector of incoming wave direction Ψ to the center
origin o, and oam

���→ is the vector from the antenna element m
of the BS to the center origin o, where m � 1, 2, . . . , M.
Covariance matrix R ∈ CM×M of the received signals of the
BS antenna is given by

R � 􏽉 e(Φ)P(Φ)eH
(Φ)dΦ, (2)

where P(Φ) is the angular spectrum density function of the
angular direction Φ. 0e spherical angular spectrum needs
to satisfy the following normalization condition [13]:

􏽉 P(Φ)dΦ � 􏽚
π

− π
􏽚
π/2

− π/2
P(θ, ϕ)cos θ dθ dϕ � 1. (3)

3.1.2. Emulated Power Angular Spectrum. 0e emulated
angular spectrum is synthesized by a limited number of
probes in the anechoic chamber, which is affected primarily

by the probe positions and the power weights. Suppose that
there areK available probes, the angular space set is Φk􏼈 􏼉 and
the corresponding probe weight set is wk􏼈 􏼉, k � 1, 2, . . . , K.
According to the expression of the target angular spectrum,
the emulated angular spectrum is [12] given by

􏽢P(Ψ, w) � aH
(Ψ)􏽢Ra(Ψ)

� aH
(Ψ) 􏽘

K

k�1
e Φk( 􏼁wke

H Φk( 􏼁a(Ψ),
(4)

where wk is the allocated power for the kth probe andK is the
total number of the probes selected in the OTA experiment.

3.1.3. Objective Function. 0e target angular spectrum and
emulated angular spectrum generated by the OTA probes
are given in (1) and (4), respectively. Each vector element of
the angular spectrum is a superposition of the radiant power
and energy leakage from the DUT to each location on the
probe wall. In order to determine the weights of probes to
reconstruct the target channel, the optimization problem
aiming at minimizing the deviation between the target and
the emulated angular spectrum can be given by

min
w

‖P(Ψ) − 􏽢P(Ψ,w)‖
2
2

s.t. ‖w‖1 � 1, 0≤wk ≤ 1.

(5)

It is noted that equation (5) is a quadratic programming
problem with linear constraints, which can be solved by
convex optimization techniques readily.

3.2. Implementation Process. Proper probe selection can
accurately reconstruct target channels and control the cost of
the OTA testing setup. 0e multishot algorithm for the
probe selection is described in [13].0e idea of the algorithm
is to remove the probe with the smallest weight for each
iteration and select an optimal subset of the candidate probes
until the channel emulator resources (PrP output ports) are
occupied completely. Different from switch, the advantage
of the APM network is that PrK probes are used (PrK >PrP)
for each cluster without increasing the channel emulator.
However, PrP probes are a subset of PrK probes for the
cluster using multishot algorithm, and the relationship
between PrK and PrP is PrP � PrK − 􏽐

K− P− 1
q�0 kq, where kq is

the number of the deleted probes for the qth iteration. In this
way, the optimal probes which are required can be selected
as much as possible.

Assuming that the APM network is connected to K
probes which are selected and the weights w ∈ RK×1 of the
probes are obtained in equation (5) to synthesize the clusters
of the dynamic channel in each sampling time. For sim-
plicity and without loss of generality, the implementation
process of the radiated test setup for a link is described in
Figure 4. In addition, given that the delay between clusters is
on the order of nanoseconds and the response time of APM
is on the order of milliseconds, the MPAC testing setup with
a cascaded model should reflect power-delay profiles (PDPs)
accurately between the clusters.0erefore, the weight of each
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cluster is controlled so that each output port of the channel
emulator only outputs a series of impulse responses of a single
cluster in Figure 4. Clusters with different delays are synthe-
sized separately. During cluster synthesis, the total sampling
time of the channel is assumed to be T. 0e impulse responses
of the channel emulator are defined as G � G(p, t)􏼈 􏼉 ∈ CP×T,
and G(p, t) represents the impulse responses of the p output
port at time t, t � 1, 2, . . . , T and p � 1, 2, . . . , P. It should be
noted that the number of the clusters L should be less than or
equal to the number of the output ports of the channel em-
ulator P (where we assume L � P).0e restriction is proper for
the mmWave channel reconstruction in [14], where the
number of the identified clusters ranges from 8 to 12 in the
non-line-of-sight (NLOS) scenario. Furthermore, each OTA
antenna contributing to the cluster has independent fading
coefficient sequences with identical statistics [8]. 0erefore, the
impulse responses which are output by cross-connected APM
network need to ensure that probes are independently and
identically distributed (i.i.d.). 0at is, the impulse response G
passes the APM network and generates the i.i.d. impulse re-
sponse H � Ht(k, p)􏼈 􏼉 ∈ CK×P×T which is the expected target
channel and mapped to probes through the output ports of the
APM network.

Considering P clusters and achieving the exact mapping
of the impulse responses of each cluster to theK output ports
of the APM network at time t, there is a transition matrix
Bt ∈ CK×P which satisfies

minimize
Bt ,p�1,2,...,P

���
w1

√
· Ht(1, p)

���
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√
· Ht(2, p)

⋮
���
wK

√
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,

(6)

whereBt represents the transitionmatrix of theAPMnetwork at
sample time t, and the weights wk􏼈 􏼉 are obtained in (5). 0e
rows of the obtained transition matrix Bt correspond to the
output ports of theAPMnetwork, and the number of columns is
the output ports of the channel emulator. Each element rep-
resents the adjusted amplitude and phase of theAPMnetwork at
sample time t. Given the sample time t � 1, 2, . . . , T, using the
i.i.d. impulse responses H which would be recreated accurately
by the cascaded model and impulse responses G, complex
weight matrix B ∈ CK×P×T would be obtained.

Naturally, through the transition matrix Bt(p) ∈ CK×1

and the impulse response G(p, t) ∈ C generated by the pth
port of the channel emulator, the i.i.d. impulse responses
Ht(p) ∈ CK×1 of K output ports of the APM network can be
synthesized to achieve the effect of increasing probes at
sampling time t:

Ht(p) � Bt(p) · G(p, t), (7)

sampling time t and port of the channel emulator p can be
traversed to obtain channel impulse responses H.

3.3. Capacity Evaluation. Channel capacity reflects trans-
mitted rate ability of the channel and is an important

measure of the wireless communication, which can be
improved effectively by using antenna array technology.
0erefore, massive MIMO arrays at the BS can be utilized to
improve the transmission rate of the MIMO communica-
tions. Besides the previous work focused on angular spec-
trum accuracy at Rx side, the impact of the Tx side antenna
arrays and the propagation environments would be con-
sidered as well in this subsection. 0e reference channel
models, i.e., GSCMs, and the channel emulation methods
(PFS) are introduced later. 0en, we use the MIMO rate
capacity [15] as a metric to study the accuracy of the em-
ulated channel using the APM network and the switch in the
OTA testing setup, respectively.

0rough the uplink established in the antenna systems,
the channel capacity can be expressed by the Shannon
formula:

C(t) �
1

Nf

􏽘

Nf

nf�1
log2 det I +

c

Nt

· H t, nf􏼐 􏼑 · H t, nf􏼐 􏼑
H

􏼠 􏼡,

(8)

where c is the signal-to-noise ratio, Nf is the number of
subcarriers, and Nt is the number of transmitter antennas.
Href(t, nf) ∈ CU×S and Hota(t, nf) ∈ CU×S are the reference
channel matrix and emulated channel matrix in the fre-
quency domain, respectively, which can be obtained by
performing the Fourier transform of the channel impulse
responses Href

u,s(t, τ)􏽮 􏽯 and Hota
u,s (t, τ)􏽮 􏽯 in Appendix A.

0rough (7), reference channel capacity Cref(t) and emu-
lated channel capacity Cota(t) are simulated to analyze the
accuracy of the OTA emulated channels which are recreated
by the APM network and the switch, respectively.

4. Simulation Results

In this section, simulation results are provided to verify the
performance of the MPAC setup with a cascaded model.
Assume that the massive MIMO DUT operates at 28GHz.
0e angular spectrum is used as the performance metric, and
the simulation experiments are carried out under both static
and dynamic channel scenarios. Uniform line array (ULA)
on the Tx side consists of 4 antennas which are ideal dipoles,
and mutual coupling effect between antennas is ignored.
0ere is an Rx antenna array which is composed of 8× 8
omnidirectional antennas. In simulations, it is assumed that
the distance R from the DUT center to the probe wall is far
enough to meet the far-field condition. In addition, the
multipath channels are simulated with 10000 time samples
and a sampling interval is defined as 1 millisecond.
0erefore, the update rate of the APM network in simula-
tions is also defined as 1 millisecond to generate the expected
impulse responses H. 0e power angular spectrums of the
target clusters obey the Laplacian distribution which is
defined in [15]. Without loss of generality, 91 probes are
placed fixedly on the probe wall in [− 30∘, 30∘] of the hori-
zontal positions with 5∘ intervals and [− 15∘, 15∘] of the
vertical positions with 5∘ intervals, which are used in the
cascaded testing model. In addition, the multishot algorithm
for the probe selection is used to select optimal 8 probes
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from 91 probe antennas in the OTA testing setup with the
switch. For simplicity, we will only discuss the situations for
single cluster hereafter. In this study, ignoring the un-
controllable effects of the mechanical switch and the APM
network, we assume that they are completely free to perform
the switching at each considered moment without any
distortion, and upper bounds of the performance for OTA
testing setups with switch and APM network are given in the
simulations, respectively.

4.1. Static Angular Spectrum. 0e performance of the pro-
posed testing setup is considered for the static channel
model. Angular spectrums observed by the DUT through
Bartlett beamforming are compared. From equation (1) and
equation (4), the target angular spectrum and the emulated
angular spectrum can be calculated conveniently. Figure 5
depicts the simulation result of the target angular spectrum
of a single cluster which obeys truncated Laplacian dis-
tributed 3D PAS with ASA� 10∘ and ESA� 3∘ (CDL-B
model [16]), and its AoA and EoA are assumed to be 0∘ and
0∘, respectively. 0e other structures of the MPAC testing
system have not been changed. Figures 6(a) and 6(b) rep-
resent emulated angular spectrum emulated by the APM
network and the switch, respectively. 0e peak of the target
angular power is 15.13 dB, which has been illustrated in
Figure 5. Intuitively, compared with the angular spectrum in
Figure 6(b), the emulated angular spectrum using the APM
network in Figure 6(a) is more similar to the target angular
spectrum. According to the numerical analysis, the peak
value deviation between the target and the emulated angular
spectrum in Figure 6(a) is insignificant, which is 0.01 dB,
indicating that the array gain in the emulated channel is

accurate, and the error of the emulated angular spectrum in
Figure 6(b) is 0.14 dB. Obviously, the angular spectrum in
Figure 6(a) reconstructs the target angular spectrum in
Figure 5 more accurately than that in Figure 6(b).

In Figure 7, using the APM network and the switch,
respectively, the errors between the emulated angular spec-
trum and the target angular spectrum for the direction Ψ are
defined as 10 logP(Ψ) − 10 log 􏽢P(Ψ, w). In Figure 7(a), the
image of the error is symmetrical. Since themean spatial angle
of the target PAS is defined as (0∘, 0∘), and the installed probes
are symmetrically distributed, the symmetry phenomenon of
the Figure 7(a) can be comprehended easily. In addition, the
r.m.s. error describes the average variance distance between
the target angular spectrum and the emulated angular
spectrum, and the r.m.s. errors are − 16.65 dB and − 4.18 dB in
Figures 7(a) and 7(b), respectively.
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Figure 4: Block diagram of the radiated test setup.
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Furthermore, a large number of simulations are per-
formed under different cluster settings to verify the per-
formance of the MPAC testing setup using a cascaded
model. Besides CDL-B link model in [16], the typical CDL-A
model and CDL-C model described in [16] are simulated,
and their results are given in Table 1. As summarized in
Table 1, the proposed APM network can reproduce the
angular spectrum with higher precision, which is advanta-
geous for verifying the performance of themmWavemassive
MIMO BS accurately.

4.2. Dynamic Angular Spectrum. Beamforming is the key
technology of the mmWave BS and should be reflected in the
reconstructed dynamic channel of the OTA testing.
0erefore, compared the APM network with the switch, the
emulated dynamic angular spectrums are discussed in the
sequel. 0e angular spectrum can emphasize the perfor-
mance of the beam, e.g., beam acquisition, tracking, re-
finement, and recovery. To reflect the dynamic channel
intuitively, the angular spectrum is described by adding a
time dimension. Without loss of generality, referencing
CDL-B in [16], the ASA is 10∘ and ESA is defined as 3∘. 0e

azimuth target angle is increased from − 10∘ to 10∘ with 0.1∘
intervals, and the elevation angle is decreased from 10∘ to
− 10∘ with 0.1∘ intervals gradually. 0erefore, there are 201
time samples. Figure 8 describes the dynamic target angular
spectrum, where each slice represents an angular spectrum
at a different time samples.

It is difficult for the visual presentation to analysis 4D
simulation pictures, and therefore, the target azimuth an-
gular spectrum and the elevation with time samples are
simulated in Figures 9(a) and 9(b), respectively. From the
angular spectrum in Figure 9, azimuth AoA and elevation
EoA change from − 10∘ to 10∘ and 10∘ to − 10∘, respectively,
which can describe the variety of the spatial directionΨ. Due
to the angle spread of the cluster and limited resolution of
the Bartlett beamformer, there are power spreads for the
variety of the dynamic channel, which have been presented
at the target angular spectrum.

To achieve performance comparison between the APM
network and the switch, a proper simulation scenario needs
to be set up. Depending on the distribution of clusters at any
sampling time, the probes are arranged evenly at intervals of
5∘ in the horizontal direction − 30∘ to 30∘ and vertical di-
rection − 15∘ to 15∘ of the probe wall, which can be used by
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Figure 6: Emulated angular spectrums with the APM network (a) and the switch (b).
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the cluster fully at all sampling moments. Using the fully
connected APM network system, all of the above 91 probes
can be used to reconstruct the target channel. In addition,
given the limited resources of the channel emulators, it is
assumed that 8 probes are selected for the channel re-
construction using the multishot selection strategy. 0e
scenario represents an existing switch configuration
system.

According to equation (5), the emulated angular spec-
trums under two different systems are obtained. Figure 10
illustrates the emulated azimuth and elevation angular
spectrum for the dynamic channel model with the APM
network. 0e simulations use all 91 probes at each time. 0e
vertical axis of the two subgraphs (Figures 10(a) and 10(b))
represents time samples, and the horizontal axes represent
the azimuth ψ and elevation θ, respectively. It can be seen
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Figure 9: Power distribution of target azimuth and elevation in the dynamic channel model. AoA ranges from − 10∘ to 10∘, EoA ranges from
− 10∘ to 10∘, ASA� 10∘, and ESA� 3∘.

Table 1: Emulation deviations for different cluster settings.

Cluster settings Angular spectrum with APM Angular spectrum with switch
AoA (°) EoA (°) ASA (°) ESA (°) |peak| (dB) r.m.s (dB) |peak| (dB) r.m.s (dB)
− 20 10 10 3 0.0031 − 5.2557 0.0438 − 3.7885
− 20 10 5 3 0.00017 − 15.2405 0.00034 − 9.1467
− 20 10 2 3 0.0017 − 17.1357 0.002 − 14.2699
5 − 5 10 3 0.0030 − 14.5862 0.0585 − 3.3436
5 − 5 5 3 0.00039 − 26.9030 0.0069 − 6.1667
5 − 5 2 3 0.00085 − 22.3349 0.0019 − 14.0239
10 − 5 10 3 0.0027 − 11.5519 0.1405 − 3.9020
10 − 5 5 3 0.00043 − 26.5943 0.00071 − 8.9643
10 − 5 2 3 0.00082 − 22.5181 0.0019 − 14.0001
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that the subgraphs in Figure 10 can match very well with the
target angular spectrum. Compared with Figure 9, the an-
gular spectrums of Figure 11 are obviously different. Al-
though the characteristics of the beam acquisition and
tracking can be realized, the beam power is significantly
disturbed by other directions.0e reconstructed channel has
significant errors compared with the MPAC setup using a
cascaded model.

Next, the angular spectrums in Figures 9–11 are compared
numerically. Figure 12 describes the peak powers of the target
angular spectrum and the emulated angular spectrum using
the APM network and the switch at different times. As above,
the peak powers are given from the azimuth and elevation at
different sampling times, and the existing differences can be
observed clearly. It is clear that the peak powers emulated by
the APM system coincide with the target peak powers
completely at different times in Figure 12. However, for the
existing switch system, the deviations of the peak powers are
obvious. In addition, in order to show the overall differences
between the target angular spectrum and emulated angular
spectrum, Figure 13 presents the r.m.s. errors obtained at
different sampling times. From the obtained r.m.s. errors, the
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Figure 11: Switch system for azimuth and elevation angular spectrum for a dynamic channel model.
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mean deviation of the angular spectrum simulated by the
APM network is lower 10 dB than the angular spectrum
emulated by the switch at each sampling time. It is verified
that the reference channel can be reconstructed more accu-
rately by increasing the number of probes without changing
the size of the test area.

Another point to note is that all curves show sym-
metrical characteristics, which is reasonable due to the
following reasons. Firstly, the DUT antennas in the test
area are symmetric with respect to the center of the DUT
panel in simulation. Secondly, the probes which are placed
on the probe wall are distributed evenly, and the probe
positions are symmetrical on the probe wall. 0irdly, at
different sampling moments, the mean spatial angle of the
cluster is symmetrical with respect to the center of the
probe wall (AoA ranges from − 10∘ to 10∘ and EoA ranges
from 10∘ to − 10∘). Based on these three reasons, the
symmetry presented in the simulation diagram can be
explained.

4.3. Channel and the Rate Capacity. Under ideal far-field
conditions, the signal-to-noise ratio is c � 20 dB and the
power of the target cluster is 1. 0e channel coefficients
consist of the 64 × 4 CIRmatrix from the UE antennas to the
DUT elements. FOTA is ideal polarimetric antenna pattern
vector [0, 1] of the OTA probes, and the polarimetric an-
tenna pattern vector Fs,UE is defined as [1, 0]T for the UE.
0e elements of the polarization matrix are αVV

l,q �

exp(jΦVV
l,q ), αHV

l,q �
���κl,q

􏽰 exp(jΦHV
l,q ), αVH

l,q �
���κl,q

􏽰 exp
(jΦVH

l,q ), and αHH
l,q � exp(jΦHH

l,q ). ΦVV
l,q , ΦHV

l,q , ΦVH
l,q , and ΦHH

l,q

are i.i.d. random variables which are uniformly distributed
over [0, 2π]. κl,q is the XPR of the qth subpath of the lth
cluster.

Figures 14 and 15 present instantaneous channels and
capacities under 10000 time samples for the reference and
emulated SCME CDL-B channel model. Instantaneous am-
plitudes of the reference channel, the estimated channel with
APM network, and the estimated channel with switch are

simulated in Figure 14, respectively. It can be seen from the
instantaneous channels of different receiving antennas that the
average power is close to 1 within the sampling time. As
expected, comparing H5(t, τ) with H6(t, τ) or comparing
H60(t, τ) with H61(t, τ), the channel amplitude variations of
the receiving antennas at adjacent locations are approximately
same. 0e first-order statistical feature of the reference
channel and the emulated channel is approximately con-
sistent. In Figure 15, the vertical axis of the figure repre-
sents the transmission rate per unit time of unit bandwidth.
In order to compare the APM network with the switch
system visually, the average channel capacity is presented.
0rough numerical calculation, the average channel ca-
pacity of the reference channel for single receiver antenna is
about 10.02 bits/s/Hz, and the emulated capacity with APM
network and switch is 9.98 bits/s/Hz and 9.92 bits/s/Hz,
respectively.

Due to the fact that three instantaneous curves are messy,
we plot the cumulative distribution functions (CDFs) of the
capacity results for scenario CDL-B shown in Figure 16, switch
and reference channel. Compared with the emulated channel
generated by the switch, the CDF of the emulated channel
generated by the APM network matches well with the ref-
erence channel model.0us, based on the simulation results of
both channel capacity and angular spectrum, the MPAC
testing system with the APM network can reconstruct the
radio channel environment better than the switch system.

0e simulation results show that the cascaded model in
this paper is effective. However, some practical problems may
be considered in the future testing process. On the one hand,
accuracy errors of the amplitude modulation and phase
modulation may have impact on recreated channel, which are
less than 1.4∘ and 0.5 dB, respectively. On the other hand,
digital APM networkmay also have some uncertain hardware
problems, i.e., insertion loss and isolation. In addition, given
the sampling rate of the channel emulator and APM network,
it may be difficult to create a high-speed channel environ-
ment. As a future work, we will further study the influence of
the above nonideal factors on channel reconstruction.
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5. Conclusion

Wehave proposed aMPAC testing setup formmWavemassive
MIMO devices using cascaded APM network and CE. 0e
internal structure of the APM network and the drawbacks of
mechanical switch for the mmWave devices testing are in-
troduced in detail. 0e paper uses spherical angular spectrum
to determine probe weights instead of using the spatial cor-
relation. Considering the resolution of the BS antenna array
and the shortcomings of the spatial correlation itself, the an-
gular spectrums are simulated to measure the reconstructed
mmWave channel accurately.

Further, simulations for the single cluster based on the static
and dynamic channel models have been done in this paper,
confirming the superiority of the proposed APM network. In
static channel model, the cluster is simulated by the angular
spectrum, and the peak power and r.m.s. error are compared
using the APM network and switch, respectively. For testing the
mmWave massive MIMO devices, dynamic channel model and
test environment have been considered carefully. Reconstructing
a time-variant dynamic channel model, the weights must be
updated frequently according to the channel changes. 0e time
dimension is added to show the accuracy of the angular
spectrum estimated under dynamic channel conditions. In
addition, the channel capacity as a performance measure is also
studied. All simulations give encouraging results for testing the
performances of massive MIMO devices using MPAC setup
with APM network. In addition, what needs to be made clear is
that the probe configuration for multiclusters should be con-
sidered in real environment. Given that multiclusters will share
the selected probes, the performance of the proposed OTA
testing setup will be more prominent than for single cluster.

Appendix

A

A.1. Reference Channel Models. 0e ray-based channel
model is a GSCM which is selected in the study at the same

frequency. One simplicity of the GSCM is its ability to
separate into the propagation environments, antenna at the
BS and user equipment side. For the reference model, the
channel impulse response (CIR) matrix Href(t, τ) ∈ CU×S

can be generated in [17]. For a MIMO system that deploysU
antenna elements at the BS side and S antenna elements at
the UE side, the MIMO channel Href(t, τ) can be repre-
sented by

Href(t, τ) �

h1,1(t, τ) · · · h1,S(t, τ)

⋮ ⋱ ⋮

hU,1(t, τ) · · · hU,S(t, τ)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦, (A.1)

where the time-variant radio channel transfer function
hu,s(t, τ) can be written as

hu,s(t, τ) � 􏽘
L

l�1
hu,s,l(t, τ), (A.2)

where L is the number of clusters and t is the time. For each
receiver and transmitter element pair (u, s), the channel
coefficient for lth cluster can be expressed as [17]

hu,s,l(t, τ) �

��
Pl

Q

􏽳

􏽘

Q

q�1

FV
s,UE ϕl,q􏼐 􏼑

FH
s,UE ϕl,q􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T αVV
l,q αVH

l,q

αHV
l,q αHH

l,q

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦ ·

FV
u,BS φl,q􏼐 􏼑

FH
u,BS φl,q􏼐 􏼑

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· exp j2πυl,qt􏼐 􏼑 · exp j2π r
→

tx,l,q · dtx,s􏼐 􏼑

· exp j2π r
→

rx,l,q · drx,u􏼐 􏼑 · δ τ − τl( 􏼁,

(A.3)

where ϕl,q, φl,q, and υl,q are the angle of departure, angle of
arrival, and Doppler frequency of the qth subpath of the lth
cluster, respectively. Pl and τl denote the power and delay of
the lth cluster. FV

s,UE and FH
s,UE are the field patterns of UE

antenna element s for the vertical and horizontal polariza-
tion, respectively. Similarly, FV

u,BS and FH
u,BS are the field

patterns of BS antenna element u for the vertical and
horizontal polarization, respectively. Coefficient αab

l,q is the
complex amplitude of the qth subpath of the lth cluster for
transmit polarization a and receive polarization b. r→rx,l,q is
the spherical unit vector with azimuth arrival angle ϕn,m,AOA
and elevation arrival angle θn,m,ZOA. r

→
tx,l,q is the spherical

unit vector with azimuth departure angle ϕn,m,AOD and el-
evation departure angle θn,m,ZOD. drx,u is the location vector
of receiver antenna element u and dtx,s is the location vector
of transmitter antenna element s.

A.2. EmulatedChannelModels. 0e radio channels from the
UE to the DUT (BS) array are calculated for the OTA testing.
For an MPAC setup equipped with K OTA probes, the
channel matrixHota(t, τ) ∈ CU×S is composed of the transfer
matrix V � {vm,k} ∈ CM×K from K probes to M DUT an-
tennas and the fading components of the channel model
Hota

K,S(t, τ) � 􏽐
L
l�1h

ota
k,s,l(t, τ)􏽮 􏽯 and defined as
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Figure 16: CDFs of the channel capacity for scenario CDL-B with
average SNR σ � 20 dB.
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k,s,l(t, τ) �

��
Pl

Q

􏽳

􏽘

Q

q�1
Fs,UE ϕl,q􏼐 􏼑

αVV
l,q αVH

l,q

αHV
l,q αHH

l,q

⎡⎢⎢⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎥⎥⎦FOTA

·
���
wl,k

􏽰
exp j2πυl,qt􏼐 􏼑 · exp j2π r

→
tx,l,q · dtx,s􏼐 􏼑

· δ τ − τl( 􏼁,

Hota(t, τ) � V · Hota
K,S(t, τ),

(A.4)

where wl,k are the weights of k probe for the lth cluster and
FOTA is an ideal polarimetric antenna pattern matrix of the
OTA probes. In testing, the transmit power of each OTA
probe is calibrated to the same level as the calibrated antenna
at the center of the test area, and the pathloss caused by the
free space propagation from the OTA probe to the test area is
omitted.
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Most of the existing channel model for multiple-input multiple-output (MIMO) vehicle-to-vehicle (V2V) communications only
considered that the terminals were equipped with linear antenna arrays and moved with fixed velocities. Nevertheless, under the
realistic environment, those models are not practical since the velocities and trajectories of mobile transmitter (MT) and mobile
receiver (MR) could be time-variant and unpredictable due to the complex traffic conditions. *is paper develops a general 3D
nonstationary V2V channel model, which is based on the traditional geometry-based stochastic models (GBSMs) and the twin-
cluster approach. In contrast to the traditional models, this new model is characterized by 3D scattering environments, 3D
antenna arrays, and 3D arbitrary trajectories of both terminals and scatterers. *e calculating methods of channel parameters are
also provided. In addition, the statistical properties, i.e., spatial-temporal correlation function (STCF) and Doppler power
spectrum density (DPSD), are derived in detail. Simulation results have demonstrated that the output statistical properties of the
proposed model agree well with the theoretical andmeasured results, which verifies the effectiveness of theoretical derivations and
channel model as well.

1. Introduction

Vehicle-to-vehicle (V2V) communications can improve the
safety of life and property by collecting and exchanging
environment information under complex traffic [1].
Meanwhile, multiple-input multiple-output (MIMO) tech-
nologies can expand the capacity and improve the com-
munication efficiency. It is promising to apply MIMO
technologies to V2V communications. To provide reason-
able references for developing, analyzing, and testing V2V
communication systems, a general, accurate, and easy-to-use
channel model is required. Moreover, the movements, in-
sufficient antenna space, and lack of rich scattering should be
considered in channel modeling and statistical property
analysis [2–7].

*e wide-sense stationary (WSS) assumption was
adopted in the traditional geometry-based stochastic models
(GBSMs) [5, 8]. Nevertheless, the authors in [9, 10] found
that the WSS was only suitable for short distances between
transmitters and receivers based on the measured data.
Several GBSMs for nonstationary V2V channels are pro-
posed in the literature [11–25]. Among them, 2D non-
stationary V2V GBSMs with fixed clusters [11, 12] or
moving scatterers [13] were studied and the statistical
properties, i.e., the temporal correlation function (TCF),
spatial correlation function (SCF), and Doppler power
spectrum density (DPSD), were also analyzed. *e authors
in [14] proposed a 2D V2V channel model with random
movement scatterers. *e aforementioned 2D channel
models were only considered on the horizontal plane. Under
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the realistic scenarios, the scatterers, e.g., vehicles, pedes-
trian, and infrastructures, may distribute or move in the 3D
space. Meanwhile, the authors in [7] have proved that the 3D
channel model is more accurate than the 2D ones for
evaluating the system performance. By extending the scat-
terers distributed on the surface of 3D regular shapes, i.e., a
hemisphere [15], two cylinders [16, 17], two spheres [18], an
elliptic-cylinder [19], a rectangular tunnel [20], several 3D
nonstationary V2V channel models were proposed recently.
In [21], the authors proposed a 3D irregular-shaped GBSM
for nonstationary V2V channels. Some 3D cluster-based
nonstationary V2V channel models can also been addressed
in [22–25]. However, the output phases related to the
Doppler frequencies in [11–25] were inaccurate compared
with the theoretical results [26, 27]. *e authors in [28, 29]
modified the phase item to overcome this shortcoming, but
it is only suitable for 2D scattering environments. A
modified 3D channel model with accurate Doppler fre-
quency can be addressed in [30].

Note that most of the existing V2V channel models
[11–26] only took the fixed velocities of the mobile trans-
mitter (MT) and mobile receiver (MR) into account.
However, under realistic traffic environments, the velocities
of MT and MR could be time-variant. Although the time-
variant velocities were considered in [29, 31–33], their
trajectories were 2D. Meanwhile, the models in the literature
[11–33] only considered 2D or even 1D antenna arrays for
simplicity. With the development of antenna technologies,
3D-shaped antenna arrays begin to be used in MIMO
communication systems. Very recently, a general 3D non-
stationary GBSM between base station and MT with 3D
arbitrary trajectories and 3D antenna arrays was proposed in
[34]. *is idea was adopted by [35] to model the 3D V2V
channels allowingMTandMRwith 3D arbitrary trajectories.
However, the details of channel parameter computation and
theoretical analyses of SCF, TCF, and DPSD were lacked.
*is paper aims at filling these gaps.*emajor contributions
and novelties are summarized as follows:

(1) Combining the GBSM and twin-cluster approach
[36], a general 3DV2V channel model was proposed.
*e 3D antenna array and 3D arbitrary trajectory of
each terminal are allowed under the 3D scattering
environment, which guarantees the proposed model
is more general and has the nonstationary aspect.

(2) *e upgraded computation procedure of channel
parameters for the proposed model, such as the
number of paths, path delays, and path powers, are
developed and analyzed in detail.

(3) *e theoretical closed-form expressions of statistical
properties, i.e., the SCFs, TCFs, and DPSDs are
investigated and verified by the simulation method
and measurement data.

*is paper is structured as follows. Section 2 presents a
3D general V2V channel model characterized by non-
stationary aspect and generalization. *e channel pa-
rameter updating algorithms are given in Section 3. In
Section 4, the theoretical SCFs, TCFs, and DPSDs of the

proposed model are derived in detail. Section 5 shows and
compares the simulated results with the derived ones and
measured data. Finally, the conclusions are drawn in
Section 6.

2. 3D Nonstationary GBSM for V2V Channels

Figure 1 shows a typical 3D V2V communication system
between the MT and MR, which is characterized by 3D ar-
bitrary trajectories and 3D antenna arrays.*eMTandMR are
configured with S and U antennas, respectively. In the figure,
the coordinate systems at the MT and MR with the centers of
corresponding terminals are named as xyz and 􏽥x􏽥y􏽥z, re-
spectively. Suppose that the travel directions of theMTandMR
at the initial time correspond to x-axis’s direction, respectively.
Due to the movement and rotation of two coordinate systems,
the antenna element of MTor MR is 3D and time-variant and
can be expressed by dMT

s (t) � [dMT
s,x (t), dMT

s,y (t), dMT
s,z (t)]T or

dMR
u (t) � [dMR

u,􏽥x (t), du, 􏽥yMR(t), dMR
u,􏽥z (t)]T. Figure 1 shows that

between the MT and MR, there are many propagation paths
and subpaths (or rays). *e 3D location of the first cluster SMT

n

or the last cluster SMR
n affects the corresponding elevation

angles, such as elevation angle of departure (EAoD) θMT
n,m(t)

and elevation angle of arrival (EAoA) θMR
n,m(t), and azimuth

angles, such as the azimuth angle of departure (AAoD) ϕMT
n,m(t)

and the azimuth angle of arrival (AAoA) ϕMR
n,m(t). In addition,

by adopting twin-cluster approach, the rest clusters can be
viewed as a virtual link [36]. In the figure, vi(t) and vSi

n (t),
i ∈ MT,MR{ }, represent time-variant velocities of i and Si

n,
respectively. Table 1 shows the detailed definitions of channel
parameters.

Under the V2V communication scenario of Figure 1, the
V2V MIMO channel can be modeled as [30]

Ht, τ �

h1,1t, τ h1,2t, τ · · · h1,St, τ

h2,1t, τ hu,st, τ · · · h2,St, τ

⋮ ⋮ ⋱ ⋮

hU,1t, τ hU,2t, τ · · · hU,St, τ

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (1)

where hu,s(t, τ) denotes the complex channel impulse re-
sponse (CIR) between the transmitting antenna
s(s � 1, 2, . . . , S) and receiving antenna u(u � 1, 2, . . . , U).
In this paper, we modify the model of hu,s(t, τ) in [30] and
express it as

hu,s(t, τ)≜ΠT0
(t) 􏽘

N(t)

n�1

�����

Pn(t)

􏽱
􏽥hu,s,n(t)δ τ − τn(t)( 􏼁, (2)

where ΠT0
(t) is a rectangular window function:

ΠT0
(t)≜

1, 0≤ t≤T0,

0, otherwise,
􏼨 (3)

and it is introduced to limit the length of CIR, and thus, the
large-scale variations can be negligible within the time in-
terval; N(t) represents the valid path number and is related
to the path delay τn(t), path power Pn(t), and normalized
coefficient 􏽥hu,s,n(t), which is expressed as

2 International Journal of Antennas and Propagation



􏽥hu,s,n(t) � lim
M⟶∞

��
1
M

􏽲

􏽘

M

m�1
ej ΦDn,m(t)+ΦLu,s,n,m(t)+ΦIn,m( ), (4)

where M denotes the subpath number, ΦIn,m stands for the
random initial phase distributing over [0, 2π) uniformly,
and ΦDn,m(t) means the phase somehow affected by variant
Doppler frequency. Here, we model ΦDn,m(t) as

ΦDn,m(t) � k 􏽚
t

0
vMT,SMT

n t′( 􏼁 · 􏽥sMT
n,m t′( 􏼁 + vS

MR
n ,MR

t′( 􏼁

· 􏽥sMR
n,m t′( 􏼁dt′,

(5)

where k � 2πfc/c denotes the wave number with fc and c
representing the carrier frequency and light speed, re-
spectively. vi,Si

n (t), i ∈ MT,MR{ }, denotes the relative ve-
locity between i and Si

n. *e departure or arrival angle unit

vector of the mth subpath within the nth path 􏽥si
n,m(t) is

defined as

si
n,m(t) �

cos θi
n,m(t)cos ϕi

n,m(t)

cos θi
n,m(t)sin ϕi

n,m(t)

sin θi
n,m(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (6)

In (4), ΦLu,s,n,m(t) denotes the offset phase caused by the
movements of terminals:

ΦLu,s,n,m(t) � k · 􏽥sMT
n,m(t)􏼐 􏼑

T
· RMT

v (t) · dMT,t0
s + k · 􏽥sMT

n,m(t)􏼐 􏼑
T

· RMT
v (t) · dMT,t0

u ,

(7)
where [·]T means transpose operation and dMT,t0

s represents
sth antenna position at initial time instant. Similarly, dMR,t0

u

θvMR(t)

x~
x~

x~

x~vMR(t)

vMR(t)

vMR(t)

vMR(t)

z~ z~

z~

z~

dsMR(t)

dsMR(t)

ϕvMR(t)
ϕn,m

MR(t)

ϕn,mMR(t)

MR(t)θn,m

MR(t)θr

MR(t)θn,m

y~
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Figure 1: Typical 3D V2V communication system.

Table 1: Definitions of channel parameters.

N(t) Valid path number
Pn(t), τn(t) *e nth path power and delay
M *e number of subpaths

dMT
s (t), dMR

u (t)
Location vectors of transmitter antenna element s and

receiver antenna element u, respectively

Li(t), LS
i
n (t)

Location vectors of i and Si
n, i ∈ MT,MR{ },

respectively

vi(t), vS
i
n (t)

Velocity vectors of i and Si
n, i ∈ MT,MR{ },

respectively
||vi(t)||, ||vS

i
n (t)|| Speeds of i and Si

n, i ∈ MT,MR{ }, respectively

ϕi
v(t),ϕSi

n
v (t)

Traveling azimuth angles of i and Si
n, i ∈ MT,MR{ },

respectively

θi
v(t), θSi

n
v (t)

Traveling elevation angles of i and Si
n, i ∈ MT,MR{ },

respectively

􏽥si
n,m(t)

Spherical unit vector of i along ray m of cluster n,
i ∈ MT,MR{ }

ϕMT
n,m(t), θMT

n,m(t)
Azimuth and elevation departure angles along ray m

of cluster n, respectively

ϕMR
n,m(t), θMR

n,m(t)
Azimuth and elevation arrival angles along ray m of

cluster n, respectively
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represents the corresponding antenna position at initial
corresponding time. Note that Ri

v(t) is a rotation matrix due
to the 3D arbitrary trajectory, and it can be written as

Ri
v(t) �

cos θi
v(t)cos ϕi

v(t) − sin ϕi
v(t) − sin θi

v(t)cos ϕi
v(t)

cos θi
v(t)sin ϕi

v(t) cosϕi
v(t) − sin θi

v(t)sin ϕi
v(t)

sin θi
v(t) 0 cos θi

v(t)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.

(8)

3. Time-Variant Channel Parameters

3.1. Path Number. *e valid path number has been proved
to be time-variant under V2V scenarios by the measured
data in [37], due to themoving clusters and two terminals. In
other words, the old disappearing clusters and new
appearing ones are random. We model these with a Markov
process [38]. λG is used to denote the birth rate, and λR

denotes the death rate. *e probability of each path
remaining from t to t + Δt is calculated as [19]

Pr(t;Δt) � e− λR ·Pc vSMT
(t)

���
���+ vSMR

(t)
���

���( 􏼁Δt

· e − λR vMR(t)− vMT(t)‖ ‖Δt( ),

(9)

where Pc means the moving percentage and ||vSi

(t)||,
i ∈ MT,MR{ }, represents clusters average speed. Nnew(t) is
introduced to describe newly generated path number and
calculated as

E Nnew(t)􏼈 􏼉 �
λG

λR

1 − Pr(t;Δt)( 􏼁. (10)

Combining (9) with (10), the averaged path number can
be expressed as

E N(t){ } � N(t − Δt)Pr(t;Δt) + E Nnew(t)􏼈 􏼉 �
λG

λR

. (11)

3.2.Delays andPowers. For the nth valid path, the total delay
at time instant t consists of the first and last bounce delays
and virtual link delay, and it is a function of total distance as

τn(t) �
LMT(t) − LS

MT
n (t)

�����

����� + LMR(t) − LS
MR
n (t)

�����

�����

c
+ 􏽥τn(t),

(12)

where Li(t) and LS
i
n (t), i ∈ MT,MR{ }, mean the in-

stantaneous locations of i and Si
n and can be updated from

the values of previous time instant by

Li
(t) � Li

(t − Δt) + vi
(t − Δt)Δt,

LS
i
n (t) � LS

i
n (t − Δt) + vS

i
n (t − Δt)Δt,

(13)

where 􏽥τn(t) denotes the equivalent delay of virtual link and it
can be updated by the first-order filtering method in [26] as
follows:

􏽥τn(t) � 􏽥τn(t − Δt)e− Δt/τdec( ) + 1 − e− Δt/τdec( )􏼒 􏼓X, (14)

where X ∼ U[‖LMT(t) − LMR(t)‖/c, τmax], in which τmax
denotes the maximum delay, and τdec denotes the decor-
relation speed of time-variant delays. Based on the mea-
surement-based method, we can get the averaged power as

Pn
′(t) � e− τn(t) 1− rDS/rDSσDS( ) × 10− ξn/10, (15)

where ξn, rDS, and σDS mean the shadowing degree, delay
factor, and delay spread, respectively, which are all related
with the environments. Finally, all the normalized power can
be denoted as

Pn(t) �
Pn
′(t)

􏽐
N(t)
n�1 Pn
′(t)

. (16)

3.3. Time-Variant Angles. Measurements in [39] revealed
that the azimuth and elevation angles at two terminals are
not independent and cannot be depicted by two independent
distributions such as Gaussian or Laplacian. In this paper, we
take the 3D von Mises–Fisher (VMF) distribution to de-
scribe these two joint angles [40]. *e probability density
function (PDF) of VMF distribution can be expressed as [39]

p(ϕ, θ) �
κ cos θeκ(cos θ cos θ cos(ϕ− ϕ)+sin θ sin θ)

4π sinh(κ)
,

− π ≤ ϕ≤ π, −
π
2
≤ θ≤

π
2

,

(17)

where ϕ and θ represent the mean values of azimuth and
elevation angles, respectively, and κ is the shape factor and
can be extracted from the measurement data.

As long as κ is determined, the time-variant angle of
departure (AoD) and angle of arrival (AoA) can be obtained by
ϕ(t) and θ(t), respectively, which can be expressed as follows:

θ
i

n(t) � arcsin
LS

i
n

z (t) − Li
z(t)

����LS
i
n (t) − Lit)

����

⎛⎝ ⎞⎠,

ϕi

n(t) �

arccos
LS

i
n

x (t) − Li
x(t)

LS
i
n (t) − Li(t)

�����

�����􏼒 􏼓cos θ
i

n(t)􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠,

LS
i
n

y (t) − Li
y(t)≥ 0

− arccos
LS

i
n

x (t) − Li
x(t)

LS
i
n (t) − Li(t)

�����

�����􏼒 􏼓cos θ
i

n(t)􏼒 􏼓

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎝
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎠,

LS
i
n

y (t) − Li
y(t)< 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(18)

where i ∈ MT,MR{ }. Note that κ almost unchanged during
the short simulation time period. Figure 2 gives an example
of VMF distributed angles of AoA (or AoD) on the unit
sphere with different parameters. It also reveals that with the

4 International Journal of Antennas and Propagation



increase in shape factor κ, the shape of distribution becomes
more concentrated.

4. Time-Variant Statistical Properties

*e normalized spatial-temporal correlation function
(STCF) between two different subchannels can be defined by
[16, 19, 25]

􏽥R
u2 ,s2,n

u1 ,s1,n(t;Δt,Δd) �
E 􏽥hu1 ,s1,n(t)􏽥h

∗
u2 ,s2 ,n(t + Δt)􏽨 􏽩

�����������������������������

E 􏽥hu1 ,s1 ,n(t)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕E 􏽥hu2 ,s2 ,n(t + Δt)
􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2

􏼔 􏼕

􏽲 ,

(19)

where E[·] represents the expectation function, ( )∗ is
complex conjugate, and Δt means time lag. Moreover, Δd �

ΔdMT,ΔdMR
􏽮 􏽯 denotes the space lag and consists of ΔdMT

and ΔdMR, which are the corresponding space lags at two
terminals, respectively. By substituting our proposed

channel model (4) into (19), the expression of STCF can be
obtained as

􏽥R
u2 ,s2 ,n

u1 ,s1 ,n(t;Δt,Δd) � lim
M⟶∞

��
1

M

􏽲

􏽘

M

m�1
ej ΦDu2 ,s2 ,n,m(t+Δt)+ΦLu2 ,s2 ,n,m(t+Δt)+ΦIn,m􏼐 􏼑e− j ΦDu1 ,s1 ,n,m(t)+ΦLu1 ,s1 ,n,m(t)+ΦIn,m􏼐 􏼑

� 􏽚
​
􏽚
​
􏽚
​
􏽚
​

θMT
n ,ϕMT

n ,θMR
n ,ϕMR

n{ }

������������������������

p ϕMT
n (t + Δt), θMT

n (t + Δt)􏼐 􏼑

􏽱 ������������������������

p ϕMR
n (t + Δt), θMR

n (t + Δt)􏼐 􏼑

􏽱

·

����������������

p ϕMR
n (t), θMR

n (t)􏼐 􏼑

􏽱

·

����������������

p ϕMT
n (t), θMT

n (t)􏼐 􏼑

􏽱

ej ΦDu2 ,s2 ,n(t+Δt)− ΦDu1 ,s1 ,n(t)+ΦLu2 ,s2 ,n(t+Δt)− ΦLu1 ,s1 ,n(t)􏼐 􏼑
dθMT

n dϕMT
n dθMR

n dϕMR
n .

(20)

4.1. Time-Variant SCFs. *e SCFs is reduced from STCF
when the time lagΔt equals to zero.*en, it can be expressed as

􏽥R
u2s2 ,n

u1s1 ,n(t;Δd) � 􏽚
​
􏽚
​
􏽚
​
􏽚
​

θMT
n ,ϕMT

n ,θMR
n ,ϕMR

n{ }
p ϕMT

n (t), θMT
n (t)􏼐 􏼑p ϕMR

n (t), θMR
n (t)􏼐 􏼑 · ej ΦLu2 ,s2 ,n(t)− ΦLu1 ,s1 ,n(t)􏼐 􏼑

dθMT
n dϕMT

n dθMR
n dϕMR

n .

(21)

Since the clusters SMT
n and SMR

n are independent, we can
rewrite (21) as

􏽥R
u2 ,s2 ,n

u1 ,s1 ,n(t;Δd) � 􏽥R
MT
n t;ΔdMT

􏼐 􏼑 · 􏽥R
MR
n t;ΔdMR

􏼐 􏼑, (22)

where 􏽥R
i

n(t;Δdi), i ∈ MT,MR{ }, denotes the normalized
SCF at the MT or MR. By substituting (7) into (21), the
following equation can be obtained:

􏽥R
i

n t;Δdi
􏼐 􏼑 � 􏽚

​
π

− π
􏽚
​
π

− π
ejk 􏽥s i

n (t)( 􏼁
T

·Ri
V(t)·Δdi,t0

· pϕi
n,m(t),θi

n,m(t) ϕi
n(t), θi

n(t)􏼐 􏼑dϕi
ndθi

n.

(23)

It is shown in (23) that not only the angle of horizontal
plane ϕi

n(t) but also the one of vertical plane θi
n(t) affects the

result of (23). *us, traditional 2D models cannot obtain
accurate correlation functions in 3D scattering environ-
ments. By setting θi

n(t) � θ
i

n(t) + ζ and ϕi
n(t) � ϕi

n(t) + υ
and substituting them into (23), it yields

􏽥R
i

n t;Δdi
􏼐 􏼑 � 􏽚

​
􏽚
​

ζ ,υ{ }

κ cos θ
i

n(t) + ζ􏼒 􏼓AiBi

4π sinh(κ)
dζdυ,

(24)

where

A
i

� eκ cos θ
i

n(t)+ζ( 􏼁cos θ
i

n(t)cos(υ)+sin θ
i

n(t)+ζ( 􏼁sin θ
i

n(t)( 􏼁
, (25)

B
i

� ejk􏽥s ϕ
i

n(t)+υ,θ
i

n(t)+ζ( 􏼁Ri
V(t)Δdi,t0

. (26)
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Figure 2: *e VMF distributed angles on the unit sphere.
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*e measurement data demonstrate that the angle
spread is usually narrow under V2V communication sce-
narios. With this assumption, we have cos(ζ) ≈ cos(υ) ≈ 1,
sin(ζ) ≈ ζ, sin(υ) ≈ υ, κcos(υ) ≈ κ(1 − υ2/2), and κcos(ζ)

≈ κ(1 − ζ2/2). Consequently, we can rewrite (25) and (26) as

A
i ≈ eκ 1− ζ2/2− 2 cos2 θ

i

n(t)( 􏼁(υ/2)2( 􏼁
, (27)

B
i ≈ ejk 􏽥s ϕ

i

n(t),θ
i

n(t)( 􏼁+Ci(t)ζ+Ei(t)υ( 􏼁Ri
V(t)Δdi,t0

, (28)

where

Ci
(t) � − sin θ

i

n(t)cosϕi

n(t), − sin θ
i

n(t)sin ϕi

n(t), cos θ
i

n(t)􏼔 􏼕,

(29)

Di
(t) � − sinϕi

n(t), cosϕi

n(t), 0􏼔 􏼕. (30)

By substituting (27)–(30) into (24) and using Euler
formula, we can obtain the following equation:

􏽥R
i

n t;Δdi
􏼐 􏼑 ≈

ejk􏽥s ϕ
i

n(t),θ
i

n(t)( 􏼁Ri
V(t)Δdi,t0+κcos( θ

i

n(t)􏼁

κ1− m/2( )(2π)m/2Im/2− 1(κ)

· 􏽚
Δi
ϕ

− Δi
ϕ

e− Ei(t)υ2 cos kDi
(t)Ri

V(t)Δdi,t0υ􏼐 􏼑dυ

· 􏽚
Δi
θ

− Δi
θ

e− κζ2/2cos kCi
(t)Ri

V(t)Δdi,t0ζ􏼐 􏼑dζ,

(31)

where Ei(t) � κ cos2(θ
i

n(t))/2 and Δi
ϕ and Δi

θ are the angle
spreads of AAoA and EAoA. With the help of integration
formula,

􏽚
c

− c
e− ax2

cos(bx)dx �
j

��
π

√
e− b2/4a(erfi(b − 2jac)/2

��
a

√
) − erfi(b + 2jac/2

��
a

√
)

2
��
a

√ . (32)

*e approximate closed-form result of SCF is as follows:

􏽥R
i

n t;Δdi
􏼐 􏼑 ≈

− Im erfi Fi(t)( 􏼁( 􏼁Im erfi Gi(t)( 􏼁( 􏼁

8 sinh(κ)

· ejk􏽥s ϕ
i

n(t),θ
i

n(t)( 􏼁Ri
V(t)Δdi,t0

· e− kRi
V(t)Δdi,t0( )

2 Di(t)/
��
2κ

√
( )

2
+ Ci(t)/

��
2κ

√
( )

2( 􏼁+κ
,

(33)

where erfi(·) is the imaginary error function.

F
i
(t) �

kDi(t)Ri
V(t)Δdi,t0 − jκcos2 θ

i

n(t)􏼒 􏼓Δi
ϕ

������������

2κcos2 θ
i

n(t)􏼒 􏼓

􏽲 , (34)

G
i
(t) �

kCi(t)Ri
V(t)Δdi,t0 − jκΔi

θ��
2κ

√ , (35)

􏽥R
u1 ,s1 ,n

u1 ,s1 ,n(t;Δt) � 􏽚
​
􏽚
​
􏽚
​
􏽚
​

θMT
n ,ϕMT

n ,θMR
n ,ϕMR

n{ }

������������������������

p ϕMT
n (t + Δt), θMT

n (t + Δt)􏼐 􏼑

􏽱 ������������������������

p ϕMR
n (t + Δt), θMR

n (t + Δt)􏼐 􏼑

􏽱 ����������������

p ϕMR
n (t), θMR

n (t)􏼐 􏼑

􏽱

·

����������������

p ϕMT
n (t), θMT

n (t)􏼐 􏼑

􏽱

ej ΦDu1 ,s1 ,n(t)− ΦDu1 ,s1 ,n(t+Δt)+ΦLu1 ,s1 ,n(t)− ΦLu1 ,s1 ,n(t+Δt)􏼐 􏼑
dθMT

n dϕMT
n dθMR

n dϕMR
n ,

(36)

􏽥R
i

n(t;Δt) � B
ϕi

n,θi
n{ }

�������������

p ϕi
n(t), θi

n(t)􏼐 􏼑

􏽱 ���������������������

p ϕi
n(t + Δt), θi

n(t + Δt)􏼐 􏼑

􏽱

e
− jk 􏽚

t+Δt

t
vi,Si

n t′( 􏼁 · si
n,m t′( 􏼁dt′

dϕi
ndθi

n, (37)
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􏽥R
i

n(t;Δt) �
κ

4π sinh(κ)
􏽚
Δθ

− Δθ
􏽚
Δϕ

− Δϕ

�����������������������������������������������

cos θ
i

n(t) + ζ􏼒 􏼓eκ cos θ
i

n(t)+ζ( 􏼁cos θ
i

n(t)( 􏼁cos(υ)+sin θ
i

n(t)+ζ( 􏼁sinθ
i

n(t)( 􏼁
􏽲

·

����������������������������������������������������������

cos θ
i

n(t + Δt) + ζ􏼒 􏼓eκ cos θ
i

n(t+Δt)+ζ( 􏼁cosθ
i

n(t+Δt)cos(υ)+sin θ
i

n(t+Δt)+ζ( 􏼁sinθ
i

n(t+Δt)( 􏼁
􏽲

· e− jk􏽒
t+Δt

t
vi,Si

n (t)

����
���� cos ϕ

i,Si
n

v (t)− ϕ
i

n(t)+υ( 􏼁􏼐 􏼑cos θ
i

n(t)+ζ( 􏼁cosθ
i,Si

n
v (t)+sin θ

i

n(t)+ζ( 􏼁sinθ
i,Si

n
v (t)􏽨 􏽩dt

dυdζ,

(38)

􏽥R
i

n(t;Δt) �
κ

4π sinh(κ)
􏽚
Δθ

− Δθ
􏽚
Δϕ

− Δϕ

�����������������������������������������������

cos θ
i

n(t) + ζ􏼒 􏼓eκ cos θ
i

n(t)+ζ( 􏼁cos θ
i

n(t)( 􏼁cos(υ)+sin θ
i

n(t)+ζ( 􏼁sinθ
i

n(t)( 􏼁
􏽲

·

����������������������������������������������������������

cos θ
i

n(t + Δt) + ζ􏼒 􏼓eκ cos θ
i

n(t+Δt)+ζ( 􏼁cosθ
i

n(t+Δt)cos(υ)+sin θ
i

n(t+Δt)+ζ( 􏼁sinθ
i

n(t+Δt)( 􏼁
􏽲

· e− jk vi,Si
n (t)

����
���� cos Ai(t;Δt;υ,ζ)( )Di(t;Δt)+cos Bi(t;Δt;υ,ζ)( )Ei(t;Δt)+sin Ci(t;Δt;ζ)( )Fi(t;Δt)[ ]dυdζ .

(39)

Finally, by substituting (33)–(35) into (22), the final
result of SCF in our proposed model can be obtained. Due to
time-variant communication environments, SCF is also
time-dependent.

4.2. Time-Variant TCFs. *e TCF is reduced from STCF
when Δd is set to be zero. *en, TCF can be derived as
(36). It also equals to the product of TCFs at the MT and
MR 􏽥R

i

n(t;Δt), i ∈ MT,MR{ }, when the clusters SMT
n and

SMR
n are independent. For simplicity, we assumed that the
antenna array is placed at the origin of the coordinate

system. By substituting (5) and (7) into (36), it can be
obtained as (37).

By setting θi
n(t) � θ

i

n(t) + ζ and ϕi
n(t) � ϕi

n(t) + υ and
substituting them into (37), it yields (38), where ϕi,Si

n
v (t) and

θi,Si
n

v (t) mean the azimuth and elevation angles of the relative
velocity between i and cluster Si

n, respectively. It is rea-
sonable to assume that the elevation AoDs and azimuth
AoDs change linearly during the short time interval as
ϕi

n(t) � k1t + b1, θ
i

n(t) � k2t + b2, where k1 � (ϕi

n(t + Δ
tmax) − ϕi

n(t))/Δtmax, k2 � (θ
i

n(t + Δtmax) − θ
i

n(t))/Δtmax,
b1 � ϕi

n(t) − k1t, and b2 � θ
i

n(t) − k2t. By integrating the
Doppler frequency, we can rewrite (38) as (39), where

A
i
(t;Δt; υ, ζ) �

t + Δt
2

􏼒 􏼓 − k1 + k2( 􏼁 + ϕi,Si
n

v (t) − b1 + b2 − υ + ζ,

B
i
(t;Δt; υ, ζ) �

t + Δt
2

􏼒 􏼓 − k1 − k2( 􏼁 + ϕi,Si
n

v (t) − b1 − b2 − υ − ζ,

C
i
(t;Δt; ζ) � k2

t + Δt
2

􏼒 􏼓 + b2 + ζ,

D
i
(t;Δt) � cos θi,Si

n

v (t)sin
Δt − k1 + k2( 􏼁/2( 􏼁

− k1 + k2( 􏼁
􏼠 􏼡,

E
i
(t;Δt) � cos θi,Si

n

v (t)sin
Δt k1 + k2( 􏼁/2( 􏼁

k1 + k2( 􏼁
􏼠 􏼡,

F
i
(t;Δt) � 2sin θi,Si

n

v (t)sin
k2Δt/2( 􏼁

k2
􏼠 􏼡,

(40)

􏽥R
i

n(t;Δt) ≈
κeκ

4π sinh(κ)

����������������������

cos θ
i

n(t)􏼒 􏼓cos θ
i

n(t + Δt)􏼒 􏼓

􏽲

e− jkGi(t;Δt)

· 􏽚
Δθ

− Δθ
e− κζ2/2cos kI

i
(t;Δt)ζ􏼐 􏼑dζ · 􏽚

Δϕ

− Δϕ
e− Ji(t;Δt)υ2 cos kH

i
(t;Δt)υ􏼐 􏼑dυ.

(41)
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Measurement data have revealed that small angle spreads
exist under some scenarios. In other words, κ is usually big
or ζ and υ are small. Holding this condition, we have

cos(υ − ζ) ≈ 1, cos(υ + ζ) ≈ 1, sin(υ − ζ) ≈ υ − ζ, sin(υ + ζ)

≈ υ + ζ, cos(ζ) ≈ 1, cos(υ) ≈ 1, sin(ζ) ≈ ζ, and sin(υ) ≈ υ.
*us, we can approximate (39) as (41), where

G
i
(t;Δt) � vi,Si

n (t)
�����

����� · D
i
(t;Δt)cos A

i
(t;Δt)􏼐 􏼑 + vi,Si

n (t)
�����

����� · E
i
(t;Δt)cos B

i
(t;Δt)􏼐 􏼑 + vi,Si

n (t)
�����

����� · F
i
(t;Δt)sin C

i
(t;Δt)􏼐 􏼑,

H
i
(t;Δt) � vi,Si

n (t)
�����

����� · D
i
(t;Δt)sin A

i
(t;Δt)􏼐 􏼑 + vi,Si

n (t)
�����

����� · E
i
(t;Δt)sin B

i
(t;Δt)􏼐 􏼑,

I
i
(t;Δt) � − vi,Si

n (t)
�����

����� · D
i
(t;Δt)sin A

i
(t;Δt)􏼐 􏼑 + vi,Si

n (t)
�����

����� · E
i
(t;Δt)sin B

i
(t;Δt)􏼐 􏼑 + vi,Si

n (t)
�����

����� · F
i
(t;Δt)cos C

i
(t;Δt)􏼐 􏼑,

J
i
(t;Δt) �

κ cos2 θ
i

n(t)􏼒 􏼓 + cos2 θ
i

n(t + Δt)􏼒 􏼓􏼒 􏼓

4
,

(42)

􏽥R
i

n(t;Δt) � −
κ

8 sinh(κ)

����������������������

cos θ
i

n(t)􏼒 􏼓cos θ
i

n(t + Δt)􏼒 􏼓

􏽲

eκ− k2Ii2(t,Δt)/2κ( 􏼁− k2Hi2(t,Δt)/4Ji(t,Δt)( 􏼁− jkGi(t,Δt)

·
Im erfi kHi(t,Δt) − 2jJi(t,Δt)Δϕ/2

�������
Ji(t,Δt)

􏽰
􏼐 􏼑􏼐 􏼑

�������
Ji(t,Δt)

􏽰
Im erfi kIi(t,Δt) − jκΔθ/

��
2κ

√
( 􏼁( 􏼁( 􏼁

��
2κ

√ .

(43)

where Ai(t;Δt), Bi(t;Δt), and Ci(t;Δt) are the value of
Ai(t;Δt; υ, ζ), Bi(t;Δt; υ, ζ), and Ci(t;Δt; ζ) when υ � ζ � 0,
respectively. Using the integration formula in (32), the
closed-form expression of (41) can be expressed as (43). On
this basis, we can obtain the final TCF expression of the
proposed model.

4.3. Time-Variant DPSDs. *e DPSD is the Fourier trans-
form of TCF 􏽥Ru,s,n(t;Δt). For the nonstationary aspect of our
proposed model, the DPSD can be calculated with short-
time Fourier transform as

Sn(f; t) � 􏽚
∞

− ∞
􏽥Ru,s,n(t;Δt) e− j2πfΔt](t − Δt)dΔt, (44)

where window function ](t − Δt) lasting time is shorter than
the stationary interval (about several milliseconds [10]).

5. Simulation Results and Validation

Firstly, in order to evaluate the accuracy of our derived SCF
and TCF, we calculate the maximum difference between the
approximated and numerical integral results over
ϕi

n ∈ [− 180°, 180°] and θi

n ∈ [− 10°, 10°]. Figure 3 shows the
results of maximum absolute error with different κ, nor-
malized space lags, and time lags. As we can see that the
maximum absolute error of SCF is less than 0.025 when κ is
more than 50 and d/λ is less than 3, and it increases as κ
decreases or d/λ increases. Meanwhile, the absolute error of
TCF is less than 0.02 when κ is more than 50 and the time lag
is less than 0.05 s, and it increases as κ decreases or the time
lag increases. Overall, the maximum error is acceptable, and
thus, the derived expressions can be used to calculate the
SCF and TCF efficiently.

Secondly, in order to verify the generality of the proposed
channel model. *ree V2V communication scenarios with
different trajectories are selected and given in Figure 4. In the
figure, theMTtravels straightly with the fixed velocity, and the
MR travels in three different velocities with the same de-
parture and arrival points. Path I has fixed speed and travel
direction, and Path II allows speed variation with 2D direction
movement. Furthermore, Path III has 3D variations in both
vertical and horizontal directions. For demonstration pur-
pose, the distribution of clusters is uniform, and we adopt
VMF distribution to depict AoAs and AoDs and set κ as
3.95 [39]. With the referred data in [41], we assume that
the speeds of cluster are Gaussian-distributed with 1 km/h
mean value and 0.1 variance. Furthermore, the carrier fre-
quency fc � 2.4GHz, ϕS

MT
n
v , ϕS

MR
n
v , θS

MT
n
v and θS

MR
n
v are all uni-

formly distributed. *e former pair distributes over 0 and 2π,
but the later one only distributes over − π/36 and π/36.

It should be mentioned that the V2V channel models in
[11–26, 28, 30] only considered fixed velocities of two ter-
minals like Path I, while the models in [31–33] allowed for
2D curve trajectories like Path II. *e absolute values of the
theoretical SCFs of different models including the model
considering Path I in [30] and the one focusing on Path II in
[32] are simulated and compared in Figure 5. *e good
agreement of SCFs between our proposed and other models
indicates the generalization and compatibility of our pro-
posed model. In particular, the models in [30, 32] can be
viewed as two special applications in straight or curved
trajectories.

*irdly, in order to verify the correctness of statistical
properties of our proposed model under 3D trajectories like
Path III, the theoretical, approximated, and simulated values
of SCFs and TCFs are shown in Figure 6. *e x-axis of
Figure 6(a) represents normalized space between antennas,
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which is similar at two terminals in the communication
system. By substituting u1 � s1 � 1, u2 � s2 � 2, and n � 1
into (21) and (33), we can get the theoretical and approx-
imated values of SCFs. In addition, the measured results in
[42] are also shown in Figure 6(a). *e good agreement of
SCFs shows the correctness of both the theoretical model
and derivations. Similarly, by substituting u � s � 1 and n �

1 into (36) and (43), we obtain and show the theoretical and
approximated values of TCFs in Figure 6(b). *e good
agreements between theoretical, simulated, and approxi-
mated results reveal that our simulation and derivation are
correct.

Finally, substituting TCFs into (44), we can get the
theoretical and simulated values of DPSDs for Path III,
which are also shown in Figure 7. It clearly shows that
moving clusters and two terminals have an influence on the
drifting of DPSDs. Moreover, good agreements between the
simulated and theoretical results indicate that our proposed
model is correct.

6. Conclusion

*is paper has proposed a general channel model charac-
terized by 3D scattering environments, 3D movements, and
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3D-shaped antenna arrays of two terminals for V2V com-
munication system. *e upgraded algorithms for time-
evolving parameters such as the number of paths, path
delays, path powers, and angles have been developed and
analyzed in detail. Meanwhile, the approximated expressions
of statistical properties including SCF, TCF, and DPSD have
been derived and verified by simulations. Simulated and
analyzed results show that different moving trajectories
significantly affect the V2V channel characteristic. Mean-
while, the generalization and compatibility of our proposed
model also demonstrate that some previous models with 2D
or even 1D movements have special applications. *e new
model can be used to develop, analyze, and test realistic V2V
communication systems in the future.
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In this paper, a novel wideband circularly polarized (CP) millimeter wave (mmWave) microstrip antenna is presented.)e proposed
antenna consists of a central patch and a microstrip line radiator. )e CP radiation is achieved by loading a rectangular slot on the
ground plane. To improve the 3-dB axial ratio bandwidth (ARBW), two symmetric parasitic rectangular patches paralleled to a
central patch and a slit positioned to the right of the central patch are loaded. To verify this design, the proposed antenna is fabricated
with a small antenna of 2.88× 3.32× 0.508 mm3. )e measured impedance bandwidth (IMBW) for |S11| < − 10 dB of the proposed
antenna is 35.97% (22.8 to 33.8GHz). Meanwhile, the simulation result shows that the 3-dB ARBW is 15.19% (28.77 to 33.5GHz)
within impedance bandwidth, and the peak gain is from 5.08 to 5.22 dBic within 3-dB ARBW.)e proposed antenna is suitable for
CP applications in the Ka-band.

1. Introduction

With the rapid development of the 5th generation (5G)
wireless communication, circularly polarized (CP) antennas
have received increasing attention because they can over-
come multipath interferences, polarization mismatch, and
Faraday rotation effects [1–5]. However, the study of
bandwidth enhancement of the CP antenna in the Ka-band
is an open issue.

In recent years, many technologies were proposed to
enhance CP antenna bandwidth such as loading parasitic
strips or protruding stub [6–9], loading slots or slits [10–13],
and cavity model-basedmethodology [14, 15]. Patch antennas
with parasitic strips and ring patches are presented for
wideband circular polarization [6, 7]. )rough protruding a
horizontal stub from the ground plane, the 3-dB axial ratio
bandwidth (ARBW) is enhanced [8]. A hybrid Z-shaped
cylindrical resonator antenna for multiband applications is
proposed in [9]. Meanwhile, by loading a lightning-shaped
slot for achieving good CP radiation, an annular-slot dual-
broadband CP antenna is achieved [10]. )e 3-dB ARBW is
enhanced by cutting a rectangular slit [11] and moving the
feeding ports to the upper portion of the U-shaped slot [12].

To achieve CP radiation and antenna size reduction, an ar-
row-head-shaped slot is embedded in a square patch [13]. In
addition, the CP antenna is designed by cavity model-based
methodology. An omnidirectional dual-band dual-CP an-
tenna with wide beam radiation patterns using TM01 and
TM02 modes is investigated in [14]. A new CP antenna design
method based cavity model-based methodology is proposed
in [15].

To achieve a broadband CP antenna in mmWave, the
aperture antenna [16–18], waveguide antenna [19], and
patch antenna [20] are proposed. However, these antennas
have more complex geometry, larger size, or higher loss at
the feed network due to the resistors. In [16], a differ-
entially fed CP planar aperture antenna is proposed for
broadband mmWave applications, and the 3-dB ARBW is
set to 16.7% (56 to 66.2 GHz) within its impedance
bandwidth. )e differentially driven planar aperture CP
antenna is proposed to improve gain and expand the 3-dB
ARBW to 17.9% (56.5 to 67.5 GHz) [17]. )e CP antenna is
proposed through addition of a hybrid microstrip and
elliptical dielectric ring resonator, and the 3-dB ARBW is
set to 10% (56 to 62 GHz) [18]. Due to many advantages,
such as simple feeding, easy manufacture, precise control
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of aperture distribution, and low loss, the slotted wave-
guide antenna has found wide applications in wireless
communications. A CP waveguide antenna is presented
for Ka-band applications [19]. )e L-shaped patch and a
tapered elliptical cavity CP antenna are proposed, and the
3-dB ARBW is set to 11.9% (56.9 to 64 GHz) [20].

)e purpose of this paper is to develop a CP antenna
with bandwidth enhancement, which can be used in a Ka-
band wireless communication system. With careful de-
sign of the rectangular slot on the ground plane, equal
amplitude and 90° phase difference between two or-
thogonal polarizations can be achieved, leading to a
circular polarization at the design frequency. To enhance

bandwidth of proposed antenna, two symmetric parasitic
rectangular patches are loaded, which are parallel to the
central patch, and a slit is loaded to the right of the central
patch.

)e remainder of this paper is organized as follows.
Antenna design and analysis, including the proposed
antenna structure, steps of the proposed antenna, and
parameter studies, is described in Section 2. )e antenna
design results are presented in Section 3. Conclusion is
drawn in Section 4.

2. Antenna Design and Analysis

2.1. Antenna Structure. )e configuration of the proposed
antenna is shown in Figure 1. )is antenna is printed on a
rectangular Rogers RT/Duroid 5880 substrate, where
height (h) is 0.508mm, dielectric constant (εr) is 2.2 and
dielectric loss tangent is 0.0009. It consists of a microstrip
line feeding port, ground plane with a rectangular slot, two
parasitic rectangular patches, and a slit loaded in the central
patch. )e size of total patches is l2 × w2 � 2.88 × 3.32mm2

[21]. )e CP wave is generated by two orthogonal electric
field vectors with equal amplitude and 90° phase difference,
which is mainly implemented by loading a rectangular slot
on the ground plane. )e 3-dB ARBW is enhanced by
loading two symmetric parasitic rectangular patches par-
alleled to the central patch and a slit positioned to the right
of the central patch. )e parameters of the proposed an-
tenna are shown in Table 1.

Ground
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Ground
slot 

(bottom)Patch
(top)

Patch
(top)

z

x

l2

w2

w1

l1

l11

w11w22

w24

w23

(a) (b)

(c)

Slots

w21

w25

w22

l24

l23

l22

Figure 1: )e geometries of the proposed CP antenna.

Table 1: )e parameters of the proposed antenna structure.

Parameters Value (mm)
l1 5.76
w1 6.64
l11 3
w11 3.32
l2 2.88
w2 3.32
l22 0.26
l24 1.44
w21 1.84
w22 0.6
w23 0.75
w24 0.6
w25 0.8
l23 0.88
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2.2. Steps of the Proposed Antenna. )e four antenna evo-
lutions of the broadband Ka-band CP antenna are depicted
in Figure 2 to explain the design process of bandwidth
enhancement. In this paper, all the simulations are per-
formed by Ansoft High Frequency Structure Simulator
(version 13.0) based on the finite element method.

ANT.1 includes a basic rectangular patch and feed
structure, which has received much attention in array ap-
plications [22]. As shown in Figure 3, ANT.1 has the dis-
advantage of narrow bandwidth, and it is linearly polarized
(LP). In ANT.2, the CP radiation is achieved by loading a
rectangular slot on the ground plane. Meanwhile, the im-
pedance bandwidth (IBW) of ANT.2 is enhanced because
input impedance is changed after loading the rectangular
slot. However, the 3-dB AR bandwidth is poor. Wide ARBW
is achieved by loading two symmetric parasitic rectangular
patches paralleled to the central patch in ANT.3, and it is
shown from Figure 4 that the 3-dB ARBW is from 2.2 to
3.1GHz. )e ARBW is further enhanced by loading a small
slit positioned to the right of the central patch in ANT.4.
Figure 5 shows the simulated peak gain for ANT.1, ANT.2,
and ANT.3 within the ARBW.

2.3. Parameter Studies. In order to clearly understand the
design rules of the proposed antenna, a set of parameters,
including the change in the width of rectangular slots on the
patch (w22), the length of the slit (w23), and the feeding
position (w25), will be discussed in this section. Meanwhile,
the width of the central rectangular slot is decided by w22.
Note that when one parameter is studied, the other pa-
rameters are fixed as listed in Table 1.

By adjusting the width of rectangular slots on the patch
(w22), the width of the central patch is also changed. As
shown in Figure 6, the IMBW is expanded from 32.61%
(23.48GHz to 31.46GHz) to 35.42% (24.11GHz to
34.49GHz) with the increase of w22 from 0.4 to 0.6mm.
However, the IMBW is reduced with the increase of w22
from 0.6 to 0.7mm. As shown in Figure 7, the 3-dB ARBW is
enhanced with the increase of w22 from 0.4 to 0.6mm.
However, ANT.4 becomes LP when w22 is from 0.6 to
0.7mm. In this paper, we choose w22 � 0.6mm for the
proposed CP antenna design.

Figure 8 shows the simulated results of ANT.4 with the
length of w23 from 0.45 to 0.9mm. It can be seen from
Figure 8 that the IMBW is increased asw23 increases from 0 to
0.75mm. However, the IMBW is reduced with the increase of

w23 from 0.75 to 0.9mm. Meanwhile, it can be seen from
Figure 9 that the 3-dB ARBW is also increased as w23 in-
creases from 0.45 to 0.75mm.However, the IMBW is reduced
with the increase of w23 from 0.75 to 0.9mm. With the
analysis above, we choose w23 � 0.75mm for the proposed CP
antenna design.

)rough analysis, the effects of feeding position on
impedance matching and feeding position (w25) can be
decided. When the feeding position is studied, the other

(a) (b) (c) (d)

Figure 2: Steps to realize the proposed antenna. (a) ANT.1. (b) ANT 2. (c) ANT.3. (d) ANT.4.
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parameters are fixed as listed in Table 1. It is discovered from
Figures 10 and 11 that it can achieve better impedance
matching when w25 is 0.8mm.

3. Design Results

)e final optimized antenna parameters are shown in
Table 1. Based on the optimized parameters, the antenna is
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Figure 6: Effects of various w22 on S11.
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Figure 5: Simulated peak gain for ANT.1, ANT.2, and ANT.3.
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fabricated, and S11 is measured to validate the design and
simulated results. )is antenna is tested by a vector net-
work analyzer (AgilentN5227A). Photographs of the fab-
ricated CP antenna showing the patch and ground views
are shown in Figures 12 and 13, respectively.

Simulated and measured S11 are shown in Figure 14. )e
simulated impedance bandwidth for |S11| < − 10 dB is
35.43% (24.11 to 34.49GHz). )e measured IMBW for
|S11| < − 10 dB is 35.97% (22.8 to 33.8GHz), which agree
with the simulated result.
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Figure 11: Effects of various w25 on AR.

Figure 12: Photographs of the fabricated CP antenna showing the
patch view.

Figure 13: Photographs of the fabricated CP antenna showing the
ground view.
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Figure 15: Simulated AR of the proposed antenna.
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As shown in Figure 15, the simulated 3-dB ARBW is
enhanced to 15.19% (28.77GHz to 33.5GHz). In Figure 16, a
peak gain between 5.08 dBic and 5.22 dBic is achieved at the
boresight direction within 3-dB ARBW.

As shown in Figure 17, the simulated time-varying surface
current distributions of ANT4 at 32.4GHz are illustrated to
verify the generation of CP radiation. Two orthogonal resonant
modes with a 90° phase difference and equal amplitude can
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Figure 17: Simulated surface current distributions at 32.4 GHz.

GainLHCP
GainRHCP

0

–10.00

–20.00

–30.00

30

60

90

120

150
–180

–150

–120

–90

–60

–30

(a)

GainLHCP
GainRHCP

0

–10.00

–20.00

–30.00

30

60

90

120

150
–180

–150

–120

–90

–60

–30

(b)

Figure 18: Simulated normalized radiation patterns at 32.4GHz.
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achieve CP radiation. It can be observed that the proposed
antenna is LHCP towards the +z-direction.

)e normalized radiation patterns of the proposed an-
tenna at 32.4GHz in xz plane and yz plane are shown in
Figure 18.

A comparison between the proposed antenna and pre-
vious works [16–20] at mmWave frequency band is illus-
trated in Table 2, including the antenna type, size, impedance
bandwidth (IMBW), and 3-dB ARBW. It shows the pro-
posed antenna has a simper structure, more compact size,
wider impedance bandwidth, and wider 3-dB ARBW. Ad-
ditionally, because the profiles in [16, 17] are about three
times those of the proposed antenna, the 3-dB ARBW of the
proposed antenna is slightly smaller than that in [16, 17].

4. Conclusion

A novel design of Ka-band broadband CP antenna with
compact structure has been presented, which is excited by a
microstrip line radiator. )e CP is achieved by loading a
rectangular slot on the ground plane. Meanwhile, the
antenna with broad IMBW and ARBW is satisfactorily
realized by loading two symmetric parasitic rectangular
patches paralleled to the central patch and a slit positioned
to the right of the central patch. )e results show that the
measured impedance bandwidth of the proposed antenna
for |S11| < − 10 dB is 35.97% (22.8 to 33.8 GHz). Mean-
while, the simulated 3-dB ARBW is enhanced to 15.19%
(28.77 GHz to 33.5 GHz). Meanwhile, there are about 34 dB
difference between the simulated LHCP and RHCP com-
ponents at 32.4 GHz. It is useful for 5G wireless applica-
tions in Ka-band.
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,e fifth-generation (5G) mobile communications system will adopt the millimeter wave (mmWave) band for outdoor-to-indoor
(O2I) coverage to achieve ultrahigh data rate. However, it is a challenging task because of the large path loss and almost total
blocking by building walls. In this work, we performed extensive measurements on the O2I propagation at 3.5, 4.9, and 28GHz
simultaneously by using a multiband channel sounder. We captured the path loss distribution and angular power arrival profiles.
We also measured the penetration loss at 28GHz through different kinds of glass windows. ,e widely adopted ordinary glass
windows introduce the penetration loss of 3 to 12 dB that is acceptable and makes mmWave O2I coverage feasible. But the low-
emissivity (low-E) windows that will be more popular in the future introduce 10 dB higher loss. ,e measurement results in this
work can help analyse and anticipate the O2I coverage by mmWave, which is important for the design and deployment of the
5G network.

1. Introduction

In the fifth-generation (5G) mobile communication system,
the outdoor-to-indoor (O2I) coverage in urban areas is an
important scenario for the network deployment. ,e base
stations on building rooftops or towers provide O2I coverage
for nearby buildings. Meanwhile, the millimeter wave
(mmWave) band is a key feature in the 5G system that is
expected to provide very large bandwidth to support ex-
tremely high data rates for the eMBB (enhanced mobile
broadband) applications. ,e performance of coverage de-
pends critically on the propagation characteristics of the radio
channels, such as the large-scale fading and angular power
spectra in the mmWave band. ,erefore, the radio channel
models in different frequency bands, especially the sub-6G
(frequency band below 6GHz) and mmWave bands, are
critical for the design and deployment of the 5G base stations.
,is work can reveal the signal coverage of both the low- and
high-frequency bands and also accurately compare the
channel characteristics among the different frequency bands.
,erefore, this work can be used to guide the deployment of
the 5G network using different frequency band resources.

Whether the 5G mmWave band can satisfy the O2I
communication link requirement and provide reliable
coverage remains an open question. To address this issue, the
field channel measurements on the signal strength path loss
are critical for the analysis and evaluate the feasibility of O2I
coverage in mmWave band. Furthermore, the measurement
results can also provide useful guidance for the design and
deployment of the 5G networks.

In this article, we firstly survey the current efforts in both
industrial and academic communities on the channel
characterization in candidate 5G spectra. ,e channel
models are the enabling tools for the evaluation and de-
ployment of 5G networks in realistic environments.

,en, in order to study the feasible approach for coverage
in the future 5G networks, we present our measurement
campaign and analysis on the large-scale fading of O2I
downlink channels in both sub-6GHz and mmWave bands
(3.5, 4.9, and 28GHz). ,e propagation from an outdoor
rooftop base station (BS) to positions in a room and several
corridors with various depths into a building were measured
using a multiband channel sounder. ,e path losses at the
three frequency points are compared and evaluated for the
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O2I coverage. In addition, the horn antenna for 28GHz
channel sounding was rotated at multiple positions and
heights in a room to capture the angle of arrival of propa-
gation paths. ,us, we can analyse and enhance coverage
based on the spatial (angular) propagation characteristics of
mmWave in the O2I channels.

,e glass window penetration propagation loss is critical
for designing and optimizing O2I coverage, which depends on
the composition, thickness, and layers of windows and varies
greatly over frequency. We measured the penetration loss at
28GHz through dozens of windows. ,e coverage in urban
buildings is analysed according to ourmeasurement results and
the practical exterior windows in North America and Europe.

Finally, the O2I coverage using mmWave is discussed
based on our channel measurement results and window
market analysis. It is found that 28GHz signals can provide
coverage in outer-ring rooms by propagation through ex-
terior windows. However, mmWave signals cannot provide
coverage for inner rooms and corridors due to severe
blocking by concrete walls. In this case, the sub-6GHz band
such as 3.5GHz can provide good coverage.

2. Related Work

2.1. Current O2I Channel Measurement. ,e authors mea-
sured the propagation property in 3.5 and 6GHz frequencies
according to the channel impulse response (CIR) of O2I
links [1–3]. In [1], the authors performed the O2I channel
measurements with 56× 32 antenna elements at 3.5GHz
with 100MHz bandwidth at different locations and routes. It
was found that the three-dimensional (3D) multiple-input-
multiple-output (MIMO) channel which fully utilized the
elevation domain could improve capacity and also enhance
the contributing eigenvalue number in the O2I scenario.,e
authors in [2] presented the cluster-parameter-based anal-
ysis of an O2I MIMO measurement campaign which was
carried out at 3.5GHz in an office.,e authors observed that
the multipath components (MPCs) within one cluster in
MIMO channels could be divided into several clusters and
each had MPCs with smaller power weighted multipath
component distance. In order to catch the propagation
characteristics of channels in O2I scenarios, the authors in
[3] presented the results of the 3D MIMO measurement in
urban microcellular (UMi) O2I scenario at 6GHz with the
bandwidth of 100MHz.

Similarly, the authors in [4, 5] also presented a low-cost
channel sounder and post-processing algorithms suitable for
investigating the 3D MIMO channels to obtain the elevation
and azimuth characteristics from 2.52 to 2.54GHz. ,e
channel measurement provided the elevation and azimuth
angular spreads under different heights in urban macro-
cellular (UMa) and UMi environments.

For the higher frequency bands of O2I scenarios, studies
are found to cover many frequency bands, such as 10, 28, and
60GHz [6–8]. Reference [6] studied the indoor coverage at
different frequencies (10, 30, and 60GHz) in a single
building with an outdoor-deployed base station (BS). ,e
work illustrated the general trends of how coverage varied
across the frequency range. But the O2I coverage at 60GHz

may be quite difficult for some building types and the
throughput was seriously affected, depending on the wall
materials, interior layout, and building size. In [7], the
authors presented results for path loss, penetration loss for
two different type of housing, including single-family unit
and multistory brick building.

2.2. Millimeter-Wave Channel Measurement and Modelling.
,e industry has much interests in the higher frequency
band and proposed a series of 3GPP technical reports, which
contain the channel models for frequencies from 0.5 up to
100GHz [9–12]. Meanwhile, the additional considerations
on building penetration loss modelling for the 5G system is
also investigated in [13].

While in academic community, many researchers have
also explored the property of the high-frequency channels. In
[14], the authors presented the radio propagation measure-
ments and analysis for the mmWave transmission for in-
building and urban cellular communications in the 28GHz
band. Based on the measurements, the spatiotemporal
channel characteristics, such as multipath delay, angular
statistics, and path loss were analysed and modelled. In [15],
the authors considered the path loss modelling in UMi en-
vironments. ,e authors established a spatially consistent
stochastic street-by-street path loss model which could cor-
rectly describe the path LOS as a function of the street ori-
entation as well as the large variance observed for all the path
loss model parameters. ,e authors in [16] investigated the
intracluster channel characteristics of NLOS 28GHz channels
in street canyon scenarios.,e channel characteristics include
cluster numbers, number of subpaths within each cluster,
intracluster delay spreads, and intracluster angular spreads.

,e 38GHz mmWave frequency band is also a strong
candidate for the future deployment of the 5G system. In
[17], the authors presented a detailed measurement-based
analysis of urban outdoor and O2I propagation character-
istics at 38GHz. ,e measurement results confirmed that, at
this particular frequency, propagation in urban scenarios
was mainly driven by LOS and reflection.

,e above works have performed extensive channel
measurements in both the lower-frequency bands and the
mmWave band in different scenarios. However, the O2I
coverage by using the mmWave band has been less explored.
In this paper, we measured the path loss as well as the spatial
power arrival profiles by using a triple-frequency channel
sounder. ,is multiband channel sounding scheme enables
us to compare and accurately analyse the propagation
characteristics in different bands. We have also investigated
the glazing markets in several countries and measured the
penetration loss through a dozen of different types of
windows. ,e results are critical for the design and de-
ployment of the 5G system to achieve O2I coverage.

3. Multiband O2I Measurement
and Comparison

3.1. Multiband Channel Sounder. ,e transmitter (TX) is
comprises three radio frequency (RF) chains at 3.5, 4.9, and
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28GHz, as show in Figure 1(a). Every RF chain consists of a
signal generator, power amplifier, and transmitting antenna.
Based on the narrow-band sounding scheme, each chain
generates and transmits a single tone at the target frequency.
,e two white cylindrical antennas on the right are for 4.9
and 3.5GHz with the gain of 0.5 and 4 dBi, respectively.,ey
are omnidirectional in the azimuth plane and have a half-
power beamwidth (HPBW) of 40° in the elevation plane.,e
horn antenna on the left works at 28GHz with a gain of
8.5 dBi. It has 110° and 40° HPBW in the azimuth and el-
evation plane, respectively. ,e parameters of TX antennas
are summarized in Table 1.

,e receiver (RX) is equipped with two types of antennas
to capture the sounding signal, as shown in Figure 1(b).
Firstly, a wideband antenna can receive signals at 3.5, 4.9,
and 28GHz with the gain of 4, 0.5, and 2.5 dBi, respectively.
It is omnidirectional in the azimuth plane and has a HPBW
of 40° in the elevation dimension. Secondly, we use a horn
antenna to capture the probing signals at 28GHz that has a
25 dBi gain and 10° HPBW in both the azimuth and elevation
planes. It is mounted on a numerical-control turntable to
rotate around and capture the impinging signal from dif-
ferent directions. Also to better express it, the parameters of
RX antennas are summarized in Table 1. In the field mea-
surements on propagation path loss, the three RF chains in
the TX transmit signals simultaneously and the multiband
sounding signal received on the wideband antenna is input
into a portable spectrum analyzer (SA). ,e SA has been
programmed to record the received power at the three
marked frequency points for 50 times continuously with the
interval of 300millisecond (ms). ,en, it calculates the
average power at each frequency and transfers the data to a
computer for storage.

As shown in Figure 1, the signal-transmitting/ signal-
receiving systems at the three frequencies are placed together
at the same positions in order to compare the propagation
characteristics accurately, as for the horn antenna on the RX
side, by adjusting the horizontal and vertical angel of the
horn antenna, firstly to find the direction with largest receive
power. ,en, the vertical tilt angle is fixed, and the horn
antenna is rotated in the horizontal plane by a circle for
capturing power in different directions.

3.2. Multiband O2I Propagation Measurement Scenario.
,e measurement campaign was conducted in a typical
urban microcell O2I scenario in Shanghai, China. ,e TX
was installed on the top of five-story building to emulate a
BS. ,e height of the antennas was about 26meters. ,e RX,
emulating a UE, was moved on the 5th and 7th floors in a
modern apartment building on the opposite side of the TX,
as shown in Figure 2. ,e heights of the two stories were 17
and 23meters. ,e line-of-sight (LOS) direction from the
TX to the room for measurement was about 10° to the east,
and the distance from the TX to the window at the 7th floor
was only 20meters. On either floor, the RX was moved at 8
positions in a room and 40 positions in four corridors, as
annotated in the floorplan in Figure 3. To analyse the
propagation characteristics, the measurement routes were

divided into four regions. ,e first region was the room
where the RXwas placed at 8 positions (P1 to P8) along a line
with a spacing of 1meter between adjacent positions. ,e
second region was a horizontal corridor next to the outer-
ring rooms including the measurement positions from P11
to P23. ,e third region included two vertical corridors
which had the measurement positions from P24 to P29 and
from P34 to P40 excluding P35 and P36. Finally, the fourth
region was a horizontal corridor in the inner part of the
building, which included P29 to P36. ,e spacing between
adjacent positions in the corridors was 2meters.

3.3. Measurement Results of Multiband O2I Coverage. ,e
contour diagrams in Figure 3 demonstrate the distributions
of the pass loss magnitudes at the three frequencies of 3.5,
4.9, and 28GHz. For Area 1 (an outer room), the signals can
propagate through the window and achieve good coverage at
all the three frequencies. According to the link budget de-
sign, the maximal tolerable path loss for the BS-to-UE links
is PLth � 140 dB.,emaximal tolerable path loss of 140 dB is
widely used in the industry [18, 19]. Actually, it will be
slightly different for different frequencies and different
companies. Generally, this tolerable path loss is used for
brief evaluation of link budget during the design of wireless
communication system or architecture. We can see that the
path loss in the room is much smaller than PLth at 3.5 and
4.9GHz. For 28GHz, the path loss satisfies the requirement
in almost all the room but is just close to PLth near the door.
,erefore, the BS can cover the room entirely at all the three
frequencies. How the 28GHz signals propagate in space and
cover the room will be discussed in detail later.

In Area 2 (the long corridor in themiddle), the path loss at
all the three frequencies is obviously larger than that in Area 1
and increases with the horizontal depth along the corridor. It
is noticed that the path loss is the smallest at position RX 11.
,is is because there is a high-rise building to the west, as
shown in Figure 2. ,us, some signals are reflected into the
corridor through the window near RX 11, resulting in the
decreasing trend of the path loss from the west to the east. In
addition, near the door of each room, the path loss decreases
slightly. ,is is because the signals from the BS arrive at these
positions through a window and a door. Hence, the path loss
near the doors is smaller than that at other positions where the
signals need to pass through two walls.

,e average path loss in Area 2 at 4.9 and 28GHz is
larger by 12 and 30 dB, respectively, than that at 3.5GHz. As
shown in Figure 3, the path loss at the two sub-6GHz
frequencies is well below PLth, ensuring good coverage in
Area 2. But the 28GHz band cannot meet the path loss
requirement except the small part near the west window. As
mentioned above, this is due to the paths reflected by a
building outside the window.

Area 3 is the two vertical corridors, where the path loss is
larger than that in Area 2, as shown in Figure 3. ,e average
path loss at 4.9 and 28GHz is larger by 12 and 40 dB, re-
spectively, than that at 3.5GHz. In Figures 3(a) and 3(b), we
can see that the path loss in the corridor on the right hand side
(to the east) is obviously smaller than that in the left corridor
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(to the west).,is is because, as mentioned earlier, the BS is to
the east with respect to Area 1, and thus is closer to the right
corridor. ,e signals at the sub-6GHz frequencies can
penetrate the walls and arrive at the two corridors. Since the
propagation distance to the right corridor is shorter, the path
loss is smaller. However, there is no obvious difference for the
two corridors at 28GHz in Figure 3(c), as the mmWave
signals cannot penetrate the walls. It is found that 3.5 and
4.9GHz can achieve full coverage over Area 3, but 28GHz
cannot satisfy the path loss requirement any more.

Area 4 is the horizontal corridor at the bottom. ,e
distribution of the path loss in Area 4 is similar with that in
Area 2.,e path loss is relatively small near the window to the
west end and increases along the corridor to the east. ,e
average path loss at 4.9 and 28GHz is larger by 12 and 35 dB,
respectively, than that at 3.5GHz. Since the path loss is still
below PLth, 3.5 and 4.9GHz can achieve full coverage for Area
4. But 28GHz can only cover the area near the window.

By comparison, it can be found that the difference be-
tween the pass loss at 3.5 and 4.9GHz does not change,
which is always 12 dB. ,is indicates that the penetration
loss through the windows or walls is quite similar for sub-
6GHz bands. However, the path loss difference between 3.5
and 28GHz varies in the areas. ,e difference becomes
larger when the RX is moved to the inner part of the
building.,is indicates that the penetration loss of mmWave
signals through walls is much larger.

In summary, we can see that the 28GHz band can
provide coverage for indoor areas near exterior windows,
such as outer rooms and ends of corridors. ,e propagation
through windows results in the received power and hence
determines the O2I coverage. Meanwhile the received power
decays quickly with the depth of the indoor position due to
large path loss. Consequently, mmWave cannot cover inner
space of buildings without direct propagation through ex-
terior windows. On the contrary, the sub-6GHz bands can
provide reliable coverage for the whole building in the UMi

28GHz antenna

3.5GHz antenna
4.9GHz antenna

(a)

Turntable

Wideband
antenna

Horn
antenna

(b)

Figure 1: Multiband channel sounder at 3.5, 4.9, and 28GHz. (a) Transmitter with three RF chains and antennas. (b) Receiver with two
antennas.

Table 1: ,e configuration of antennas.

Class Subclass HPBW in horizontal plane (°) HPBW in elevation plane (°) Antenna gain (dBi)

TX antenna
3.5GHz TX antenna 360 40 4
4.9GHz TX antenna 360 40 0.5
28GHz TX antenna 110 40 8.5

RX antenna

3.5GHz RX antenna 360 40 4
4.9GHz RX antenna 360 40 0.5

28GHz RX antenna type 1 360 40 2.5
28GHz RX antenna type 2 10 10 25

Figure 2: Multiband O2I channel measurement scenario.
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O2I scenario, thanks to the good propagation characteristics
of wall penetration and much smaller path loss.

3.4. Spatial Propagation Measurement for O2I Coverage at
28GHz. As discussed in the previous subsection, the indoor
coverage is achieved by the signal propagation through ex-
terior windows. In this subsection, we study how the
mmWave signals propagate in a room and are reflected inside
to achieve indoor coverage. For this purpose, we performed
the spatial propagation measurements on the 28GHz signals
using the steering antenna method. As mentioned in Section
3.1, a 28GHz horn antenna was mounted on a turntable. ,e
RX was placed 1, 2.5, and 5.5meters away from the window
along a straight line in the rooms on the 5th and 7th floors, as
illustrated in Figure 3. At each position, the receiving antenna
was raised to the heights of 0.5, 1.5, and 2.5m. It was rotated
around with the step of the HPBW of 10°, to capture the
received power at the directions [20]. As illustrative examples,
the angular power profiles at the three measurement positions
are plotted in Figure 4.

As can be seen in Figure 4(a), there are three significant
clusters. ,e first one is at the angle of arrival (AoA) of 10°,
which is the direction of the LOS path. Hence, this is the direct
propagation cluster through the glass window. ,e second
cluster is at the AoA of about 330°. It is the reflection from the
wall on the left, which is coincident with the geometric re-
lationship. Its power is slightly smaller than that of the LOS
cluster due to the reflection loss.,e third cluster is at the AoA
of about 190°, which should be the reflection on the back wall
of the room. Its power is smaller than the other two clusters
because of longer propagation distance and reflection loss.

As shown in Figure 4(b), when the RX was moved to the
second position (with more depth into the room), the power of
the LOS cluster decays more than the reflection cluster by the
left wall. ,is is because the LOS path is partially blocked but
the wall reflection is not affected much and the power is still
quite significant. Finally, at the third position, the power of the
LOS cluster further reduces and the wall reflection cluster still
has large power, as shown in Figure 4(c). Meanwhile, because
the RX is now very close to the back wall of the room, the
reflection by themetal door becomes quite significant. Also, we
can see many scattered clusters in the power arrival profile
from different directions, which should be generated by the
reflections on the walls. In addition, it is found that, at the same
RX position, the angular power arrival profiles at different
heights are identical and do not change with height.

,e results show that 28GHz band can provide full
coverage over the rooms that are close to an outdoor BS. ,e
LOS cluster contributes most power when the RX is close to
the window, but it decays quickly when the RX moves away
from the window. ,e one-bound reflection on a wall always
generates a significant cluster, no matter the position of the
RX, which plays an important role in indoor coverage, even
more than the LOS cluster. ,e mmWave signals through the
window also experience intensive reflections inside the room
and make a significant contribution in the received power,
especially when the RX is located deep inside the room.

3.5. Path Loss Results of O2I Propagation at Different
Frequencies. In order to predict the indoor coverage in the
sub-6GHz and mmWave bands, we evaluate the fitting
curve of path loss in the O2I channels based on our

Corridor

R × 8/9 10

Room

R × 37

R × 34R × 35R × 36

2m

Room

R × 15R × 11R × 12

R × 40

Elevators
Room

Area 1

Area 2

Area 3

Area 4

Room

Rooms

R × 20 R × 23

R × 24

R × 29

Bathroom

Room

160

150

140

130

120

110

100

90

80

W
in

do
w

s
W

in
do

w
s

Elevators

Windows

R × 2
R × 3
R × 4
R × 5

Ro
om

 8
71

8

R × 6
R × 7

1m
1m

1m

R × 0/1

(c)

Figure 3: Measurement results for multiband O2I coverage. (a) Path loss on the 7th floor at 3.5GHz. (b) Path loss on the 7th floor at
4.9GHz. (c) Path loss on the 7th floor at 28GHz.
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measurement results. ,e path loss measurement results in
Area 1, at the positions from RX 1 to RX 7 on the 7th and 5th
floors, in Figure 3 are plotted in Figures 5(a) and 5(b),
respectively, for easy analysis. ,e linear-function fitting
model is also plotted. At first, the path loss increases basically
linearly with the increase of the depth in the room. On the
7th floor, as shown in Figure 5(a), the path loss exponents
(slopes of the linear functions) are all about 1.5 dB/meter for
the three frequencies. But the exponent becomes about 6 dB/
meter for 28GHz at the 5th floor.

,is indicates that, when there is a clear LOS path, the
path loss increments are identical for both sub-6GHz and
mmWave bands. ,e difference is mainly caused by the
frequency gap. However, without a clear LOS path between
the BS and UE (but there is a LOS path from the BS to the
building window), the path loss for mmWave increases
significantly. ,is may be because the signals cannot pen-
etrate the wall and the received power is collected mainly by
reflections. ,us, the path loss increases quickly when the
RX moves deeply into the building.

Furthermore, the building penetration loss is another
interesting parameter that required to be discussed. Here, we
use results of RX 1 to RX 7 in Area 1 for such analysis since
other Rx locations involve the deep indoor propagation
scheme. For RX in Area 1, we obtain the building pene-
tration loss by removing free space path loss from the whole
receiver’s path loss. It is shown that the averaging building
penetration loss is 10.7 dB, 16.5 dB, and 22.5 dB for 3.5, 4.9,
and 28GHz, respectively. As RX moves deeper into the
room, the building penetration loss generally becomes
larger. Since the window is not wide enough for all RX in
Area 1 to have direct propagation path through glass
window, the building penetration is due to hybrid of window
and concrete walls.

4. Glass Window Penetration
Loss Measurement

As revealed by the measurement results in Section 3, the
coverage in the room at 28GHz depends mainly on the
propagation through the exterior glass window. ,e signal

power through the exterior walls is ignorable. ,erefore,
the propagation loss through glass windows is critical for
mmWave to realize O2I coverage.,e loss is determined by
the ingredients, thickness, and layers of glasses. Various
types of glass windows are used in the global market. We
have investigated the glazing type distributions in several
countries, and the windows can be divided into three main
categories: ordinary, low-E (low-emissivity), and IRR
(infrared-reflective) glasses, based on the radiation energy
differences and energy-saving requirements. Ordinary glass
has good light transmission and can transfer almost all the
indoor radiation and solar energy. Ordinary glass is mainly
used in old-style residential and commercial areas with
different thicknesses, colors, and layers. ,e light trans-
mittance of low-E glass is slightly lower than that of or-
dinary glass, and the infrared light poorly penetrates. Low-
E glass can make room cold in summer and warm in winter
with a good energy-saving effect. Low-E glass is mainly
used in new residential and commercial areas, with a
typical double and metal film and inert gas in the middle.
IRR glass has poor transmittance for both visible and in-
frared light but a good energy-saving effect. IRR glass is
mainly used for exterior walls of modern business office
buildings.

Each category further includes a number of subtypes. To
study the feasibility of mmWave O2I coverage for the 5G
network, we selected nine typical kinds of glass windows to
measure their penetration loss at 28GHz. We utilized a
vector network analyzer (VNA) with two horn antennas.,e
transmitting and receiving antennas were placed face to face
on the two sides of a window. ,e penetration loss was
obtained by comparing the received power measured with
and without the window.

,e measurement results and glazing distribution of the
glass windows are listed in Table 2. It is found that the
penetration loss varies greatly over the glass types.
According to the measurement results in Section 3, the
additional penetration loss by the window of 6 dB may
reduce the indoor coverage depth only by 1meter.,e low-E
glass windows in Shanghai and Vancouver both introduce
about 15 dB loss, equivalently reducing the indoor coverage
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Figure 4: Measurement results of the angular power arrival profiles in the O2I channels at 28GHz (“D” is the distance between the RX and
the window. “H” is the height of the RX horn antenna.). (a)D � 1m, H � 1.5m; (b)D � 2.5m, H � 2m; (c)D � 5.5m, H � 0.5m.
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depth by 2 to 3m. ,erefore, the indoor coverage is still
feasible for outer rooms. However, the IRR glass generates
much larger loss from 31.4 to 40.1 dB, and thus, the indoor
coverage may be difficult. ,e ordinary glass is, obviously,
most beneficial to O2I coverage by mmWave. As listed in
Table 2, the ordinary glass is mostly widely used in the
considered countries and occupies more than half of the
markets [13]. Meanwhile, the IRR glass windows are adopted
in less than 10% buildings.

As we can see, it is feasible to provide indoor coverage
using mmWave in most areas at present, thanks to the low
penetration loss and wide adoption of ordinary glass win-
dows. However, low-E glass windows will be more and more

adopted globally for better energy efficiency. For example, as
shown in [13], the new or renovated residential buildings in
Vancouver and Toronto all use low-E windows. ,e market
occupancy of low-E window in China will increase by 15% to
20% per year and is anticipated to achieve 20% in 2020.
,erefore, with the popularity of low-E windows, the O2I
coverage by mmWave will become more challenging in the
future.

In addition, it is also noticed that the uncoated glass
generates loss of only 3 to 8 dB, depending on its thickness
(at most 15mm), glazing (single- or double-layered), and
color. But the coated ordinary glass generates almost 12 dB
loss even when it is only 6mm thick. Hence, coating can
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Figure 5: Measurement results of the path loss at different positions in the room at multiple frequencies. (a) ,e room on the 7th floor. (b)
,e room on the 5th floor.

Table 2: Penetration loss of various types of glass windows.

Class Subclass Penetration loss Application scenario Information [13]

Ordinary glass

Ordinary glass (<15mm) 3–8 dB

Old houses/shops (full coverage over rooms through
exterior windows)

Europe: ∼86%
Austrian: <20%
Canada: ∼60%

United States: 80%
China: 45%–85%

Coated glass (6mm) 11.83 dB

Low-E glass

Shanghai, China (18mm) 15 dB

New/renovated homes/shops (coverage over areas
close to exterior windows)

Europe: ∼12%
Austrian: >80%
Canada: ∼30%

United States: 10%
China: 10%∼50%

Vancouver, Canada 16 dB

IRR glass

IRR ordinary window 31.4 dB [13]

New CBD office building (O2I coverage is difficult)

Europe:∼2%
Canada: ∼10%

United States: 10%
China: 5%

Modern IRR glass 33 dB [13]

Tinted glass (38mm) 40.1 dB [21]
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significantly increase the penetration loss for ordinary glass
windows.

5. Conclusions

,e measurement results in this paper reveal the path loss
distribution and coverage conditions at 3.5, 4.9, and 28GHz
in a typical UMi O2I scenario. It can be seen that the signals
at 28GHz propagate into the room and corridors mainly
through the windows and doors. ,e path loss is smaller
than the threshold of 140 dB and thus the outer rooms can be
covered. But the path loss is too high to cover the inner part
of the building (>140 dB). ,e average path loss at 4.9 and
28GHz is larger by 12 and 35 dB, respectively, than that at
3.5GHz. ,e sub-6G signals can penetrate the concrete wall
much better and ensure good coverage for the whole
building. ,e difference between the path loss at 3.5 and
4.9GHz is consistently 12 dB. Based on the comparison, we
can conclude that the mmWave band can meet the coverage
requirement for outer rooms with exterior windows. ,e
direct LOS cluster can provide required received power for
the areas close to windows, but the reflection of mmWave
signals by walls is more significant and ensures the coverage
over the whole room. ,e penetration losses through un-
coated glass windows of the ordinary, low-E, and IRR
windows are 6, 15, and 35 dB. ,e hybrid approach using
both sub-6G and mmWave bands is promising to provide
seamless coverage. To design the multiband access network
and allocate the spectrum resource based on the propagation
characteristics is an interesting and important research topic
for 5G.
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)is work reports the concept and development of two mechanically frequency-tunable horn filtennas for microwave and
millimeter-waves. Our design approach relies on the integration of a horn antenna with a mechanically tunable filter based on
dual-post resonators. )e proposed filtennas have been manufactured and experimentally characterized, by means of reflection
coefficient, radiation pattern, and gain. Measurements demonstrate that both filtennas have a tuning ratio of approximately 1.37
with continuous adjustment.)e first prototype operates from 2.56 to 3.50GHz, whereas in the second one the bandwidth is from
17.4 to 24.0GHz. In addition, the higher-frequency filtenna has been implemented in a 5.0-meter-reach indoor environment,
using a 16-QAM signal at 24GHz. )e best configuration in terms of performance resulted in a root mean square error vector
magnitude (EVMRMS) and antenna radiation efficiency of 3.69% and 97.0%, respectively.

1. Introduction

)e usage spectrum has been increased significantly in the
last decades and trends to accelerate even more in the next
years due to the fifth-generation cellular networks (5G).)is
new generation aims at a 100-fold increase in traffic capacity
[1, 2]. )e motivation to increase the 5G network bandwidth
will probably be the most promising approach to increase
the overall capacity. In this direction, the wireless research
community needs to exploit efficient and more effective
spectrum management techniques [3–7]. Among various
approaches, the dynamic spectrum access techniques, in-
cluding cognitive radio (CR), have been distinguished. Al-
though the use of millimeter-waves (mm-waves) represents
a hot topic, low-frequency bands have indeed been con-
sidered for 5G systems [5].)erefore, the basic structure will
be a hybrid network, in which the low- and high-frequency
communications coexist [6, 7].

In this direction, the demand for new antennas with a
capability to work in the newly proposed architectures has
increased, and reconfigurable antennas represent a potential
candidate to fulfill the 5G requirements [8–11]. Further-
more, the CR applications require using two different an-
tennas: a broadband antenna for spectrum sensing and a
tunable narrowband antenna after selecting the operating
channel [12]. Apart from the need of continuously operating
through different channels, it becomes necessary to reject
those that are not in use. In this way, the filter requirements
of the front-end circuits can be greatly reduced.

As an attempt to reduce the hardware complexity, re-
searchers have proposed to move some of the filtering parts
to the antenna in order to discharge the filter bank con-
straints inside the front end. Examples of frequency-
reconfigurable antennas with integrated filtering capabilities
can be found in [13–16]. A single-port reconfigurable an-
tenna for CR applications was presented in [13]. )e
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proposed antenna was based on an ultra-wideband (UWB)
design and has a reconfigurable bandpass filter integrated
into its feed line. Electronic switches were incorporated on
the filter to activate/deactivate it and control its bandpass
frequency. In [14], a defected microstrip structure (DMS)
based on a reconfigurable bandpass filter was integrated with
a dual-sided tapered slot antenna. By manipulating the slots
in the DMS, the filter could be used for frequency tuning.
)e authors in [15] presented, for the first time, the filtenna
concept. Filtenna or “filtering antenna” is the antenna-filter
combination with filtering ability, while preserving the ra-
diation performance. )is was achieved by changing the
filter total capacitance via an integrated varactor within its
structure. We have recently proposed the concept and re-
ported the development of an optically controlled recon-
figurable filtenna [16], which was based on the integration of
a broadband printed antenna with a bandpass reconfigurable
filter and photoconductive switches.

Finally, from the waveguide point of view, there are some
publications on filter devices and horn antennas integration,
due to its high gain and high efficiency [17–23]. Luo et al.
proposed a filtenna structure, in which a horn antenna was
covered by a frequency-selective surface (FSS) based on
substrate integrated waveguide (SIW) cavities for suppres-
sion of out-band interference [17]. In [18], Bilotti et al.
reported a self-filtering and low-noise horn antenna for
satellite applications. )e filtering element was based on
metallic omega particles [19]. On the other hand, Barbuto
et al. designed a combined bandpass filter and polarization
transformer for horn antennas [20]. )e solution was based
on the design of a linear-to-circular polarization trans-
former, which consisted of a complementary electrically
small resonator etched on a metallic screen. Ma et al. [21]
presented a dual circularly polarized horn antenna, by
employing a chiral metamaterial composed of two-layered
periodic metallic arc structure. )e designed antenna pro-
vides left-handed circular polarization from 12.4 to
12.5GHz and right-handed circular polarization from 14.2
to 14.4GHz. Barbuto et al. have used electrically small
magnetic resonators to design filtering horn antennas with

band-stop characteristics [22]. By properly placing a split-
ring resonator (SRR) inside a standard horn antenna, the
radiating and matching properties of the overall structure
are affected by the SRR strong resonance only around its
resonant frequency, leading to a band notch filter. Recently,
Wang et al. reported a wideband pattern-reconfigurable
horn antenna [23]. )e antenna consisted of incorporating a
power divider, eight reconfigurable band-stop filters, and
eight TEM horn antenna elements.

Particularly, we have very recently reported preliminary
results of a mechanically tunable horn filtenna [24]. )at
work is regarding the development of two high-performance
reconfigurable and tunable horn filtennas.)e first proposed
filtenna has been idealized for sub-3.0GHz bands, which had
been recommended by the U.S. Federal Communications
Commission for 5G transmission in urban environments
[25]. On the other hand, the second prototype is devoted to
mm-wave 5G systems, which are typically referred to as
enhanced mobile broadband applications.)e manuscript is
structured in five sections. Section 2 is regarding the
mechanically tunable horn filtenna design and development
methodology. )e numerical and experimental results of the
two proposed filtennas are presented in Section 3. Section 4
reports an implementation and an experimental perfor-
mance analysis of the mm-wave horn filtenna. Conclusions
and final comments are addressed in Section 5.

2. Horn Filtenna Design and
Development Methodology

)ehorn filtennas design and development methodology are
presented in Figure 1. Initially, the horn antenna and RF
bandpass filter, corresponding to each filtenna, have been
analytically calculated as individual structures, with the
purpose of satisfying the project requirements. After, they
were integrated into a single structure for creating the
frequency-reconfigurable filtenna, as illustrated in
Figure 1(b). As described in Figure 1(a), the development
methodology can be summarized into four phases: the horn
antenna and filter analytical design; numerical analysis;
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resonators

b
a

lg

Tuning screws

Pyramidal horn filtenna

(a)

Numerical analysis

Antenna analytical design

Manufacture

Product engineering

(b)

Figure 1: Horn filtennas design (a) and development methodology (b).
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Figure 2: Dual-post resonator filter. (a))e dual-post resonators. (b))e DPR filter singlet schematic. (c))e DPR equivalent circuit. (d))e
dual-post resonators and tuning screws variables.

–15

–10

–5

0

5

10

15

18 19 20 21 22 23 24 25 26
Frequency (GHz)

Re
ac

ta
nc

e (
oh

m
s)

fzero fpolc

2r1

d

h2

h1
jXa

jXbjXb

Shunt element
Series element

Figure 3: )e dual-post resonator reactance for r1 � 1mm, d� 4.67mm, h1 � 1.4mm, and h2 � 2.4mm.

0.8

0.9

1.0

1.1

1.2

f/f
ze

ro

3.50 3.75 4.00 4.25 4.50 4.75 5.00 5.25 5.50 5.753.25
d (mm)

0.8

0.9

1.0

1.1

1.2

f/f
po

le

fpole

fzero

(a)

0.8

0.9

1.0

1.1

1.2

f/f
ze

ro

0.4 0.6 0.8 1.0 1.2 1.4 1.60.2
∆h (mm)

0.8

0.9

1.0

1.1

1.2

f/f
po

le

fpole

fzero

(b)

Figure 4: Continued.
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product engineering; and manufacture. Numerical sweeps of
the filtenna design variables have been performed in ANSYS
HFSS®, using the finite element method (FEM), for making its
bandwidth reconfigurable without disturbing its radiation
pattern. Posteriorly, the antenna model has been modified in
product engineering using SolidWorks®, giving rise to a me-
chanical model suitable for prototyping using the milling
aluminum process. For electromagnetic validation purposes of
the mechanical model, it has exported from SolidWorks®,imported in HFSS®, and resimulated. Finally, the
manufacturing has been realized using the final CAD model,
exported from HFSS®.)e filtenna radiator is a pyramidal horn antenna with
the same half-power beamwidth (HPBW) in the electrical
(E) and magnetic (H) field planes. Figure 1(a) displays its

design variables: a and b are the waveguide cross-sectional
dimension; lg is the waveguide section length; ac and bc are
the horn aperture dimensions; and lc is the horn longitudinal
length.

)e bandpass filter has been placed into the waveguide
section between the horn and feeder, without increasing the
overall size. )e available waveguide section length lg is less
than one guided wavelength at the desired central frequency.
Filter topologies such as inductively coupled rectangular
waveguide filters, E-plane metal insert filters, and evanescent
mode waveguide filters have standard structures consisting
of several cavities with overall longitudinal length equal or
greater than a guided wavelength, which makes them in-
feasible to this application [26]. On the other side, multi-
mode and dual-post resonator (DPR) filters provide
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Figure 4: Dual-post resonator design curves example. Transmission zero and pole frequencies as a function of (a) the resonator distance for
r1 � 1mm, h1 � 1.4mm, and h2 � 2.4mm; (b) resonator height difference for r1 � 1mm and d� 4.67mm; and (c) resonator radii for
d� 4.67mm, h1 � 1.4mm, and h2 � 2.4mm.
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Figure 5: Microwave horn filtenna prototype.
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compact structures [27–29]. Multimode filters enable
multiple resonance frequencies. Its design modifies the
waveguide cross-sectional dimensions in order to allow
supporting the dominant mode in the vertical and horizontal
polarizations for decreasing its longitudinal length [28]. A
DPR filter does not change the waveguide main dimensions
and is highly selective, easily tunable, and works as inductive
obstacles, which are commonly used in conventional
waveguide filters. In addition, it is a singlet structure, i.e.,
with a reflection and a transmission zero at a real frequency
[29]. For all these reasons, the DPR approach has been
applied to the horn filtenna design.

)e DPR filter is a single pole structure composed of two
partial-height antipodal metal posts with different lengths
and symmetrically located along the waveguide transverse
section, as depicted in Figure 2(a). )e antipodal position
provides a higher difference between the resonant and
nonresonant modes than the parallel position, as well as a
higher quality factor (Q) [30]. In addition, the different post
lengths excite the filter resonant mode without extra cou-
pling sections, reducing the filter overall dimension and
complexity [29]. )e nonresonant mode defines a resonant
frequency away from the filter passband, which might be
propagation or an evanescent mode that bypasses the res-
onant mode [28]. )is additional path between the filter
input and output ports is used to create a transmission zero
in the vicinity of the passband and increase its selectivity.
Figure 2(b) presents the filter singlet schematic, in which the
TE20 is the DPR filter resonant mode, whereas the non-
resonant mode is the TE10 fundamental mode. TE20 gen-
erates the filter pole and is coupled to the filter input and
output by the coupling coefficients kS1 and kL1, respectively.
)e DPR equivalent circuit is based on inductive obstacles
for waveguides [31, 32], as presented in Figure 2(c). )e
shunt and series elements reactance change from capacitive
to inductive, as a function of the DPR height and frequency.

Lastly, TE10 gives rise to a transmission zero located below
the resonant mode pole, representing a direct coupling
between input and output ports, by a coupling coefficient
kSL. )e DPR might also be treated as inverter admittance in
the filter passband [29]. )is approach is commonly used in
microwave filters design, with the purpose of allowing a
common resonator type for the entire structure [33].
Figure 2(d) shows the dual-post resonator and tuning screws
variables, in which h1 and h2 are the filter resonator lengths;
d is the separation between the post resonators; d1 and d2 are
the tuning screw lengths; and r1 and r2 are the resonator and
screw radii, respectively. )e metal screws have been
inserted into the filter cavity to mechanically tuning the horn
filtenna frequency response. )e screws have different
lengths in order to produce similar loading capacitance,
since dual-post resonators have different heights.

)e simulated DPR reactance for a WR-42 rectangular
waveguide is presented in Figure 3 for r1 � 1mm,
d� 4.67mm, h1 � 1.4mm, and h2 � 2.4mm. )e shunt and
series elements reactance had been defined as shown in
Figure 2(c) and calculated by S-parameters [34]. According
to Figure 3, when the shunt element reactance reaches zero,
the filter transmission zero frequency (fzero) is obtained.
Complementarily, when the series element reactance reaches
zero, the filter pole frequency (fpole) is determined. As a filter
design methodology [24, 29, 34], we have varied the DPR
filter design parameters r1, d, and Δh� h2 − h1 for illustrating
their impact on the transmission zero and pole frequencies.
)e DPR design curves are reported in Figure 4, including
the normalized transmission zero and pole frequencies.
First, the DPR transmission zero frequency is inversely
proportional to resonators separation distance d, as reported
in Figure 4(a).)e pole frequency is practically insensitive to
the resonator separation distance; only for small values of d,
the pole frequency slightly increases. Figure 4(b) presents the
DPR frequency response as a function of the resonator
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Figure 7: Microwave horn filtenna radiation pattern. (a) E-plane at 2.56GHz. (b)H-plane at 2.56GHz. (c) E-plane at 3.50GHz. (d)H-plane
at 3.50GHz.
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height difference. )is parameter is directly proportional to
the pole frequency and controls the DPR filter passband.)e
transmission zero frequency is stable for small values of Δh
and starts to decrease after the 1mm threshold. Finally, the
results for resonators radii variation are presented in
Figure 4(c).)e transmission zero and pole frequencies have
small dependence on the resonator radii, for this reason
cannot be used as a tuning parameter. In short, d is used to
control the transmission zero frequency, whereas the pole
frequency is controlled by Δh. )e resonator radii might be
defined according to the manufacturing process constraints.
As a conclusion, DPR filters can be efficiently designed by
applying the presented circuital model and design curves,
since no closed formulas have been obtained for its structure
yet.

3. Horn Filtennas Results

)is section reports the numerical and experimental results
of the two proposed filtennas, namely, microwave horn
filtenna and millimeter-wave horn filtenna.

3.1. Microwave Horn Filtenna. For the microwave horn
filtenna, a noncommercial waveguide (a� 66mm and
b� 30mm) has been designed in order to cover the fre-
quency range from 2.56 to 3.50GHz with single mode
operation (TE10). )e horn filtenna final dimensions were
ac � 127.65mm, bc � 98.3mm, and lc � 212.73mm. )e
waveguide section between the feeder and radiator with
length equal to lg � 80mm has been used to design the DPR
filter. )e resonators were positioned in the waveguide
center, separated by a distance d� 27mm and with a radius
equal to 7.0mm. By considering the desired range from 2.56
to 3.50GHz, the resonators lengths h1 � 5.1mm and
h2 � 9.1mm were obtained by numerical sweep in ANSYS

HFSS. A few interactions between HFSS and SolidWorks
have been done to obtain a suitable and feasible filtenna
mechanical model. Figure 5 reports the resultant prototype
made in aluminum.

A waveguide to coaxial transition has also been de-
veloped to facilitate its connection to RF components and
pieces of equipment. )e filtenna characterization starts
from reflections (S11) measurements, using the Keysight
PNA Network Analyzer N5224A for different screw depths.
)e filtenna operating frequency could be continuously
tuned from 2.56 to 3.50GHz by appropriately tightening the
tuning screws. Figure 6 presents the reflection coefficient
response for the initial, central, and final frequencies for
both simulations and measurements. )e filtenna operating
modes have been defined as Conf. I (d1 � 17.70mm and
d2 �19.96mm); Conf. II (d1 � 19.0mm and d2 �12.3mm);
and Conf. III (d1 � 13.0mm and d2 �13.5mm). )e filtenna
bandwidth can be managed by manipulating d1 and d2, since
the loading capacitance is proportional to the screws’ depths.
An excellent agreement is observed between the measured
and simulated results for the three operating modes. )e
measured filtenna central frequency and fractional band-
width (FBW) were 2.56GHz and 2.7% for Conf. I; 3.10GHz
and 2.8% for Conf. II; and 3.50GHz and 2% for Conf. III.
)emicrowave horn filtenna tuning ratio was approximately
1.36, which is higher than most of the tunable filtenna re-
ported in the literature [13–15] that are typically based on
microstrip antennas. Additionally, the main advantage of
our approach is the remarkable possibilities of continuously
tuning the bandwidth due to use of dual-post resonator
structure.

)e filtenna radiation pattern and gain measure-
ments were performed using a standard log-periodic
antenna as a reference antenna, positioned 7 m away.
Both antennas were mounted on masts at 1.8 m. Radi-
ation pattern measurements has been carried out at 2.56
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and 3.50 GHz for E-plane and H-plane, as summarized in
Figure 7. A discrepancy at 2.56 GHz in the front-back
region for E-plane is observed in Figure 7(a). Regarding
the main lobe, the measured and simulated results have
consistently been shown for all frequencies and planes.
)e measured peak gain was 8 dBi at 2.56 GHz and 10 dBi
at 3.50 GHz.

3.2. Millimeter-WaveHorn Filtenna. A standard waveguide
WR-42 (10.67mm × 4.3mm) has been used for the mm-
wave horn filtenna and its final dimensions were
ac � 19.88mm, bc � 15.46mm, and lc � 33.13mm. Follow-
ing the same design procedure adopted for the microwave
horn filtenna, the waveguide section between the feeder
and radiator (lg � 12mm) has been used for allocating the
DPR filter. )e 2mm diameter resonators were positioned

in the waveguide center with a separation distance of
4.67mm. )e resonator heights are h1 � 1.4mm and
h2 � 2.4mm from 17.4 to 24.0 GHz. Figure 8 presents the
mm-wave filtenna prototype, manufactured by milling
process in aluminum.

)e filtenna reflection coefficient has been measured
using a Keysight PNA Network Analyzer N5224A and a
commercial waveguide to coaxial transition. )e mea-
sured results are presented in Figure 9 for the initial,
central, and final frequency, from 17.4 to 24.0 GHz. Once
again, the filtenna bandwidth could be continuously
tuned over a wide frequency range. )e measured and
simulated results presented in Figure 9 corroborate with
the proposed horn filtenna design procedure. )e filtenna
measured operating modes according to screws positions
are Conf. I (d1 � 2.55 mm and d2 � 0mm) centered at
17.4 GHz with 2.8% FBW; Conf. II (d1 � 0.85 mm and
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Figure 10: Millimeter-wave horn antenna radiation pattern. (a) E-plane at 17.5GHz. (b) H-plane at 17.5GHz. (c) E-plane at 24GHz.
(d) H-plane at 24GHz.
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d2 �1.8 mm) centered at 21 GHz with 7.9% FBW; and
Conf. III (d1 � 0.5 mm and d2 �1mm) centered at 24 GHz
with 4.11% FBW. )e millimeter-wave horn filtenna
tuning ratio is approximately 1.37 with FBW from 2.8 to
7.9%.

Radiation pattern measurements have been carried
out at 17.5 and 24 GHz for the E-plane and H-plane, as
summarized in Figure 10. A good qualitative agreement is
observed for all cases, mainly for the half-power beam-
width. )e main difference is related to the back lobe for
the H-plane at 17.5 GHz. Its measured peak gain was
8.5 dBi and 12.3 dBi at 17.5 and 24.0 GHz, respectively.

4. Implementation of the Millimeter-Wave
Tunable Horn Filtenna

Our main objective was demonstrating its applicability in
radio cognitive, in which operating bandwidth can be dy-
namically allocated as a function of the opportunistic sce-
nario of primary/secondary users. Figure 11 displays
photographs of the indoor environments used for the
implementation. At the transmission side, a vector signal
generator (VSG) provides a 16-QAM of 800Mb/s signal at
24.7 GHz. )e RF power transmission was 1 dBm, and an
electrical amplifier (EA) with 23 dB gain was applied in order
to increase the effectively radiated power by the filtenna. )e
transmission antenna was a 20 dBi gain horn antenna. )e
free-space loss, calculated by the Friis equation, was ap-
proximately 55.8 dB at 24.7 GHz for 5meters. )e received
side was composed by the mm-wave filtenna followed by a
low-noise amplifier and a vector signal analyzer (VSA).

Figure 12 reports the experimental results of the root
mean square error vector magnitude (EVMRMS) as a
function of the received power. In accordance with 3GPP
(http://www.3GPP.org), EVMRMS for 16-QAM modulation
should not exceed 12.5% [35]. For comparison purposes, the
red curve depicts a back-to-back (B2B) condition by directly
connecting VSG to VSA. In other words, there was no
wireless transmission for the B2B scenario. )e black curve
with squares represents the wireless transmission for four
different scenarios (Sc.) based on the screw depth position.
Sc. 1 was the worst case, for which the filtenna does not
provide a suitable impedance matching at the chosen fre-
quency with these screw depths configuration; thus, the
constellation has been shown poor, giving rise to EVMRMS of
18.47%. As soon as the screw depths were modified, the
system performance has been significantly improved,

(a) (b)

Figure 11: Implementation of the mm-wave tunable horn filtenna at 24.7GHz. (a) Transmission side and (b) reception side.
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resulting EVMRMS and power received of 3.69% and
− 18.46 dBm, respectively. Additionally, Figure 13(a) and
Figure 13(b) depict the experimental performance results at
800Mbit/s RF signal in terms of the constellation and eye
diagram for Sc. 1 and Sc. 4, respectively.

As explained and demonstrated in the previous section,
the filtenna bandwidth can be efficiently managed by op-
timizing the screws depths of the DPR filter. Its reflection
coefficient at 24.7GHz varies from − 1 to − 20 dB, deepening
on the screw depths. Accordingly, the filtenna radiation
efficiency alters from 18 to 97%. Table 1 summarizes the
experimental results scenarios. )ese experimental results
demonstrate the applicability of the proposed tunable horn
filtenna for radio cognitive in the mm-wave.

5. Conclusions

)is paper reported the development of two high-perfor-
mance continuously frequency-tunable horn filtennas for
microwave and mm-waves. Both filtennas are based on the
integration of a broadband horn antenna with a dual-post
resonator filter for enabling mechanical reconfiguration of
their bandwidth. Numerical simulations and experimental
results have been shown in excellent agreement, and a tuning
ratio of 1.36 and 1.37 for the lower-frequency (from 2.56 to
3.5GHz) and higher-frequency (from 17.4 to 24GHz) fil-
tennas has been reported, respectively. Additionally, the
mm-wave horn filtenna has been implemented in a high-
throughput indoor wireless system at 800Mbps with line of

sight. )e experimental analysis as a function of diverse
performance metrics (constellation, eye diagram, EVM, and
SNR) has successfully demonstrated the applicability of the
proposed filtenna in cognitive radio applications, for in-
stance, mm-wave 5G systems. It has been obtained a
measured EVMRMS as low as 3.69%, which is far below the
3GPP requirement of 12.5% for 16-QAM. Future works
regard the implementation of either microwave and mm-
wave filtenna in a real 5G network based on the use of the
Brazilian 5G transceiver, which has been previously de-
veloped by our research group [36].
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With the development of the vehicular network, new radio technologies have been in the spotlight for maximizing the utilization
of the limited radio spectrum resource while accommodating the increasing amount of services and applications in the wireless
mobile networks. New spectrum policies based on dynamic spectrum access technology such as flexible access common spectrum
(FACS) have been adopted by the Korea Communications Commission (KCC). 23GHz bands have been allocated to FACS bands
by the KCC, which is expected extensively for vehicular communications. *e comprehensive knowledge on the radio channel is
essential to effectively support the design, simulation, and development of such radio technologies. In this paper, the charac-
teristics of 23GHz vehicle-to-infrastructure (V2I) channels are simulated and extracted for the urban environment in Seoul. *e
path loss, shadow factor, Ricean K-factor, root-mean-square (RMS) delay spread, and angular spreads are characterized from the
calibrated ray-tracing simulation results, and it can help researchers have a better understanding of the propagation channel for
designing vehicular radio technologies and a communication system in a similar environment.

1. Introduction

Recently, flexible access common spectrum (FACS) has been
considered to have an important role in accommodating the
fast-growing spectrum demands in vehicular communica-
tions, which will ramp up the development of mobile and
wireless vehicular communication technologies to advance
safety and convenience on the roads [1, 2]. Among them,
vehicle-to-infrastructure (V2I) robust connectivity is the key
enabler for enhancing traffic safety, reliability, and efficiency
[3, 4]. *e channel characteristic is a critical role in the
design and performance evaluation of V2I connectivity
networks. For example, the realistic large-scale fading
channel parameters are indispensable for efficient network
deployment and optimization; the fidelity small-scale fading
channel parameters are crucial in physical layer design, such
as optimal modulation, coding, diversity, and protocol
scheme development [5].

Most of the previous works on vehicular propagation
channels are focused on the 5GHz band, e.g., [6–16], which
use the lower frequency band to increase the V2I and ve-
hicle-to-vehicle (V2V) link ranges. In [6], based on the
narrowband channel measurement at 5.2GHz, the propa-
gation loss (PL) parameters of the vehicular channel are
studied under a highway and under urban, suburban, and
village environments. In [7], a large number of vehicular
narrowband channel measurements are carried out at
5.9GHz. A dual-slope PL model is proposed for the sub-
urban environment. Meanwhile, it is found that, in such an
environment, the small-scale fading of the channel obeys the
Nakagami distribution, and the effect of speed and relative
distance of the transmitting and receiving vehicles on the
Doppler spectrum and quasistationary time is discussed.
Based on the wideband multi-input multioutput (MIMO)
channel measurement at the 5.3 GHz band, the authors in
[8, 9] discuss the nonstationary delay spread (DS) and small-
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scale fading characteristics (following Ricean distribution) in
vehicular channels. In [10], under a highway environment, the
PL, delay distribution, and Doppler characteristics of the V2I
channel are studied according to the MIMO channel mea-
surement. Similarly, the dispersion of multipath components
(MPCs) in delay and Doppler domains is analyzed for V2I
channels under urban and rural environments, and the ge-
ometry of scatterers is also being constructed to illustrate the
MPC distribution [11, 12]. Moreover, in [13], the authors
present a three-dimensional (3D) distribution estimation of
MPCs and discuss the power ratio of different propagation
mechanisms associated with the actual propagation envi-
ronment. *e work in [14–16] describes the MPC dispersion
in delay and angle domains for the non-line-of-sight (NLOS)
environments and explores MPC distribution and its prop-
agation mechanisms in different propagation environments.
All of those important vehicular channel characteristics show
that the vehicular channel exhibits severe fading and statistical
nonstationarity. *e propagation mechanisms and spatial
distributions ofMPCs aremainly determined by the vehicular
propagation environment.

For the 20–60GHz band, the studies in [17, 18] show
that the large spectrum in a higher frequency band provides
a possibility of high data rate, but the channel is much
different from that in the 5GHz band, and directional
antennas are adopted by transceivers in such vehicular
communication systems to overcome the heavy loss at
those high frequencies [19, 20]. But the obvious limitation
by using directional antennas for the higher frequency
applications is the difficulty of providing an “always
connected” V2I or V2V link. In [21], the two-ray channel
model with random reflected paths is used to represent
60GHz vehicular channel, and the system performance has
been theoretically evaluated by varying modulation for-
mats, coding complexity, and propagation characteristics
for vehicular communications. *e similar works in
[22, 23] analyze the characteristics of MPC propagation
and verify the availability of the vehicular communication
system at 60 GHz. Based on channel measurement with
rotating directional antennas, the DS, path loss exponent
(PLE), and angular spread of arrival (ASA) are compared
between line-of-sight (LOS) and NLOS conditions at
60GHz under outdoor environments in [24, 25]. *e
channel impulse response and scattering functions, as well
as the DS, are obtained from 38GHz to 60GHz channel
measurements in [26]. Such measurements show that the
MPC in the channel typically contains LOS, road reflection
paths, and reflection paths from the guard rails. However,
the two distinguishing features of vehicular channels at
higher frequency bands, e.g., directionality and blockage,
are not fully explored in the work, which are the significant
challenge remaining in the design of such vehicular
networks.

An overview of the previous work is to study the typical
behavior of vehicle lanes, identifying missing features in
currently available channel models to design and evaluate
vehicle radio links in a safe and efficient environment.

In this paper, intensive simulations at the 23GHz band
with 1GHz bandwidth in a realistic V2I urban environment

are performed by a calibrated ray-tracing (RT) simulator to
complement these missing characteristics, e.g., directionality
and blockage. Besides, different road widths, traffic flows,
vehicle types, antenna heights, and traffic signs are con-
sidered in the RTsimulation to fully explore the V2I channel
behaviors under different conditions. *e time-varying
power delay profile (PDP), path loss (PL), shadow factor, DS,
Ricean K-factor, and angular spreads (ASs)—azimuth an-
gular spread of arrival (ASA), azimuth angular spread of
departure (ASD), elevation angular spread of arrival (ESA),
and elevation angular spread of departure (ESD)—are an-
alyzed and extracted from the simulation results. In addi-
tion, the propagation mechanism in different environments
is analyzed that can illustrate the impact of the actual en-
vironment on the channel characteristics. Furthermore, the
extracted parameters can be input to the channel generator,
like QuaDRiGa or METIS, to generate similar channels,
which can be used to evaluate or verify the performance of
the system- or link-level design.

*e rest of this paper is organized as follows: In Section 2,
the realistic vehicular environments are reconstructed and
introduced. In Section 3, extensive RT simulations are per-
formed in all cases. *en, based on the RT results, the ve-
hicular channels are comprehensively characterized in
Section 4. Finally, the conclusions are drawn in Section 5.

2. Realistic Vehicular Moving
Network Environments

In order to obtain realistic behavior of vehicular channels in
the moving network (MN), the influence of vehicles must be
considered in the propagation model [27, 28]. In this paper,
to map the MN architecture defined by 3GPP TR 37.885 to
the real propagation environments, the 3Dmodels of a set of
comprehensive vehicular environments are reconstructed.

2.1. Overview of Environments

2.1.1. Urban Environments. *e 3D details of the considered
environment are built by OpenStreetMap (OSM). OSM is a
collaborative project to create a free editable map of the
world, and in addition to street-level map information, it can
provide 3D building information. In order to make it easier
to access the OSM data, a plugin for SketchUp (3Dmodeling
software) is developed in this work. *e plugin can import
both street and building information from OSM data. It is
the open source software that can be obtained from http://
www.raytracer.cloud/software. As shown in Figure 1, the
typical urban area in Seoul is selected. *is urban envi-
ronment is universal and can represent most of the vehicular
propagation environment in the urban area. In addition to
OSM, KakaoMap, the Korean map software, is also used to
reconstruct the real environment more completely, which
has a 360-degree street view, and some landmark buildings
such as cafes and restaurants will be specially marked.
Combined with OpenStreetMap and KakaoMap, the urban
environments in Seoul can be reconstructed by the SketchUp
software, which is shown in Figure 2. Considering the
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impact of different neighborhood environments on the
vehicular channel, two typical urban streets in the city are
selected as the simulation environments. As shown in
Figure 1, the selected streets were marked with red lines on
the maps. Figures 2(b) and 2(c) show the 3D environment
models of these two areas. *e difference between the two
areas is the width of the road, characterized by the number of
lanes.

2.1.2. Small-Scale Structures. In addition to the large
buildings, the common small-scale structures such as
roadside trees, traffic lights, traffic signs, and bus stations
are considered in the environment model. *ese small-
scale structures are on the same order of magnitude as the
wavelength, and the most relevant propagation mechanism
of them in vehicular environments is scattering [29].
Figure 3 shows the 3D models of small-scale structures in
urban environments.

2.2. Vehicle Types and Mobility Modeling

2.2.1. Vehicle Types. In this work, three different vehicle
types are selected by considering the recommendation by
3GPP TR 37.885 [30], which are defined as follows:

(i) Type 1 (passenger vehicle with a lower antenna
position): length 5m, width 2.0m, height 1.6m, and
antenna height 0.75m, as shown in Figure 4(a)

(ii) Type 2 (passenger vehicle with a higher antenna
position): length 5m, width 2.0m, height 1.6m, and
antenna height 1.6m, as shown in Figure 4(a)

(iii) Type 3 (truck/bus): length 13m, width 2.6m, height
3m, and antenna height 3m, as shown in
Figure 4(b)
To more comprehensively reflect the impact of
vehicle types on signal propagation, another type of
vehicle is also considered:

(iv) Type 4 (delivery van): length 13.5m, width 2.6m,
height 3.5m, and antenna height 3.5m, as shown in
Figure 4(c)

2.2.2. Mobility Modeling. As per the recommendation by
3GPP TR 37.885, the vehicles are dropped for the urban
environments according to the following process:

(i) *e distance between the rear bumper of a vehicle
and the front bumper of the following vehicle in the
same lane follows an exponential distribution

(ii) All the vehicles in the same lane have the same speed

(a) (b) (c)

Figure 2: (a) 3D model of Seoul urban environment. (b) 3D model of Area 1. (c) 3D model of Area 2.

Figure 1: Seoul map from OpenStreetMap.
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(iii) Vehicle-type distribution is not dependent on the
lane

In general, the width of the line is 3.5m. In Area 1 (shown
in Figure 2(b)), the road is with four lanes. Considering the
traffic congestion in the actual environments, the speed and
the direction of vehicles in each lane are shown in Figure 5.
*e width of the road in Area 2, as shown in Figure 2(c), is
more extensive than that in Area 1, and the eight-lane road is
designed in Area 2.*e vehicle speed on such a road is shown
in Figure 6. According to the recommendations of 3GPP TR
37.885, the distribution of vehicle types in the urban envi-
ronment is determined:

(i) 60% Type 1 vehicles and Type 2 vehicles (passenger
car)

(ii) 20% Type 3 vehicles (bus)
(iii) 20% Type 4 vehicles (delivery van)

*e vehicles in each lane are randomly generated
according to vehicle distribution. Vehicles do not change
their direction at the intersection.

2.3. Antenna Model. *e antennas of the base station (BS)
and the user equipment (UE) of the MN system defined are
with the same antenna pattern [30], as shown in Figure 7.
*e locations and heights of the transmitter (Tx) at the BS
and receiver (Rx) at the UE are given in Table 1. *e settings
follow the recommendations of 3GPP TR 37.885.

3. RT Simulations in Realistic
Vehicular Scenarios

In this section, in order to characterize the 23GHz vehicular
channels, RT simulations with different antenna height

setups are developed in different realistic environment cases.
First, the calibration and verification of the RTsimulator are
discussed, and then the RT configuration and different
propagation mechanisms caused by the surrounding envi-
ronment in various environment cases are presented.

Lane 1 2 3 4
Speed
(km/h) 15 25 15 25
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ild
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Lane 1 Lane 2 Lane 3 Lane 4

Figure 5: Vehicle speed in the 4-lane road (Area 1).

Bu
ild

in
gs

Bu
ild

in
gs

Lane 1 Lane 2 Lane 3 Lane 4 Lane 5 Lane 6 Lane 7 Lane 8

Lane 1 2 3 4 5 6 7 8
Speed
(km/h) 15 25 50 60 15 25 50 60

Figure 6: Vehicle speed in the 8-lane road (Area 2).

(a) (b) (c) (d)

Figure 3: 3D models of small-scale structures. (a) Traffic light model. (b) Traffic sign model. (c) Bus station model. (d) Tree model.
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Figure 4: 3D models of different vehicle types. (a) Passenger car model. (b) Bus model. (c) Delivery van model.
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3.1. RT SimulationVerification. According to realistic urban
3D maps and design specifications for urban infrastructure,
the vehicular environment features, and typical small-scale
structures is presented in the above section. Based on which,
a large number of statistical consistent environment models
can be generated to simulate urban vehicular channels.
Before this, RT needs to be calibrated via propagation
measurement, and then the intensive close-to-real channel
simulations can be conducted with standard-defined
configurations.

*e validations of the RT simulator against various
measurements have been presented in various propagation
environments and different frequency bands. For example,
RT is calibrated and verified in the tunnel environment at
25GHz [31], in the urban environment at 28GHz [28], in
the indoor environment at 26GHz [32], in the viaduct
environment at 93GHz [33], and so on. After the calibra-
tion, the corresponding material parameters are obtained.
*e calibrated materials basically cover all the material
composition of the considered propagation environments in
this paper, e.g., concrete, brick, granite, marble, glass, and
metal. Note that applying appropriate material parameters
in RT is a precondition to obtain practical channel results. In
general, the material parameters are frequency dependent.
*e material parameters are calibrated in similar propaga-
tion environments at the adjacent frequency band, i.e.,
25GHz and 28GHz [28, 31]. In Rec. ITU-R P.1238-7 [34]
and Rec. ITU-R P.2040 [35], such material parameters for
urban and indoor environments can be obtained for
1GHz–100GHz, indicate an insignificant difference, and are
almost independent of the frequency in the range from
20GHz to 30GHz.

3.2. RT SimulationConfiguration. Considering the vehicular
MN in the urban environment, not only the bus equipped
with the Rx can move but also other vehicles such as cars,
delivery vans, and other buses can move around as the
moving scatterers. Aiming at supporting these features, the
workflow is shown in Figure 8. Dynamic mobility patterns of
moving objects and the Tx/Rx should be defined prior to
simulation. After all the models and configurations are
uploaded to the RT simulator, the geometry and visibility
relationship of the objects are updated for each snapshot.

*e carrier frequency of V2I simulation is 22.6GHz with
a bandwidth of 1GHz. Both Tx and Rx beam patterns are the
same as the Tx antenna beam pattern of the MHN-E system
shown in Figure 7. *e deployment of the Tx and Rx is
shown in Figure 9; the Tx is placed at the top of the building
with a height of 25m or installed on the pillar of the traffic
light with a height of 5m. *e Rx is placed on the top of the
bus. *e travel distance of the bus where the Rx is located is
500m. *e RT simulation includes two simulation granu-
larity settings:

(i) *e low-resolution simulation: with the sampling
interval 1.38–1.67m, it is used to get the channel
profile and determine the propagation zones where
the high-resolution simulations will take place.
Different propagation zones indicate different
propagation mechanism combinations.

(ii) *e high-resolution simulation: for every propaga-
tion zone in every case, one CIR will be simulated per
OFDM symbol duration (which is much shorter
than half of the wavelength), in order to feed into the
link-level simulator.

*e simulation setups are based on the RT frequency-
domain method for the ultra-wideband channel, and the
material parameters are extracted from measurements or
literature. *e involved material parameters are summarized
in Table 2, where εr

′ is the real part of the relative permittivity,
tan δ is the loss tangent, and S and α are the scattering
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Figure 7: (a) 3D antenna pattern of the transceiver. (b) E plane. (c) H plane.

Table 1: Locations and heights of the Tx and Rx.

Parameters Urban

BS antenna height Top of the building: 25m
On the traffic light: 5m

UE antenna height Top of the bus: 3.2m
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coefficient and scattering exponent of the directive scattering
model [36]. Particularly, the parameters of wood are cali-
brated in [37, 38], and the parameters of concrete are cali-
brated in [39]. *erefore, with the provided calibrated
material parameters, various V2I Tx/Rx deployments can be
simulated by an RT simulator.

Propagation mechanisms in the simulations are LOS,
scattering (multiple scattering theory for vegetation and
single-lobe directive model for others), diffraction (uniform
theory of diffraction (UTD)), reflection (up to 2 orders), and
transmission.*e detailed configuration of the RTsimulated
channels in urban environments is summarized in Table 3.
*e propagation mechanisms for different objects in the
simulation environment are summarized in Table 4.

3.3. Propagation Mechanism Analysis. In this work, 3 dif-
ferent traffic flows are considered:

(i) Full traffic flow: 100% randomly generated vehicles
on the road

(ii) Half traffic flow: 50% randomly generated vehicles
on the road

(iii) Low traffic flow: 10% randomly generated vehicles
on the road

*e considered simulation cases are summarized in
Table 5 for clarity, and the exemplified simulation results are
shown in Figure 10. Figures 10(a) and 10(b) show the MPC
distribution of the typical snapshots for Case 9 and Case 10,
respectively; moreover, the time-varying PDPs are also given
to distinguish the MPC distribution in the delay domain

intuitively. According to different MPC distribution and
propagation mechanisms, the “zone” concept is proposed.
Different zones for different cases are used for channel
characterization in the next section. For Case 9, three zones
can be detected, and two zones are marked for Case 10.
According to the RT simulation results for each case, there
are 12 typical divided zones in Table 6, in which the details of
propagation mechanisms for different zones are listed. For
example, in Zone 2, the Rx is out of the Tx main lobe, the
LOS path and reflected and scattered paths (from urban
furniture and other vehicles) exist, and no ground reflection
exists, as shown in Figure 10(c); in Zone 9, the Rx is in the Tx
main lobe, LOS and ground reflected paths exist, and no
reflection or scattering from urban furniture or other ve-
hicles is seen, as shown in Figure 10(d); in Zone 11, the Rx is
in the Tx main lobe and the LOS path is blocked by a vehicle,
as shown in Figure 10(e). Note that the rays whose power is
more than 80 dB lower than that of the strongest ray are cut
off to get the dominant propagation mechanisms.

Extensive high-resolution simulations are conducted in
each propagation zone for different cases. All simulated
channel data can be imported to the V2I link-level simulator
to guide the construction of the vehicular infrastructure for
better road services.

4. Key Channel Parameters for Link-
Level Simulation

In order to support the link-level simulation, for every
propagation zone, the spatial sampling interval is set to 80λ
for high-resolution simulation. *e delay resolution is

Table 2: Electromagnetic parameters of different materials.

Material εr
′ tan δ S α

Brick 1.9155 0.0568 0.0019 49.5724
Marble 3.0045 0.2828 0.0022 15.3747
Toughened glass 1.0538 23.9211 0.0025 5.5106
Metal 1 107 0.0026 17.7691
Concrete 5.4745 0.0021 0.0011 109
Wood 6.6 0.9394 0.0086 13.1404

3D model of
moving objects

Define dynamic mobility 
pattern of moving objects

3D model of
stationary objects

Define dynamic mobility pattern of
communication devices

Import to RT

Update geometry and 
visibility relationship

Trigger simulation
for a new snapshot Simulation result

Figure 8: Workflow of simulating moving environments.

500m

4 or 8 lanes highway

Tx and beam direction
Rx and beam direction

(5, 25) m Vehicle direction

Figure 9: Deployment of the Tx and Rx.
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8.14 ns, and the time sampling rate is 8.92 μs. Based on
extensive RT simulation results, the comprehensive features
of 23 lanes in urban environments are analyzed and
extracted. *e channel characteristics include PL, root-
mean-square (RMS) DS, Ricean K-factor (KF), ASA, ASD,
ESA, ESD, and blockage loss (BL). All these channel pa-
rameters are fitted by the normal distribution with the mean
value and standard deviation. All the extracted parameters
are summarized in Tables 7–9, where μDS, μKF, μASA,
μASD, μESA, and μESD are the mean values of DS, KF, ASA,

ASD, ESA, and ESD, respectively. σDS, σKF σASA, σASD,
σESA, and σESD are the standard deviations of DS, KF, ASA,
ASD, ESA, and ESD, respectively.

4.1. Path Loss. *e PL in dB is modeled by the A-B model,
which is expressed as

ΡL(dΒ) � A · log10
d

d0
􏼠 􏼡 + B + Xσ , (1)

Table 4: Propagation mechanism.

Object LOS Reflection (up to 2 orders) Scattering Transmission Diffraction
Trees ✓ ✓ ✓
Buildings ✓ ✓ ✓
Traffic signs ✓ ✓ ✓
Signal lights ✓ ✓ ✓
Bus stations ✓ ✓ ✓
Ground ✓ ✓ ✓
Vehicles ✓ ✓ ✓ ✓

Table 5: Analysis cases.

Index Environment Lane Tx height (m) Traffic flow Terminology
1 Seoul 4 25 Full Seoul-4Lanes-Tx25-TFFull
2 Seoul 4 25 Half Seoul-4Lanes-Tx25-TFHalf
3 Seoul 4 25 Low Seoul-4Lanes-Tx25-TFLow
4 Seoul 4 5 Full Seoul-4Lanes-Tx5-TFFull
5 Seoul 4 5 Half Seoul-4Lanes-Tx5-TFHalf
6 Seoul 4 5 Low Seoul-4Lanes-Tx5-TFLow
7 Seoul 8 25 Full Seoul-8Lanes-Tx25-TFFull
8 Seoul 8 25 Half Seoul-8Lanes-Tx25-TFHalf
9 Seoul 8 25 Low Seoul-8Lanes-Tx25-TFLow
10 Seoul 8 5 Full Seoul-8Lanes-Tx5-TFFull
11 Seoul 8 5 Half Seoul-8Lanes-Tx5-TFHalf
12 Seoul 8 5 Low Seoul-8Lanes-Tx5-TFLow

Table 3: Environment configuration.
Frequency 22.1–23.1 GHz
Bandwidth 1GHz
Antenna Directional antenna

Tx Power 0 dBm
Height 5m, 25m

Rx Height 3.2m
Travel distance for the urban environment 500m

V2I path D1: Rx on lane 2 (4-lane urban street; Figure 5), v � 25 km/h
D2: Rx on lane 4 (8-lane urban street; Figure 6), v � 60 km/h

Vehicle type
Passenger car 60%

Bus 20%
Delivery van 20%

Propagation

Direct ✓
Reflection Up to 2 orders
Diffraction UTD
Scattering Directive scattering model

Transmission ✓

Material

Building Brick, marble, toughened glass
Urban furniture, vehicle Metal

Tree Wood
Ground, highway fence Concrete
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where d is the distance between the Tx and the Rx in m; d0 is
the reference distance, equal to 1m; A is the PL exponent; B
is the offset; and Xσ is the shadow factor (SF), which can be
modeled as a Gaussian variable with zero mean and a
standard deviation σSF.

*e fitting results of all 23 zones for different analysis
cases are listed in Table 7, where A< 0 is under the con-
ditions that the Tx and Rx antenna beams are misaligned at

the beginning and that the moving Rx gradually approached
the main lobe of the Tx.*e similar result is presented in the
previous work [31]. It can be found that the absolute value of
A in Zone 1 to Zone 4 (outside the main lobe of the Tx and
LOS condition) and Zone 11 and Zone 12 (within the main
lobe of the Tx and NLOS condition) is larger than that in
Zone 7 to Zone 10 (within the main lobe of the Tx and LOS
condition). *is indicates that the main lobe and the
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Figure 10: Exemplified RTsimulation results in different cases and zones. (a) Case 9: Seoul-8Lanes-Tx25-TFLow. (b) Case 10: Seoul-8Lanes-
Tx5-TFFull. (c) One typical snapshot of Zone 2. (d) One typical snapshot of Zone 9. (e) One typical snapshot of Zone 11.

Table 6: Zones of simulation results.

Zone Antenna
alignment

LOS condition Propagation mechanism

LOS
NLOS

Ground
reflection

Reflection/scattering from urban furniture
and other vehiclesBlocked by

vehicle
Blocked by urban

furniture
1 × ✓ × × × ×

2 × ✓ × × × ✓
3 × ✓ × × ✓ ×

4 × ✓ × × ✓ ✓
5 × × ✓ × — —
6 × × × ✓ — —
7 ✓ ✓ × × × ×

8 ✓ ✓ × × × ✓
9 ✓ ✓ × × ✓ ×

10 ✓ ✓ × × ✓ ✓
11 ✓ × ✓ × — —
12 ✓ × × ✓ — —
✓: within main lobe; ×: outside main lobe.
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barriers, i.e., other vehicles and traffic signs, have a great
influence on path loss. With the increase of traffic flow, the
probability of occurrence of Zone 5 and Zone 11 (LOS path
is blocked by other vehicles) rises.

4.2. RMS DS and Ricean K-Factor. *e Ricean K-factor is
defined as the ratio of the power of the strongest MPC to the
power of the sum of the remaining MPCs in the received
signal [40]. Traditionally, the Ricean K-factor is calculated
from the narrowband channel sounding results by using a
moment-based method [41]. However, the ultra-wideband
(UWB) channel sounding results in this measurement have
high resolution in the time domain. *us, the Ricean K-
factor can be calculated according to its definition as follows:

KF � 10 · log10
Pstrongest

􏽐 Premaining
􏼠 􏼡, (2)

where KF denotes the Ricean K-factor and Pstrongest and
Premaining denote the power of the strongest MPC and the
power of the remaining MPCs, respectively. RMS DS is used
to quantify the dispersion effect of the wide channel. It is
defined as the square root of the second central moment of
the PDP [42]:

στ �

������������������������

􏽐
N
n�1τ

2
n · Pn

􏽐
N
n�1Pn

−
􏽐

N
n�1τn · Pn

􏽐
N
n�1Pn

􏼠 􏼡

2
􏽶
􏽴

, (3)

where στ denotes the RMS delay spread and Pn and τn

denote the power and the excess delay of the n-th multipath.
*e fitting parameters for KF and στ are listed in Table 8.

As it can be seen from Table 8, the zones with the LOS
path are outside the main lobes of transceivers (as shown in
Figure 11), the Ricean K-factor is smaller than that of the
zones with the LOS path in such main lobes, yet the delay
spread is larger than that in the zones with the LOS path in
the main lobes. *e reason is that the MPCs in the main
lobes would have higher gain than the LOS path which gives
rise to increasing Premaining with a long delay. Another
finding is that, in the case of the same environment, i.e., the
same Tx height and the same zone, the mean value of Ricean
K-factor in full traffic flow is smaller than that under the half
and low traffic flow conditions; meanwhile, the mean value
of DS is larger. As shown in Figure 12, there are more MPCs
caused by more vehicles in the case of full traffic flow,
resulting in an increase in power to diffuse MPCs. As shown
in Figure 13, the Ricean K-factor in some cases of the NLOS
channel with reflection is larger than that in other cases of
the NLOS channel without reflection. *e channel with the
strongly reflected path is close to the cases of the LOS
channel. It has been found that such strong reflected paths
are mainly from a metal vehicle or the ground, and power of
them is almost as strong as the LOS path.

4.3. Angular Spread. According to the 3GPP definition, the
conventional AS calculation for the composite signal is given
by

Table 8: Extracted parameters for the DS and K-factor.

Environment Zone
DS (ns) KF (dB)

μDS σDS μKF σKF

Seoul-4Lanes-Tx25-TFFull 8 1.39 0.23 52.26 15.46
10 2.30 1.06 27.38 27.50

Seoul-4Lanes-Tx25-TFLow
1 1.29 0.01 47.23 6.04
9 4.77 2.04 23.60 20.81
12 81.32 83.08 0.47 6.82

Seoul-4Lanes-Tx5-TFFull 8 1.77 0.21 44.22 4.07

Seoul-4Lanes-Tx5-TFHalf 2 19.42 4.73 − 1.37 1.67
10 5.44 0.87 42.04 3.96

Seoul-4Lanes-Tx5-TFLow 1 17.28 7.08 2.81 3.48
3 14.54 9.48 7.94 9.14

Seoul-8Lanes-Tx25-TFFull
2 23.95 8.42 9.79 5.30
8 1.89 1.35 44.23 10.64
12 75.4 42.14 − 4.55 12.89

Seoul-8Lanes-Tx25-TFHalf
1 28.17 12.52 10.74 5.74
4 16.36 4.41 7.58 3.22
7 2.60 1.04 41.54 4.29

Seoul-8Lanes-Tx25-TFLow 3 32.1 4.65 2.07 2.84
9 4.00 0.37 38.21 2.22

Seoul-8Lanes-Tx5-TFFull 2 8.17 11.72 25.16 17.74
11 46.54 66.15 0.74 15.21

Seoul-8Lanes-Tx5-TFHalf 8 2.84 3.36 56.32 15.16

Seoul-8Lanes-Tx5-TFLow 4 13.19 17.37 11.77 7.67
10 9.07 3.46 53.24 15.13

Table 7: Extracted parameters for the PL.

Environment Zone
PL (dB)

A B σSF

Seoul-4Lanes-Tx25-TFFull 8 10.71 37.32 1.14
10 − 415.00 1104.00 3.69

Seoul-4Lanes-Tx25-TFLow
1 − 96.78 271.93 0.29
9 24.39 3.47 4.36
12 − 106.41 418.49 4.53

Seoul-4Lanes-Tx5-TFFull 8 29.81 − 11.58 0.84

Seoul-4Lanes-Tx5-TFHalf 2 141.50 − 31.47 3.17
10 5.37 47.69 5.37

Seoul-4Lanes-Tx5-TFLow 1 34.54 56.56 5.44
3 − 77.27 152.50 2.60

Seoul-8Lanes-Tx25-TFFull
2 135.07 − 122.46 4.21
8 7.40 46.50 0.84
12 1674 − 4100 10.46

Seoul-8Lanes-Tx25-TFHalf
1 − 243.70 497.19 3.96
4 30.19 44.80 1.51
7 − 46.56 170.31 0.59

Seoul-8Lanes-Tx25-TFLow 3 − 374.55 760.65 7.22
9 62.08 − 97.05 5.33

Seoul-8Lanes-Tx5-TFFull 2 − 58.31 158.92 5.28
11 90.38 − 71.97 15.06

Seoul-8Lanes-Tx5-TFHalf 8 14.89 25.98 2.71

Seoul-8Lanes-Tx5-TFLow 4 − 61.72 164.97 6.10
10 12.85 30.87 5.89
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σAS �

�������������

􏽐
N
n�1 θn,μ􏼐 􏼑

2
· Pn

􏽐
N
n�1Pn

􏽶
􏽴

, (4)

where σAS denotes the AS, Pn denotes the power of the n-th
ray, and θn,μ is defined by

θn,μ � mod θn − μθ + π, 2π( 􏼁 − π, (5)

where θn is the ASA/ASD/ESA/ESD of the n-th ray and μθ is

μθ �
􏽐

N
n�1θn · Pn

􏽐
N
n�1Pn

. (6)

Generally speaking, ASD and ASA are larger than ESD
and ESA, implying that most of the MPCs come from the
horizontal direction. *is reflects the fact that more objects
(scatterers) are located on the two sides of the Rx vehicle in
the urban environment than above/under the Rx vehicle (as
shown in Figure 14). Figure 15 shows the variation of the AS
with Tx-Rx distance for the urban environment. It can be
seen that, in the case of the LOS channel, the mean value of
angular spread within the main lobe is generally smaller than
that outside the main lobe.*is indicates that when the Rx is
within the main lobe, the distance between the Rx and the Tx
is larger, and the object that produces reflection and scat-
tering is closer to the Tx than the Rx. Moreover, the main
lobe filters low-energy rays, resulting in the reduced AS.

Table 9: Extracted parameters for the AS.

Environment Zone
ASA (∘) ESA (∘) ASD (∘) ESD (∘)

μASA σASA μESA σESA μASD σASD μESD σESD

Seoul-4Lanes-Tx25-TFFull 8 0.14 0.21 0.42 1.33 0.19 0.03 0.05 0.17
10 0.03 0.00 2.28 2.13 0.19 0.10 0.29 0.10

Seoul-4Lanes-Tx25-TFLow
1 0.07 0.01 0.02 0.00 0.30 0.03 0.00 0.00
9 0.37 0.83 3.27 1.10 0.26 0.29 0.42 0.14
12 143.83 29.62 2.04 0.58 7.48 9.69 0.57 0.04

Seoul-4Lanes-Tx5-TFFull 8 1.55 0.57 0.11 0.18 0.00 0.00 0.01 0.02

Seoul-4Lanes-Tx5-TFHalf 2 52.11 27.11 18.06 1.59 72.27 13.14 8.26 1.69
10 1.37 0.10 1.24 0.14 0.00 0.00 0.80 0.09

Seoul-4Lanes-Tx5-TFLow 1 43.55 26.66 18.28 1.70 72.67 12.85 8.37 1.78
3 47.28 41.54 12.06 6.69 40.63 32.22 8.39 5.44

Seoul-8Lanes-Tx25-TFFull
2 46.97 11.44 24.65 3.66 1.23 0.40 2.13 0.59
8 6.54 31.00 0.22 1.00 0.09 0.23 0.04 0.06
12 52.62 25.63 2.53 1.34 3.68 1.50 0.42 0.15

Seoul-8Lanes-Tx25-TFHalf
1 39.26 9.23 24.85 3.68 1.17 0.50 2.07 0.65
4 79.11 28.25 10.02 2.53 3.93 1.10 0.55 0.24
7 0.27 0.29 0.01 0.00 0.16 0.10 0.05 0.00

Seoul-8Lanes-Tx25-TFLow 3 98.51 18.6 21.54 1.06 7.25 0.73 3.62 0.65
9 0.01 0.00 2.90 0.06 0.01 0.00 0.37 0.01

Seoul-8Lanes-Tx5-TFFull 2 22.72 35.31 2.73 4.84 8.62 10.32 1.78 1.89
11 28.98 31.14 1.01 0.75 2.45 3.07 0.77 1.36

Seoul-8Lanes-Tx5-TFHalf 8 14.16 46.64 0.07 0.25 0.10 0.25 0.05 0.11

Seoul-8Lanes-Tx5-TFLow 4 21.78 35.13 4.71 4.34 10.82 11.74 4.22 3.55
10 0.01 0.01 0.90 0.15 0.01 0.00 0.58 0.10

Tx

Rx

(a)

Tx
Rx

(b)

Figure 11: Rays in the main lobes of the transceiver. (a) Reflected
rays aligned with the main lobe. (b) Scattered rays aligned with the
main lobe.

Rx

(a)

Rx

(b)

Figure 12: MPC distribution in the same environment
with different traffic flows. (a) Zone 8 in Case 2 (Seoul-4Lanes-
Tx25-TFHalf). (b) Zone 8 in Case 1 (Seoul-4Lanes-Tx25-TFFull).
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Another finding is that when the Rx vehicle is within the
main lobe, the AS for NLOS channels is much larger than
that for LOS channels.

4.4. Blockage Loss. *ere are buildings, small-scale struc-
tures, and moving vehicles in the analyzed urban envi-
ronments. When the vehicle on which the Rx is located is
moving on the road, the directed ray may be blocked by
these objects. As shown in Figure 16, the maximum
blockage loss and the corresponding blockage time for each
segment are calculated and fitted by the normal distribu-
tion with the mean value μBL, σBL_t, and standard de-
viation μBL, σBL_t, respectively. *e parameters are
summarized in Table 10.

5. Conclusion

In this paper, the 23GHz V2I channels are characterized by
measurement-validated RTsimulations for different antenna
heights in various propagation environments. *e PL,
shadow fading, Ricean K-factor, DS, AS, and blockage loss of
the channels are characterized for each zone in different
cases. In the considered 3D Seoul urban environments, all
the main buildings and small-scale structures, such as traffic
lights, traffic signs, bus stations, and trees, are included with
their typical geometries and materials in reality. *e fun-
damental channel parameters analyzed are summarized in
tables, which can be imported to standard channel models
for generating realistic channels for similar environments.
*e study of this paper and the provided suggestions will be
useful to guide the design and deployment of vehicular
communication systems with FACS technologies.
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In order to satisfy the increasing demand for the higher transmission capacity of “smart station”, millimeter wave (mmWave)
technology is expected to play a significant role in the high data rate communication system. Based on the ray-tracing simulation
technology, this paper would study wireless channel characteristics of the three-dimensional (3D) model of high-speed railway
station at the mmWave band. Key parameters such as path loss exponent, shadow fading factor, delay spread, Rician K-factor,
angular spread, power angle spectrum, and spatial correlation are extracted and investigated. +ese channel characteristics are of
value for the selection of antenna arrays and even the design of future 5G communication networks in the railway environment.

1. Introduction

Nowadays, with the convenience and flexibility of high-
speed railway (HSR), more and more people prefer to take
rail traffic for travel or for work. In order to meet these goals
in regard to safety, convenience, and efficiency, the in-
vestigations about the fifth-generation (5G) wireless com-
munication system have become a trend [1–4] in different
railway scenes. At present, the first 5G smart railway station
has been established at Shanghai Hongqiao Railway Station,
which is expected to have the ability to guarantee the 5G
network depth coverage in this year. Smart railway station
would show the wisdom of railway technology to the public
from the perspective of operation and service, including
indoor navigation, face identification, and 5G-guided robot.
In other words, smart station has been the vital application
environment in intelligent transportation systems (ITSs)
[5, 6] and the analysis of the wireless channel model in the
railway system for the 5G communication system is
essential.

To meet the demand for seamless high data rate wireless
connectivity for railway services, the efficient transmission
technologies like massive multiple-input multiple-output
(MIMO) is proposed [7] to improve system capacity and

data rate. +e large-scale fading characteristics of different
railway scenarios have been summarized for the first time in
[8]. Based on [8], it is noted that railway station [9, 10] is
significantly different from common public network sce-
narios or other high-speed railway scenarios (such as via-
ducts, cuttings, tunnels, etc.) [11]. In [11], the authors also
explored channel characteristics in different HSR scenarios
by the 3D ray tracing (RT) [12–14] which could compensate
for the shortcoming of traditional models and accurately
analyze the special channel characteristics in 5G systems.
Previous simulations focused on the single-input single-
output (SISO) system and MIMO channel for indoor and
outdoor communication [15–17], but they missed the re-
search of multipath parameters such as spatial correlation in
the railway system. As a result, there is still an urgent de-
mand for a complete investigation by considering large-scale
parameters, small-scale parameters, and spatial parameters
[18, 19] for station scenario in MIMO systems.

+is paper mainly focuses on the medium HSR station,
which is the most common station scenario with two
platforms and four lines. First of all, channel parameters
such as path loss exponent, shadow fading factor, multipath
delay, and angular spread can be obtained based on RT. +e
experiment will be carried out at the HSR station where base
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station antennas are arranged on the tower. On the contrary,
the strengths of the massive MIMO system to compensate
for the high path loss of the mmWave band have made high
carrier frequencies become an integral component of the
upcoming 5G networks. Because of the available larger
transmission bandwidths, the 5G network is able to supply
high data rates and enhance the quality of experience. Al-
though propagation signals at higher frequencies have the
higher path loss and are more susceptible to rapid signal
degradations caused by moving or fixed obstacles [20],
higher frequencies can allow the deployment of smaller
antennas which enables the function of multiantenna
technology to be integrated into the antenna array. In this
paper, not only have the channel characteristics that can
guide 3D channel modeling in 5G environment been dis-
cussed but optimized deployment recommendations have
also been provided for antenna configuration based on the
spatial correlation in massive MIMO systems at 37.0–
42.5GHz mmWave band.

+e rest of the paper is organized as follows. +e defined
high-speed railway station scenario and simulation pa-
rameters are presented in Section 2. +e wireless channel
model for the station scenario is provided in Section 3.
According to simulation results, we point out the main
channel characteristics to discuss the antenna deployment in
Section 4. Conclusions are drawn in Section 5.

2. Ray-Tracing Simulation

2.1. Scenario Modeling. As shown in Figure 1, the 3D sce-
nario model with a 450m (length) high-speed railway sta-
tion is established by SketchUp in the three-dimensional
Cartesian coordinate system.+ere are 6 types of objects and
6 materials (Table 1) in the scenario model. +e LOS paths,
scattering, and up to 2nd-order reflections are considered,
and the initialized dielectric parameters are listed in Table 2.

+en, referring to the CRH380A, the high-speed train
model is built in Figure 2. With simulation and measure-
ment results, the effect of adjacent train compartments

almost can be ignored for the received signal, which in-
dicates the front of the train could be considered individually
in the simulation environment.

2.2. Ray-Tracing Simulation Parameters. In Figure 1, the
height of the single-tube tower next to the high-speed
railway station is 40m [21].+e distance from the center line
of the tower to the edge of station platform is 10m, and the

6.00m

1.25m

12.00m
18.60m

12.00m

22
5m

X

YZ

Tower

Tx

Area I (225m)

Area II (225m)

Line 1: tra
in moving direction

Figure 1: High-speed railway station scenario. Line 1 is divided into two parts: Area I (the area of Rx approaching the Tx) and Area II (the
area of Rx leaving the Tx).

Table 1: Scenario composition.

Object Material
Platform Granite, brick, plaster
Canopy Plaster, metal
Ground Tiles-rough
Rail Metal
Crosstie Concrete
Single-tube tower Metal

Table 2: Material parameters.

Material Relative permittivity Loss tangent
Granite 4.91 0.14
Brick 4.20 0.39
Plaster 2.50 2 × 10− 3

Metal 1.00 107
Tiles-rough 3.77 3 × 10− 3

Concrete 5.60 0.05

26.50m

3.70m

Rx

12.00m
0.80m

3.38m

Figure 2: High-speed train model (CRH380A).
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distance to the X-axis is 225m. +e omnidirectional
vertical polarization antenna is employed in this work. As
the transmitter (Tx) antenna, the base station antenna is
deployed on a platform of tower [21] whose height is
38.5m and vertical distance to the center line of the tower
is 0.8m. Hence, the coordinates can be set to (30.5, 225,
38.5).

In the top view of Figure 1, simulating on Line 1, the
process of passing the train through the station on Line 1
is divided into Area I where the train is approaching the
tower and Area II where the train is leaving the tower. +e
top antenna is the receiver (Rx) which is located at the
middle line on the top of train, and the vertical distance to
the rear section of the train is 13m. +e Rx antenna moves
along the positive direction of Y-axis, and the height is
4.16m which is the sum of the distance to the top of train
(0.15m), the height of the train (3.70m), and the height
from the bottom of the train to the ground (0.31m). +e
Y-axis coordinate of Rx antenna is 0 : 2:450 on Line 1. +e
key configurations of ray-tracing simulation are listed in
Table 3.

3. Wireless Channel Model

In signal processing and wireless communication, the
channel transfer function H(f) at frequency f is expressed as
the coherent sum of different multipath components Hn(f)

coupling with the polarimetric Tx and Rx antenna radiation
patterns (GTx, GRx) [22].

H(f) � 􏽘
N

n�1
GTx′ Hn(f)GRx,

Hn(f) � an(f)e
jΨn(f)δ ϕAoD − ϕAoD,n􏼐 􏼑δ θAoD − θAoD,n􏼐 􏼑

· δ ϕAoA − ϕAoA,n􏼐 􏼑δ θAoA − θAoA,n􏼐 􏼑,

(1)

where N denotes the number of multipath, an andΨn are the
signal amplitude and phase, respectively, ϕAoD, ϕAoA, θAoD,
and θAoA are the azimuth angle of departure/arrival and
elevation angle of departure/arrival, respectively [23], all of
which are for the n-th multipath component.

In addition, in the wireless channel model, the line-of-
sight (LOS) paths and the non-line-of-sight (NLOS) paths
are usually separated because the LOS paths are obvious,
whereas the NLOS paths are based on the simulation
transmission modes of the RTplatform including reflection,
scattering, and diffraction.

4. Wireless Channel Characteristics

In this section, the simulation results of high-speed railway
station on Line 1 are presented and analyzed. Furthermore,
suggestions on optimized antenna array deployment are also
provided.

4.1. Path Loss and ShadowFading. Path loss refers to the loss
caused by the diffusion of electromagnetic wave energy

when the wave propagates. From the macroscopic point of
view, it is reflected in the function of the received signal
power changing with distance.

By analyzing the channel data obtained by the RT
simulation platform, with the change of Y-axis coordinate of
the Rx antenna, the path loss is shown in Figure 3.

In Figure 3, the path loss is almost symmetrical with
respect to the Y-axis coordinate of Tx, whose maximum is
132.2 dB when the Y-axis coordinate is 22m. In [24], as-
suming that the receiving sensitivity of the Rx antenna is
− 125.23 dBm and combining the parameters of Table 3, the
maximum allowable of path loss is about 148.73 dB con-
sidering penetration loss.

In this paper, the fitting results of path loss, by the model
in (2) that combines the path loss and shadow fading [25],
are shown in Figure 4:

PL(d) � A + 10n log10(d) + Xσ , (2)

where A is the interception, d is the distance between the Tx
antenna and the Rx antenna (unit: m), and n is the path loss
exponent. Xσ indicates the zero mean Gaussian random
variable with a standard deviation σ which is the shadow
fading factor reflecting the large-scale fading that is caused
by obstacle occlusion on the wireless channel.

From Section 2, Line 1 is divided into Area I and Area II.
+e fitted parameter values are shown in Table 4.

According to Figure 4 and Table 4, on Line 1, as a result
of a few obstacles (such as canopy) in the scenario, the fitting
path loss exponent (n� 2.26) is slightly larger than that in the
free space path loss (FSPL) model (n� 2). In Area I, n is 2.69
because of more obstacles. It should be noted that n is 1.83 in
Area II on account of the superposition of the LOS path,
more reflection, and scattering which can be found in [11]
regarding rich multipath propagation at mmWave channels.
In addition, all shadow fading factors σ in the scenario are
close to 6 dB which is the value of the LOS environment for
rural macro (RMa) scenario in 3GPP [26].

4.2. RMSDelay Spread. Figure 5 shows the mean root mean
square (RMS) delay spreads and cumulative distribution
functions (CDFs) of RMS delay spreads.

Table 3: Simulation parameters.

Parameter Value
Frequency (GHz) 37.0–42.5
Bandwidth (GHz) 5.5
Resolution (MHz) 5.5
Reflection order 2
Scattering mode Directive mode
Antenna (Tx, Rx) Omnidirectional vertical polarization
Tx antenna gain (dBi) 10
Rx antenna gain (dBi) 3
Tx height (m) 38.5
Rx height (m) 4.16
Tx transmit power (dBm) 43
Tx coordinate (30.5, 225, 38.5)
Rx coordinate (− 7.5, y, 4.16)
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In Figure 5(a), the RMS delay spread curve is almost
symmetric. +e RMS delay spreads near Tx antenna are
larger than the two ends of the station. +e mean RMS
delay spread 0.28 ns on Line 1 is less than the measurement
result of delay spread 0.8 ns in rural [4] because the
semiclosed station space limits the range of multipaths [11].
Simultaneously, due to the high-speed railway station is a
semilimited type, the rays are occluded and reflected by

various buildings and the train body during the propa-
gation process. LOS paths provide the primary energy, and
the RMS delay spreads are relatively small. In Figure 5(b),
all values of RMS delay spread on Line 1 are less than 1.2 ns,
which mean most of the powerful multipath components
are concentrated around LOS path in the time delay do-
main. +e mean values of RMS delay spread are shown in
Table 5, and values of two areas are almost the same which
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Figure 4: Simulation and fitting results. (a) Area I. (b) Area II.
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Figure 3: Path loss.

Table 4: Parameter fitted value.

Parameter A n σ (dB)
Area I 47.31 2.69 5.52
Area II 65.52 1.83 5.69
Line 1 56.42 2.26 5.66
FSPL 64.27 2.00 —
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suggest Line 1 has the similar channel characteristics in the
time delay domain.

4.3. RicianK-Factor. From the analysis of previous chapters,
there are LOS paths and a large number of NLOS paths on
Line 1. So it is indispensable to analyze the relationship
between LOS path and NLOS path with the Rician K-factor
[27].

With the Y-axis coordinate position of Rx antenna
changing, the Rician K-factor is shown in Figure 6(a).
Additionally, Figures 6(b)–6(d) demonstrate CDFs and
fitting results of Rician K-factor. +e mean values of the
Rician K-factor are summarized in Table 5.

As shown in Figure 6(a), with the Rx antenna close to
Tx antenna (Area I), the overall process of Rician K-factor
is a decreasing trend. Rician K-factors near Tx antenna are
the smallest, whose fluctuation is relatively serious. Con-
versely, in Area I and Area II, the Rician K-factors become
larger with the distance between Tx antenna and Rx an-
tenna increasing, which denotes the fading is getting
weaker.

In Table 5, the mean of Rician K-factor on Line 1 is
28.72 dB that is far greater than 0 dB, which means LOS path
contributed the main energy. +e similar observation at
mmWave band could be found in rural scenario [4] re-
garding the mean value 25.7 dB. As shown in
Figures 6(b)–6(d), it should also be noted from the fitting

results that Rician K-factors obey the Gaussian distribution
owing to the wideband channel characteristic of the 5G
communication system. Furthermore, when the bandwidth
is wider, the multipath resolution capability that leads to a
decrease in the power of the NLOS component of the main
path gets stronger, so Rician K-factors become greater in the
5G wideband channel system.

4.4. Spatial Parameters

4.4.1. RMS Angular Spread. On Line 1, the RMS angular
spreads of angle of arrival (AoA) and angle of departure
(AoD) are shown in Figure 7(a). ASA, ESA, ASD, and ESD
are angular spreads of the azimuth angle of arrival, the el-
evation angle of arrival, the azimuth angle of departure, and
the elevation angle of departure, respectively. +e CDFs of
angular spreads are illustrated in Figure 7(b).

In Figure 7, the ESA is relatively larger, andmost (≥80%)
values are greater than 10.7°, while the 80% of ASA are less
than 7.8°, which explains there are more scatterers from the
elevation domain at the Rx and the train body plays a major
role. +en, the ESD is relatively smaller, and most (≥80%)
values are less than 1.7° whereas the ASD is relatively larger
and 80% are greater than 5.5°, which explains there are
less scatterers at the elevation domain at the Tx. Besides, the
measurement scenario in [28] is similar to the station
scenario in the paper, and the results in [28] agree with the
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Figure 5: (a) RMS delay spread. (b) CDF of RMS delay spread.

Table 5: Mean value of parameters.

Parameter Area I Area II Line 1
RMS delay spread (ns) 0.27 0.29 0.28
K (dB) 28.97 27.47 28.72
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simulation results in the paper. Since there is a similar
environment that more reflectors and scatterers in both
scenarios, the scenarios have the same characteristic that the
maximum of angular spread does not exceed 70°.

4.4.2. Power Angle Spectrum. In Figure 7(a), the angular
spreads at two ends of the station are relatively small. +at is
why we need to focus on the power angle spectrum (PAS)
[29] at two ends of the station. In this section, Figure 8 shows
the PAS of AoA and AoD when the Y-axis coordinates of the
Rx antenna are 6m and 444m, respectively.

In Figure 8(a), at the Y-axis coordinate 6m, the main
beam at Rx could be horizontal because values of nor-
malized power are relatively the largest as the elevation

angle of AoA is about 90°. Fortunately, elevation angle
directions of the main beam are also distributed around
90° at the Y-axis coordinate 444m. Furthermore, the
relatively large ESA and horizontal beam at Rx show that
the linear Rx antenna array should be perpendicular to the
top of the train in order to achieve the low correlation
among beams.

In Figure 8(b), at the 6m, while the azimuth angle of
AoD is about − 20°, the normalized powers are the largest,
which implies that the azimuth angle direction of the main
beam at Tx could be about − 20°. Conversely, at the 444m,
the azimuth angle directions of main beam are mainly
distributed around 20°, but the elevation angles always
approach 100°. +en, the ASDs of Tx antenna are greater
than ESDs in Figure 7(a), which means the antenna array
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Figure 6: (a) Rician K-factor. (b) Area I. (c) Area II. (d) Line 1.
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could be horizontal and perpendicular to rails on the tower
platform. Considering the direction of the main beam in
Figure 8(b), the antenna array should be rotated counter-
clockwise or clockwise horizontally to be perpendicular to the
direction of main beam for the low correlation.

4.5. Spatial Correlation. As we all know, the diversity gain
and multiplexing gain of the MIMO system [30, 31] are
directly related to the spatial characteristics of the channel.
+e above is the investigation of some spatial characteristic
parameters at 5GmmWave band. In addition, as the
important aspect of MIMO channels [32], the spatial
correlation among beams must be discussed to achieve the
suitable antenna spacing.

In this section, in order to improve the performance of
the location where there is worser signal coverage, the an-
gular spreads at that position are selected for correlation
calculation to ensure the user experience of the overall
scenario.

According to Figure 7(b), more than 90% of ASA and
90% of ESA are beyond 4.15° and 9.71°, respectively, and over
90% of ASD and 90% of ESD are larger than 4.64° and 0.92°,
respectively, which result in the necessity of investigation
about the spatial correlation among antenna elements in the
case of relatively worser angular spread. +e correlation
coefficient between Rx antenna elements with ASA (4.15°)
and ESA (9.71°) is shown in Figure 9(a), and the correlation
coefficient of Tx antenna elements is drawn in Figure 9(b) as
the ASD is 4.64° and ESD is 0.92°.
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Figure 8: (a) PAS of AoA. (b) PAS of AoD.

Area I Area II
Tx

0

10

20

30

40

50

60

70
A

ng
ul

ar
 sp

re
ad

 (°
)

300 350150 200 25050 1000 400 450
Y-axis coordinate of Rx (m)

ASA
ESA

ASD
ESD

(a)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

CD
F

3020 40 5010 60 700
Angular spread (°)

ASA
ESA

ASD
ESD

(b)

Figure 7: (a) RMS angular spread. (b) CDF of RMS angular spread on Line 1.
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+e wavelength at 40GHz is approximately 7.5mm. From
Figure 9(a), the relative distance of Rx antenna array elements
is at least 68 times to ensure that correlation coefficient between
adjacent antenna elements is less than 0.1, but the antenna
element spacing is around 51 cm that is too large to meet the
engineering requirements. If the correlation coefficient can be
relaxed to 0.5, it indicates the antenna element spacing only will
be about 2.25∼3.75 cm that might meet the requirement for
application at the Rx.

In Figure 9(b), when the correlation coefficient of ad-
jacent Tx antenna elements is less than 0.5, antenna spacing
can be set to about 3∼30 times of wavelength which means
around 2.25∼22.50 cm.

5. Conclusion

In this paper, channel characteristics of 5G mmWave band
have been investigated at the high-speed railway station.
Based on the measurement and simulation results, key
channel parameters, such as path loss, delay spread, Rician
K-factor, angular spread, PAS, and spatial correlation, are all
analyzed. Some important results and suggestions are
summarized as follows:

(1) When Tx antennas are installed on the tower, the
maximum path loss on Line 1 is about 132.2 dB,
which is so large that multiantenna technology is
expected to ensure signal coverage strength and
increase system capacity.

(2) +e high-speed railway station is a semilimited space
where the values of RMS delay spreads are almost
less than 1.2 ns on Line 1, which is reasonable and
acceptable in 5G systems.

(3) In the scenario, the Rician K-factors obey the
Gaussian distribution which is owing to the large
bandwidth in 5G systems.

(4) When the Tx and Rx both adopt uniform linear
antenna arrays, the antenna spacing could be

2.25∼22.50 cm at Tx, whereas the Rx antenna spacing
might be set to 2.25∼3.75 cm.

(5) +e Rx antenna array should be vertical to the top of
the train, while the horizontal Tx antenna array
should be rotated counterclockwise or clockwise
horizontally to obtain low correlation due to the
propagation direction of the main beam.

(6) By analyzing the train’s moving speed and the angle
between the train’s moving direction and incident
wave direction, it can be found that the angle is
approaching 90° as the Rx reaches the Tx, which
makes Doppler shift decline. Due to simulation on
Line 1 where the train needs to stop at the platform
and the speed is relatively low, this paper does not
focus on the Doppler effect and more related re-
search could be conducted in future work.
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A wideband differential-fed microstrip patch antenna based on radiation of three resonant modes of TM12, TM30, and slot is
proposed in this paper. Firstly, two symmetrical rectangular slots are cut on the radiating patch where the zero-current position of
the TM30 mode excites another resonant slot mode. In addition, the slot’s length is enlarged to decrease the frequency of the slot
mode with little effect on that of the TM30 mode. To further expand the impedance bandwidth, the width of patch is reduced to
increase the frequency of the TM12 mode, while having little influence on that of the TM30 and slot modes. Moreover, a pair of
small rectangular strips is adopted on the top of the feeding probes to achieve a good impedance matching. Finally, based on the
arrangements above, a broadband microstrip patch antenna with three in-band minima is realized. (e results show that the
impedance bandwidth (|Sdd11|< − 10 dB) of the proposed antenna is extended to 35.8% at the profile of 0.067 free-space
wavelength. Meanwhile, the proposed antenna maintains a stable radiation pattern in the operating band.

1. Introduction

Microstrip patch antennas (MPAs) have been extensively
investigated and developed over the past decades because of
their advantages of low profile, small cost, ease of manu-
facture, and so on [1]. However, conventional MPAs always
suffer from a narrow impedance bandwidth of about 3%
because of the high-quality factor Q [2]. In order to expand
the impedance bandwidth, a few approaches have been
proposed in past decades.

(e simplest method to expand the bandwidth is to
enhance the antenna thickness and decrease the substrate
permittivity, which can reduce the quality factor Q [3].
However, thick substrates enlarge the surface wave leakage
leading to poor radiation efficiency, and decreasing the
permittivity is limited because the lowest substrate dielectric
constant is 1. In addition, the feeding scheme was recon-
figured in [4] to extend the impedance bandwidth to 115% at
the profile of 0.25 λ0 (λ0 is the free-space wavelength); the
reason for bandwidth enhancement is that another non-
radiative resonant mode is introduced around the funda-
mental mode. However, it is difficult to implement the

feeding scheme in a thin substrate. Moreover, the authors in
[5] used a Wang-shaped radiating patch to extend the
bandwidth of 49.3% with the profile of 0.2 λ0. In [6], an
inverted U-shaped slot was adopted on the radiating patch to
extend the impedance bandwidth to 17.8% with the thick-
ness of 0.09 λ0. In [7], a simple E-shaped patch was proposed
for bandwidth enhancement, and the impedance bandwidth
was expanded to 30.3% at the 0.1 λ0 profile. Nevertheless, all
the antennas mentioned above always need a high profile,
which will destroy the low-profile property of microstrip
antenna.

Furthermore, in recent years, coupling two oddmodes of
MPAs together becomes a new attractive method because of
keeping the advantage of low profile of MPAs. In [8], the
TM10 and TM30 modes were combined to extend the
bandwidth to 18% at the height of 0.08 λ0. In [9], the authors
proposed to combine TM10 and TM12 modes together, and
the impedance bandwidth was enlarged to 10% with the
profile of 0.039 λ0. Additionally, (e TM12 and TM30 modes
were also adopted to achieve bandwidth enhancement in
[10], and a bandwidth of 14.8% was realized at the profile of
0.048 λ0. However, since only two odd modes are combined,
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the impedance bandwidth of these antennas is only twice as
wide as that of traditional microstrip antennas, which may
hinder the application of these MPAs in broadband com-
munication systems.

In this paper, a novel wideband differential-fed MPA
based on radiation of three resonant modes of TM12, TM30,
and slot is proposed. Firstly, two symmetrical rectangular
slots are cut at the position of zero-current of the TM30mode
of the radiating patch to excite another resonant slot mode
with little effect on the TM30 mode. Besides, through in-
creasing the slot’s length, the TM30 and slot modes can be
adjusted in proximity to each other. To further expand the
impedance bandwidth, the patch width is reduced to in-
crease the frequency of the TM12 mode. With these ar-
rangements, the TM12, TM30, and slot modes can be
combined to form a wideband. Moreover, a pair of small
rectangular strips is used on the top of the feeding probes to
achieve a good impedance matching. (e results show that
the proposed antenna has realized an impedance bandwidth
(|Sdd11|< − 10 dB) of 35.8% at the profile of 0.067 λ0. Ad-
ditionally, the proposed antennamaintains a stable radiation
pattern over the operating band.

2. Geometry and Design Process

(e geometry of the proposed differential-fed wideband
MPA is shown in Figure 1. It consists of a radiating patch
with the size of L×W and a ground plane with the size of
LS × WS. And a dielectric substrate RO5880 with permit-
tivity of εr � 2.2 and thickness of H1 � 0.508mm is selected
in this paper for antenna design. (e radiating patch is
printed on the top surface of the substrate RO5880, while the
ground plane is placed below the substrate with an air gap of
H� 3mm. Meanwhile, two symmetrical rectangular slots
(L1 ×W1) with the spacing of D1 are cut on the radiating
patch, which can excite another resonant slot mode. In
addition, differential-fed with spacing of D2 is used and a
pair of small rectangular strips (L2 ×W2) is adopted on the
top of the feeding probes. All parameters for the proposed
antenna in Figure 1 are tabulated in Table 1. In this paper,
HFSS 13.0 is used for simulation calculation.

Firstly, as can be seen from Figure 2(a), a square MPA
with differential-fed scheme is used for antenna design to
suppress the undesired even-order modes which are null in
the boresight [11]. Secondly, in Figure 2(b), two symmetrical
rectangular slots are cut on the radiating patch to excite
another slot mode near the TM30 mode to expand the
bandwidth. (irdly, to further enlarge the bandwidth, in
Figure 2(c), the patch width is reduced to increase the
frequency of the TM12 mode to proximity to that of the slot
and TM30 modes. Finally, in Figure 2(d), the slot’s width and
position are modified slightly and a pair of small rectangular
strips is adopted on the top of the feeding probes to achieve a
good impedance matching.

3. Parametric Studies and Design Flow

3.1. Exciting Another Resonant Slot Mode. (e current dis-
tribution of the TM30 mode of the patch is plotted in

Figure 3. It can be seen from Figure 3 that there are two zero-
current lines on the patch. (erefore, as shown in
Figure 2(b), when slots are cut on the patch near these
positions, it will have little effect on the TM30 mode while
can excite the resonant slot mode. (rough modifying the
slot’s length properly, TM30 and slot modes can be combined
to expand the bandwidth. To better understand the effect of
slot length, the frequency of the TM30 mode (f30) and slot
mode (fslot) under different slot length L1 is plotted in
Figure 4. Note that, in this subsection, the W1 is 1mm and
D1 is 21mm.

It can be observed from Figure 4 that when slot length
increases from 18 to 38mm, the fslot decreases from
7.2 GHz to 5.1 GHz clearly while f30 keeps constant at
6.24 GHz. Considering the whole performance, in
this paper, L1 � 38mm is selected for the widest
bandwidth.

3.2. Increasing the Frequency of TM12 Mode. To further
extend the bandwidth, the TM12 mode is adjusted in
proximity to slot and TM30 modes in this paper. According
to the cavity model [12], the resonant frequencies (fmn) of
TMmn modes in MPA can be expressed as follows:

fmn �
c

2 ��εr

√ ×

������������

m

L
􏼒 􏼓

2
+

n

W
􏼒 􏼓

2
􏽳
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where c is the light speed in the free space, εr is the dielectric
constant of substrate, and m � 1, 2, 3, . . . , and n � 1, 2, 3, . . .

Based on formula (1), the patch width (W) plays an
important role in the frequency of TM12 mode (f12), yet
has little effect on f30. And the fslot is mainly decided on
the slot length, so the patch width also has little effect on
fslot. (erefore, when W is reduced, f12 will be increased
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Figure 1: Geometry of the proposed wideband antenna.
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while f30 and fslot keep constant. To better understand
how the patch width influences f12, f30, and fslot, Figure 5
plots f12, f30, and fslot varying with patch widthW. W1, D1,
and L1 are selected as 1mm, 21mm, and 38mm,
respectively.

We can see from Figure 5 that whenW reduces from 63
to 56mm, f12 increases from 4.18 GHz to 4.44 GHz while f30
and fslot keep constant, which is consistent with the
analysis above. Note that when W� 56mm, the spacing of
TM12 and slot modes is enough to form the wideband.
(erefore, in this paper, we chooseW � 56mm for antenna
design.

3.3. ImpedanceMatching. With the arrangements above, the
TM12, TM30, and slot modes have been in proximity to each
other. However, the input impedance is mismatch. To finally
obtain a wideband MPA, the slot position (D1) and width
(W1) are modified and a pair of small rectangular strips is
adopted on the top of the feeding probes to achieve a good
impedance matching. In this subsection, we analyze the
effects of slots and rectangular strips on impedance
matching. When one parameter is studied, the other pa-
rameters are fixed as listed in Table 1.

Figure 6 illustrates |Sdd11| as a function of frequency at
different slot position D1. As can be seen from Figure 6, the
slot position has great effects on impedance matching and
bandwidth. Proper design of the slots position can achieve a
better impedance matching and wider bandwidth. In this
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Figure 2: Design process of proposed wideband antenna. (a) Conventional MPA. (b) MPA with two slots. (c) MPA with two slots and
shortened patch. (d) MPA with two slots, shortened patch and a pair of strips.
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Table 1: Dimensions of the proposed antenna.

Parameters L LS L1 L2 W WS W1 W2 D1 D2 H H1

Values (mm) 63 94.5 38 4 56 84 3 3 25.8 60 3 0.508
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paper, considering the whole |Sdd11| performance in Figure 6,
the D1 � 25.8mm is selected for antenna design.

Figure 7 shows |Sdd11| as a function of frequency at
different slot width W1. Like slots position D1, the slots
width W1 also has large influences on impedance matching
and bandwidth. Compare the whole |Sdd11| performance at
different slot width W1, the best bandwidth is achieved at
W1 � 3mm.

Besides, in this paper, a pair of small rectangular strips is
adopted on the top of the feeding probes to eliminate the
inductance introduced by probes for good impedance

matching. Note that the value of capacitance introduced by
the rectangular strips is mainly decided with the area of these
rectangular strips. (erefore, we only modify the strips
length L2 to achieve impedance matching and keep W2 as
listed in Table 1. Figure 8 plots the Smith chart of proposed
wideband MPA at different L2.

From Figure 8, we can find that the input impedance is
inductive as the probes connect radiating patch directly.

4 4.5 5 5.5 6 6.5 7
Frequency (GHz)

–30

–25

–20

–15

–10

–5

0

|S
dd

11
| (

dB
)

D1 = 23.8mm
D1 = 25.8mm
D1 = 27.8mm

Figure 6: |Sdd11| as a function of frequency at different slots po-
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When a pair of rectangular strips is adopted on the top of the
probes to capacitive-coupled feed and L2 decreases from
6mm to 2mm, the input impedance gradually changes from
inductive to capacitive. It can also be observed from Figure 8
that the best L2 is 4mm.

4. Results and Discussion

(e reflection coefficient of proposed wideband MPA is
plotted in Figure 9. It can be observed that the impedance
bandwidth for |Sdd11|< − 10 dB is 35.8%, covering from 4.72
to 6.79GHz. Besides, there are three minima over the op-
erating band, which is consistent with the three resonant
modes mentioned above. Meanwhile, the reflection co-
efficient of conventional MPA at the same profile is also
plotted in Figure 9. Compared with the traditional MPA, the
impedance bandwidth of the proposed antenna has en-
hanced to more than three times, which indicates that the
proposed antenna can extend the bandwidth distinctly.

Figure 10 plots the electric field distributions un-
derneath the radiating patch at three minima of 5.02, 5.75,
and 6.53 GHz. For the first minimum at 5.02 GHz, it can be

found from Figure 10(a) that there are two vertical zero
electric field lines and one horizontal zero electric field line,
which is same as the electric field distributions of the TM12
mode of a conventional patch antenna. (us, it is TM12
mode that works at 5.02 GHz. As for the second minimum
at 5.75 GHz, the electric field is mainly distributed around
two slots and is rarely around the radiative and non-
radiative edges of the traditional microstrip antenna,
which can be observed from Figure 10(b). (is shows that
the slot mode works at 5.75 GHz. While for the third
minimum at 6.53 GHz, it can be clearly seen from the
Figure 10(c) that there are three horizontal zero electric
field lines, which indicates the proposed MPA resonates at
the TM30 mode.

Figure 11 gives the normalized radiation patterns of the
proposed wideband MPA at three minima of 5.02, 5.75, and
6.53GHz. (e copolarization radiation patterns are sym-
metric in both E-plane and H-plane and have the peaks in
the broadside direction, which shows that the proposed
widebandMPAmaintains a stable radiation pattern over the
operating band. Meanwhile, a good cross-polarization
characteristic of lower than − 25 dB is achieved.
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Figure 9: Reflection coefficient of proposed wideband MPA and conventional MPA.
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Figure 10: Electric field distributions underneath the radiating patch of proposed widebandMPA. (a) 5.02GHz. (b) 5.75GHz. (c) 6.53GHz.
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In addition, the gain, directivity, and efficiency as
functions of frequency at broadside direction of the pro-
posed antenna are illustrated in Figure 12. Over the oper-
ating band, the gain ranges from 8.8 to 13.24 dBi and the
efficiency is above 90%. It can also be observed from

Figure 12 that the gain is dropped at about 5.7-5.8 GHz. (e
reason is that for the proposed wideband antenna, the slot
mode between TM12 and TM30 modes resonates in this
band, and the gain of slot mode is lowest among three
resonant modes.
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Figure 11: Normalized radiation patterns of proposed wideband MPA.
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5. Conclusion

In this paper, a wideband differential-fed microstrip patch
antenna based on radiation of three resonant modes of the
TM12, TM30, and slot is proposed and analyzed. First, two
symmetrical rectangular slots are cut on the radiating patch,
which will excite another resonant slot mode near the TM30
mode to extend the impedance bandwidth. Second, to
further expand the bandwidth, the width of the patch is
reduced to increase the frequency of the TM12 mode with
little effect on that of TM30 and slot modes. Moreover, a
good impedance matching is achieved through adopting a
pair of small rectangular strips on the top of the feeding
probes. Finally, a wideband microstrip patch antenna with
an impedance bandwidth of 35.8% is realized under a low
profile of 0.067 λ0. Besides, the proposed antenna maintains
a stable radiation pattern and a good efficiency above 90%
over the operating band. (e proposed antenna is compact
and has a wideband, it can be used for modern wireless
communication systems.
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Figure 12: Gain, directivity, and efficiency as functions of fre-
quency at broadside direction of proposed wideband MPA.
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