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One of the challenges in e-learning is the customization of the learning environment to avoid learners’ failures.,is paper proposes a
Stacked Generalization for Failure Prediction (SGFP) model to improve students’ results. ,e SGFP model mixes three ensemble
learning classifiers, namely, Light Gradient Boosting Machine (LGBM), eXtreme Gradient Boosting machine (XGB), and Random
Forest (RF), using a Multilayer Perceptron (MLP). In fact, the model relies on high-quality training and testing datasets that are
collected automatically from the analytic reports of the Blackboard Learning Management System (i.e., analytic for learn (A4L) and
full grade center (FGC) modules. ,e SGFP algorithm was validated using heterogeneous data reflecting students’ interactivity
degrees, educational performance, and skills. ,e main output of SGFP is a classification of students into three performance-based
classes (class A: above average, class B: average, class C: below average). To avoid failures, the SGFP model uses the Blackboard
Adaptive Release tool to design three learning paths where students have to follow automatically according to the class they belong to.
,e SGFP model was compared to base classifiers (LGBM, XGB, and RF). ,e results show that the mean and median accuracies of
SGFP are higher. Moreover, it correctly identified students’ classifications with a sensitivity average of 97.3% and a precision average
of 97.2%. Furthermore, SGFP had the highest F1-score of 97.1%. In addition, the used meta-classifier MLP has more accuracy than
other Artificial Neural Network (ANN) algorithms, with an average of 97.3%. Once learned, tested, and validated, SGFP was applied
to students before the end of the first semester of the 2020-2021 academic year at the College of Computer Sciences at Umm al-Qura
University.,e findings showed a significant increase in student success rates (98.86%).,e drop rate declines from 12% to 1.14% for
students in class C, for whom more customized assessment steps and materials are provided. SGFP outcomes may be beneficial for
higher educational institutions within fully online or blended learning schemas to reduce the failure rate and improve the per-
formance of program curriculum outcomes, especially in pandemic situations.

1. Introduction

Today, the world is experiencing an unprecedented accel-
eration in the changing of life forms owing to the devel-
opment of information and communication technologies
(ICT). ICT continuously affects the social, economic, and
cultural aspects of life. Many countries are trying to achieve
success in devoting the information society [1] through

infrastructure and policies to boost knowledge acquisition
and become smart societies. In the academic domain, and
owing to the rapid development of technological networks
and smart devices, many Learning Management System
(LMS) solutions have emerged [2].

During the Covid-19 pandemic, orientation toward
e-learning and distance education has become necessary,
and academic users are being more convinced about the
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importance of these new learning trends. In fact, universities
worldwide have shifted from face to face-teaching mode to
fully online learning with lockdown measurements imposed
by governments and the need for social distancing. ,us,
most educational institutions seek to rely on fully online or
blended learning models to ensure educational process
continuity [3]. Besides, the increasing use rate of the new
learning and teaching models, the results show that many
students are not familiar with this new environment and are
stressed [4]. In fact, some studies mentioned that [5–9], and
[10], increasing failure and dropout rates are observed. ,is
is mainly due to unsuitable assessments and materials for
students with learning and teaching difficulties. Today, the
efficiency of online learning and teaching has become one of
the most important research areas discussed in the educa-
tional community.

In this context, many researchers have concentrated
their efforts on developing new solutions to address these
challenges. ,e first researchers’ wave is oriented towards
adaptive learning mode and recommended systems as so-
lutions for these challenges, such as [7–12] and [13]. ,ey
state that adaptive education systems can significantly
support students’ achievements via customized environ-
ments (i.e., teaching processes, materials, and assessments).
Nevertheless, the quality of teaching processes and subject
materials remains a significant challenge for these systems
[14–17].

,e second wave of researchers attempted to find so-
lutions for predicting students’ failures. In fact, the rise of
Artificial Intelligence (AI) has facilitated the development of
a series of predictive models based on electronic online
assessment and LMS tools. Faculty members are free to
intervene and avoid student failures during learning,
teaching, and assessment processes [5, 18–34].

Most of these studies use at most one predictive tech-
nique and have problems with performances and especially
with low accuracy. Ensemble learning techniques are used as
a solution for this issue, but it is necessary to consider the
compromise between the number of systems used, the
complexity, and the desired outcomes. Ensemble learning
increases global accuracy by fusing the predictions of many
learners. ,e most well-known learning techniques are
bagging, boosting, and stacking. In this study, the ability of
stacked generalization for classification is used to ensure
customized teaching and learning tasks. ,e classification
parameters can be the learner’s strengths, skills, interests,
and needs. Each student’s class has a specific learning path to
overcome learning weaknesses and guarantee success
[27, 35–37].

In this study, a Stacked Generalization for Failure
Prediction (SGFP) is used to enhance the classification
performance of students and the prediction of their re-
sults. ,e proposed system allows dropout prediction and
intervening in offering different learning paths to guar-
antee students’ success and reduce failure. Data is
extracted from the Blackboard Learning Management
System and each learning path is designed according to
the students’ classes by the “Adaptive Release” Blackboard
tool.

,e organization of this paper is as follows: Section 2
presents the literature review where studies using ensemble
learning techniques for prediction are presented and dis-
cussed. Section 3 explains the methodology of the study.
Results analyses are detailed in Section 4, where we discuss
the performance of our proposed approach. Section 5 de-
scribes the conclusion concerning this proposed system.

2. Literature Review

,e effectiveness of online education is being debated once
more, particularly during the pandemic era. Today’s edu-
cational institutions are expected to develop new educational
solutions that are not bound by time or space. ,ey need to
create attractive learning environments and strategies to
meet these expectations through e-learning, blended
learning, mobile learning, and online education. Faculty
members are also encouraged to create activities that allow
students to actively explore and build their understanding of
a given topic. ,ey should succeed in their distance-learning
courses. Furthermore, they must plan activities and learning
tasks in a flexible manner while providing feedback to allow
students to progress at their own accelerated rates [38–40].
E-learning systems concepts and recommendation meth-
odology in the educational adaptation context have been the
focus of several studies [7,8, 41].

In order to improve the quality of distance education,
two main research areas of interest through LMS are
identified: the first is concerned with adaptive learning and
recommended systems, and the second is concerned with
prediction of students’ performances.

2.1. Adaptive Learning and Recommended Systems. ,e first
research line attempts to better understand students’
knowledge levels, as well as to recognize their preferences
and how to learn and understand specific concepts based on
students’ educational interests. References [9,15,42, 43].

In [10,11,44, 45], e-learning platforms are oriented to
attract educational users and place electronic materials
according to their preferences.

Shekapure and Patil [12] adopted a personalizing
e-learning method that provides variable learning objects for
students. ,e proposed method uses customized data, such
as student knowledge and student learning style, to cus-
tomize learning paths according to students’ profile classi-
fication. Indeed, the proposed approach is cognitive,
progressive, and dynamic, where instructors can align
e-learning material and sequencing to learners’ profiles and
performances.

Cerna et al. [13] designed an innovative system that aims
to impose an order in managing electronic course content
accompanying topics related to the geography, history, and
culture of English-speaking countries. ,eir proposed ap-
proach is a blended learning model that uses LMS tools for
communication, navigation, and evaluation of student
presentations.

Keskin et al. [41] discussed the individual factors rep-
resented in cognitive learning strategies: the extent of
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readiness for e-learning, and the motivation factor. ,e
results of their study showed a correlation between learning
environment preferences and the self-efficacy factor between
e-learning motivation and task value, between the learning
environment and self-efficacy constructs, as well as between
e-learning motivation and task value. However, cognitive
strategies, self-directed learning, student control, and anx-
iety factor testing were independent of students’ preferences
for lecturing.

2.2. Prediction of Students’ Performances in E-Learning
Environment. During the last few years, students’ perfor-
mance assessment and improvement has been an important
objective for all higher institution parties.,is is in harmony
with the workforce requirements of highly skilled and
competent employees. Faculty members are expected to
deploy all strategies, methods, and tools to motivate students
to enhance their skills and competencies, and thus their
grades, either in face-to-face or distance-learning environ-
ments. A new Educational Data Mining (EDM) focuses on
predicting students’ performances in e-learning environ-
ments [46–49]. EDM applies supervised or unsupervised
machine learning algorithms to inspect, analyze, and learn
educational data, and then predict students’ performance.

,e second research line introduced intelligent methods.
Predicting students’ performance using statistical and ma-
chine learning techniques is no novel [43,50]. Although
these works have been fruitful, applying the Artificial Neural
Network (ANN) model is still broad for e-learning students’
performances compared to its use in other domains [51].
ANNs are imitations of human brain neuron functions to
solve machine learning problems, and their use essentially
leads to intelligent behavior. ANNs can be used to solve
many types of problems such as forms, speech recognition,
and function approximation, but their application in the
eLearning field is especially based on classification and
prediction [52–54].

Arsad et al. [55] presented an ANN-based system for
early performance prediction.,e study was conducted with
engineering students at a Malaysian university. In fact,
academic achievement in semester eight was measured using
the cumulative grade point average. Moreover, Adewale
et al. [56] used a feedforward neural network applied to
secondary school students to study the relationship between
cognitive and psychological variables on academic perfor-
mance. ,e authors concluded that clustering students
according to their performance into different categories
using ANN is an efficient method that enables curriculum
developers and educational planners to provide better ed-
ucational services. In [21], the authors utilized data mining
to identify patterns and student grouping used to explain
academic dropout. ,ey collected data from students who
registered for two admission periods at the Universidad
Tecnologica Indoamerica in Ambato, Ecuador. ,ey clas-
sified and defined the performance patterns using a k-means
algorithm, and predictions for new students were made
using a Support-Vector Machine (SVM)model.,e study in
[24] predicts grades and proposes a deep learning model

comprising scattered attention layers, convolutional neural
layers, and a fully connected layer. Grades, student demo-
graphics, and course descriptions were among the infor-
mation gathered. ,e proposed model achieved 81%
prediction accuracy and 85% failure prediction accuracy and
provided a potential explanation for the predicted outcome.
In [6], the study employs machine learning models to im-
prove the prediction of previous student performance and
explain why a student’s performance reaches a certain score.
It also provides a visual technique to assist in determining
the factors that most influence the score through the ex-
periment, allowing educators to identify students at-risk
early and provide appropriate exhortation in an advanta-
geous way.

Furthermore, Kalyani et al. [36] applied a convolutional
neural network (CNN) model to predict and assess student
performance. ,e number of hours the student spent
studying and the degree of student involvement in academic
activities were used as predictor variables. In [37], the re-
current neural network (RNN) model was used to predict
the final grade and was compared to a multiple regression
analysis model, in which RNN was applied for early pre-
diction of 108 students’ results and confirmed its
effectiveness.

A comparison study was conducted in [57] to predict
students’ academic performance based on a single perfor-
mance factor. Both multilayer perceptron neural network
(MPNN) and generalized regression neural network
(GRNN) learning algorithms are employed on collected data
from documents and student transcript records. ,e find-
ings t reveal that the overall performance of GRNN out-
performs the MPNN Multilayer Perceptron model with an
accuracy of 95%. In addition, the study concluded that
GRNN could be used by educators to predict student aca-
demic performance based on a single performance factor.

Although the mentioned models provide a high capacity
for classification and prediction of student failures, they rely
on individual classifiers that have little knowledge of the
dataset. Hence, the use of the ensemble learning method
increased the average prediction performance.

2.3. Ensemble LearningApproach for Prediction in E-Learning
Environment. ,e stacked generalization model is one of
the most well-known learning techniques. It combines many
learners and uses their outcomes as an input to the meta-
learner to predict the final student class. Previous studies
have deployed the stacked model in various fields to increase
the accuracy prediction and decrease the lowest prediction
error. For instance, in the education field, the authors in [35]
presented a stacked generalization model composed of three
learners: back propagation neural networks, support vector
machines, and M5P model tree. ,is study aims to predict
academic achievement after graduating from students. ,e
authors used the root mean square error (RMSE) to evaluate
the model performance. ,e prediction result of stacking
compared to the three classifiers was better. In [58], the
authors presented a model that combines stacking and
voting ensembles to evaluate faculty performance.,ey used

Scientific Programming 3



two datasets: the first is from the UCI machine learning
repository called the Teaching Assistant Evaluation; hence,
the second is from the students of a university. ,ey
employed 15 algorithms. When compared to methods using
only one model, the proposed method produced higher
accuracy, but the problem of complexity arises because the
use of 15 algorithms generates a delay in execution; hence,
there is a need to respect the compromise between the
desired results and the complexity.

Alizamar et al. [59] presented a stacked RASCHmodel to
represent the differences in aggressive behavior between
male and female students at the Junior High School of West
Sumatera.

,e authors in [60] used ensemble learning to identify
style learning based on the Vark model (visual, auditory,
reading/writing, and kinesthetic). ,ey have used J48, SVM,
Random Forest, Nave Bayes, and hard majority voting. ,e
results obtained in the 20% Test set are as follows: the J48
decision tree achieved 57.2% precision level and 61.4% ac-
curacy, the SVM classifiers achieved 58.5% precision level
and 59.6% accuracy. ,e Random Forest achieved 57.9%
precision level and 60.5% accuracy. ,e Naı̈ve Bayes
achieved 59.7% precision level and 62.3% accuracy. ,e
Hard Majority voting achieved 60.2% precision level and
62.9% accuracy.

In [63], the authors evaluated eight classification tech-
niques in order to recognize the parameters that make a
significant contribution to providing an excellent model for
classifying a student based on his performance. ,e J48
Decision Tree classifier achieved 93.5% precision, 93.5%
recall and 93.2% F1-score. ,e Logistic Regression achieved
91% precision, 89.6% recall and 90.3% F1-score. ,e Multi-
Layer Perceptron achieved 92.5% precision, 90.5% recall and
91.2% F1-score. ,e Support Vector Machine achieved 96%
precision, 89% recall and 92.4% F1-score. ,e AdaBoost
(Adaptive Boosting classifier) achieved 90% precision, 85.9%
recall and 92.4% F1-score. ,e Bagging achieved 96.9%
precision, 92.4% recall and 91.8% F1-score. ,e Random
Forest achieved 97% precision, 90.8% recall and 93.8% F1-
score.,e Voting achieved 93.1% precision, 91.4% recall and
92.3% F1-score.

In [64], the authors predicted student academic per-
formance by proposing a Hybrid Ensemble Learning Al-
gorithm (HELA). ,e Super Learner algorithm receives
prediction results from base classifiers such as Gradient
Boosting, Extreme Gradient Boosting, Light Gradient
Boosting Machine, and various combinations of these al-
gorithms. A Random Search algorithm is used to optimize
the hyper-parameters of base classifiers. ,e proposed al-
gorithm predicts students’ performance in two courses, and
the experimental results achieved 96.6% and 91.2% accuracy
values.

,e study in [65] suggested an ensemble learning
method based on label distribution estimation called light
gradient boosting channel attention network (LGBCAN).
,is model is employed to forecast performance in web -
based learning tasks. ,e Channel Attention Network
(CAN) model enhances LightGBM’s function by concen-
trating on better outcomes in the K-fold cross entropy of

LightGBM. ,e LGB achieved 68.33% accuracy, 68.33%
precision, 59.03% recall and 61.58% F1-score. ,e XGB
achieved 67.71% accuracy, 62.45% precision, 58.63% recall
and 60.47% F1-score. ,e LGBALD achieved 57.84% ac-
curacy, 63.73% precision, 57.14% recall and 60.26% F1 score.
,e XGBALD achieved 56.76% accuracy, 63.23% precision,
56.96% recall and 59.93% F1-score. ,e LGBCAN achieved
68.14% accuracy, 63.56% precision, 63.66% recall and
63.61% F1-score.

Likewise, most of the mentioned studies use datasets
collected from questionnaires, surveys, student registration
units, and students’ transcripts to train and test models
[27, 36, 37, 55–58, 61].

,e weakness of some studies is related to the potential
issue with data quality, which is in some way outdated,
inaccurate, subjective, and does not reflect the real students’
activities through e-learning processes. It is obvious that to
better predict students’ failure and dropout, significant and
objective data will be of great help. Indeed, learning algo-
rithms/models’ results in e-learning environments are more
interesting if data are directly used from LMS platforms.

To deal with these limitations, this study presents the
idea of exploiting LMS solution analytical reports. In fact, all
LMS platforms provide an amalgam of easy-to-use and
complete analytical generating report tools. ,ese reports
are interesting sources of knowledge to investigate: (i) all
students’ assessment grades are there, (ii) the content reflects
the real students’ e-learning activities (i.e., access to course
contents, assignment submissions, interactions, etc.), and
(iii) the data is clean and well structured. However, to the
best of our knowledge, this perception is still lacking.

,is study focuses on offering the SGFP model to avoid
student failures by exploiting LMS analytic reports for a
specific set of courses and for a fixed academic year. ,e
study was conducted to predict students’ performance and
avoid dropout. ,e training and testing datasets are
extracted automatically from Blackboard analytic reports
through its Analytic for Learn (A4L) and Full Grade Center
(FGC). ,e SGFP algorithm is based on heterogeneous data
reflecting students’ interactivity degrees on one side and
students’ educational performances and skills on the other.
,ese data are more significant and better for the e-learning
process and evaluation. Extracting updated data from real
student activities offers accuracy, objectivity, and precision.
SGFP uses the Blackboard adaptive release tool to customize
learning paths for each student’s class.

3. Methodology

,e research methodology of this study was based on the
classification capacities of the stacked generalization. It is
composed of six steps: (1) data collection, (2) data pre-
processing, (3) SGFP modeling, (4) training and testing, (5)
evaluation, and (6) validation.

3.1.DataCollection. ,eLMS creates a large amount of data.
Universities are optimizing instructional design, increasing
faculty effectiveness, and identifying at-risk students in time
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to keep them on track to graduate with high-quality cre-
dentials by deliberately presenting this data in the form of
information. Like any LMS, Blackboard provides educators
with a better way to access the information they need to
assist and maintain their students’ progress. Instructors can
access course dashboards and other reports from Blackboard
A4L directly from Blackboard Learn courses. All students
enrolled in the class are listed in Table 1: T: theoretical
course; P: practical course).

,e data extracted included 376 students enrolled from
the start of the 2019-2020 academic year to the end of the
first semester of the 2020-2021 academic year. Figure 1
shows SGFP training and testing data extracted from
Blackboard for 22 courses from the Information Sciences
Department (ISD) at the College of Computer and Infor-
mation System (CCIS) and the Computer Science Depart-
ment (CSD) at the First Common Year College (FCYC).

3.1.1. Input Data. Table 2lists the input and output of the
SGFP dataset. ,e dataset was collected via Blackboard tools
as follows:

A4L:,is allows instructors to keep track of how students
are performing through running course reports. A4L extracts
data from the UQU system information science (SIS) and
Blackboard-Learn. Four types of reports are provided from
A4L: Course at-a-Glance, activity grade scatter plot, activity
matrix, and course submission summary report. ,e SGFP
classification is based on six predictor variables: five variables
from the Blackboard-Course at-a-Glance report:

(i) Access Operations (AO): this indicator refers to the
number of operations performed by the student.

((i) LMS time spent (LTS): this metric indicates how
long a student spends per week browsing the online
course on Blackboard.

((ii) Degree of student interactions (DSI): this indicator
measures during the week, the degree of

Student interaction with the course and its tools, in-
teractions with the teacher, and interactions with his
colleagues.

((i) School Assignment Submission (SAS): this indi-
cator reflects students’ commitment to home-
work.and assessment tools.

((ii) Grade of Evaluation Center (GEC): this parameter
represents the grade obtained by students during
subsequent participation through Blackboard.

FGC: this is a container for all students’ assessment
grades, and the sixth input variable, Grade of Initial Exercise
(GIE), was extracted from FGC.

,e SGFP model entry matrix is composed of seven
columns (six columns for input and one column for output)
and 376 rows. Equal low weights (12%) were assigned to the
five first inputs, and the highest weight (40%) was assigned to
the sixth variable (GIEe). On the one hand, the rationale for
the weights associated with these parameters is that students’
activities on the LMS platform cannot always be meaningful.

Some students can hardly navigate the LMS, download
course content, work seriously offline, and achieve good
results.,erefore, the highest weight is for the initial exercise
evaluation as it more reflects the students’ performance and
is decisive to e-learning course customization. On the other
hand, equitable weighting was chosen for the five A4L in-
dicators because their impact on student rankings is similar,
and they represent students’ interest in digital education and
measure their virtual interactivity with online courses, but
they do not reflect their actual scientific performance. Weak
weights are given because the parameters that represent the
impact of browsing time, operations performed, interactions
with LMS content. All have the same degree of importance in
evaluating student performance.

3.1.2. Output Data. Students’ profiles are classified into
three classes (A, B, and C) according to the six predictor
variables. For each class, a special learning path is fixed as
follows:

For class A, students were allowed to take the exam
directly without taking any other support courses.,eir
learning path offers video sequences containing the
essential summaries of the courses.
For class B, students with grade above average might
present a risk of not obtaining 60% in the final exam.
,e learning path offered these students descriptive
summaries and short-corrected tests covering all course
modules.
For class C, to avoid dropout, a customized learning
path is then offered by summing up the descriptive
summaries and recapitulative units. Each unit ends
with an evaluation test that is essential for students to
move from one unit to another. ,e serious application
of this learning-path customization can allow for an
excellent success rate.

,e Blackboard Adaptive Release tool was used to
customize learning paths. Adaptive Release is a dedicated
publishing tool that allows instructors to deliver personal-
ized content to students. ,is content is based on a set of
rules related to four criteria: date, membership, grade, and
review status. ,e goal of personalizing the publication of
content is to create courses that are more interactive and
tailored to the needs of each learner.

3.2. Data Preprocessing. SGFP learning data were extracted
from the Blackboard Course at-a-Glance report and from
the FGC tool one month before the final exam (Figure 2).
,en, they were normalized according to the weights
assigned to them.,ese variables will then be put in an Excel
file. ,e columns of this file represent the five normalized
variables extracted from A4L, while the rows represent the
students’ names.

,e sixth input variable was taken from the FGC. ,is
variable must be normalized according to the weight
assigned to it, then it will be placed in the sixth column of the
Excel file.
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Regarding SGFP targets, the data are extracted from the
Blackboard-FGC tool, and simple programming in Excel
allows the organization of this variable, which is the seventh
column of the Excel file. ,ree values were used for this
response variable. ,e data placed in order in the Excel file
were read by our proposedmodel to ensure the learning stage.

All data were extracted from Blackboard and computed
in the samemanner. Blackboard determines the highest level
of activity within a given class and course, and then com-
putes the mean for each parameter. All students in the same
class will be ranked in relation to the average, with a green
arrow pointing up if they are above themean value, and a red
arrow pointing down if they are below the mean value. After

assigning a weight to each parameter, we proceeded in a
standard manner to normalize these variables, as

normalized value �
extracted value∗12
maximumvalue

. (1)

3.3. SGFPModeling. Stacked generalization or stacking is an
ensemble learning technique that is used to fuse diverse
machine-learning algorithms.

,is is a hierarchy of learners’ levels. More specifically,
the stacking is contained in two levels: the first is composed
of the base learners, while the second is composed of a meta-

Table 1: ,e courses concerned by Dataset.

Course name No. of students Section Faculty/department Method of learning
Networks (T) 41 2 CCIS/ISD Blended learning.
Networks (P) 41 2 CCIS/ISD Blended learning
Website development 2 (T) 42 1 CCIS/ISD Blended learning
Website development 2 (P) 42 1 CCIS/ISD Blended learning
Analyse and design of information systems (T) 35 1 CCIS/ISD Blended learning
Analyse and design of information systems (P) 35 1 CCIS/ISD Blended learning
Analyse and design of information systems (T) 34 2 CCIS/ISD Blended learning
Analyse and design of information systems (P) 34 2 CCIS/ISD Blended learning
Analyse and design of information systems (T) 37 4 CCIS/ISD Blended learning
Analyse and design of information systems (P) 37 4 CCIS/ISD Blended learning
Programming python 1 (T) 34 1 FCYC/CSD Fully online
Programming python 1 (P) 34 1 FCYC/CSD Fully online
Information technology (T) 10 5 CCIS/ISD Fully online
Information technology (P) 10 5 CCIS/ISD Fully online
Programming python 1 (T) 14 1 CCIS/ISD Fully online
Programming python 1 (P) 14 1 CCIS/ISD Fully online
Networks (T) 41 4 CCIS/ISD Fully online
Networks (P) 41 4 CCIS/ISD Fully online
Website development 2 (T) 50 1 CCIS/ISD Fully online
Website development 2 (P) 50 1 CCIS/ISD Fully online
Website development 2 (T) 38 2 CCIS/ISD Fully online
Website development 2 (P) 38 2 CCIS/ISD Fully online
Total no. of students 376
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Figure 1: LMS data extracted from A4L, used for SGFP inputs.
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learner. ,e main idea behind the stacked generalization,
besides the combination of the prediction values from the
base learners, is to improve the prediction performance over
all the learners in the ensemble. ,e stacked method was
employed for failure prediction. In this work, four different
learners named Random Forest (RF), XGBoost (XGB), Light
Gradient Boosted Machine (LGBM), and Multilayer Per-
ceptron (MLP), were used to form a stacking model. All the
first-level classifiers of our model are ensemble learning
models based on decision tree algorithms.

3.3.1. Base Learners

(i) Random Forest (RF) is an ensemble method built on
decision trees. Indeed, it comprises many trees.
Each tree in the forest provides a classification,
known as tree votes. ,e forest fusions all vote trees
and chooses the highest vote as the final prediction.
Random forest is an efficient method and is highly
accurate because of the number of decision trees
used in the process.

(ii) Extreme Gradient Boosting (XGB) is based on the
principles of the gradient-boosting framework. It is

a tree ensemble approach in which the trees are
added sequentially, and each tree learns from its
predecessors, where they aim to minimize the errors
of the previous tree. ,e trees are provided in
parallel tree boosting to solve tasks quickly and
accurately. XGboost is created to thrust the extreme
computational limits of machines to provide a
scalable and efficient library.

(iii) Light Gradient Boosted Machine (LGBM) is a deci-
sion tree ensemble method for regression and clas-
sification tasks. It divides the tree leafwise with the best
fit. LGBM reduces the loss of the level-wise algorithm
when it is growing on the same leaf, which makes the
predictions more accurate. LGBM is a fast, efficient,
and distributed gradient-boosting framework.

3.3.2. Metalearner

(i) Multilayer Perceptron (MLP) is a type of feedforward
artificial neural network. It is inspired by the so-
phisticated functionality of human brains, where
there are hundreds of billions of interconnected
neurons. ,e MLP includes three layers: the input

Table 2: SGFP dataset.

Training variables Abbr. Types of data Source
Access operations AO Input A4L: Course at-a-Glance
LMS time spent LTS Input A4L: Course at-a-Glance
Degree of student interactions DSI Input A4L: Course at-a-Glance
School assignments submission SAS Input A4L: Course at-a-Glance
Grade of evaluation center GEC Input A4L: Course at-a-Glance
Grade of initial exercise GIE Input Full grade center
Student class SC Output Full grade center
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Figure 2: Conceptual framework for Gathering Data for SGFP learning stage.
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layer, hidden layer, and output layer. MLP works
using the backpropagation technique for trains.

3.4. SGFP Parameters. ,e specific parameter settings of
different machine learning algorithms are presented in
Table 3.

3.5. SGFP Steps. ,e algorithm below describe the process
of the SGFP model in this work:

,e framework of the proposed method is shown in
Figure 3. ,e groups of students were divided for each
section into two subgroups: the first group represented 90%
of the students reserved for learning, and the second group
was reserved for testing the model. ,e K-fold cross-vali-
dation technique is used to avoid the use of the same training
dataset at both method levels, particularly to avoid
overfitting.

In the first step, the divided dataset was used to train
and test the first-level base learners of stacking. In the next
step, the meta-dataset is generated from the predictions of
the first-level models. ,en, the MLP is trained and tested
using the constructed feature instances to produce the
student class. Students are classified into three groups
according to their final marks, as shown in Table 4 and
Figure 4.

(i) Class A: student’s grade between 80 and 100
(ii) Class B: student grades between 60 and 80.
(iii) Class C: student grades less than 60.
(iv) ,e input vectors and target vectors were randomly

divided into two sets as follows:
(v) 90% were used for training.
(vi) ,e remaining 10% was used as a completely in-

dependent test of the SGFP model.

3.6. SGFP Evaluation. To evaluate our proposed SGFP
model at different levels, it was compared with the
employed base classifiers in terms of accuracy, precision,
and recall. For given input data, a binary classifier generates
output with two class values 1/0. ,e one of interest is
typically represented as “positive,” while the other is
denoted as “negative.” ,e observed labels for all data

instances are contained in a test dataset used for perfor-
mance evaluation. Having followed classification, the ob-
served labels are compared to the predicted labels to
determine performance. If a binary classifier’s performance
is perfect, the predicted labels will be identical, but it is
relatively rare to be able to develop an ideal binary classifier
that is useful in a variety of situations.

,e confusion matrix is constructed from the three
components of binary classification. A binary classifier
predicts whether all data instances in a test dataset are
positively or negatively. True positive, true negative, false
positive, and false negative are the four outcomes of this
classification.

(i) True positive (TP): correct positive prediction
(ii) False positive (FP): incorrect positive prediction
(iii) True negative (TN): correct negative prediction
(iv) False negative (FN): incorrect negative prediction

Accuracy is the percentage of correct predictions that a
learner has achieved. It is computed by dividing the number
of correct estimates by the total number of predictions:

accuracy �
TN + TP

TN + FP + FN + TP
. (2)

(i) Precision, also known as the positive predictive value,
is the ratio of the pertinent instances to the retrieved
instances:

precision �
TP

FP + TP
. (3)

(i) Recall, also called sensitivity, is a fragment of the
retrieved relevant instances:

recall �
TP

FN + TP
. (4)

(i) ,e F1-score is a statistical measure that combines
precision and recall with rate performance.

F1 − score �
precision∗ recall
precision+recall

. (5)

As shown in Figure 5 and Table 5, the accuracies of all the
base classifiers excluding the LGBM model vary when
dealing with three test samples resulting from the 10-fold
cross-validation technique.

Although they are some classification problems, it is
obvious that some methods perform better in one and not so
well in the other. However, the SGFP method exhibited
consistent and high accuracy. Moreover, the mean and
median accuracies for the SGFP model are slightly higher
than those of the other classifiers.

To demonstrate the advantage of the choice of the MLP
model as a meta-classifier, it was compared with other
models in terms of accuracy. It is obvious that the MLP
algorithm outperforms the other algorithms, with an average
accuracy of 97.3%.

Table 3: Parameter settings of the sgfp model.

Machine learning model Parameter Value
LGBM Number of estimators 100

Learning rate 0.1
Max depth -1

XGB Number of estimators 100
Learning rate 0.3
Max depth 6

RF Number of estimators 200
Learning rate 0.2

MLP Max depth 3
Max iterations 1000

Hidden layer sizes 200

8 Scientific Programming



Table 6 shows that our model successfully recognized the
three student classes with a sensitivity average of 97.3% and
that the prediction is valid when the relevant class is esti-
mated with a precision average of 97.2%. Moreover, our
model had the highest F1-score (97.1%).

,is was expected, given that the proposed technique is
built on a combination of an ensemble of failure prediction
models rather than predictions of single learners (LGBM,
XGB, and RF).

4. SGFP Validation

Having learned and tested, the proposed model can classify
students into three classes. ,e validation step of the SGFP
was carried out on 176 students who were studied during the
academic year 2020-2021. ,e data retrieved from Black-
board were for the courses listed in Table 7.

,e ranking results will be taken into consideration to
guide students towards educational paths. To guarantee this
mission, Blackboard’s “Adaptive Release” tool is used to
enforce the follow-up of the paths traced for the students.
After training the SGFP model, the program was ready to
automatically classify every new student.

,e student thus classified in a very specific group would
be obliged to follow an educational path before taking the
final exam. Blackboard provides a dedicated publishing tool
called “Adaptive Release” that allows instructors to deliver
personalized content to students. ,is content is based on a
set of rules created by the instructor. ,e rules are related to
four criteria: date, membership, grade, and review status.

Figure 6 depicts three flowcharts that correspond to
three classes of students. Each student will be able to au-
tomatically follow a learning path and this according to the
class he is belonging to.

Input/Output
X= { AO, LTS,

DSI, SAS, GEC,
GIE}

Y= { A, B, C }

Class =
A, B, C

Input layer Hidden layer
Output

layer

.

.

First level
Second level

Meta-learner : MLP

Train

DATA

Test

PredictionsBase learners

RF

XGB

LGBM

Train

Train

Train

Test

Test

Test

Train Test

Train Test

Train Test

Meta-features

Collection Data
from Blackboard
tools: A4L & FCG

Preprocessing
Data

SGFP phase

Student
Class

Prediction

Figure 3: Sgfp flowchart.

Input: Data sets: D� Xi, Yi{ }m
i�1

Where Xi the features{Xi ∈ AO,ITS,DSI,SAS,GEC, GIE }
and Yi is the labels {Yi ∈ A,B,C}.
List of learners Ln

Where the three base learners are: L1 �RF
L2 �XGB

L3 � LGBM
and the meta-learner is: L�MLP.

Output: the class label.
Step 1: learn the first-level models (Base Learners): for k� 1 to n do

Train Lk based on D
end for
Step 2: create the new data sets D′ from the output of the first level:

for i� 1 to m do
Create a new data sets D′� � { Xi, Yi}, where
Xi � {C1 (Xi), C2 (Xi), C3 (Xi)}

end for
Step 3: learn the Second level (metalearner): train the meta-learner L based on D′

Make the final prediction
Return Class labels

ALGORITHM 1: SGFP Algorithm.
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,e goal of personalizing the publication of content is
also to create courses that are more interactive and tailored
to the needs of each student. Blackboard offers two types of
adaptive versions: basic and advanced. For the first type,
instructors apply only one rule to a piece of content for all
criteria types. Students are required to meet all the rules’
criteria before the item (e.g., file, image, video) is published.
Students belonging to class C had to follow a complicated
path with specific criteria and item output restrictions. It is
obvious that the path course for class C students is more
difficult to access. ,e second type of “Adaptive Release” is
advanced, and instructors can set more complex criteria.
,ey can add different options and criteria to rules. Students
must meet all criteria in one of the rules to access them. Ten
sections were applied during the first semester of the 2020-
2021 academic year. ,e results proved their effectiveness.

5. Results Analysis

,e application of the SGFP approach on 10 sections during
the first semester of the academic year 2020-2021 raised the
following points (Table 8):

Before sitting on the midterm exam, the students were
classified as follows: 28% in class A, 60% in class B, and 12%
in class C. ,is means that a significant percentage of stu-
dents were threatened by failure.

,ree learning paths were customized to each students’
class, and the results of the classification after passing the
midterm exam were 36% in class A and 62.86% in class B,
while class C contained only 1.14% (only two students).

5.1. SGFP Performances. ,e experiment of the SGFP al-
gorithm on 10 sections of 176 students enrolled during the
academic year 2020-2021, allowed the success of 174 students
and the failure of only two; so, 98,86% of the students took the
midterm exam. Moreover, the SGFP approach gave satis-
factory results when tested with additional students enrolled
in different colleges in Saudi universities (such as, college of
nursing, college of business). Prior to the exam, instructors
extract data from the Blackboard (Evaluation -course ana-
lytics-) via the ‘Course at-a-Glance’ option to generate input
data for the SGFP approach, and all enrolled students are
classified.,en, instructors confirm the testing and validation
of the model. ,e particularity of this method lies in the fact
that adequate learning of the SGFP model allows for an ef-
ficient classification of the student. ,e results show that the
performance of SGFP is almost perfect. All the learning paths
taken by the students were customized with the “Adaptive
Release” tool of Blackboard and this according to the obtained
grades in subject assessments. In fact, students were not able
to move from one item to another only if they passed the test
with a score of more than 70 percent. ,e Shareable Content
Object Reference Model (SCORM) package is used to gen-
erate an individual learning path in the LMS (i.e., person-
alized contents navigating and sequence, assessments).

,e results show SGFP approach performs better than
one classifier learning model. F1-score, accuracy and pre-
cision values are higher compared to LGBM, XGB, and RF
models.

250

106

20

Class A

Class B

Class C

Figure 4: Students classification groups.
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Learning Model

Ac
cu
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Figure 5: Box-plot distributions of classification accuracy for the 3
test samples resulting from the 10-fold cross-validation technique.

Table 4: Students’ classes.

Group Grades Number of students
A 80≤ grades <100 250
B 60≤ grades <80 106
C Grades <60 20

Table 5: Comparison of metalearner.

Meta-learner Accuracy (%)
MLP 97.3
RF 97.1
XGB 96.5
LGBM 96

Table 6: Performance metrics in % of the sgfp vs base classifiers.

Model Accuracy Precision Recall F1-score
LGBM 97.1 96.9 97.1 96.8
XGB 96.8 96.6 96.8 96.5
RF 96.3 96.8 96.3 96.4
SGFP 97.3 97.2 97.3 97.1
Boldface indicates the best result.
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5.2. Limitations. Our promising SGFP results are data de-
pendent. ,e dataset used for learning and testing has the
distinction of being objective, clean, and reflective of student
behaviour in the online environment. So, we suspect two
major limitations related to:

(i) Training/testing corpus size: using only one testing
and two training semesters is not enough to max-
imize the SGFP performances. ,e recommenda-
tion here is to increase the number of the semesters
but without overfitting the model.

Table 7: ,e validation dataset.

Course name Number of students Section no. Faculty/department Method of learning
Internet applications (T) 10 1 CCIS/ISD Fully online
Internet applications (P) 10 1 CCIS/ISD Fully online
Internet applications (T) 14 2 CCIS/ISD Fully online
Internet applications (T) 14 2 CCIS/ISD Fully online
Internet applications (P) 41 3 CCIS/ISD Fully online
Internet applications (T) 41 3 CCIS/ISD Fully online
Internet applications (P) 50 4 CCIS/ISD Fully online
Internet applications (P) 38 5 CCIS/ISD Fully online
Computer skills (T) 23 9 FCYC/CSD Fully online
Computer skills (P) 23 9 FCYC/CSD Fully online
Total of students 176

START Blackboard : Test, Pulls and Surveys

No

Generating a quiz according to course chapters Nb i

Package SCORM of Chapter number i 

STOPPresent The
Model Answer

Quiz I
result >= 70 i = i+1

Yesi = Number
of course
chapters

Yes

Yes
Mark >=70

i = 1

Generating
Pilot
Tests

Getting
SCORM

Set 
“Chapter files”

Studying
Course

Contents

Getting
Instructional
strategies of
each chapter

No No

Learning Path Class A

Learning Path Class B

Learning Path Class C

Figure 6: Learning paths.

Table 8: Distribution of classes’ students before and after applying the learning paths.

Classes Before using learning paths, % (number) After using learning paths, % (number)
Class A 28% (49} 36% (63)
Class B 60% (106) 62.86%(111)
Class C 12%(21) 1.14%(2)
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(ii) Dataset source: our approach uses LMS students’
data. Even some students feel to be more confident
to surveys data. ,e limitation here is that data
related to students’ behaviour can be interesting to
consider. ,ereby, an amalgamation of survey data
and LMS data could increase precision and accuracy
of SGFP approach.

(iii) Exhaustiveness of attributes: here we use student
university data encompassing only traditional
online assessments (Access Operations, LMS Spent
Time, Grade of Evaluation Center, etc.). We think
this is not sufficient, and non-traditional attributes
can be added to predict students’ failure in online
environment (i.e., students engagements variables,
attendance, time point intervention, etc.). A com-
prehensive study including these variables will be
considered in future work by adding more data
from LMS platforms (i.e., students files logs, stu-
dents’ participations on discussion forums, blogs,
wikis, etc.).

6. Conclusion

In this paper, a stacked generalisation-based algorithm
(SGFP) is proposed to predict and avoid student failures
using data from the analytical reports of learning man-
agement systems and grade containers of undergraduate
students.

,e robustness of this study is linked to three factors:

(i) ,e data used to classify the students are overly
significant

(ii) ,e classification method is based on three pre-
diction models rather than being content with a
single model

(iii) ,e automatic design of customized learning paths
for each student depending on the class he belongs
using LMS tools and this without intimidating the
student

,e first stage of this study was the classification of
students according to their performance using data from
A4L and FGC. ,e authors believe that to better predict
student dropout, meaningful and objective data will be of
great help. ,e SGFP algorithm is based on heterogeneous
data that reflects students’ levels of interactivity and their
performance and teaching skills. ,ese data are more rel-
evant and beneficial to the e-learning process and assess-
ment. Accuracy, objectivity, and precision were obtained by
extracting updated data from actual student activities. In-
deed, the results of algorithms/learning models in e-learning
environments are more fruitful if the data used comes di-
rectly from LMS platforms.

,e findings are three students’ classes (Class A: above
average, Class B: average, Class C: below average). ,e
second stage is to customize learning paths (contents and
assessments) according to students’ classes by using the
“Adaptive Release” tool capabilities of Blackboard. ,is tool
is used to personalize learning routes and is based on a set of

rules regarding four different types of criteria: date, mem-
bership, grade, and review status. ,e customized content
publication also aims to create courses that are more dy-
namic and appropriate for the needs of each learner.

,e principal goal achieved is the improvement of
students’ success rate (98.86%). After using the SGFPmodel,
students in class C will almost certainly fail (some students in
class B are threatened by failure). ,e results show a sig-
nificant improvement in students’ success rates in the ac-
ademic year 2020-2021. For class C students, the failure rate
increases from 12% to 1.14%, for whom more evaluation
steps and contents are customized. Following well-defined
learning paths, only two out of 176 students failed. ,ere-
fore, the success rate was 98.86%.

,e SGFP approach, which is built on a combination of
an ensemble of failure prediction models, identified stu-
dents’ classes with a sensitivity average of 97.3% and a
precision average of 97.2%. Compared to base classifiers, the
results show that the mean and median accuracies of SGFP
are higher. SGFP had the highest F1-score of 97.1%.

,e robustness of this study to better predict failure is
primarily linked to the good quality of the data, which are
recent, significant, and objective. ,e learning phase from
indicators extracted from e-learning environments is very
effective because the data used comes directly from LMS
platforms. ,is study comes to face the limitations of the
previous works by presenting the idea of exploiting the
analytical reports of the LMS which records all the activities
of the students in detail and represents a clear mirror of each
student. In fact, all LMS platforms provide an amalgamation
of comprehensive and easy-to-use analytical reporting tools.
,ese reports are interesting sources of knowledge to explore
in adaptive learning. Concerning the classification robust-
ness, the three models chosen had presented their satis-
faction after several tests.

Among the recent publications, we notice that our study
presented a clear improvement. Indeed, the precision of
SGFP is 97.2%, while the best precision value obtained from
[60] is 60.2%, achieved by the Hard-major classifier. ,e
study in [62] reached 97% with the random forest classifier.
A precision of 63.73% was achieved by LGBALD classifier in
[63].

8F1-score achieved by SGFP is 97.1%, while the best
value obtained for the published recent works in
[26, 60, 62, 63] is 93.2% achieved by the J48 Decision Tree
classifier.

Finally, the outcomes obtained in this study can be
beneficial for higher institutions implementing a full dis-
tance-learning mode or in some pandemic health circum-
stances to improve student’s performance and hiring rates in
local and internal labor markets. ,is work is still open for
improvements by (i) enhancing the stacked generalization
training performances by combining rule-based classifica-
tion and learning datasets, (ii) implementing adaptive
learning according to learners’ preferences and learning
styles (i.e., visual learners, social learners, auditory learners,
etc.), and (ii) adopting other classification algorithms and
models and evaluating and comparing their results
[17, 61, 64, 65].
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Practice is one of the essential teaching links in application-oriented professional teaching in engineering colleges. Reasonable
design of practical teaching mode has an important influence on the development of scientific research activities and training of
applied talents. In order to better experience the learning combined college student teaching mode, the analysis and mining based
on the Internet of Vehicles data is taken as the research scene.1eoretical research and engineering verification of drivers’ driving
behavior economy are carried out by using the learning method of theoretical research under the guidance of teachers and
engineering practice under the guidance of enterprises. An economic evaluation model and energy saving potential calculation
method based on fuzzy analytic hierarchy process are established, and the model is verified and improved in engineering practice.
Among them, the analysis of personalized characteristics of driver behavior indicators shows that there are obvious differences in
individual preference characteristics, generally manifested as fast acceleration and deceleration, low speed driving, gear mismatch.
In addition, some drivers’ bad driving behavior has an energy saving potential of up to 4.98%. 1e results show that the
combination of school theory research and enterprise engineering practice has positive effects on the development of students’
scientific research and the cultivation of applied talents that contribute to the development of enterprises.

1. Introduction

China Association for Professional Certification of Engi-
neering Education defines an authoritative index of engi-
neering education in colleges and universities, namely the
engineering education certification standard. 1e standard
requires students majoring in engineering to complete
relevant courses, engineering practice and graduation
projects to achieve graduation requirements. 1is for the
school and our students both put forward the theoretical
requirements also put forward the practical requirements.
1erefore, we should give consideration to both theoretical
research and engineering practice in our study and life. In
order to better participate in the new model of joint teaching
of theoretical research and engineering practice, relevant

research is carried out. 1e research scenario is based on the
analysis and mining of Internet of vehicles data. 1eoretical
research and engineering verification are carried out on the
economic evaluation of drivers’ driving behavior by using
the learning method of theoretical research under the
guidance of teachers and engineering practice under the
guidance of enterprises. Firstly, literature research was
carried out. Secondly, theoretical research was conducted
under the guidance of teachers. Finally, engineering practice
and theoretical improvement were carried out with the help
of enterprises. 1e specific research process is described as
follows.

In recent years, with the development of transportation
and logistics industry, the amount of road cargo transport is
increasing, and commercial vehicles are playing an
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important role in the transport of goods. By the end of 2019,
China will have 10,878,200 trucks. However, commercial
vehicles, which account for 10.9% of the total automobile
volume, consume much more fuel than passenger vehicles
and emit 70% nitrogen oxide (NOx) and more than 90%
particulate matter (PM). It not only brings huge fuel con-
sumption costs [1], but also exerts a serious impact on the
atmospheric environment. 1erefore, improving the fuel
efficiency of vehicles and reducing fuel consumption of
vehicles are urgent problems to be solved in the current
transportation field. It has an important influence on the
vehicle to meet the requirement of “energy saving and
emission reduction”.

Many scholars have studied this problem. Among them,
improving engine “thermal management” technology [2],
improving transmission efficiency [3] and vehicle light-
weight research [4] are the main approaches to improve fuel
efficiency and reduce fuel consumption in traditional re-
search. With the rise of ecological driving concept, opti-
mizing driving behavior has become another important
direction to improve fuel efficiency and reduce fuel con-
sumption. Literature [5] found that in aggressive driving
operations, fuel consumption increased by 12%–40%,
emissions increased by 20%–50%. Literature [6] indicates
that fuel consumption can be significantly reduced by 5% ∼
25% by using energy-saving driving operations. 1e results
show that different driving styles have significant effects on
fuel consumption and emissions. Krishnamoorthy and
Gopalakrishna [7] studied the method of evaluating the
driving ability of truck drivers. Using the data provided by
the fleet management system, the influences of driving
behavior factors on fuel consumption, such as acceleration at
high speed, long idle speed, overspeed, gear speed mismatch
and engine noneconomic speed, are analyzed. Frank et al. [8]
built an Android application to assist driving behavior. By
collecting data related to the car’s CAN bus, the driver CAN
obtain a representative ecological score per second. 1e
system can introduce the basic concepts and suggestions of
green driving to the driver during driving. Fuel consumption
tests conducted by seven volunteers showed that the An-
droid app significantly reduced overall energy consumption.
Rolim [9] studied the influence of real-time feedback on
ecological driving behavior and the variables affecting fuel
consumption. Data analysis by 1e Lisbon bus operator
shows that in the absence of real-time feedback on driving
behavior, the number of incidents of bad driving behavior
has increased significantly. At the same time, trends in fuel
consumption were similar to bad driving behavior. Ferreira
et al. [10] studied the impact of driving style on fuel con-
sumption by using the speed, acceleration, engine speed and
other parameters collected by car CAN bus and GPS device.
To assess the level of driving behavior, divide driving be-
havior into 5 categories. Hsu [11] established an ecological
driving behavior analysis model for driving decision-making
through data mining technology in order to improve driving
efficiency. Aiming at the influence of driver’s personal be-
havior and vehicle type on driving efficiency, a new com-
prehensive driving efficiency index was proposed to evaluate
driving behavior. Hoang [12] pointed out that improving the

service level is an inevitable requirement for the sustainable
development of urban public transport, and proposed a new
model to evaluate the driving behavior of bus drivers
through traffic planning. In addition, there are many studies
in this field [13–18], which prove the feasibility of eco-
driving technology to improve the fuel efficiency of existing
vehicles. It provides a theoretical basis for further optimi-
zation of driving behavior.

In these studies, although the influence of driving be-
havior indicators on fuel consumption and its relative in-
fluence degree are discussed, there is little research on the
preference characteristics and energy saving potential of
drivers in many bad driving behaviors. However, the
analysis of drivers’ preference characteristics in many bad
driving behaviors and the accurate description of their fuel
consumption impact have important influence on the for-
mulation of efficient and personalized energy-saving opti-
mization strategies. To sum up, this paper carries out
relevant work in view of the deficiencies of existing studies.
First of all, based on the data of commercial vehicles con-
nected to the Internet, relevant analysis method is adopted to
select the economic indicators of driving behavior that have
an impact on fuel consumption, and further carry out
quantitative evaluation research on driving behavior econ-
omy. Secondly, the personalized characteristics of drivers in
many bad driving behaviors are analyzed based on the
economic evaluation results. Finally, the driving behavior
corresponds to the energy saving potential calculation.

1e thesis is briefly summarized as follows. In section 2,
the theories used in driving behavior evaluation are intro-
duced. Section 3 discusses the process of driving behavior
economy evaluation modeling. Section 4 Test the system
through real car data and analyze the test results. Section 5
summarizes the work of the full text, and further analyzes the
existing shortcomings and prospects.

2. Theory of Economic Evaluation of
Driving Behavior

2.1. Selection of Driving Behavior Indicators. In order to
reasonably construct the evaluation system of driving be-
havior economy, the selected evaluation indexes should be
targeted and comprehensive. Studies have shown that there
are many driving behavior indicators that have an impact on
fuel consumption, and the impact degree of relative fuel
consumption varies among different indicators. Literature
[19] screened driving behavior evaluation indicators by
starting from the duration of driving events and combining
with data variables representing driving behavior. Literature
[10, 20, 21] explored the influence degree of different driving
behavior indicators on fuel consumption based on Naive
Bayes method, correlation analysis and other methods, and
selected driving behavior indicators based on the relative
influence degree. 1e methods and results of index selection
of all literature were summarized, and the indexes were
preliminarily selected. In order to further analyze the impact
of selected indicators on the target fuel consumption of
100 km, Spearman correlation coefficient method [21] was
used to calculate the correlation between preliminarily
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selected driving behavior indicators and fuel consumption of
100 km, as shown in equation (1). 1e rationality of index
selection is tested by correlation coefficient. ρ is Spearman
correlation coefficient, Xi and Yi are the index data involved
in the calculation. N is the dimension of the data.

ρ �


N
i�1 Xi − X(  Yi − Y( 

�������������������������


N
i�1 Xi − X( 

2


N
i�1 Yi − Y( 

2
 . (1)

1e calculation results of correlation coefficients are
shown in Table 1, where the mean speed, mean speed and
fuel consumption of the index engine are less than 0.1. It
shows that the correlation between these indexes and 100 km
fuel consumption is low and can be ignored. 1erefore, after
removing these irrelevant indicators, 11 indicators with
relatively large correlation are finally selected for economic
evaluation. To simplify index variable names, abbreviations
are used instead of the original names. 1e details are as
follows: ratio of driving idle speed (DS), the proportion of
time spent driving at low velocity (LS), speed standard
deviation (VSTD), acceleration time ratio (HA), acceleration
mean (AMEAN), engine speed standard deviation (SSTD),
deceleration time ratio (LA), acceleration rate of change
(AC), large throttle operating time ratio (DY), overspeed
time percentage (CS), high speed/low speed ratio (LDHV),
average engine speed (SMEAN), and average engine speed
(VMEAN).

2.2. Establish Evaluation System

2.2.1. Construction of Driving Behavior Economy Evaluation
System. Based on the above selected economic evaluation
indexes of driving behavior, analytic hierarchy process
(AHP) is applied to subdivide the index levels step by step to
establish a ladder system of driving behavior evaluation [22].
1e target layer is the driving behavior economy score, and
the criterion layer is the index of each level. 1e first-level
index Ui has economic evaluation variables such as engine
speed, gearbox output shaft speed, speed and acceleration.
1e second-level index Uij is the statistic corresponding to
the economic evaluation variable. 1e solution layer is each
mileage segment, as shown in Figure 1.

2.2.2. Establish the Relationship between Driving Behavior
Indicators and Loss Score. Different drivers operate their
vehicles differently, resulting in different fuel consumption
and economy scores. Relative to the correct operating mode,
the actual operation of each driving economy evaluation
index Xi will bring driving efficiency rating score loss value
ΔFi and fuel consumption loss ΔQi. 1is process can be
described by equations (2), (3).

Here fi and qi are the loss description functions corre-
sponding to the i-level index.

ΔFi � fi Xi( , (2)

ΔQi � qi Xi( . (3)

In addition, it is characterized by uncertainty and
fuzziness in the process of judging the comparison between
actual driving behavior and correct driving behavior.
1erefore, it provides an idea for establishing the actual
driving behavior economy evaluation model and energy
saving potential analysis.

2.3. Fuzzy Comprehensive Evaluation Algorithm. Based on
the process analysis of the influence of driving behavior on
fuel consumption and the process analysis of driving be-
havior evaluation, the paper uses fuzzy comprehensive
evaluation algorithm to evaluate driving behavior economy
[23]. 1e theory and process of fuzzy evaluation algorithm
are introduced below.

2.3.1. Determine the Set of Evaluation Factors. 1e evalua-
tion factor set is determined according to the evaluation
objective. 1e factors of establishing the driving behavior
economy evaluation system based on AHP are as follows. U

is the set containing all evaluation factors, and the set ele-
ment is the driving behavior evaluation factor.

U � U1, U, . . . , Um . (4)

2.3.2. Establish the Comment Set. 1e grade is divided, and
the comment sets corresponding to different grades are
determined. V is the set of all comment levels. 1e set el-
ement is the rating level. Fen is the rating set of the cor-
responding comment and the element is the subset of the
rating.

V � V1, V2, . . . , Vn ,

fen � fen1, fen2, . . . , fenn .
(5)

2.3.3. Determine the Weight Vector of Evaluation Index.
Determine the relative influence degree of evaluation factors
on the evaluation target, namely the weight W. Evaluation
index weight vector Wij corresponds to the weight of the j

second-level evaluation index under the i first-level evalu-
ation index.

W � w11, w12, w13, w21, w22, w23, w24, w31, w41, w42, w43 .

(6)

2.3.4. Construct Fuzzy Relation Matrix. 1e fuzzy mem-
bership function is selected based on the data distribution
characteristics of the index, and the selected membership
function is used to construct the fuzzy relation matrix. Rik is
the membership value corresponding to the i driving be-
havior economy index at different evaluation levels. Rik is
combined into a single-index membership vector Ri, and all
the single-index membership vectors are combined into a
comprehensive evaluation membership matrix R.
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Ri � Ri1, Ri2, . . . , Rik, . . . , Rin ,

R �
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·

·

·
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.
(7)

2.3.5. Fuzzy Calculation. 1rough (8), the weight vector
obtained and the membership matrix of multi-factor eval-
uation are fuzzy calculated. S is the obtained fuzzy evaluation
result matrix, W is the determined index weight vector, R is
the multi-factor evaluation membership matrix determined

by the formula, and the operation symbol is the weighted
average fuzzy operator [23]. Formula (9) is used to nor-
malize the fuzzy evaluation result matrix and sum it with the
corresponding score segment to get the economic score F.

S � W · ⊕R, (8)

F � 
n

i�1

Si


n
i�1 Si

× fi. (9)

3. Modeling of Driving Behavior Economy
Evaluation SystemBased on FAHPAlgorithm

3.1.Determine theSet ofEvaluationFactors. According to the
hierarchy of driving behavior economy evaluation system in
Figure 1, the set of factors is determined as follows, in which

Table 1: Driving behavior index and fuel consumption correlation coefficient.

Indicator name abbreviation Spearman correlation coefficient (ρ) Correlation ranking
DS 0.303∗∗ 1
LS 0.306∗∗ 2
VSTD 0.255∗∗ 3
HA 0.226∗∗ 4
AMEAN 0.205∗∗ 5
SSTD 0.195∗∗ 6
LA 0.193∗∗ 7
AC 0.171∗∗ 8
DY 0.155∗∗ 9
CS 0.151∗∗ 10
LDHV 0.104∗∗ 11
SMEAN 0.052∗ 12
VMEAN −0.049∗ 13
∗∗indicates significant correlation at 0.01 level.

The target layer

Rule layer

Scheme layer

Economic performance score for commercial vehicle drivers

U1: Engine speed U2: Acceleration
U3: Output

shaft
speed

U4: Speed

Stroke fragment data

U11:
DS

U12:
SSTD

U13:
DY

U21:
HA

U23:
LA

U24:
CA

U31:
LDHV

U42:
VM

U43:
CV

U41:
LV

U22:
AM

Figure 1: Driving behavior economy system evaluation system.
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Uij corresponds to the j second-level evaluation index under
the first-level evaluation index.

U � U1, U2, U3, U4{ }

�

U11, U12, U13 

U21, U22, U23, U24 

U31 

U41, U42, U43, U44 

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

.
(10)

3.2. Comment Sets and Corresponding Scores. For each
driving behavior indicator, the rating is divided and the
corresponding single driving behavior loss assessment set
and score set are given. 1e driving behavior economy score
is obtained by comprehensively considering all loss scores,
and the corresponding comment set and score set are shown
in Tables 2, 3.

3.3. Determine the Weight of Evaluation Index. Different
driving behavior indicators have different influences on
driving behavior economy score and have different weights.
By combining expert experience and 1–9 scale method [22],
the judgment matrix showing the relative importance of
economic evaluation indexes of driving behavior was given.

CI �
λmax − b

b − 1
, (11)

CR �
CI
RI

. (12)

In order to further calculate the weight vector, the
judgment matrix should meet the requirement of consis-
tency test. 1e judgment matrix is tested through equations
(9) and (10), where CI is the consistency index, RI is the
average consistency index, RI values correspond to different
judgment matrix orders are shown in Table 4. Lambda Max
is the maximum eigenvalue of the judgment matrix, b is the
order of the judgment matrix, and CR is the consistency
ratio.

1e CR value of the judgment matrix is calculated
successively, when the consistency ratio CR< 0.1, it indicates
that the judgment matrix meets the consistency test re-
quirements. If not, the judgment matrix is modified until it
meets the requirements. 1e geometric average method is
used to calculate the subjective weight Wa for the judgment
matrix meeting the requirements as shown in equation (13),
in which Ai is the judgment matrix and the element con-
tained in the judgment matrix is aij.

Wi �


b
j�1 aij 

1/b


m
i�1 

b
j�1 aij 

1/b, (13)

W
a

� W1, W2, . . . , Wm . (14)

Considering the limitation of subjective weighting in
analytic hierarchy process (AHP), the objective weighting

method combined with correlation coefficient is used to
improve subjective weighting. 1e correlation coefficient
calculated by formula (1) reflects the objective characteristics
of index data and fuel consumption, which can be used as the
objective weight basis. 1e objective weight vector Wb is
obtained after normalization. To sum up, the final weight
value W is obtained by combining subjective weight and
objective weight, as shown in Figure 2. WUij

is the weight
value corresponding to the index Uij

3.4. Construct Fuzzy RelationMatrix. To construct the fuzzy
relation matrix, it is necessary to select the membership
function with the same rule from the existing membership
distribution function according to the characteristics of
variables to characterize the fuzziness [24]. Data based on
index variables have two characteristics: continuity and
different influence degree of variable indexes on economic
performance score. Different membership functions and
membership parameters are used respectively. For the in-
dexes that have great influence on economic evaluation, the
fuzzy attribute changes sharply near the cut-off point of
membership interval, so it is suitable to choose K parabolic
membership function to describe this characteristic. Com-
pare the relative weight vectors of the above driving behavior
economy indicators, among which the indicators with larger
weight are: idle time ratio, large throttle ratio, standard
deviation of engine speed, and low speed driving ratio.
1erefore, k-order parabolic type is selected as the mem-
bership function to describe the fuzziness. 1e fuzzy attri-
butes of other variables change gently near the cut-off point,
so it is appropriate to select the membership function as
ridge function.

1e expression of the membership function of the
parabolic type of K is shown in equations (15)–(17), which

Table 2: Behavioral loss score set.

Collection of behavior loss comments Behavior loss score set
Normal loss (I) (−5,0)
Slight loss (II) (−40, −5)
General loss (III) (−60, −40)
A lot of loss (IV) (−80, −60)
Severe losses (V) (−100, −80)

Table 3: Behavioral evaluation score set.

Behavioral evaluation comment set Behavior evaluation score set
Poor (0,20)
Is very poor (20,40)
Generally poor (40,60)
Slightly less (60,95)
Good (95,100)

Table 4: Mean consistency test RI values.

Judge the order of the
matrix(b) 1 2 3 4 5 6 7

RI values 0.00 0.00 0.58 0.9 1.12 1.24 1.32
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are, in turn, relatively small, medium and large. Y is the
corresponding membership value of each grade. X repre-
sents the index data, and Xi represents the threshold value of
the index.

Y �

1, t<x1,

x2 − t( 

x2 − x1
 

2

, x1 ≤ t≤ x2,

0, t≥x2,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

Y �

0, t≤ x1,

t − x1( 

x2 − x1
 

2

, x1 < t<x2,

1, x2 ≤ t≤x3,

x4 − t( 

x4 − x3
 

2

, x3 < t<x4,

0, t≥ x4,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(16)

Y �

0, t≤ x3,

t − x3( 

x4 − x3
 

2

, x3 < t<x4,

1, t≥ x4.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(17)

1e ridge function expressions are shown in equations
(18)–(20), which in turn are relatively small, intermediate
and large.
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1
2

−
1
2
sin

π
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2
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⎧⎪⎪⎪⎪⎪⎨
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In order to determine the parameter values of the
membership function mentioned above, a statistical analysis
of the characteristics was carried out based on a large
number of real vehicle transportation data, and the pa-
rameters of the membership function obtained are shown in
Table 5.

4. Engineering Practice Verification and Result
Analysis of Evaluation Model

4.1. Driving Behavior Economy Evaluation Data Processing.
1e data in this paper comes from a T-box (vehicle-mounted
intelligent terminal) that is the data acquisition terminal of
commercial vehicles, and the interface is used to read the
longitude and latitude, speed and instantaneous fuel con-
sumption of the vehicle, etc. 1e data that can be uploaded
by the acquisition terminal include: data acquisition time,
vehicle identification code, ECU speed (km/h), instanta-
neous fuel consumption (L/100KM), GPS longitude and
latitude, cumulative mileage (KM), engine speed (R/min),
engine torque (N·M), etc. A total of 36 vehicles of a freight
company were collected within a week of the actual road
traffic data.

1e evaluation model is tested based on the trans-
portation data of Internet of vehicles. To ensure the uni-
formity of index calculation, set mileage as the control
variable. By dividing each driver’s transport data into a
uniform 20KM Micro travel segment: a total of 10037 data
segments were obtained by 36 drivers within one week, with
a cumulative mileage of 200740KM. 1e data processing
flow is shown in Figure 3.

Evaluation
index
weight

WU1

WU2

WU3

WU4

WU11 = 0.1493

WU12 = 0.1036

WU13 = 0.1020

WU21 = 0.0928

WU22 = 0.0866

WU23 = 0.0750

WU24 = 0.0682

WU11 = 0.0513

WU41 = 0.1131

WU42 = 0.0652

WU43 = 0.0927

Figure 2: Index weight vector allocation.
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4.2. Validation of Driving Behavior Economy Evaluation
Model and Analysis of Results. Economic evaluation of
driving behavior is conducted within each microstroke
segment of the driver, and some representative evaluation
results are selected as shown in Figures 4–6. Drivers 5 and 22
represent low frequency of bad driving behavior; drivers 26
and 33 represent medium frequency of bad driving behavior;
drivers 3 and 28 represent high frequency of bad driving
behavior. 1e above results indicate that the evaluation
system can reflect the difference of drivers’ behavior in
different microtravel segments. To further verify the cor-
rectness of the evaluation system, check the original index
data.

Find the original indicator data based on the low score
for verification, as shown in Figure 7. By comparing the
reference values of each indicator, it is found that the data of
bad driving behavior indicators corresponding to the lower
score are more than those exceeding the normal value. 1is
indicates that the evaluation system well reflects the influ-
ence of driving behavior on the scoring, and proves the
correctness of the evaluation system results.

Further analysis of the results shows that different
drivers have different operational performance of bad
driving behaviors, as shown in Figure 8. Among them,
drivers with serial numbers 2th, 14th, 16th, 29th and 33th all
showed a preference for bad driving behaviors with excessive

speed. 1erefore, it is necessary to modify the driving habits
of these drivers for rapid acceleration.

1e drivers with serial numbers 1th, 2th, 11th, 16th, 29th
and 33th all have relatively high number of bad driving
behaviors, which need to be paid attention to.

In the overall data performance of bad driving behavior,
see Figure 9 Different drivers have certain similarities in the
performance preference of bad driving behaviors, and the
frequency data of bad driving behaviors are further com-
pared. Among them, the indicators with more bad driving
behavior frequency are sharp deceleration, low speed, low
speed and fast acceleration.

In the overall data performance of bad driving behavior,
see Figure 9 Different drivers have certain similarities in the
performance preference of bad driving behaviors, and the
frequency data of bad driving behaviors are further com-
pared. Among them, the indicators with more bad driving
behavior frequency are sharp deceleration, low speed, low
speed and fast acceleration.

4.3.Analysis ofEnergySavingPotential. 1edriving behavior
energy-saving potential of the driver refers to the potential
possibility of improving the fuel economy of the vehicle after
improving driving behavior. In equations (1) and (2), the
relationship between a single driving behavior indicator and

System Inspection
and debug

The original
data

Driver data
score

Data cleaning

The data processing

Missing valus
processing

Outlier
handling 

Small stroke
division

Natural stroke
division

Figure 3: Data processing flow chart.

Table 5: Membership function parameter.

Membership function parameter x1 x2 x3 x4
U11 0.1058 0.1531 0.1559 0.2032
U12 0.0076 0.0109 0.0111 0.0145
U13 180.71 227.89 249.48 296.66
U21 0.00089 0.0128 0.0131 0.017
U22 0.1377 0.1647 0.1856 0.2127
U23 0.0087 0.0123 0.0127 0.0163
U31 24.925 32.955 35.172 43.202
U41 0.0586 0.0854 0.0867 0.1135
U42 0.0474 0.0678 0.0694 0.0899
U43 0.0435 0.0634 0.0643 0.0843
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fuel consumption is given, which is further extended to all
driving behavior economic indicators, as shown in equations
(21) and (22).

Floss � 
m

i�1
ΔFi, (21)

Qloss � 
m

i�1
ΔQi. (22)

It can be considered that there is a corresponding re-
lationship between driving behavior loss score and driving
behavior loss fuel consumption, that is, the improvement of
each driving behavior score represents the reduction of fuel
consumption and the improvement of fuel economy.
1erefore, based on the highest score of driving behavior
economy, a calculation method of energy saving potential is
given based on the relationship between driving behavior
economy score and fuel consumption.

β �
Floss

Fmax
× 100%. (23)

By analyzing and calculating the energy saving potential
of different drivers, the results are shown in Figure 10 in
which drivers 2 and 11 have higher average energy saving
potential compared with other drivers, which has a large
space for optimization.1e average maximum energy saving
potential is 4.98%.

5. Conclusions

In this study, based on correlation analysis and fuzzy
comprehensive hierarchical evaluation algorithm, a driving
behavior economy evaluation system is established and a
calculation method of energy saving potential is proposed.
Correlation analysis plays a good role in screening driving
behavior indicators. 1e fuzzy analytic hierarchy process
(FAHP) has a strong applicability to the evaluation of
driving behavior economy, which is influenced by multiple
factors. 1e evaluation system and the calculation method of
energy saving potential are tested by using the data of vehicle
Internet of real cars. 1e results demonstrate the correctness
of the work. In addition, the results of further analysis show
that the overall driving behavior preference of drivers shows
that the frequency of rapid acceleration and deceleration,
low speed and low speed behavior is more frequent. 1e
driving behavior preference performance of individual
drivers is obviously different; 1e bad driving behavior of
some drivers has a high energy saving potential of up to
4.98%.1e study analyzes the differences in bad behaviors in
the driver’s economic evaluation, which can provide a
theoretical basis for the targeted improvement of bad driving
behaviors of drivers, and at the same time, the energy
conservation analysis provides a basis for the formulation of
the subsequent optimization strategies for energy-saving
driving behaviors. 1e research is mainly aimed at freight
vehicles, and the relevant system parameters have some
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limitations. 1e follow-up work should further explore the
universality of different vehicle types and operating
conditions.

Under the background of engineering education, the
joint training mode combining theoretical research and
engineering practice is more suitable for students to carry
out graduation project research and cultivate applied talents
for enterprises than the traditional single school training
mode, which should be implemented in more university
training plans.
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+is study explored the influence of creativity and learning attitude through game-based learning. +e subjects were sixth grade
elementary school students, and a logical thinking game was developed to stimulate the students’ learning interests. A ques-
tionnaire survey was conducted on 121 students, and the result shows that the students’ creativity has a significant and positive
effect on their learning attitude and problem-solving ability. In addition, learning attitude has a significant and positive effect on
the students’ problem-solving ability. Moreover, creativity elicited a direct effect on problem-solving ability. +is study verified
that the proposed puzzle-type logical thinking game can train and improve the logical thinking ability of learners.

1. Introduction

Problem-solving ability has been valued in education.
Present educational approaches have encouraged learning
through practical problems or cases, inspiring learners to
demonstrate creative thinking, and designing solutions to
problems. Actual life problems or difficulties are optimal
learning examples [1]. +e concept of STEM (science,
technology, engineering, and mathematics) has gradually
been valued and applied in engineering education in colleges
and universities [2, 3].

Prensky named the learners in the recent decade as the
“digital natives,” meaning that they are accustomed to using
various technological products in their lives. Games have an
open point of view and can bring people the desire to create
and invest, and such elements have motivated people’s
willingness to take on risks and explore [4]. According to
Prensky [5], the ideal digital game-based learning is a
method to increase learner engagement and generate higher
learning achievements. To improve problem-solving ability,
learners’ creativity must first be stimulated, and game-based
teaching is a feasible approach to create this stimulation.
Using games to present the teaching contents not only
makes the contents more vivid but also inspires the imag-
ination of learners and triggers more creativity. +us, game-

based teaching is an effective method for eliciting creative
thinking [6–10]. Li [11] used tangram puzzles as a repre-
sentation of mathematics and posited that it could stimulate
game-based learning intention. Knowledge can be inter-
nalized in the process of puzzle playing, and speed and skill
refinement can also be generated during the game-playing
process. Gao [12] stated that games can stimulate learners’
enthusiasm for learning and inspire their initiative, inde-
pendence, and creativity. +rough playing games, learners
can immerse themselves in those activities and are en-
couraged to think about, understand, digest, and absorb
details from concrete imaginary thinking to abstract
thinking. +erefore, learning interest and knowledge grow
naturally in a relaxed and pleasant atmosphere. Further-
more, game-based learning also helps to cultivate learners’
thinking ability and quality, learning attitude, awareness and
methods of observing surrounding objects, inferential logic,
exploration spirit, and ability to think outside the box to
achieve logic creation.

However, conventional educational toys that exist as
physical entities have no characterization orientation, as
their representational state is fixed. Digital learning appears
to be the solution to this problem, as it uses multimedia
applications to create a variety of educational platforms (e.g.,
video images, dynamic images, and model simulations), in
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which teaching materials can be presented in various
characterizations that enrich the learning process. In game-
based teaching, multimedia special effects and interactive
characteristics can attract learners’ attention, thereby en-
hancing their learning motivation and improving their
problem-solving abilities [13, 14]. +rough game-based
practices in the context of digital games, learners can be
guided to become “experiencers” and personally solve
multilevel problems created in the games. +e creativity and
problem-solving ability that the learners accumulated could
lead them to become knowledge creators that provide so-
lutions to real-world problems [15].

It is evident that teaching content and educational
methods can stimulate learners’ creativity, problem-solving
ability, and solution development efficacy [16–20]. Learners’
creativity has a direct effect on their problem-solving ability
and may affect learning attitude, which has an indirect effect
on their problem-solving ability.

+erefore, this study suggests that the use of multimedia
technology is a viable approach to developing a more in-
teractive and stimulating puzzle-type logical thinking game
that allows learners to engage in creative thinking, thereby
affecting their learning attitude and improving their prob-
lem-solving ability. +is study aims to explore the influences
of digital learning tools on learners’ learning attitude,
problem-solving ability, and creativity. More specifically,
this study intends to verify whether game-based learning can
enhance learners’ creative thinking and further influence
their learning attitude and generate positive effects on their
problem-solving ability.

2. Literature Review

2.1. Game and Learning Attitude. Many learners hold a
passive attitude toward learning. Attitude toward science
refers to whether a person likes or dislikes science or has “a
positive or negative feeling about science” [16]. Xu and Liao
[21] used mathematics learning as an example to demonstrate
that students may be uninterested in learning mathematics
due to learning disabilities, poor language ability, and diffi-
culties in understanding abstract symbols. +ey suggested
that image interface guidance in games could help learners to
understand mathematical logic concepts. Su and Xie [22]
mentioned that game-based teaching activities can easily
inspire learners’ explorative ability toward a certain subject,
enhance their learning attitude, attract their attention to
problems, and improve their problem-solving ability. Zheng
and Liu [17] proposed that mission-based games can promote
cooperation and discussion among peers. Compared with
conventional paper-based tests, learners’ learning motivation,
attitude, and achievements were substantially improved after
playing mission-based games. Yang and Li [19] experimented
with a mathematics game and found that the absolute use of
technology can be a helpful learning tool for developing
children’s number sense [19].

It is very important to create an environment that can
promote and maintain learners’ interest [23]. Hwang et al.
[24] pointed out that players’ attitudes affect their subse-
quent use of the game, and players attach great importance

to their game experiences [25, 26]. +e desire to overcome
obstacles in the game experience will encourage players to
find ways to achieve breakthroughs and solve problems,
which in turn improves their problem-solving ability. As
mentioned above, the teaching methods that employ puzzle-
type logical thinking games can improve learners’ learning
motivation and attitude, enable learners to focus on how to
complete a challenge, and stimulate the brain’s hidden
creativity during a short play time. In the process of
attempting to complete a challenge, learners tend to
brainstorm and identify the optimal approaches to succeed
by repeatedly reviewing and evaluating the chosen approach,
identifying problems, and overcoming obstacles. Finally,
positive learning experiences can be accumulated from
game-based learning.

It is effective to learn subjects through games with logical
thinking factors. For example, Sun-Lin and Chiou [27] used
a game-based learning strategy to support algebra variable
learning and found that their proposed method could ef-
fectively enhance students’ learning methods and learning
attitudes. Hwa [28] took the mathematics classes of first to
third grade students in Chinese elementary schools as
subjects and found that game-based learning is superior to
the traditional classroom instruction in terms of students’
logical thinking, learning attitude, and optimizing the
teaching process.

2.2. Creativity. People that think creatively tend to confi-
dently put forward different opinions and try solutions that
are different from the status quo. +ey may combine the
knowledge of different fields to solve problems and persist
instead of giving up in times of difficulties and no progress.
Moreover, they may even deliberately set aside a problem
temporarily and return to the problem later after searching
for the solution from a new perspective [29–31]. Lee and
+erriault [32] suggested that creativity is a high-level
cognitive activity generated by idea association, as well as
divergence and convergence of thought by individuals,
through the collection of data and memory. Gilhooly et al.
[33] also posited that creativity and thinking mode are
correlated. Xiao [34] proposed that improvements in
learners’ creativity can be achieved through intrinsic mo-
tivation, teaching content, and the reading atmosphere in
the learning environment. In terms of teaching, open-ended
questions and extended questions can encourage learners to
think repeatedly and enhance their creativity. Furthermore,
Xiao [34] stated that creativity includes the aspects of ad-
venture, curiosity, imagination, and challenge. Xiao further
suggested that creativity is inspired and enhanced by pa-
rental creativity education, creativity life experience, and
daily life experience.

In addition, teachers’ instructional strategies can inspire
students’ creativity. Yang et al. [35] designed the educational
strategy of robot-assisted instruction to support students’
learning achievements. +e results showed that an appro-
priately designed teaching strategy can enable students to
think and recognize learning materials through the inter-
active models.
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Based on the definitions in previous literature, this study
defined creativity as follows. Teachers use open teaching
materials to guide learners to think independently and inspire
learners to develop new ideas and actions outside of in-class
assignments; by helping the learners to probe into the root of
problems and relevant causes, teachers can guide learners to
consider possible approaches to solving these problems.

2.3. Game-Based Learning and Problem-Solving Ability.
In problem solving, the process is equally important as the
outcome [36]. Polya [37] suggested that problem solving is an
explicit or cognitive behavioral process in which various
possible effective solutions are proposed for the problematic
situation, and individuals select the most effective solution for
implementation. Liao and Wang [38] stated that in problem
solving, the thought process is crucial. +ey summarized the
psychological process as problem identification, understanding
the nature of the problem, collecting relevant information,
taking problem-solving actions, and engaging in postevalua-
tion.+e “problem” in their study was the gap between the goal
and current situation, and problem solving is a process in
which an individual applies one’s knowledge to the problem to
obtain solutions. Lin and Huang [18] argued that problem-
solving attitude is the basis for problem-solving ability. +ey
posited that problem-solving attitude and ability affect indi-
viduals’ thoughts andmotivationswhen dealingwith problems.

Nevertheless, conventional education models have a lim-
ited effect on the cultivation of problem-solving ability. Most
learners are accustomed to relying on teachers’ guidance and
lack the ability to think independently. +erefore, appropriate
teaching activities could cultivate learners’ creativity and
problem-solving ability [39]. Yang [40] stated that receptive or
inquiry-based teaching is not the only valid teaching method,
but it should be conducted simultaneously.+e goal of teaching
is not merely imparting knowledge but to help learners un-
derstand thinking and the thought process. Teaching should
not only be for imparting knowledge but also to help learners
understand thinking and the thought process; when knowledge
concepts are understood and appropriately applied, they can be
effectively used to help learners solve problems and cultivate
their thinking ability.

Tang [20] posited that competition in society is be-
coming more intense, and that while problem-solving
ability has gradually been recognized and valued, it has
become an indispensable ability for talented people.
Nevertheless, traditional education models have reduced
learners’ interest in learning and have failed to improve
their problem-solving ability. Tang stated that developing a
game-based learning model is imperative to improving
learners’ problem-solving ability. Huang et al. [41] indi-
cated that game scores are significantly correlated with
learners’ graphic reasoning, creative thinking, and prob-
lem-solving abilities. Furthermore, game scores are related
to learners’ higher-order thinking ability. +erefore, games
are suitable tools for training learners’ creativity and
problem-solving ability. Zheng [42] stated that mathe-
matics-based games in elementary schools could train
learners’ problem-solving ability.

Many related studies have explored learning outcomes
from game-based learning integrated with education in the
field of digital learning [43–46], with system development
[47] as the research goal. +is study investigated whether
game-based learning has a positive effect on learners’
problem-solving ability by exploring the creativity learning
attitude and the psychological level of learners.

With highly developed multimedia technology, creativity
educational materials with sound and light effects and visual
animation can be designed. An interactive interface with visual
elements, such as images, can be designed to meet the learners’
needs. Liao and Wang [38] designed an exploratory game and
added an element of fun to the learning process. +eir game
produced excellent learning outcomes and significant im-
provement in the subjects’ problem-solving ability. Moreover,
they demonstrated that game scenarios can influence problem-
solving methods and cultivate learners’ creativity and thinking
from different perspectives. Game-based learning activities can
enhance learning motivation and inspire learners to apply their
creative thinking skills in a team setting to solve problems. By
adopting game-based teaching activities, novel teaching
methods or various highly interactive teaching models can be
developed [48, 49].

Among various digital games, computer games have
attracted the attention of young students, as well as children.
Game-based education is still effective in guiding and in-
spiring children’s judgmental thinking abilities. +ere are
numerous research studies exploring the effectiveness of
game-based learning and many curricula adopting learning
games [50–54]. In particular, puzzle-type logical thinking
games can lead learners to engage in creative thinking and
develop problem-solving ability.

3. Research Method

+is study used Flash software to develop a puzzle-type logical
thinking game on the website (Figures 1 and 2). Figure 3
presents a schematic of a stroke-completing game as a test
tool for a creative thinking activity.+e research tool involved a
puzzle game that has not been frequently applied in general
teaching, and it was designed to stimulate young students’
curiosity and interest in learning. +is study took sixth grade
elementary school students as the subjects. +e questionnaire
survey method was adopted to measure the subjects’ creativity,
learning attitude, and attitude toward game-based learning and
problem solving. +e data were collected based on the four
dimensions of creativity, learning attitude, attitude toward
game-based learning, and attitude toward problem solving.

3.1.ResearchScopeandParticipants. +is study was based on
a puzzle-type logical thinking game. Purposive sampling was
used to select learners who participated in science exhibition
activities. Among the 150 participants, there were 121 valid
participants, with a valid response rate of 80.6%.

3.2. Research Tools. +e research structure of this study is
presented in Figure 4. A linearly structured model was used
to establish the relationship between and different influences
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of the four dimensions of creativity, learning attitude, at-
titude toward game-based learning, and attitude toward
problem solving. +e items for the attitude toward game-
based learning, learning, creativity, and problem solving
were modified from the questionnaires of Chu et al. [55];
Chen et al. [56]; Cao and Zhou [57]; Amabile [29]; Zhou and
George [58]; and Lin and Huang [18], respectively. For this
questionnaire survey, a 5-point Likert scale was used for
measuring the three dimensions of creativity, learning at-
titude, and problem solved.

+ere were 121 valid samples in this study, which is likely to
deviate from the assumption of normal distribution. Compared
to AMOS, which assumes normal distribution based on a large
sample, SmartPLS uses a PLS-SEM model that supports the
assumption of abnormal distribution. +erefore, this study
used SmartPLS M2.0.3 for statistical analyses. +e operational
definitions of the four dimensions are shown in Table 1.

3.3. ExperimentProcedure. +e experimental procedure is as
follows: (1) the researchers explained the game to the
subjects; (2) the subjects played the game; (3) questionnaires
were distributed; (4) questionnaires were collected; and (5)
data analyses were performed.

For data analysis, structural equation modeling was
employed to measure the directions of influence among the

four dimensions. Reliability and validity analyses were used
to examine whether the questionnaires used in this study
was suitable for analysis, and effective results were obtained.

3.4. Reliability and Validity Analyses. +e scales used in this
study were modified from existing studies. +us, Cronbach’s
α value of each dimension ranged from 0.697 to 0.926, which
satisfied the reliability of index requirements. Moreover, the
scales were also modified based on the expert opinions,
confirming that the scales have satisfactory expert validity
(Table 2).

4. Results

A linearly structured model was applied to determine the
relationships and influences between the four dimensions.
Furthermore, the SmartPLS M2.0.3 software suite was used
to test the relationship between the four dimensions and
goodness of fit of the model. +e linear model is shown in
Figure 5. +e overall model goodness of fit was determined
using the overall goodness of fit of validation mode and
observation data. A higher goodness of fit of a model in-
dicates that it is highly feasible. +e results of this study
indicate that most of the overall model indices fitted well
with ideal values (Table 3); thus, the goodness of fit of the
model was within an acceptable range.

�ere are two kinds of people in the
world: -�ose who believe that the
world can be divided into two kinds
of people, and those who do not
believe it.

Non-linear reverse learning puzzle
education

Use your brain

Brain teaser
Math games
�ings you do not know

Enter the puzzle world

Figure 1: Puzzle game portal.

Question 1: �e following are nine
small dots arranged in a 3 X 3
square. Using a pencil, draw four
straight lines that pass through all
the small dots. During this process,
your pencil tip cannot leave the
paper, nor can you turn back and
redraw.

Tips & answers

Back to the menu

Figure 2: Screen of “thinking after corner-turning“ puzzle game.
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Question 1: �e following are nine
small dots arranged in a 3 X 3
square. Using a pencil, draw four
straight lines that pass through all
the small dots. During this process,
your pencil tip cannot leave the
paper, nor can you turn back and
redraw.

Tips & answers

Back to the menu

Figure 3: Stroke movement.

Creativity

Attitude toward game-
based learning

Learning attitude

Attitude toward
problem solving

Figure 4: Research model.

Table 1: Dimensions, definitions, and citations.

Dimensions Definitions References

Creativity Students evaluate whether they are producing answers in classwork that can be used to
solve assignments because of the tool

Lee and +erriault
[32];

Gilhooly et al. [33];
Yang et al. [35]

Learning attitude Students’ cognition and values of “learning“

Koballa and Crawley
[16];

Su and Xie [22];
Garcia et al. [23];
Xu and Liao [21];
Yang and Li [19];
Hwang et al. [24]

Attitude toward game-
based learning

Students’ cognition and evaluation of learning
content or learning activities using this research tool

Richard [48];
Huang et al. [41];
Lee and Lee [47];
Tang et al. [49];
Zheng [42];

Halloluwa et al. [43];
Muñoz et al. [45];
Vrugte et al. [46];
Lee et al. [44]

Attitude toward problem
solving Students’ cognition and values of “problem solving“

Polya [37];
Li [39];

Yang [40];
Liao and Wang [38];
Lin and Huang [18];

Tang [20]
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+e relationships between creativity, learning attitude,
attitude toward game-based learning, and problem-solving
are described as follows (Figure 2 and Table 4):

(1) Learner’s creativity has a significant and positive
effect on learning attitude, attitude toward game-
based learning, and problem solving (β1 � 0.51,
t� 3.955; β2 � 0.76, t� 6.201; β3 � 0.55, t� 4.017).

(2) Learning attitude and attitude toward game-based
learning have a significant and positive effect on
problem solving (β4 � 0.16, t� 2.022; β5 � 0.27,
t� 2.309).

(3) Learners’ creativity has a direct effect, an indirect
effect, and a total effect of 0.55, 0.2868, and 0.8368,
respectively, on problem solving.

According to the analysis results, creativity, learning
attitude, and attitude toward game-based learning affect
problem solving. +is finding is consistent with the
setting of the original research (Figure 1), suggesting that
learning attitude, attitude toward game-based learning,
and creativity have a significant effect on the ability of
learners to solve problems while faced with difficulties.
+e results of the linear model analysis indicate that
creativity also affects learning attitude and attitude to-
ward game-based learning. +is result implies that
learners’ willingness to accept new things may influence
their learning attitude and attitude toward game-based
learning (Table 4).

+is study explored the relationships among learning
attitude, attitude toward game-based learning, and creativity
regarding problem solving. +e results indicate that crea-
tivity, learning attitude, and attitude toward game-based
learning have significant effects on problem solving. +e
findings of this study can be further explored by referring to

Table 3: Goodness of fit of the overall model.

Adaptation index χ2 test χ2/df GFI AGFI PGFI RMSEA NNFI CFI
Suggested values p> 0.05 <3.0 >0.9 >0.9 >0.5 <0.08 >0.9 >0.9
Research model χ2 � 2131.869, p≤ 0.001 1.991 0.823 0.678 0.622 0.092 0.566 0.719

Table 4: Path coefficients affecting the dimensions.

Path Standardized
coefficients

p
values

Learning
attitude <--- Creativity (β1) 0.51∗∗∗ ≤0.001

Attitude
toward game-
based learning

<--- Creativity (β2) 0.76∗∗∗ ≤0.001

Attitude
toward
problem
solving

<--- Learning
attitude (β4)

0.16∗ 0.043

Attitude
toward
problem
solving

<---
Attitude toward
game-based
learning (β5)

0.27∗ 0.021

Attitude
toward
problem
solving

<--- Creativity (β3) 0.55∗∗∗ ≤0.001

∗∗∗p< .00; ∗p< .05; ∗∗p< .01.

Table 2: Reliability and validity analyses.

Dimension Cronbach’s α
Creativity 0.917
Learning attitude 0.717
Attitude toward game-based learning 0.697
Attitude toward problem solving 0.926

0.51∗∗∗

0.76∗∗∗
0.27∗

0.55∗∗∗

0.16∗

Creativity

Attitude toward game-
based learning

Learning attitude

Attitude toward
problem solving

Figure 5: Results of research model.
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digital learning. +is type of learning can be improved by
integrating game-based learning into problem-solving tasks.

5. Conclusion and Suggestions

Computer-aided instruction not only improves problem-
solving ability but also learning attitude [59, 60]. +is study
found that for learners and the general public, learning
attitude and attitude toward game-based learning consid-
erably affect their problem-solving ability. In addition, the
results of this study confirmed that creativity and learning
attitude are crucial and are affected by learners’ willingness
to learn and the actions taken.

+is study treated sixth grade elementary school students
as the subjects. Future studies can conduct surveys on
learners in different countries. Moreover, qualitative inter-
views can be conducted to analyze the problem-solving
process of the learners and the factors affecting changes in
their attitudes toward game-based learning. After these
results are obtained, more variables can be generated to
identify factors that may influence learners’ problem-solving
ability. +e analysis results may allow teachers to identify
optimal learning methods that could enhance learners’
problem-solving ability. According to the results of this
study, creativity, learning attitude, and attitude toward
game-based learning strongly affect problem-solving ability.

+e rules of games often lead to constraints that limit
thinking within a prescribed range, like a bird in a cage.
When looking at certain things and thinking about certain
problems, individuals are susceptible to being restrained by
traditional thinking and being unable to break through and
innovate.

Whether in life or education, it is very important to have
the ability to solve problems in the environment, to break
game rules to find solutions. +us, it is recommended that
researchers can design more puzzle-type learning games in
the future for children or educational units to train students’
ability to break through habitual thinking and develop
adaptability as an instinct.

+e contribution of this study is to demonstrate that
game-based learning concept can serve as a basis for re-
medial education or course management and as reference
for curriculum design and interactive models.

Data Availability

+e data that support the findings of this study are available
from the corresponding author upon reasonable request.
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.is paper presents a methodology for the sizing of a heavy-duty fuel cell commercial vehicle..e parameters scanning model and
the long-term stochastic drive cycle are adopted for this proposed sizing framework. .e dynamic programming algorithm is
employed as the energymanagement strategy to assess the performance of sizing..e efficacy of this framework is evaluated, and a
detailed analysis for the hydrogen consumption is given in the results. In addition, a prediction analysis based on the price
performance of the next decade is also given in this work.

1. Introduction

.e energy and environment are two limitations for the
transportation industry [1, 2]. .e heavy-duty commercial
vehicle is imperative to turn to new energy for its high fuel
consumption and emission. As a fuel-renewable and envi-
ronment-friendly on-board propulsion system, hydrogen
fuel cells are of great significance for alleviating the current
energy and environment dilemma.

Restricted by the dynamic properties of fuel cell, fuel cell
vehicles (FCVs) are always equipped with at least two energy
sources: a fuel cell stack and a battery pack or a super-
capacitor, which are also known as fuel cell hybrid electric
vehicles (FCHEVs) [3]. .erefore, FCHEV is generally
treated as a particular electric vehicle which equipped with
two or three power sources [4]. Many approaches are
presented in the literature to optimize the vehicle operating
cost, which can be divided into two levels: the optimization
level and the design level. .e optimal operation aims to find
the optimal operating points for fuel cell to achieve the

minimum hydrogen cost, which is determined by the energy
management strategy (EMS). .e optimal design aims to
determine the optimal sizes of vehicle components [5, 6].

.e key role of EMS for a FCHEV is to decide the power
splitting for energy sources at each instant, while at the same
time, the drivability constraints of vehicle must be satisfied
[7]. .ere have been many researches on EMS to improve
the fuel economy. In general, rule-based EMS and opti-
mization-based EMS are two approaches widely studied
[8, 9]. Under current technology, rule-based EMS has been
widely used in real vehicles’ controller for its advantages in
real time, simplicity, and cost. However, subjectivity and
uncertainty of this strategy may lead the control rules far to
the optimal rules [8]. On the other hand, thanks to the
increasing computing power of on-board processors, more
complex EMS has the potential to be applied in real vehicles;
optimization-based EMS has become the focus of current
academic research. Optimization-based EMS is often rep-
resented as optimization problems for constrained systems
in finite-time domain; the common optimization algorithms

Hindawi
Scientific Programming
Volume 2021, Article ID 1497178, 16 pages
https://doi.org/10.1155/2021/1497178

mailto:xuey@dflzm.com
https://orcid.org/0000-0002-1153-808X
https://orcid.org/0000-0001-7738-1479
https://orcid.org/0000-0001-8159-2420
https://orcid.org/0000-0003-0139-0461
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/1497178


include dynamic programming (DP) [10], Pontryagin’s
minimum principle (PMP) [11], and genetic algorithm (GA)
[12]. In addition, two optimization frameworks (equivalent
consumption minimization strategy (ECMS) [13] and model
prediction control (MPC) [14–16]) are also applied to this
strategy to improve the control effect.

In addition to the EMS, many researchers focused their
attention on the sizing of energy sources to improve vehicle
performance. .e main purpose of sizing of energy sources
is to optimize the dynamic and fuel economy with fewer
cost; reasonable parameters can maximize the potential of a
vehicle’s EMS [17]. With the development of electric vehicle,
numbers of algorithms have been adopted to solve this
problem. As early as 2004, Lukic and Emadi [18] verified the
influence of drivetrain hybridization on energy consump-
tion and dynamic performance. In their work, the hybrid-
ization factor was defined, and the EMS was implemented as
charge sustaining. Kim and Peng [19] proposed a combined
optimization method of EMS and parameters sizing for
FCHEV. Different subsystem-scaling models were adopted
to predict the characteristics of components on different
sizes, and a near-optimal EMS was designed with the in-
spiration of stochastic dynamic programming results. In
[20], the scholars constructed a stochastic drive cycle to
simulate the randomness of real-world driving conditions,
and ECMS was used as an online EMS; the equivalent factors
of ECMS were adjusted with the proposed sizing method-
ology. In [21], a parameters’ sizing methodology based on
ordinal optimization and dynamic programming was pro-
posed. Hu et al. [22] gave a compared analysis for two
optimization-based EMS, and the influence of downsizing
the battery was also studied. In their further study, the
influence of driving pattern on sizing was studied in [23]; the
comparison of three different electrochemical energy storage
systems and the sizing framework for hybrid electric vehicle
are also given [24, 25]. In addition, Karaoğlan et al. [26]
studied the influence of gear ratio on fuel economy and
emissions.

For the EMS, optimization-based strategy has been the
focus of current research; and for the parameters sizing,
systematic algorithms are used to find the optimal/near-
optimal sizes of components for FCHEV; rule-based EMS or
optimization-based EMS are adopted as an associated
problem for these algorithms. Although existing research
has proposed a number of approaches for parameters sizing,
these approaches are based on the few drive cycles or only
one standard drive cycle, and parameters’ sizing for hybrid
heavy-duty commercial vehicles is little studied.

In this paper, a sizing methodology for a fuel-cell/battery
commercial vehicle is presented. It is based on the DP-based
EMS and parameters scanning model, and a long-term
stochastic drive cycle is adopted for the sizing framework.
.e main contributions are as follows: (a) A long-term
stochastic drive cycle that is based on the cluster and sto-
chastic procedure is adopted, and the processes of generate
stochastic drive cycle are also available. (b) A detailed
analysis on oversizing the fuel cell stack and battery is given.
(c) A predictive analysis is also given with considering the
price performance in the next decade.

.e remainder of this paper is organized as follows. In
Section 2, the model of a heavy-duty fuel cell commercial
vehicle is established. In Section 3, the design process of the
long-term stochastic drive cycle is proposed. In Section 4,
the DP-based EMS is introduced. In Section 5, the sizing
methodology of propulsion system is presented. Section 6,
provides results and discussion, and in Section 7, the con-
clusion of this paper is given.

2. Mathematical Model of an FCHEV

In general, for an FCHEV, fuel cell stack is employed as the
main power source, and battery is adopted as an energy
storage system, which is also known as the auxiliary source.
.e structure of selected FCHEV is shown in Figure 1. .e
electric motor is the only conversion equipment of electric
energy and kinetic energy, fuel cell stack and battery pack
composed of the propulsion system to provide power to
permanent magnet synchronous motor and the motor’s
inverter (DC-AC), and a DC-DC converter is used to boost
the voltage from fuel cell stack to DC bus. In this work, the
powertrain system is divided into a combined propulsion
subsystem and a transmission subsystem. .e parameters
sizing of propulsion system is the main work of this paper.

2.1. Vehicle and Drivetrain. .e mathematical model
building of FCHEV is reversed with the target of tracking
drive cycle, and the impacts of lateral dynamics and rotating
mass are ignored. At every moment of vehicle’s operation,
the torque Tw and speed ωw of wheels are given by

Tw � r m
dv

dt
+
1
2
ρCdAfv

2
+ mgf cos(α) + mg sin(α) ,

ωw �
v

r
,

(1)

where r is the rolling radius of the wheel, m the FCHEV’s
mass with full load; v the vehicle’s velocity at the current
moment; ρ the air density; Af the frontal area; Cd the
aerodynamic drag’s coefficient; f the rolling resistance
coefficient; α the road’s inclination angle..emotor’s torque
Tm, speed ωm, and power Pm are formulated as follows:

Tm �

Tw

ηfdrfd

, Tw ≥ 0,

Twηfd

rfd

, Tw < 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

ωm � ωwrfd,

Pm �

Tmωm

ηm

, Tm ≥ 0,

Tmωmηm , Tm < 0,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(2)

2 Scientific Programming



where ηfd and rfd are the efficiency and gear ratio of the final
drive, respectively.

For this work, the motor power is defined as positive
during traction while negative during breaking. .e pro-
pulsion system consists of fuel cell stack and battery pack
outputs the power demand of the motor, as shown in the
following formula:

Pm � Pstack + Ppack, (3)

where Pstack and Ppack are the power of fuel cell stack and
battery pack. Parameters of the heavy-duty fuel cell com-
mercial vehicle are listed in Table 1.

2.2. Fuel Cell Stack. Fuel cell is an electrical device that
converts chemical energy into electricity. Proton exchange
membrane fuel cell (PEMFC) is the most common on-board
propulsion system for fuel cell vehicles. A complete on-
board PEMFC system includes fuel cell stack, hydrogen
storage system, hydrogen circuit, air circuit, water circuit,
and coolant circuit [3]..emodels for these systems are very
complicated..is work is mainly concerned with the power-
split of the bus but not the detailed conversion process of fuel
cells. .erefore, a simple efficiency graph model is used for
the simulation.

In this selected model, hydrogen consumption and ef-
ficiency of the fuel cell stack are both formulated as the
function of power demand; these datasets are obtained
through testing, which have been provided in ADVISOR
(FC_ANL50H2) [27]. Scaling models are adopted to facil-
itate parameters’ sizing, as shown in Figure 2.

2.3. Battery Pack. Benefiting from the high power density
and high reliability, lithium-ion batteries have become the
most commonly used energy storage system for FCHEV.
.e purpose of adding a battery pack into the propulsion
system is to improve the drivability and efficiency perfor-
mance of the vehicle.

For the model of battery pack, the circuit model is used
for simulation. In this model, the battery is equivalent to a
circuit with an ideal voltage source and an internal resis-
tance. When the battery pack is operating, its current and
power are formulated as follows:

Ibat �
Voc −

�������������

V
2
oc − 4RintPpack



2Rint

, (4)

where Voc is the open circuit voltage, Ibat the current, Rint the
internal resistance, and Ppack the power of battery pack.
.ese parameters can be obtained from equations (5) to (7).

Ppack � Pbatηbat, (5)

Voc �
Vocns

np

, (6)

Rint �
rintns

np

, (7)

where ηbat is the conversion efficiency for charge/discharge,
ns the series number of cells, and np the parallel number of
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Figure 1: Block diagram of FCHEV. .e blue dotted lines, red thin solid lines, and black thick solid lines represent the hydrogen gas flow
channel, the electrical connections and mechanical connections of FCHEV, respectively.

Table 1: Parameters of the FCHEV.

Parameters Value
Vehicle total mass (kg) 9000
Air density (kg/m3) 1.2
Aerodynamic drag coefficient 0.563
Vehicle frontal area (m2) 6.6454
Wheel radius (m) 0.413
Gear ratio 6.67
Efficiency of transmission (%) 98
Rolling resistance coefficient 0.015
Efficiency of converter (%) 98
Efficiency of inverter (%) 98
Efficiency of charge (%) 90
Efficiency of discharge (%) 100
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cells. .e state of charge (SOC) of battery at time step k is
defined as

soc(k) � soc(k − 1) −
Ibat
Qbat

, (8)

where Qbat is the capacity of battery pack.
Rint and Ppack are the functions of SOC, as shown in

Figure 3.
It is worth mentioning that the battery pack is composed

of strings connected in parallel, with each string containing
the same number of cells in series. More detailed descrip-
tions about configuration and modelling of battery pack are
available in [23].

2.4.DriveMotor. For an FCHEV, the drive motor’s function
mainly includes the following two parts: (a) converting the
electrical energy from bus to mechanical energy to drive the
vehicle and (b) recycling the vehicle’s braking power to
charge the battery. A permanent magnet synchronous motor
(PMSM) is adopted for its compact and high efficiency. .e
model of drive motor is based on its efficiencymap, as shown
in Figure 4.

3. Long-Term Stochastic Drive Cycle

.e drive cycle refers to the driving characteristics of a
certain type of vehicle (passenger car, bus, and cargo vehicle,
etc.) in a specific condition (urban, suburban, highway, etc.);
it is generally a set of points representing speed versus time.
.ere have been many systems of typical driving cycles
around the world.

Although the representativeness of cycles will be con-
sidered in the design process of typical drive cycle, the
optimization results obtained under few drive cycles cannot
satisfy the randomness of real driving conditions [20].
.erefore, a long-term stochastic drive cycle is built to
overcome this drawback. .e constructed drive cycle is
based on the typical drive cycles of heavy commercial ve-
hicles, and cluster analysis and random process are adopted.
.e flowchart of this procedure is shown in Figure 5.

In this work, eight typical drive cycles for commercial
vehicles are introduced as the DC library, which are
numbered and shown in Figure 6. Twelve characteristic
parameters are used for clustering, and the corresponding
descriptions of these parameters are listed in Table 2. .e
characteristic parameters for each drive cycle are calculated
and listed in Table 3..ese parameters will be the raw data of
clustering.

Hierarchical clustering and Euclidean distance are
adopted to obtain the similar degree of the different drive
cycles. .e clustering results are shown in Figure 7. .e
library is divided into 5 classes with the benchmark of
similarity to 1: the first category includes drive cycles 1, 4, 6,
and 8, and drive cycles 2, 7, 3, and 5 are classified as the
second to fifth categories, respectively. .e drive cycles 8
(CHTC_HT), 2 (WVUCITY), 7 (NYCOMP), 3
(WVUINTER), and 5 (UDDSSHCV) are selected as the
representatives of each category. .ese five drive cycles will
be regarded as the originals in the long-term stochastic drive
cycle.

.e next step for this work is to build the combined
drive cycle, which is generated from the original drive
cycles. After that, the combined drive cycle will be divided
into microtrips and microidles. A microtrip is a segment
of the drive cycle where the velocity is not equal to zero,
and a microidle is the segment where the velocity is equal
to zero. .e relationship between microtrips and
microidles is depicted in Figure 8. .en, the divided
segments are added to the stochastic drive cycle randomly.
In this process, the microtrips and microidles are scaled
with a stochastic procedure. .e scaling processes for
microtrips are for their velocity, and for microidles, it is
for their length of time, the scaling factors are both de-
fined as a stochastic number from 0.8 to 1.2. To follow the
objective laws for drive cycles, the microtrip and
microidle should be added in turn, which means after
adding a microtrip, a microidle must be added as its
follow-up. In addition, the long-term stochastic drive
cycle can more effectively reflect the randomness of the
drive cycle, the total length of stochastic drive cycle is set
as 10 times that in the combined drive cycle in this work.
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Figure 2: Scaling models of fuel cell stack (on the basis of a fuel cell stack with 50 kW peak power on ADVISOR). (a) Hydrogen
consumption at different stack power. (b) Efficiency at different stack power.
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Another noteworthy point for this process is that after
the scaling of a microtrip, three indexes should be detected:
the maximum speed, maximum acceleration, and maximum
deceleration. If any index is higher than the combined drive
cycle, the scaling process should be repeated until satisfied.

After completing the construction of long-term sto-
chastic drive cycle, evaluation indexes are introduced to
evaluate the rationality. Figure 9 illustrates the distribution
of two drive cycles; Table 4 depicts the comparison of
characteristics of combined drive cycle and long-term sto-
chastic drive cycle..e above charts show that the long-term
stochastic drive can accurately reflect the characteristics of
original cycles.

4. DP-Based EMS

In general, the EMS for FCHEV has a great impact on ef-
ficiency. In this work, an optimal EMS based on dynamic
programming algorithm is adopted to assess the economic
potential of sizing.

Dynamic programming is a numerical method for
solving multistage decision-making problems. It can provide

the optimal solution for problems of any complexity level in
the limits of computational capabilities [7].

For a controlled multistage decision-making problem,
the state transfer function can be described as
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Figure 5: Flowchart of long-term stochastic drive cycle generation.
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Figure 6: .e serial number of the selected drive cycles.

Table 2: .e characteristic parameters used for clustering.

Parameter Denotation
Average velocity (m/s) v

Average acceleration (m/s2) a

Average deceleration (m/s2) d

Standard deviation of velocity σv

Maximum velocity (m/s) vmax
Maximum acceleration (m/s2) amax
Maximum deceleration (m/s2) dmax
.e percentage of time in speed interval 0–20 km/h (%) θ0−20
.e percentage of time in speed interval 20–40 km/h (%) θ20−40
.e percentage of time in speed interval 40–60 km/h (%) θ40−60
.e percentage of time in speed >60 km/h (%) θ60−max
.e percentage of time in idle state (%) θ0

Table 3: .e characteristic parameters that are calculated for each drive cycle.

Denotation DC1 DC2 DC3 DC4 DC5 DC6 DC7 DC8
v 11.25 3.78 15.22 7.19 8.42 6.07 3.92 9.62
a 0.23 0.30 0.20 0.33 0.48 0.39 0.47 0.22
d 0.28 0.39 0.21 0.42 0.58 0.46 0.54 0.29
σv 7.81 4.58 9.77 6.56 8.87 5.82 4.23 7.61
vmax 24.25 16.01 27.15 20.03 25.93 19.58 16.09 24.58
amax 0.82 1.14 1.42 1.29 1.96 1.16 2.06 1.22
dmax 1.17 2.24 1.86 2.16 2.07 1.79 1.95 1.25
θ0−20 21.93 41.26 15.85 24.86 16.49 31.56 33.98 22.56
θ20−40 23.10 17.19 9.21 13.51 15.83 19.43 25.63 22.67
θ40−60 21.65 11.29 11.83 28.53 12.06 24.76 7.28 20.61
θ60−max 26.49 0 53.84 7.93 22.34 2.64 0 19.89
θ0 6.38 30.26 9.27 25.17 33.27 21.62 33.11 14.28
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Figure 7: Results of hierarchical clustering.
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Figure 9: .e distribution of velocity and acceleration for two drive cycles. (a) .e percentage of speed for combined drive cycle. (b) .e
percentage of speed for long-term stochastic drive cycle. (c) .e percentage of acceleration for combined drive cycle. (d) .e percentage of
acceleration for long-term stochastic drive cycle.

Table 4: .e characteristics of two drive cycles.

Characteristics Combined DC Stochastic DC
Duration (s) 6939 69393
Idle time (%) 22.03 24.38
Maximum velocity (m/s) 27.15 27.08
Average velocity (m/s) 8.73 6.85
Standard deviation of velocity 8.66 7.06
Maximum acceleration (m/s2) 2.07 2.06
Maximum deceleration (m/s2) 3.24 3.17
Average acceleration (m/s2) 0.29 0.28
Average deceleration (m/s2) 0.35 0.34
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s(k + 1) � fk(s(k), u(k)), (9)

where s(k) is the state variable at time k and u(k) is the
control variable. For a control policy u � u0, u1, . . . uN−1 ,
the cost in time step N is defined as

J s0, u(  � LN sN(  + 

N−1

k�1
Lk sk, uk( , (10)

where Lk is the instantaneous cost function..e optimal cost
is

J
∗

s0(  � min J s0, u( , u( . (11)

.e optimal control policy u∗ � u∗1 , u∗2 , . . . , u∗N−1 .
For the DP-based EMS for FCHEV, the SOC of battery is

selected as the state variable, and the output power of fuel
cell stack is adopted as the control variable..e state transfer
function is defined as follows:

SOC(k + 1) � SOC(k) + hk Pstack( , (12)

wherehk(Pstack) is the change rate of state in time k, which
can be obtained with equations (7) to (11).

For the structure of non-plug-in FCHEV, a constraint of
terminal SOC is required to sustain the energy storage
system. In principle, the constraint of terminal SOC can be
taken into account in two different ways, namely, as a soft
constraint or a hard constraint. In this study, a hard con-
straint is adopted by requiring that the energy storage stored
at the end of the mission equal to the value at the start of the
mission, as shown in equation (13). A more detailed ex-
planation will be found in [28–30]. Other parameters under
constraints are listed in equation (14). In particular, the
SOCmin and SOCmax are set to 0.4 and 0.8, respectively.

SOC(end) � SOC(0), (13)

Tm min ≤Tm ≤Tm max,

ωm min ≤ωm ≤ωm max,

Ibat min ≤ Ibat ≤ Ibat max,

Pbat min ≤Pbat ≤Pbat max,

Pstack min ≤Pstack ≤Pstack max,

SOCmin ≤ SOC≤ SOCmax.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

5. Structure of Parameters’ Sizing

.e objective of sizing is to obtain the near-optimal sizes of
maximum power of fuel cell stack (Pstack max) and the
number of battery cell (nbat). .e sizes of propulsion should
satisfy the following objectives: (a) meet the drivability and
(b) minimize the operating cost of the vehicle during its life
cycle.

For drivability, passenger cars typically have higher
velocity and acceleration targets, while for commercial ve-
hicles, equipped with large load mass, the vehicle’s climbing
performance always receives more attention. .erefore, the
sizing method is tested with three subobjects: (a) .e peak
power of fuel cell stack alone must be able to sustain the

maximum velocity; (b) the peak power with fuel cell stack
and battery pack together must meets the maximum
climbing slope index at a given velocity; (c) the power with
fuel cell stack and battery pack together should fulfil the
power demand of long-term stochastic drive cycle. .e first
subobject is used to obtain the low limiting value of
Pstack max, and the others are used to determine nbat. It
should be noted that the for the subobject (c), the verification
results are related to the selected EMS, DP-based strategy is
employed for this work, which has been introduced in
Section 4.

.is sizing methodology is based on the generated long-
term stochastic drive cycle, a parameters’ scanning model is
added for sizing, and the dynamic programming algorithm
is adopted for the EMS. .e flowchart of this proposed
methodology is shown in Figure 10.

In this sizing methodology, the range of fuel cell stack’s
peak power is divided into imax independent nodes; the range
of battery cell’s number is divided into jmax independent
notes; thses two groups of nodes constitute a crossover
model with (imax × jmax) crossover points, and for each
crossover point, there is an FCHEV model corresponding to
it. .e optimal cost for each size is obtained by DP-based
EMS. In addition, the low limiting value of Pstack max should
meet the power demand of the vehicle at a maximum ve-
locity (equation (15)), and the peak-powers provided by the
battery and fuel cell should meet the requirements of the
vehicle’s climbing performance (equation (16)). .e peak
power of the battery pack can be expressed as the product of
its capacity and the maximum discharge rate equation (17):

Pstack maxηcon ≥
Pv

ηmηinv
, (15)

Pstack maxηcon + Pbat maxηbat ≥
Pc

ηmηinv
, (16)

Pbat max � QbatCmax, (17)

where Pv is the power demand for maximum velocity, Pc is
the power demand for climbing, ηm is the average efficiency
of motor, ηbat is the charge/discharge efficiency of battery,
and ηinv and ηcon are the efficiency of DC-AC inverter and
DC-DC converter, respectively.

6. Results and Discussion

.is simulation is carried out with MATLAB; the interval is
set to 10 kW and 25 for the fuel cell stack’s peak power and
the battery cells’ number, respectively.

Under the current technical, lithium-ion batteries can
maintain a discharge time of 5 s at the peak discharge rate of
30C [31]. However, high rate discharge will seriously affect
the life of the battery. In this paper, the maximum discharge
rate of the battery is set as 20C. In addition, the capacity of
the battery cell used in the simulation is 3Ah. .erefore, on
the basis of equations (18) to (20), the minimum constraints
of Pstack max and nbat will be estimated, as shown in
Figure 11.
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Figure 12 shows the hydrogen consumption of vehicles
with different sizes under long-term stochastic drive cycle.
For a fair comparison, all the hydrogen costs are computed
with the SOC deviation. Two conclusions can be obtained
according to this figure:

(1) Starting from Pstack max � 70 kW, the hydrogen
consumption decreases with the increasing of the
peak power of fuel cell stack, but it increases when
the peak power exceeds 120 kW

(2) For a determined Pstack max, the hydrogen con-
sumption decreases with the increasing of the
number of battery cells, but the slope of decline
gradually decreases

To understand the causes of the changing of hydrogen
consumption, we consider three relevant performance

indicators: the global propulsion efficiency, the braking-
recovery-energy to negative-load-power ratio, and the global
fuel cell stack efficiency.

.e global propulsion efficiency is formulated as follows:

ηg,pro �


N
i�0 P

+
veh(i)Δt

LHVH2


N
i�0 mH2

(i)Δt
× 100, (18)

where P+
veh is the positive vehicle power, N is the length of

stochastic drive cycle, mH2
is the hydrogen consumption,

and Δt is the simulation step.
.e braking-recovery-energy to negative-load-power

ratio is defined as follows:

cre �


N
i�0 Pre(i)Δt


N
i�0 P

−
veh(k)Δt

× 100, (19)

where P−
veh is the negative vehicle power and Pre is the

braking energy recovered by battery pack, which is for-
mulated as follows:

Pre �
Pbat, if Pveh < 0,

0, otherwise.
 (20)

.e global fuel cell stack efficiency is defined as follows:

ηg,FC �


N
i�0 Pstack(i)Δt

LHVH2


N
i�0 mH2

(i)Δt
× 100. (21)

To make the figure clearer, four types of fuel cell stack
peak power are selected for this work: Pstack max � 70 kW,

Pstack max � 100kW, Pstack max � 120 kW, andPstack max �

170 kW. .e rest results of other types are visible in
Figure 13.

Figure 14 shows the effect of Pstack max and nbat on
defined relevant performance indicators. Figure 14(a) shows
the maximum global propulsion efficiency is approximately
55.56%, which is reached when Pstack max � 120 kW and
nbat > 1000. Increasing or decreasing the type of fuel cell will
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Figure 13: Comparative results of optimal costs.

2000 400 600 800 1000 1200 1400
Number of battery cells

53.5

53

54

54.5

55

55.5

56

η g
,p

ro
 (%

)

Ps=80 kW
Ps=100 kW
Ps=120 kW

Ps=150 kW
Ps=170 kW

(a)

2000 400 600 800 1000 1200 1400
Number of battery cells

68

66

64

72

70

74

76

78

γ r
e (

%
)

Ps=80 kW
Ps=100 kW
Ps=120 kW

Ps=150 kW
Ps=170 kW

(b)

Figure 14: Continued.

Scientific Programming 11



worsen this indicator. On the other hand, increasing the
number of battery cells can improve the global efficiency, but
its growth trend gradually slows down and eventually to
level. Figure 14(b) shows the size of fuel cell stack has less
affected in braking-recovery-energy, while the number of
battery cells has a great impact on this indicator: when
nbat < 400, limited by the physical constraints (e.g., the
maximum SOC or maximum voltage), the battery pack is
not enough to recover all the braking energy. .is means
that friction brakes will dissipate power from fuel cell stack,
which is not friendly to the global efficiency. Figure 14(c)
shows that the global fuel cell stack efficiency performs best
when Pstack max � 120 kW, and the increase in nbat will
benefit this indicator. Similarly, the growth trend gradually
slows down with the increase of nbat.

.e results in Figure 10 clarifies that the reduction of
hydrogen can be achieved with an appropriate Pstack max,
and the increase of nbat will also benefits the fuel economy. It
is beneficial to reduce the running cost, but the sharp in-
crease in vehicle’s price led by the increase of fuel cell and
battery is unacceptable for both manufactures and users.
Vehicle’s price should also be considered as a further
indicator.

To balance the cost of hydrogen consumption and
component costs, a cost function which is defined as the cost
per 100 km of the propulsion system is proposed, as shown
in equation (18).

J
100

� J
100
stack + J

100
bat + J

100
H2

. (22)

In this function, the vehicle’s cost J100 is divided into fuel
cell stack cost J100stack, battery cost J100bat , and hydrogen cost J100H2

.
.e fuel cell stack cost and the battery cost are cycle-nor-
malized cost, as expressed in equations (19) and (20) [28, 29].
In addition, the cost of hydrogen is the value of hydrogen

consumed when the vehicle’s total driving distance reaches
100 km in the constructed long-term stochastic drive cycle,
as shown in equation (21).

J
100
stack �

d

syv

1 + Pc

yv + 1
2

 jstackPstack max,

J
100
bat �

d

syv

1 + Pc

yv + 1
2

 jbatQbat,

J
100
H2

�
d

Xdc

jH2
mH2

,

(23)

where d is the length of cycle, Xdc is the distance under a
stochastic drive cycle, s is the average travelled distance of
the vehicle per year, yv is the vehicle lifetime, and Pc is the
yearly interest rate. Here, it is assumed that there are no
components replaced during three-year operation, and the
corresponding travelled distance is fifty thousand kilometres
per year..ese parameters above are given in Table 5. jstack is
the fuel cell stack price per kilowatt, jbat is the battery price
per kilowatt hour, and jH2

is the hydrogen price per gram.
.ree price conditions on the years 2020, 2025, and 2030
[32] are chosen for this study, as shown in Table 6.

Figure 15 shows the price impact on vehicle’s total cost.
Figure 14(a) shows the vehicle total cost with the price in
2020. In this case, the unit prices of fuel cells and battery cell
are higher; the optimal cost is 25.07 US dollars per 100 km
with the corresponding size to Pstack_max � 70 kW and nbat
� 696. .e cost previews of 2025 and 2030 are shown in
Figure 14(b) and 14(c) respectively. On the preview of 2025,
benefiting from the production increases and technology
improves, the unit price of fuel cell and battery will decrease
rapidly, and the optimal cost will drop to 21.46 US dollars
per 100 km with the corresponding size to Pstack max
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Figure 14: .e test results of performance indicators with increasing cell number in different fuel cell sizes. (a) .e global propulsion
efficiency. (b) .e braking-recovery-energy to negative-load-power ratio. (c) .e global fuel cell stack efficiency.
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Table 5: .e parameters of simulation.

Description Parameters Value
Length of cycle (km) d 100
Yearly travelled distance (km) s 5e4
Vehicle lifetime (years) yv 3
Yearly interest rate (%) Pc 5
Stochastic cycle distance (km) Xdc 269

Table 6: .e price trends of components cost.

Year Fuel cell price ($/kW) Battery price ($/kW) Hydrogen price ($/kg)
2020 70.41 256 5.32
2025 37.00 173 5.05
2030 29.84 117 5.03
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Figure 15: Continued.
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� 80 kW and nbat � 640. In 2030, with the further decrease of
component prices, the optimal cost will drop to 20.41 US
dollars per 100 km. .e optimal sizes and costs for different
price conditions are summarized in Table 7.

Figure 16 gives the comparative results of optimal costs
under three price conditions. Based on the price trends in
future, the optimal cost gradually decreases from 2020 to
2030. Compared to 2020, the decreases have reached 14.4%
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Figure 15: Performance indicators with increasing cell number in different fuel cell sizes. (a) .e global propulsion efficiency. (b) .e
braking-recovery-energy to negative-load-power ratio. (c) .e global fuel cell stack efficiency.

Table 7: .e optimal sizes under different price conditions.

2020 2025 2030
Optimal cost ($/100 km) 25.07 21.46 20.41
Fuel cell size (kW) 70 80 80
Cell number 696 640 640
String number 4 4 4
Bus nominal voltage 626 576 576
Cell number per string 174 160 160
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Figure 16: Vehicle costs for 100 km in different price conditions. (a) In 2020. (b) In 2025. (c) In 2030.
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and 18.59% in 2025 and 2030, respectively. .e main reason
is the sharp decrease of fuel cell and battery price. At the
same time, benefiting from the decrease of fuel cell and
battery price, the proportion of lifetime cost decreases
rapidly. For example, based on the price performance in
2020, the proportion of lifetime cost is 25.56%, and it de-
creases to 18.26% and 14.35% in 2025 and 2030, respectively.
Correspondingly, the hydrogen costs are 74.44%, 81.74%,
and 85.65% for the price performance in 2020, 2025, and
2030, respectively. Along with the decreasing of hydrogen
and components price, the hydrogen cost will be the more
important performance index for vehicle cost in the near
future.

7. Conclusion

.is paper presents a sizing methodology for a heavy-duty
fuel cell commercial vehicle on the basis of long-term sto-
chastic drive cycle, parameters’ scanning model, and
DP-based EMS. .e causes of hydrogen consumption under
different sizes are studied in detail, and a discussion of the
vehicle cost in the next decade is also given, on the basis of
propulsion system and hydrogen price performance.

.e main findings are as follows:

(1) .e hydrogen consumption will be minimized when
the peak power of fuel cell stack reaches 120 kW, and
the global propulsion efficiency will be improving
with the battery cell number increase.

(2) When the number of battery cells is small, the global
propulsion efficiency is affected by the braking-re-
covery-energy and the fuel cell stack efficiency, while
as the number of battery cells continues to increase,
the main cause for that is the fuel cell stack efficiency.
Limited by the maximum efficiency of fuel cell stack,
the effect of increasing the battery cells number on
the global propulsion efficiency will gradually
decrease.

(3) .e size of Pstack max � 70 kW and nbat � 696 will be
a better choice for the vehicle total cost, under the
consideration of the cost performance in 2020. .e
predictive analysis shows that the larger fuel cell
stack will be suitable for the FCHEV with the de-
crease of fuel cell and battery price.
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Aiming at the no-wait flow shop scheduling problem with the goal of minimizing the maximum makespan, a discrete wolf pack
algorithm has been proposed. First, the methods for solving the no-wait flow shop scheduling problem and the application
research of the wolf pack algorithm were summarized, and it was pointed out that there was lack of research on the application of
the wolf pack algorithm to solve the no-wait flow shop scheduling problem. According to the analysis of characteristics of the no-
wait flow shop scheduling problem, the individual wolf was coded by a decimal integer; wolf searching behavior was realized
through the exchange of different code bits in the individual wolf, and the continuous code segment of the head wolf was randomly
selected to replace the corresponding code of the fierce wolf, by which the behaviors of wolves raiding and sieging were realized,
and the population was updated according to the rule of “survival of the strong.” In particular, to fully explore the potential
optimal solution in the solution space, loop operations were added to the wandering, summoning, and siege processes. Finally,
based on a comparison with the leapfrog algorithm and the genetic algorithm, the effectiveness of the algorithm was verified.

1. Introduction

Production scheduling is a key link to ensure the efficient
and orderly development of the manufacturing process. It is
an important way to quickly respond to customer needs,
improve corporate economic efficiency, and maintain
market competitiveness. Research on scheduling issues has
important theoretical and practical significance in the
current intelligent manufacturing context. -e no-wait flow
shop scheduling problem (NWFSP) is a very important type
of scheduling problem, which widely exists in food pro-
cessing, chemical, metallurgy, and pharmaceutical indus-
tries, and is also a typical NP-hard problem [1]. Based on the
inspiration of the marvelous group phenomenon in nature,
researchers have now proposed many effective swarm in-
telligence optimization algorithms to solve this problem,
such as genetic algorithm [2], particle swarm algorithm [3],
ant colony algorithm [4], etc. -e development of swarm
intelligence optimization algorithms is in the ascendant,
providing many options for solving complex optimization

problems. -e wolf pack algorithm (WPA) is a group in-
telligence optimization algorithm obtained by simulating the
hunting activities of the wolf pack. It has the advantages of
strong global search ability, good generalization ability, and
easy operation. It has significant effect on processing multi-
peak and high-dimensional complex functions, especially,
WPA is suitable for solving various complex combinatorial
optimization problems, such as TSP and knapsack problem.
[5]. However, currently, there are few research reports on the
application of the wolf pack algorithm to the NWFSP. To this
end, this paper combines the implementation process of the
wolf pack algorithm and the feature analysis of NWFSP and
proposes an improved discrete wolf pack algorithm and
proves its effectiveness through a practical example and
comparison with the leapfrog algorithm (LFA) and the
genetic algorithm (GA).

-e remainder of this paper is organized as follows. In
Section 2, a state-of-the-art about method for solving the no-
wait flow shop scheduling problem and wolf pack algorithm
is provided. In Section 3, the mathematical model of the no-
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wait flow shop scheduling problem is described. In Section 4,
the proposed improved discrete wolf pack algorithm and the
corresponding algorithm process are illustrated in detail. In
Section 5, a case study and comparison with particle swarm
algorithm and genetic algorithm are carried out to verify the
effectiveness of the proposed algorithm. Finally, the con-
clusion and future research directions are pointed out in
Section 6.

2. Research Status

Focusing on the research of discrete wolf pack algorithm for
solving no-wait flow shop scheduling problem, this section
focuses on the literature review from two aspects: the
method for solving the no-wait flow shop scheduling
problem and the application of wolf pack algorithm.

2.1. Research on Methods for Solving No-Wait Flow Shop
Scheduling Problem. -e no-wait flow shop scheduling
model is mainly aimed at the production processes that
cannot be interrupted, such as steel rolling, food production,
and so on.-is model has a wide range of applications and is
difficult to solve. It has attracted the attention and in-depth
research of many experts and scholars, such as Song et al. [6]
proposed a neighborhood iterative search algorithm for
NWFSP, which reduced the time complexity of the solution
process and enhanced the ability to find the global optimal
solution. Zhang and Yu [7] aimed at the NWFSP with
makespan minimization and proposed a discrete fruit fly
optimization algorithm based on the dominant population.
Orhan and Abdullah [8] aimed at the non-wait flow shop
scheduling problem with makespan minimization as the
criterion, and proposed a new hybrid ant colony algorithm
based on crossover and mutation mechanism, and the
performance of the algorithm was compared with adaptive
learning methods and genetic heuristic algorithms; Zhao
et al. [9] used hybrid biogeographic optimization algorithm
and variable neighborhood search algorithm comprehen-
sively to solve NWFSP. Allahverdi [10] carried out a sys-
tematic review of no-wait flow scheduling problems.

2.2. Research on Wolf Pack Algorithm. Wolves are a highly
social species with a strict hierarchy and strong domain
awareness. Wolves are usually led by the head wolves with
absolute superiority. -ey kill the prey through a clear di-
vision of labor and cooperation among members and dis-
tribute food according to the “survival of the strong” rule.
Liu et al. [11] simulated the intelligent hunting behavior of
wolves, abstracted the three behaviors of searching for prey,
besieging prey, and updating wolves, and proposed the wolf
colony algorithm (WCA) in 2011 to solve the optimization
problem. -e main processes included assigning artificial
wolves from wolves to search prey within the range of prey
activities. Once the prey was found, other artificial wolves
will be notified of the position of the prey by howling, and
other artificial wolves will approach the prey to encircle. -e
WCA mainly included five steps: initialization, selection of
wolves to detect prey, treating the optimal position of some

artificial wolf as the position of the prey, updating the wolf
pack according to the “survival of the strong” rule, and
judging whether the termination condition was met.

Based on the analysis of the characteristics of wolf pack
cooperative hunting and prey distribution, Wu et al. [5]
abstracted 3 kinds of artificial wolves (head wolf, searching
wolf, fierce wolf ), 3 kinds of intelligent behaviors (wan-
dering, summoning, siege), and 2 kinds of intelligent rules
(wolf generation rule “winner is king” and wolf pack update
mechanism “survival of the strong”), and proposed the wolf
pack algorithm (WPA) with different optimization strategy
compared with WCA in 2013. -e convergence of the al-
gorithm was proved based on Markov chain theory, and the
comparison with other algorithms verified that the algo-
rithm had better global convergence and computational
robustness. Based on WPA, Hui et al. [12] proposed an
improved wolf pack algorithm in 2017 by the introduction of
the concept of siege radius and optimization of step length
and design the position update formula of fierce wolves.
Based on the research of grey wolf hunting behavior [13],
Mirjalili et al. [14] proposed a new meta-inspiration algo-
rithm–grey wolf algorithm (GWA) in 2014, which simulated
the leadership hierarchy and the hunting mechanism of grey
wolf groups in nature, abstracted 4 grey wolf levels and 3
main steps of hunting, namely searching, encircling, and
attacking prey, and finally compared with particle swarm
optimization and some meta-heuristic algorithms such as
gravity search, differential evolution, evolution planning and
evolution strategy to verify the effectiveness of the algorithm.

-e wolf pack algorithm has good performance in global
search and local development capabilities. Since its proposal,
it has continuously attracted the attention of scholars and has
been quickly applied to engineering practice. Yi et al. [15]
proposed a hierarchic wolf pack algorithm to solve the
problem of optimal placement of sensors; Wu et al. used the
wolf pack algorithm to solve the binary knapsack problem
[16], the traveling salesman problem [17], and unconstrained
global optimization problem [18]. Fang and Tang [19] used an
improved wolf pack algorithm to solve the three-dimensional
routing optimization problem for AVE/RS composite oper-
ation. Liu et al. [20] used the wolf pack algorithm to plan the
UAV track with a known starting point and endpoint. Wang
and Jiao [21] proposed an improved wolf pack algorithm to
solve the optimal scheduling problem of hydropower stations
and reservoirs. Xie and Zhang [22] proposed a discrete wolf
pack algorithm according to the characteristics of the per-
mutation flow shop scheduling problem.

It was found from the research review that compared
with some other algorithms such as particle swarm algo-
rithm, dynamic programming algorithm, et al., the wolf pack
algorithm had shown stronger optimization ability and
faster convergence speed in the process of solving a com-
binatorial optimization problem. However, aiming at the
typical combinatorial optimization problem, the no-wait
flow shop scheduling problem, the application research of
the wolf pack algorithm was relatively lacking. To this end,
an improved discrete wolf pack algorithm was proposed in
this paper to solve the no-wait flow shop scheduling
problem.
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3. Mathematical Model of NWFSP

-e no-wait flow shop scheduling problem can be described
as follows [3].

Given: (1) m machines and n workpieces. (2) -e
processing sequence of the workpieces on the machines
is the same. (3) -e processing time of each workpiece
on each machine. (4) All workpieces can be processed
at zero time.
Constraints: (1) A workpiece can only be processed on
one machine at a certain time. (2) A machine can only
process one workpiece at a certain time. (3) -e
transportation time of the workpiece and the start-up
time of the machine is included in processing time. (4)
All processes of the same workpiece must be processed
continuously, that is, once each workpiece starts to be
processed, each process must be performed continu-
ously, and there is no waiting time between two ad-
jacent processes.
Goal: To determine a scheduling plan that minimizes
the maximum makespan.
Based on the literature [23], assuming that the pro-
cessing time of the workpiece i on the machine k is pi,k,
according to the continuous production requirement,
the difference between the start time of two adjacent
workpieces i− 1 and i (start processing time interval) di-
1,i shall meet the following requirement, as shown in(1):

di−1,i � max max
2≤k≤m



k

q�1
pi−1,q − 

k−1

q�1
pi,q

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
, pi−1,1

⎧⎪⎨

⎪⎩

⎫⎪⎬

⎪⎭
. (1)

-e maximum makespan is calculated as:

Tmax � 
n

j�2
dj−1,j + 

m

k�1
pn,k. (2)

According to the analysis, the calculation complexity of
the maximum makespan is O(mn2).

4. Improved Discrete Wolf Pack Algorithm

-e wolf pack algorithm realized the whole process
simulation of the searching of prey and environmental
information detection by individual wolves, the sharing
and interaction of information between artificial wolves,
and the whole process of artificial wolf capturing prey
based on individual behavior decisions of their own re-
sponsibilities. Wolf pack algorithm [5] consists of three
intelligent behaviors of wandering, summoning, and
besieging, and the “winner is king” rule of wolf compe-
tition, and the “survival of the strong” wolf pack update
mechanism. Based on the discrete wolf pack algorithm for
solving the TSP problem proposed by Wu et al. [17], in
view of the characteristics of NWFSP, this section in-
troduces the population initialization, intelligent behav-
iors, and rule description of the improved discrete wolf
pack algorithm in detail.

4.1. Coding Rules and Population Initialization. NWFSP is a
typical discrete combinatorial optimization problem.
According to the characteristics of the problem, the decimal
encoding method is adopted, that is, each workpiece is
represented by a decimal integer, and all the workpieces are
processed on the machine according to the predetermined
process. -e processing sequence of all the workpieces
constitutes a decimal sequence Xi � (xi1, xi2, . . ., xij, . . ., xin),
which is used to represent the position of the ith artificial wolf
in the wolf pack algorithm, where n represents the total
number of workpieces to be processed, and xij represents
the coding number of the jth processed workpiece in the
sequence Xi. Taking the scheduling problem of 7 work-
pieces (coded from 1 to 7) as an example, the decimal
sequence Xi � {4, 6, 3, 2, 5, 1, 7} indicates that the processing
order of the 7 workpieces is workpiece 4⟶workpiece
6⟶workpiece 3⟶workpiece 2⟶workpiece 5⟶
workpiece 1⟶workpiece 7.

Determining the population size to be N, and using
the random generation method to get the initial population
X� {X1, X2, . . ., Xi, . . ., XN}, where 1≦ i≦N.

4.2. Intelligent Behavior and Rules. Based on the analysis of
the characteristics of wolf pack cooperative hunting activ-
ities, the wolf pack algorithm abstracts the 3 intelligent
behaviors of wolf pack wandering, summoning, and be-
sieging, combined with the solution goal of NWFSP (that is,
minimizing the maximum makespan), and elaborates the
corresponding behavior rules in detail.

4.2.1. Selection of Head Wolf. -e artificial wolf with the
optimal objective function value (that is, the shortest
makespan) in the initial population is selected as the head
wolf; in the iteration process, after each iteration, the ob-
jective function value of the current head wolf is compared
with the objective function values of other artificial wolves, If
there is an artificial wolf whose objective function value is
better than that of the head wolf, that artificial wolf is used to
replace the head wolf; if the optimal objective function value
corresponds to multiple artificial wolves, one of them is
randomly selected as the head wolf.

4.2.2. Wandering Behavior. All artificial wolves in the wolf
pack except the head wolf are regarded as detecting wolves to
search for prey in the solution space. Assume that Y0

i and
Ylead respectively represent the prey odour concentration
perceived by the wolf i and the head wolf in the initial
population. -e maximum number of wanderings are set as
K. During the first wandering process, let the wolf i take one
step forward in h directions respectively (the step length at
this time is called the wandering step length stepa), and
record the position in the pth direction and the perceived
prey odour concentration Y

p
i (1≤p≤ h), then return to the

original position; if Y
p
i ≥Ylead, the detecting wolf i will re-

place the head wolf; if Y0
i <Y

p
i <Ylead, use the coordinates of

one step forward in the pth direction to replace the coor-
dinates of the detecting wolf i before wandering;
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if Y
p
i <Y0

i <Ylead, the coordinates of detecting wolf i remain
unchanged. Specifically, the detecting wolf i takes one step
forward in the p-th direction (p� 1, 2, . . ., h), that is, ran-
domly interchange two selected workpieces xij and xik in the
code Xi� {xi1, xi2, . . ., xim} of the detecting wolf i. Or ran-
domly select a workpiece from the codeXi� {xi1, xi2, . . ., xim}
of the detecting wolf i, and then insert the workpiece after
other workpieces from left to right. Repeat the above-
mentioned wandering behavior until the maximum number
of wanderings is reached, and then proceed to the sum-
moning phase of the head wolf.

4.2.3. Summoning Behavior. All artificial wolves in the pack
except the head wolf are regarded as fierce wolves. When the
head wolf howls to summon the fierce wolves, the fierce
wolves quickly rush towards the current position of the head
wolf with a large step length. Referring to related literature
[11], the summoning behavior is designed as follows.

Randomly select a piece of continuous code
xls, xl(s+1), . . . , xle with the starting point xls and the ending
point xle in the head wolf, respectively, where the number of
code digits is the raiding step length stepb, replace a segment
of continuous code xis, xi(s+1), . . . , xie in the corresponding
position of the fierce wolf i. -is operation reflects the
leadership of the head wolf (the optimal individual) to the
wolf pack. If the elements of these two continuous codes are
the same, the codes in other positions in the fierce wolf i will
not be changed, which reflects the differentiation of the wolf
pack individual. -e element in xis, xi(s+1), . . . , xie that does
not belong to xls, xl(s+1), . . . , xle are randomly placed in the
rest of the fierce wolf i. -e specific operation is as follows:
Suppose the code of head wolf is Xlead � {5, 3, 4, 2, 8, 1, 7, 6},
and the code of the fierce wolf i is Xi � {4, 6, 3, 2, 8, 5, 7, 1},
randomly select a piece of continuous code from the head
wolf as {4, 2, 8, 1}, and the corresponding code in the fierce
wolf i is {3, 2, 8, 5}; use the code segment {4, 2, 8, 1 }to replace
the code segment {3, 2, 8, 5}, then the code {4, 6, 4, 2, 8, 1, 7,
1} is obtained. In this code, the elements 4 and 1 appear
repeatedly, and the elements 3 and 5 are missing. -e ele-
ments 6 and 7 in the fierce wolf i does not belong to {4, 2, 8,
1}, so keep the position unchanged; randomly arrange 3 and
5 and replace the repeated elements 4 and 1, and finally get
the updated code {3, 6, 4, 2, 8, 1, 7, 5} or {5, 6, 4, 2, 8, 1, 7, 3} of
the fierce wolf i.

After updating the code of the fierce wolf i, recalculate its
fitness value. If Yi >Ylead, the fierce wolf i will replace the
head wolf. After reaching the set number of raids, the
process enters the siege behavior.

4.2.4. Siege Behavior. After the raid process, the distance
between the wolves and the prey is relatively close, and the
head wolf will command the fierce wolves to besiege the
prey. -e design of the siege behavior is similar to the
summoning behavior. In order to ensure that the wolves
perform a fine search near the prey, the siege step length stepc
should not be greater than the raiding step length stepb at this
time, and the siege behavior ends when the set number of
siege is reached.

4.2.5. Population Update. In order to prevent the population
from entering the local optimum, the population is updated
after each iteration. -e specific operation is as follows:
arrange the population from large to small according to the
fitness value, remove the last R artificial wolves in the
population, and then randomly generate R artificial wolves
to join the population for the next iteration.

4.3. Algorithm Flow. -e specific process of the improved
discrete wolf pack algorithm is shown in Figure 1 and de-
scribed in detail as follows.

Step 1: Parameter initialization. Set the population size
of the wolf packN, the maximum number of wandering
times Tmax, the maximum number of iterations of the
algorithm kmax, the range of the search direction h, and
the number of updates of the wolf pack R.
Step 2: Initialize the spatial position of the wolf pack,
calculate its objective function value, and select the
artificial wolf with the optimal fitness value as the head
wolf Xlead.
Step 3: Wolf pack detecting. If the function value of the
detecting wolf is greater than the head wolf, it will
replace the head wolf and initiate a summoning be-
havior. Otherwise, the detecting wolves will continue to
wander until the maximum number of wanderings is
reached, the head wolf will summon the other wolves.
Step 4: Wolf pack raiding. -e fierce wolves rush to-
wards the prey. If the prey odour concentration of some
fierce wolf is greater than that of the head wolf, this
fierce wolf will replace the head wolf, and the fierce
wolves will rush to the range close to the prey, and
proceed to the next step.
Step 5: Wolf pack siege. If the prey odour concentration
of some fierce wolf is greater than that of the head wolf,
this fierce wolf will replace the head wolf.
Step 6: Population renewal. Update the position of
the head wolf according to the “winner is king” rule,
update the wolf pack according to the “survival of the
strong” mechanism, and then enter the next iteration
process.
Step 7: Determine whether the accuracy requirement is
met or the maximum number of iterations is reached. If
the algorithm termination condition is met, the optimal
solution is output, that is, the position of the head wolf
or the position of the prey; otherwise, go to Step 3 to
continue.

5. Performance Verification

In order to verify the feasibility of the improved discrete wolf
pack algorithm (IDWPA) designed in this paper in solving
the NWFSP problem, this paper uses 5 sets of calculation
examples to compare the algorithm with LFA and GA [24].
-e termination condition of the algorithm is reaching the
number of iterations. -e initialization parameters of
IDWPA are set as follows: the population size of the wolf
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pack N� 20, the maximum number of wandering times
Tmax � 10, the maximum number of iterations of the algo-
rithm kmax � 100, the range of the search direction h� 5, and
the number of updates of the wolf pack R� 4.

Table 1 shows the optimal solution and the average
solution with three different algorithms. Compared with
LFA and GA, IDWPA designed in this paper reduces the
makespan of the NWFSP problem and improves the average
equipment utilization rate.

It can be seen from the population evolution iterative
process that the improved discrete wolf pack algorithm is
easier to jump out of the local optimum and has a faster
convergence rate when solving the NWFSP problem. Fur-
thermore, the scheduling result is more accurate, and the
utilization rate of the machine is improved to a certain

extent, so the production efficiency of the enterprise can be
improved to a certain extent.

6. Conclusions

Aiming at the no-wait flow shop scheduling problem, an
improved discrete wolf pack algorithm was proposed. First
of all, this paper summarized the method of solving the
problem of no-waiting flow shop scheduling and the re-
search on the application of the wolf pack algorithm and
points out the research gap of using the wolf pack algorithm
to solve NWFSP. -en, the decimal integer coding method
was adopted; the wandering behavior of wolf detecting was
realized through the exchange of single code bits, the raiding
and siege behaviors were realized by replacing the contin-
uous code segment. -e population was updated according
to the rule of “survival of the strong,” and the summoning
and siege links were added with cyclic operations. Finally, a
comparison with the leapfrog algorithm and genetic algo-
rithm was performed to verify the effectiveness of the
proposed algorithm.
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Investor sentiment has been widely used in the research of the stock market, and how to accurately measure investor sentiment is
still being explored. With the rise of social media, investor sentiment is no longer only influenced by macroeconomic data and
news media, but also guided byWe-Media and fragmented information.We take the data of China A-shares from January 2020 to
December 2020 as the research object and propose a stock price prediction method that combines investor sentiment with
multisource information. Firstly, the sentiment of macroeconomic data, brokerage research reports, news, and We-Media is
calculated, respectively, and then the investor sentiment vector combining multisource information is obtained by the multilayer
perceptron. Finally, the LSTM model is used to represent the stock time series characteristics. -e results show that (1) the
proposed algorithm is superior to the benchmark algorithm in terms of accuracy and F1-score, (2) investor sentiment vector can
effectively measure the investment sentiment of stocks, and (3) compared with vector concatenation, multilayer perceptron can
better represent investor sentiment.

1. Introduction

Behavioral finance, which is derived from finance, psy-
chology, communication, and behavioral science, believes
that the stock price is not only determined by the intrinsic
value of an enterprise but is largely influenced by the psy-
chology and behavior of investors [1]. -e idea in behavioral
finance is that investors in markets are not completely ra-
tional people. In the process of investment decision-making,
investors often cannot make a correct and reasonable
judgment due to factors such as emotional preference and
cognitive bias. In other words, investor sentiment reflects
investor behavior and affects the final investment decision to
some extent. Researchers try to explain market behavior
from the perspective of investors. To verify the effectiveness
of investor sentiment, Akerlof and Shiller [2] found a close
relationship between investor sentiment and stock price by
studying the volatility of investor sentiment and stock price.
You and Wu [3] used the “spiral of silence” theory in media

effect research of communication to study the impact of
sentiment index on stock asset pricing from the perspective
of media. Sentiment, as a factor affecting investors’ psy-
chological activities and then their behavior, has gradually
become an important research issue in the task of stock price
prediction.

Investor sentiment plays an important role in stock price
forecasting. Song et al. [4] proposed a method for predicting
stock excess returns that integrates research reports and
investor sentiment, which can be verified in the Chinese
A-share market to effectively improve the accuracy of the
forecast. Li et al. [5] also conducted a similar study, and the
difference is that the research object is the Hong Kong stock
market. Polk and Sapienza [6] showed in their research that
investor sentiment is similar to mispricing behavior in the
stock market. Other views believe that investor sentiment is
formed by the wrong estimation of asset value, which to a
certain extent indicates the speculative propensity of in-
vestors [7]. Although the definition of investor sentiment
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has not yet reached a unified concept, it can be seen from
different definitions that investor sentiment is an expecta-
tion of future stock returns, and due to investors’ irrational
behavior and reasons that are not completely based on
fundamental analysis, investors will have certain deviations
in their expectations [8].

In the current study, measures of investor sentiment can
be divided into three categories. -e first is the direct
measurement method, which uses indicators obtained from
market surveys to directly replace investor sentiment. -e
second is the indirect measurement method, which uses
single economic variables and combination variables as
proxy variables to measure investor sentiment. -e third
type uses the machine learning method to extract online text
information in social media and further construct an in-
vestor sentiment index to measure investor sentiment. -e
information explosion and fragmented nature of the age of
big data make it inadequate to use any of these measures
alone to measure investor sentiment. In our opinion, the
measurement of investor sentiment should take into account
four factors simultaneously: macroeconomic conditions,
brokerage research reports, news, and We-Media infor-
mation. Based on this, we put forward a kind of multisource
information fusion method to predict the price of the shares
of investor’s emotion; first, the sentiment of macroeconomic
data, securities research reports, news, and the media is
calculated, fusion of multisource information is obtained by
concatenation operation ISV (Investor Sentiment Vector,
ISV), and finally LSTM model is used to represent the stock
time series characteristics. -e contribution of this paper is
as follows:

(1) An investor sentiment measurement method inte-
grating multisource information is proposed

(2) -e positive role of investor sentiment in the stock
prediction task is verified

(3) A stock price prediction framework is proposed
based on deep learning

-e rest of this paper is organized as follows. Section 2
reviews investor sentiment measurement and its relationship
with stock prices. Section 3 introduces our proposed method.
Section 4 presents the experimental and details. Section 5
presents the experimental results and discussion. Section 6
gives our conclusions and directions for future work.

2. Related Works

With the continuous development of the Internet, the
emergence of social media provides a new platform for users
to search for information, express their feelings, and ex-
change opinions. Using social media indices as a proxy for
investor sentiment has also become a convenient way to
capture investor sentiment in the market. According to the
Google search index, Da et al. [9] constructed the investor
sentiment index through Google search keywords and found
that the index could predict the short-term return and
volatility of stocks. Meng et al. [10] use the Baidu search
index to measure investor sentiment and find that investor

sentiment has a linkage mechanism with the stock market.
Although quantitative indicators are feasible in reflecting
investors’ attention to the stock market, they are difficult to
measure more in-depth investor sentiment information [11].

With the rise of big data, text mining, machine learning,
and sentiment analysis technologies, researchers can more
quickly and accurately extract valuable information from texts
for the construction of investor sentiment [12]. Oliveira et al.’s
[13] research shows that investor sentiment extracted from
social media platforms has a certain impact on stock prices, and
social media also provides a large number of data sources for
the construction of investor sentiment. Bollen and Mao [14]
analyzed and compared the predictive ability of traditional
investor sentiment metrics and social media and found that
sentiment indicators extracted from social media have a better
predictive effect. Sentiment indicators obtained from text
analysis of social media content have been widely used in stock
market prediction, but there is no consistency in research
conclusions [15]. Ma and Zhang [16] believed that the in-
consistent conclusions were caused by the difference in sample
data selection and the accuracy of investor sentiment mea-
surement. At present, the research is no longer limited to
judging whether investor sentiment can predict the stock
market. How to extract valuable information from a large
amount of data and apply it to the construction of investor
index has become the focus of the research.

Pröllochs et al. [17] analyzed the information in financial
newsmedia and found that the sentiment of negative sentences
in financial news is correlated with stock prices. In terms of
information usefulness, Sprenger et al. [18] point out thatmany
professional and amateur investors and analysts use Twitter to
post news comments and opinions, usually more frequently
than professional news media. In terms of the speed of in-
formation transmission, Sul et al. [19] believe that investors’
emotions transmitted through social media are more likely to
affect stock prices quickly, while investors’ emotions that
spread more slowly take longer to affect stock prices and are
more likely to predict prices in the next few days. In addition to
Twitter, StockTwits [20] and Yahoo Finance [21, 22] are also
used to mine investor sentiment.

3. Method

We propose a stock price prediction method, including an
investor sentiment module and a stock prediction module.
-e investor sentiment module separately calculates the four
dimensions of macroeconomic status, broker report senti-
ment, news sentiment, and self-media sentiment through
different methods and then obtains the ISV by MLP
(multilayer perceptron) [23]. -e stock prediction module
consists of an LSTM [24], where the first input of LSTM is
investor sentiment, and the subsequent input is the stock
price. -e method flow is shown in Figure 1.

3.1. Investor Sentiment Vector

3.1.1. Macroeconomic Status. MS (macroeconomic status)
includes market status and economic status. For the market
status, we select five indicators to measure the transaction
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volume (VOLUME), the number of new investor accounts
(NEWIN), the consumer confidence index (CCI), the
closed-end fund discount rate (FUND), and the market
turnover rate (HS_TVR). -e economic status is measured
by four indicators: the resident consumption index (CPI),
the amount of new credit (IC), the economic growth rate
(GDP), and the money supply (M2). -e macroeconomic
status measurement can be divided into two steps.

-e first step is to calculate the preliminary sentiment
index: Sentiment1. Specifically, first standardize the market
state indicators, then perform principal component factor
analysis on the indicators, and select the three principal
components with the highest variance explanation as
weights; finally, the factor load, that is, the coefficient of
Sentiment1, is obtained after weighted average.

Sentiment1 � a∗ FUND + b∗NEWIN + c∗VOLUME + d∗HSTVR + e∗CCI. (1)

-e second step is to control the influence of economic
state indicators and perform regression analysis on
Sentiment1m, as shown in formula (2).-e residual value εm is
the measurement index of macrosentiment (MS).

Sentiment1m � α0 + α1CPI + α2IC + α3GDP + α4M2 + εm.

(2)

Among them, m is the month, α0 is a constant, and
α1∼α4 are the regression coefficients to be estimated.

3.1.2. Brokerage Report Sentiment. Referring to the method
proposed in the literature [4], we first split the brokerage
research report into attention RRAk,t and rating sentiment
RRRSk,t and then take the product of the two as the BRS
(brokerage report sentiment), as shown the following
equation:

BRSk,t � RRAk,t ∗RRRSk,t. (3)

-e difference is that attention in this paper is calculated
daily (in literature [4], it is calculated monthly). Specifically,

the attention index RRAk,t is constructed by the ratio of the
absolute number of reports of stock k on that day to the total
number of all reports of stock A-share market on that day.
-e calculation method is shown as follows:

RRAk,t �
Nk,t

NA,t

, (4)

where Nk,t is the total number of reports of stock k on day t
and NA,t is the total number of reports of all stocks in the
A-share market on day t.

Stock k report rating sentiment (RRRSk,t) comprehen-
sively considers the two factors of base rating and rating
change. Specifically, the assignment of base rating and rating
change is shown in Table 1, and the calculation method is as
follows:

RRRSk,t �


Nk,t

1 Rk,t · Ck,t

Nk,t

, (5)

where Rk,t is the base rating and Ck,t is the rating change.
When there are multiple ratings for an individual stock in a
single day, the research report ratings are averaged.
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Figure 1: A stock price forecasting framework incorporating investor sentiment based on multiple-source information.
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3.1.3. News Sentiment. News on the Web is a long text, and
headlines alone cannot accurately and completely express
the text. -erefore, we first generate a summary of the news,
obtain the accurate intention of the text, and then calculate
the NS (news sentiment).

(1) News Summary Generation. We use the architecture of
Seq2Seq [25] to generate the summary, where the encoder
takes a sequence as input, encodes the information in the
sequence as a semantic vector, and then outputs the sum-
mary text through the decoder. -e model is shown in
Figure 2.

-e encoder is bidirectional long short-term memory
(Bi-LSTM) network. -e input news is represented as
x � x1, x2, x3, . . . , xN , and we encode x into hidden state
vectors with

h � BiLSTM(x). (6)

h � h1, h2, h3, . . . , hN . Specially, hN is the result of the
merger of two-way last hidden states. -e decoder part uses
LSTM, whose initial state s0 is the output hN of the encoder.
On the step t, the decoder receives the previous decoder state
st−1 and the previously generated token yt−1, and the de-
coder current state st is calculated as follows:

st � LSTM st−1, yt−1( . (7)

-is method only uses st to connect the encoder and
decoder, so the encoder needs to compress the entire se-
quence information into a fixed-length vector, which is
limited. As the length of the input sequence increases, the
information entered first is diluted by the information en-
tered later. For better decoding, we use the attention
mechanism [26] to instruct the decoder to generate the next
word through the probability distribution on the source
word. -e attention distribution at can be calculated by st

and hi:

e
t
i � υTtanh Whhi + Wsst( ,

a
t

� softmax e
t

 ,
(8)

where υ, Wh, Ws are learnable parameters and at computes
the context vector h∗t :

h
∗
t � 

i

a
t
ihi. (9)

h∗t contains decoding information, and we finally get the
probability distribution Pvocab of the output words through
h∗t :

Pvocab yt | x, y<t(  � softmax V′ tanh V st; h
∗
t ( ( , (10)

where V′ and V are learnable parameters.

(2) News Sentiment Computing Based on Rules. Referring to
the study of Qi [27], we construct relevant semantic rules to
dig out the real emotions of semantic words in different
contexts. Specifically, according to the number of semantic
words, the text is divided into multiple clusters, and the
emotional value of the text is the sum of the semantic values
of the clusters. -e calculation formula is as follows:

Ua �  Ls × S, (11)

Ub �  Ln × 0.1 × Cn − 1( 
cn +  Ls × S, (12)

where Ua is the sentiment value of the cluster without
negative words; Ub is the sentiment value of the cluster with
negative words; S is the semantic value of the emotional
word; Ls is the degree value of the degree adverb that
modifies semantic words; Ln is the degree value of the degree
adverb that modifies the negative word; Cn is the number of
negative words.-en, the average of all the news semantic of
the day was calculated, namely, news semantic (NS).

NS � 
n

1
Ua + 

n

1
Ub. (13)

3.1.4. We-Media Sentiment. -e data we chose to calculate
WMS (We-Media sentiment) came from the stock BBS
(Bulletin Board System). Retail investors communicate in

Table 1: Discrete assignment of base ratings and rating changes.

Variable Assignment Variable Assignment

Base rating

Strong buy 1.9

Rating Change

Up 1.2Buy 1.8
Long-term buy 1.7
Overweight 1.6

First 1.1Buy with caution 1.5
Highly recommended 1.4

Recommend 1.3

Maintenance 1.0Cautious overweight 1.2
Hold 1.1

Neutral 1.0
Recommended with caution 0.9

Down 0.9Wait and see 0.8
Underweight 0.7

Sell 0.6
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the form of posts and replies, and the information they
publish is usually short. After analysis, we believe that a post,
including the post information and the reply information,
represents the investment sentiment, so we combine the
short text of the post and reply into a long text and calculate
the sentiment of the long text. Refer to formulas (11)–(13) for
WMS calculation.

3.1.5. Multisource Information Fusion. We use a multilayer
perceptron [23] to fuse the output of four different
emotion vectors and then use the aggregate vector as the
first input of the stock prediction LSTM. ISV calculation is
as follows:

ISV � ]Tσ(W · [MS,BRS, NS,WMS] + b). (14)

3.2. Stock Price Prediction Model Based on LSTM. LSTM
takes the output of the encoder as the input of t � −1 time
step to guide the prediction of subsequent stock price, and
the output mt−1 of LSTM at t − 1 time step is the input of t
time step. In the training phase, for ISV and stock price
S � (S0, . . . , SN), the probability formula for predicting the
stock price of the next trading day is as follows:

x−1 � ISV,

xt � St , t ∈ 0, . . . , N − 1{ },

pt+1 � LSTM xt(  , t ∈ 0, . . . , N − 1{ },

(15)

where x−1 and xt, respectively, represent the inputs of LSTM
in time steps −1 and t, S0 represents the closing price of
stocks at the beginning trading day, and SN represents the
closing price of stocks in the end trading day. -e loss
function formula of the whole model is as follows:

L(I, S) � − 
N

t�1
log pt st( , (16)

where I represents ISV.

4. Experiment

4.1. Data and Preprocessing. -e experimental data were
selected from January 1, 2020, to December 31, 2020, ex-
cluding new shares and long-term suspended stocks. All the
web texts are captured by scrapy crawler framework and
preprocessed by word segmentation and removal of stop
words.

(1) Macroeconomic data: considering the lag of mac-
roeconomic data, the data is selected from September
2019 to September 2020, and the data source is the
WIND database (https://www.wind.com.cn/
NewSite/edb.html).

(2) Brokerage research reports: a total of 32724 reports
on 2365 A-share companies released by 63 securities
institutions are included. Data on the number of
published reports, date of release, title, basic rating,
and change of rating were obtained from East-money
(https://www.eastmoney.com/). -e brokerage rat-
ing confidence data are shown in Table 2.

(3) News: we selected the news on the four authoritative
websites of China Securities Network (http://www.
cs.com.cn/), Sina Finance (https://finance.sina.com.
cn/), Netease Finance (https://money.163.com/), and
Securities Times (http://www.stcn.com/) as news
data sources and captured the content including
news headlines, release time, and news content. After
sorting, a total of 96,532 news articles were obtained.

(4) We-Media: the We-Media data came from Guba
(https://guba.eastmoney.com/) and Xueqiu (https://
xueqiu.com/), two BBS where Chinese retail inves-
tors discuss stocks. -e number of “We-Media” texts
after splicing is 183,938.

4.2. Baseline. In this paper, stock returns are used as the
research object to predict whether the returns obtained by
individual stocks in a certain period in the future are pos-
itive, negative, or flat. To ensure robustness, all data are
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Figure 2: Abstract generation of a news text based on Seq2Seq.
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standardized according to the returns of the market in this
period. To measure the advantages and disadvantages of the
model from different perspectives, this paper selected SVM,
LSTM model, RrmsNet [4], and SenticNet [5] as the
benchmark methods for comparison with our work.

4.3. Metrics. In the experiment, accuracy and F1-score are
adopted to evaluate the performances of each method. Let n

denote the total number of samples and Nc denote the
number of samples whose true label is c. -ese metrics are
defined as follows:

accuracy � 
c∈y

ncc

N
, Pc �

ncc

ncc + p≠cnpc

, Rc �
ncc

ncc + p≠cncp

, F1 � 
c∈y

Nc

N

2PcRc

Pc + Rc

, (17)

where y � [1, 0, 0], [0, 1, 0], [0, 0, 1]{ }, Nc is the total number
of samples in class c, N is the total number of samples, and
nij is the number of samples whose true label is i and the
predicted label is j. Pc and Rc are precision and recall.

5. Results

5.1. Main Result. Due to the timeliness of information
dissemination, we choose the 5th, 15th, and 30th as the
window period for experimental observations. Table 3 shows
the detailed results of the comparative experiment. In
general, the method we proposed has achieved the best
results in both accuracy and F1-score, which shows that
investor sentiment vectors combined with multisource in-
formation can effectively improve the performance of stock
price prediction.

Figure 3 shows the accuracy and F1-score for different
time windows. It can be seen from the figure that over time,
the accuracy and F1-score of all methods have declined.
Taking our method as an example, the accuracy rates on the
5th, 15th, and 30th days are 0.749, 0.693, and 0.668, re-
spectively, and the F1-score are 0.723, 0.699, and 0.641,
respectively. -ere are two reasons for this. First, all
methods, no matter whether third-party information is
included, are based on historical stock prices to predict
future stock prices. As a result, the greater the time, the
greater the uncertainty of the prediction. Second, investor
sentiment based on the comprehensive calculation of dif-
ferent information is essentially an expression of informa-
tion dissemination, so its influence on stock price prediction
will weaken over time. -is is consistent with the theory of
information communication, that is, the longer the time, the
weaker the influence of information.

5.2.AblationExperiments. To better observe the influence of
MSI, BRS, NS, and WMS on the performance of stock price
prediction, an ablation experiment was carried out in this
paper. -e main idea is to remove one of the above indi-
cators, respectively, to obtain four models Without_MSI,
Without_BRS, Without_NS, and Without_WMS. -en, the
accurate value and F1-score are compared with the Our_full

model. -e larger the difference, the greater the influence
and contribution. -e ablation results are shown in Table 4.
In general, excluding any index, the accuracy and F1-score
are lower than the Our_full model, which indicates that the
four indicators measuring investor sentiment have a positive
impact on the stock price prediction. Among them, the
Without_BRS model excluding the BRS indicator has the
largest gap compared with the Our_full model, which shows
that, among the four indicators, BRS has the greatest impact
on the stock price prediction. -ere are two reasons. First,
BRS, as a professional brokerage research report, is more
easily recognized by shareholders. Second, compared with
other sentiment indicators, brokerage research reports will
directly give buy or sell recommendations, more direct.

Next, we remove the two indicators for further testing
the performance of the model. Specifically, one is to get the
Without_MSI_BRS model by removing MS and BRS si-
multaneously and the other is to get the Without_NS_WMS
model by removing NS and WMS simultaneously. -e
reason for this is that MS and BRS information is more
formal and comes from official or institutional sources, while
NS and WMS information comes from news and comments
on the Internet, which is more casual and free. -e results
show that the gap between the Without_MSI_ BRS and
Our_full model is larger, which shows that although the
amount of news and commentary information from the
Internet is greater, the price of stocks is more affected by
official economic indexes and brokerages.

Finally, we compare the influence of different fusion
methods of four indicators on the stock price prediction.
Concatenation model splices four indicators into one-di-
mensional vectors as LSTM inputs, and the results show that
its performance is inferior to Our_full model, indicating that
the fusion method proposed in this paper is more suitable
for stock price prediction tasks.

5.3. Long-Term Stock Price Impact Analysis. To examine
whether there is a long-term effect on the impact of in-
formation on stock prices, we choose to conduct experi-
ments on the 45th, 60th, and 90th window periods. -e

Table 2: Descriptive statistical results of brokerage rating sentiment.

Sentiment Optimistic (RRRS> 1) Neutral (RRRS� 1) Pessimistic (RRRS< 1)
Number 31725 107 892
Proportion (%) 96.948 0.327 2.725
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results are shown in Table 5. It can be seen from the table that
the accuracy and F1-score of all methods are between 0.50
and 0.60, and it does not clearly show which method has
better performance. -rough the analysis of the case, it is
found that, in the 45th, 60th, and 90th day time window after
the information is released, the stock price performance of
the predicted stocks is unstable and even presents a certain
degree of randomness.

First, the basic methods of stock price prediction in other
models except SVM are all based on the LSTM model, and
the LSTM model itself has the problem that the input se-
quence is too long and the gradient disappears. Further, the
investor sentiment vector aggregated by our proposed
method is used as the initial input of the LSTMmodel (t� 1).
As the observation window expands to 45 days or even 90
days, the influence of investor sentiment vectors on sub-
sequent time steps gradually weakens.

Second, in the self-media era, the update cycle of market-
related information is relatively short. Among the four in-
formation sources we selected, the MSI cycle is updated
monthly, the BRS update cycle is about 20 days, the NS
update cycle is about 2 weeks, and theWMS is updated daily,
as shown in Table 6. In other words, the longest period of all
information is 30 days, which means that new news will
overwrite old news and affect investors’ decision-making.

Finally, China’s A-share market is a semiclosed and
immature market. Investors’ decision-making is often af-
fected by the latest information, leading to frequent trans-
actions and short holding periods. According to statistics,
the average holding period of individual investor accounts in
the A-share market is less than 20 trading days; even for
investment institutions, the average holding period is about
30–40 trading days. -e characteristics of the market de-
termine the direction of the market.

Table 3: Stock returns forecast results.

Method
5 days 15 days 30 days

Accuracy F1-score Accuracy F1-score Accuracy F1-score
SVM 0.672 0.633 0.623 0.607 0.583 0.567
LSTM 0.710 0.684 0.634 0.618 0.599 0.578
RrmsNet [4] 0.727 0.718 0.656 0.643 0.618 0.604
SenticNet [5] 0.719 0.704 0.666 0.640 0.611 0.597
Ours 0.749 0.732 0.693 0.699 0.668 0.641
Bold values represent the best performance.
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Figure 3: Comparison of results in different time windows.

Table 4: Results of ablation experiments.

Method
5 days 15 days 30 days

Accuracy F1-score Accuracy F1-score Accuracy F1-score
Without_MSI 0.732 0.719 0.681 0.671 0.639 0.622
Without_BRS 0.688 0.713 0.646 0.670 0.610 0.591
Without_NS 0.721 0.719 0.685 0.665 0.638 0.624
Without_WMS 0.730 0.725 0.680 0.667 0.638 0.617
Without_MSI_BRS 0.701 0.698 0.640 0.642 0.630 0.609
Without_NS_WMS 0.732 0.723 0.677 0.668 0.633 0.621
Concatenation 0.736 0.725 0.687 0.672 0.642 0.626
Our_full 0.749 0.732 0.693 0.699 0.668 0.641
Bold values represent the best performance.
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In summary, the investor sentiment vector calculated
from the day of information collection has a limited impact
on the stock price 45 days or even 90 days later, which is also
the reason for the poor performance of the model.

6. Conclusion

-e relationship between investor sentiment and the stock
price has always been a hot research topic. In the era of big
data, the channels for investors to obtain information have
changed from research reports and news dominated by
securities brokers to We-Media information. Multiple
sources of information have brought new changes to
measures of investor sentiment. Based on multisource in-
formation fusion, this paper proposes a new measurement
method of investor sentiment and incorporates the new
investor sentiment into the framework of stock price pre-
diction. In the experiment with the data of China A-shares
from January 2020 to December 2020, the results show that
(1) investor sentiment is an important factor affecting stock
price fluctuations, (2) among the different indicators of
investor sentiment, brokerage report sentiment has the
greatest impact on stock prices, and (3) multilayer per-
ceptrons can better integrate emotional indicators.
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Under foggy and other severe weather conditions, image acquisition equipment is not effective. It often produces an image with
low contrast and low scene brightness, which is difficult to use in other image-based applications.+e dark channel prior dehazing
algorithm will cause the brightness of the image to decrease and sometimes introduce halos in the sky area. To solve this problem,
we proposed a region similarity optimisation algorithm based on a dark channel prior. First, a vector comprising RGB layer dark
channel value was obtained as the original atmospheric ambient light, and then, the proposed regional similarity linear function
was used to adjust the atmospheric ambient light matrix. Next, the transmittance of different colour channels was derived and the
multichannel soft matting algorithm was employed to produce more effective transmittance. Finally, the atmospheric ambient
light and transmittance were substituted into the atmospheric scattering model to calculate clean images. Experimental results
show that the proposed algorithm outperformed the existing mainstream dehazing algorithms in terms of both visual judgement
and quality analysis with nonhomogeneous haze datasets.+e algorithm not only improves the image details but also improves the
brightness and saturation of the dehazing result; therefore, the proposed algorithm is effective in the restoration of the hazy image.

1. Introduction

Fog is a near-surface atmospheric weather phenomenon
caused by the desublimation of suspended water droplets in
the air. Foggy conditions cause considerable inconvenience
to human life and production, especially in imaging. Because
of the light scattering caused by various particles in a foggy
atmosphere, such as PM2.5, image acquisition equipment
tends to produce images with fewer details, low contrast, low
scene brightness, and whitish hue, which not only renders a
poor intuitive visual experience but also affects the normal
operation of the work system in image-related fields, such as
image recognition. +us, research on haze removal tech-
nology is valuable and significant.

At present, image dehazing technology is mainly divided
into three categories [1–3]: image enhancement methods,
physical model-based methods, and deep learning-based
methods using neural networks. Among them,

representative image enhancement algorithms [4–9] include
histogram equalisation, homomorphic filtering, wavelet
transform, and MSR algorithm based on the Retinex (SSR)
theory.

+e histogram equalisation algorithm nonlinearly
stretches and rearranges the dense part of the whole grey
histogram to achieve approximately uniform distribution,
thus enhancing the local image contrast. +e Retinex model
proposed by Edwin Land was based on the colour constancy
theory [4]. Based on the theory of the single-scale SSR al-
gorithm, Ma andWen [5] combined edge detection within a
Gaussian filtering algorithm to amend the estimated value of
the reflection component andmitigate the loss of image edge
information. Zheng et al. [6] proposed an adaptive structure
decomposition-integrated multiexposure image fusion
dehazing method. It linearly adjusts the underexposed
images through gamma correction to enhance the visual
effect after dehazing, but the calculation complexity is high.
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Zhu et al. [7] proposed an image fusion-based algorithm that
reduces haze effects via gamma correction. +is algorithm
can enhance the saturation of images and can be applied to
geographic remote sensing and underwater images. Shu et al.
[8] proposed a hybrid regularised variational framework to
improve the scene depth of images along with dehazing. In
addition, a two-step correction mechanism is employed to
address the problem of colour distortion in the sky area.

Physical model-based methods use the traditional at-
mospheric scattering model [10] as the main research object
and then estimate atmospheric ambient light and trans-
mittance via a priori hypothesis to make them similar to the
real scene, thus realising image defogging processing
[11–24]. Kaiming He et al. [13] proposed a single-image
dehazing algorithm using the dark channel prior theory.+is
method adopts soft matting method to refine the trans-
mittance and has a remarkable effect. Later, He et al. [14]
substituted guided filtering for soft matting in transmittance
refinement to improve the operating efficiency, but phe-
nomena such as overall bluish and caliginous hue and colour
distortion in the sky area still exist. Zhu et al.[15] obtained
the mapping relation by training a linear model built from a
colour attenuation prior. +is algorithm achieves less colour
distortion and outperforms most traditional algorithms.
Meng et al. [16] employed a regularisation algorithm to
effectively constrain the boundary of the sky region to obtain
a restored image. +is method causes image detail loss and
artifacts in the image boundary. Sulami et al.[17] assumed
that the scene chrominance was uncorrelated with the
transmittance and calculated the transmittance using sta-
tistical laws, resulting in a poor effect in images with rela-
tively single colour features. Berman et al. [18] proposed a
nonlocal prior within each type of pixel cluster; the pixel
points will have a linear relationship according to the dif-
ference in fog concentration.+ey estimated the scene depth
based on this prior and accordingly restored the fog-free
image. Ju et al. [19] introduced a novel light absorption
coefficient parameter to attain an enhanced ASM (EASM).
+is model increases the visibility of hazy images while
dehazing outdoor hazy images. Later, Ju et al. [20] proposed
an image dehazing method using blended priors. +is al-
gorithm combines multiple modules, including the atmo-
spheric light estimation module to increase brightness and
multiple prior constraint modules to create a nonlocal prior,
local prior, and global prior, which improve the brightness
and saturation of images. Wang et al. [21] proposed an
additional channel method based on quad-tree subdivision
and refined the transmittance using Gaussian blurring.
+ese measures prevent the phenomena of oversaturation
and halo effects from happening and tackling the problem of
distortion in the brightest areas.

In recent years, machine learning has become an im-
portant topic for its wide application and methods based on
deep learning and neural networks have also made progress
in image defogging [25–34]. Chen et al. [25] proposed a
single-image dehazing method based on CNN, obtained the
detailed features of foggy images via convolution layer
operation and multiscale convolution kernel operation, and
then fitted the transmittance map using nonlinear

regression. In contrast to CNN, Cai et al. [26] proposed a
trainable end-to-end transmission medium estimation
model called DehazeNet, which directly learns and estimates
the mapping relationship between foggy images and
transmittance. However, this algorithm still uses atmo-
spheric light as a global constant, leading to a loss in the
precision of the image to a certain degree. Li et al. [27]
improved the traditional atmospheric scattering model and
used a convolutional neural network to estimate the residual
image containing atmospheric light and transmittance. Qin
et al. [28] proposed an end-to-end feature fusion dehazing
network. +is network structure can adaptively learn dif-
ferent weights of different-level feature information. +e
results show significant dominance in image detail resto-
ration and colour fidelity. Liu et al. [29] designed and en-
hanced the CNN learning method for ship detection, which
incorporated nonmaximum suppression to accurately ob-
tain the results and construct a mixed loss function balance
class during the training phase. Like the relative fine
dehazing results as those aforementioned networks have, the
deep learning-related algorithm relies considerably on big
data; this is difficult to implement under sparse samples.

Algorithms, such as the dark channel a priori based on
the traditional atmospheric scattering model, ignore most of
the image detail information when estimating the atmo-
spheric ambient light. To solve this problem, we made the
following modifications based on the dark channel a priori
theory: (1)+e dark channel values were obtained for each of
the three RGB colour channels of the hazy image, and the
regional mean value of each pixel in each dark channel was
considered as the corresponding atmospheric ambient light
value, after which the entire atmospheric ambient light was
linearly transformed with its top 1% value to obtain the final
atmospheric ambient light value. +is reduces the influence
of image noise to a certain extent. (2) In this study, we
proposed to refine the transmittance through guided fil-
tering and selected the V channel in the HSV with the best
effect as the guided map for transmittance optimisation
through experiments to obtain a transmittance closer to the
real scene. In this study, we ran experiments on the O-Haze
dataset, NTIRE 2021 dataset, and real images and analysed
the results from both subjective and objective aspects. +e
results show that the proposed algorithm effectively im-
proves the brightness and saturation of the image and the
haze-free image after dehazing has high colour contrast and
good visual effect and also improves the problem of blue and
dark images after the dark channel a priori algorithm
processing.

2. Background

Under foggy and other severe weather conditions, the light
will scatter when it meets suspended small particles in the air
during propagation, resulting in degraded images produced
by image acquisition devices. Nayer and Narasimhan im-
proved the atmospheric scattering model [10] in 1999, and
this model (Figure 1) is widely used in computer vision and
computer graphics.

It can be formulated as
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I(X) � J(X)t(X) + A(1 − t(X)), (1)

where I(X) refers to the hazy image received by imaging
equipment, J(X) is the real-scene radiation, A is the at-
mospheric ambient light value, and t(X) is the transmit-
tance, which can be expressed as

t(X) � e
− β d(X)

, 0< t(X)≤ 1, (2)

where β is the atmospheric scattering coefficient and d(X) is
the distance between the actual scene and the photographed
point, that is, the depth of the field.

As per the formula, J(X) can be obtained via formation
simplification after estimating atmospheric ambient light A

and transmittance t(X) of input I(X).
Kaiming He et al. [13] conducted experiments on large

quantities of outdoor haze-free images and found that in
the vast majority of nonsky regions in haze-free images,
some pixels in a certain region have at least one colour
channel with a rather low value. In dark channels, they
pointed out that dark channel values tend to zero in
nonsky areas. +e dark channel value in a local patch
Ω(X), with the centre pixel x, is denoted by Jdark(X) as
follows:

J
dark

(x) � min
c∈ r,g,b{ }

min
y∈Ω(x)

J
c
(y)(  ⟶ 0. (3)

In practice, small particles inevitably exist in the at-
mosphere. +e presence of haze is fundamental for ob-
servers to perceive scene depth. +erefore, after
minimisation on both sides of equation (3), the parameter
ω (0 <ω≤ 1) is introduced to maintain a certain amount of
haze, thus enhancing the visual experience of observers, as
shown in

t(X) � 1 − ωmin
c

min
Y∈Ω(X)

I
c
(Y)

A
c  , (4)

where c represents the RGB colour channels, c ∈ r, g, b , Ic

is the hazy image of each colour channel layer, and Ac is the
atmospheric ambient light of each colour channel layer.

+e dark channel prior is subject to limitations in that it
does not hold in the sky area and white object area;
therefore, results with images containing such areas will
display local image distortion and a widespread halo in the
sky area.

3. Proposed Algorithm

Due to the unrobustness of the dark channel prior, its
dehazing results are subject to problems such as bluish hue
and colour distortion in the sky area. +e proposed algo-
rithm refines the estimation of the atmospheric ambient
light and transmittance based on the original dark channel
prior algorithm through the region similarity correction,
thus obtaining more effective estimate values, which sig-
nificantly improves the dehazing effect. +e flowchart of the
proposed algorithm is shown in Figure 2.

As shown in Figure 2, (a) is the input hazy image, we first
select the low brightness pixels in a moving windows from
(a) as the dark channel image (b). +en, we use the region
similarity correction method to estimate the enhanced at-
mospheric light image (c). By using the dark channel prior,
the rough transmittance map can be calculated as (d). In
addition, the input image are transferred to HSV domain (e)
to get the intensify map (f). +e detailed transmittance map
(g) is generated by a guide filter which employed the in-
tensity map (f ) as the guide map. Finally, the enhanced
atmospheric light (e) and detailed transmittance (g) are
submitted to the atmospheric scattering model to get the
dehazing output (h).

3.1. Estimating the Dark Channel Value. For a hazy image
with a size of m × n, we designed a window Ω(X) centered
around it and chose the average value of the lowest grey
value for each pixel in the R, G, and B colour channels,
respectively. Furthermore, within the range of Ω(X), be-
cause of the dark channel value of this pixel, we obtain an
m × n × 3 RGB dark channel matrix Jc,dark(X) (equation
(6)):

J
c,dark

(X) � min
Y∈Ω(X)

J
c
(Y)( ,

c � R, G, B,

(5)

J
dark

(X) � J
c,dark

(X) . (6)

+e size of Ω(X) has an impact on the dark channel
image; the larger its value, the darker the pixel points it
contains and the darker the generated image; the experi-
mental effect will not be suitable. +e smaller the value, the
less the information of the dark channel included, and the
difference with the original image is not significant.
+erefore, s� 31 was chosen in this study to achieve the best
balance.

We further compute the atmospheric ambient light
using it.

3.2. Estimating the Atmospheric Ambient Light. To better
realise region selection, for each pixel in the obtained
Jc,dark(X) as the starting point, we determined a square
window Ω(X) from four different directions, including the
upper left, upper right, lower left, and lower right of the pixel
independently to calculate the mean dark channel value
from within as the atmospheric light Ac(X) of this pixel and

particle
Direct transfer

Atmospheric light

Figure 1: Atmospheric scattering model.
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experiment with their dehazing effect. +e results show that
the lower right direction achieves the best; therefore, we
chose this direction as the final method, as shown in

A
c
(X) �


x+s′−1
i�x 

y+s′−1
j�y J

c,dark
(i, j)

s′
2 , (7)

where Jc,dark(i, j) represents the dark channel value of the
pixel with coordinates (i, j), c � R, G, B, s′ is the length of
the neighbourhood window, and x andy are the abscissa

and ordinate, that is, 1≤x≤m

1≤y≤ n
 . Provided that the size of

the square window size at the image edge is less than Ω(X),
then we select the window with side length
min x, y, m − x + 1, n − y + 1 .

Larger atmospheric ambient light values will make the
image brighter, while too small values will result in a
darker image overall and affect the accuracy of the esti-
mated transmittance t(X). +is is particularly obvious in
the dense haze region. +erefore, in this study, we pro-
posed an improvement scheme, in which the obtained
Ac(X) values are first arranged in a descending order and
the first 1% of them are considered as the ideal values of the
atmospheric ambient light to ensure that the atmospheric
ambient light is more consistent with the real scene as
shown in

N � m × n × 0.01, (8)

where the positive integer N refers to the corresponding
value of the 1% pixel of the whole image (rounded down).

Refactoring the m × n vector rearranged from Ac(X) as
Rec(h0), then the pixel with coordinates (x, y) can be
formulated as follows:

h0 � (x − 1) × n + y,

Rec
h0(  � A

c
(x, y),

(9)

where h0 is the subscript position of the A value with the
original coordinates (x, y). Subsequently, we rearrange
Rec(h0) in descending order and denote the new column
vector as Dec(h).

Next, we rearrange the entire m × n atmospheric light
matrix according to their linear proportion. +en, we mark
the minimum atmospheric light value as minAc and the
maximum value of the optimised value A′

c
(X) as maxAc.

+e minimum value minA′
c of the optimised atmospheric

light A′
c
(X) is equal to Dec(N). +e equation is

maxA
c

− A
c
(X)

maxA
c

− minA
c �

maxA
c

− A′
c
(X)

maxA′
c

− minA′
c. (10)

By simplifying (11), we can obtain the rearranged value
of each pixel A′

c
(X) from the original Ac(X), which leads to

A′
c
(X) � maxA

c
−

maxA
c

− A
c
(X)(  maxA′

c
− minA′

c
 

maxA
c

− minA
c .

(11)

+e calculation and rearrangement steps of the atmo-
spheric light are shown in Figure 3.

As shown in Figure 3, a dark channel image (a) was input
to obtain the refined atmospheric ambient light image.
Considering the pixel point at coordinate (1, 1) as an ex-
ample, Ω(X) is selected down to the right (as shown in the
red box in (a)) and the mean value of the region Ω(X) (i.e.,
(b)) is calculated as the rough atmospheric ambient light
value at coordinate (1, 1) (as shown in the red box in the
upper left of (c)). +ereafter, we arrange the atmospheric
ambient light value of (c) into the right matrix of (d) in

J (X) =
t (X)

I (X) –A
+ A

t

A

G
ui

de
d 

Fi
lte

r

(a)

(b)

(h) (g)

(d)(c)

(e) (f)

Figure 2: Flowchart of the proposed method.
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descending order and linearly stretch the first 1% of the pixel
points into the new atmospheric ambient light values (as
shown in the left matrix of (d)), which is later mapped back
to the original coordinate positions for subsequent dehazing
(as shown in the change process of the red pixel points from
(c) to (e)).

3.3. Estimating the Transmittance. Based on the principle
that visible light of different wavelengths has different
transmittances, transmittances of different colour channels
are obtained in this study, as shown in

t
c
(X) � 1 − ω min

Y∈Ω(X)

I
c
(Y)

A′
c
(X)

 , (12)

where t
c
(x) represents the three-layer colour channel

transmittance matrix.
Experimental analysis indicates that V channel over-

performs other choices as the guiding map to employ guided
filtering to transmittance t

c, and we obtain a more effective
transmittance t′

c, as the following formulas show:

t′
c

� akI
v
i + bk, ∀i ∈ wk, (13)

ak �
covk I

v
,t

c
( 

σ2k + ε
, (14)

bk � t
c

− akuk, (15)

where Iv is the guiding image, that is, the V channel of the
hazy image represented in the HSV image system, covk is the

covariance of the window wk, and σ2k and uk are the
variance and mean value of Iv in window wk, respectively.

+e parameter ω also plays a decisive role in the
transmittance; the smaller its value, the less obvious the
defogging effect. After extensive experiments, we fixed ω to
0.9 and the minimum transmittance was set as 0.1 to avoid
excessive enhancement of the image after fog removal.

A comparison of the transmittance t′
c with and without

the guided filter is shown in Figure 4.
+ereafter, we submit the improved atmospheric am-

bient light A′ and transmittance t′
d into equation (1) to

obtain clean images.

4. Experimental Results

To evaluate the feasibility and effectiveness of our algorithm
more intuitively, we performed comprehensive experiments on
a large dataset containing the public O-Haze image dataset,
NTIRE 2021 dataset, and real-world images. +e O-Haze
dataset contains 45 outdoor scene images with the same visual
content recorded under fog-free and foggy conditions, from
which we stochastically selected six images as the testing set for
neural network algorithms and used the others as the training
set. +e real-world image dataset comprises approximately 150
images, including a public dataset that is available online and
self-collected images.+eNTIRE 2021 dataset includes 35 pairs
of real and outdoor nonhomogeneous hazy images. All op-
erations were performed under the Windows 10 operating
system,MATLABR2020a operating environment, and Intel(R)
Core (TM) i7-7500U CPU @2.70GHz 2.90GHz processor,
with 8GB RAM hardware configuration. We compared our

J (X) =
t (X)

I (X) –A + A

m×n ×0.01

m×n

A′

c (X) = maxAc (maxAc –Ac (X)) (maxA′

c –minA′

c)

maxAc–minAc –

(a) (b) (c)

(d)(e)

Figure 3: Schematic diagram of atmospheric ambient light.
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performance to the state-of-the-art algorithms including DCP
[13], Meng et al.’s [16], Sulami et al.’s [17], Berman et al.’s [18],
IDE [19], DehazeNet [26], and AOD [30] from both subjective
and objective aspects. According to the experimental analysis,
we set the window size as s′ � 31 in this study.

Image evaluation has extremely important application
value in image dehazing, image compression, video com-
pression, and other fields. Image evaluation methods are
mainly divided into subjective evaluation and objective
evaluation. Among them, subjective evaluation refers to the
perceptual judgement based on observers’ subjective feelings
and is widely used in neural networks, image recognition, and
other fields; however, it is susceptible to many capricious
factors, such as personal preference, and is relatively ex parte.

To solve the problem of differentiation caused by sub-
jective factors, it is necessary to formulate a standard for
image quality evaluation (QA), that is, to use a specific
mathematical model to quantify the difference between each
image, to objectively evaluate the image quality.

We adopted the image visibility evaluation criterion and
image structure similarity evaluation criterion using the
peak signal-to-noise ratio (PSNR), structural similarity
(SSIM), and natural image quality evaluator (NIQE) eval-
uation indicators to conduct a comprehensive evaluation
and analysis of the aforementioned eight main dehazing
algorithms. +e PSNR uses the mean square error (MSE) to
calculate the different values of the image pixels. +e larger
the value, the better the quality of the restored image. +e
calculation formula is shown in

PSNR � 10lg
2B

− 1 
2

MSE
⎛⎝ ⎞⎠. (16)

Its MSE is calculated using

MSE �
1

mn


m−1

i�0


n−1

j�0
[I(i, j) − K(i, j)]

2
, (17)

where I and K refer to a hazy image of size m × n and a
processed image, respectively.+e pixel value is represented by
a B-bit binary number. In this study, the image pixel domain is
[0, 255]; therefore, B � 8. +e MSE represents the comparison
result of the pixel-by-pixel difference between two images.

+e structural similarity formula is implemented via
brightness comparison formula (18), contrast comparison
formula (19), and structure comparison formula (20):

l(i, j) �
2μiμj + C1

μ2i + μ2j + C1
, (18)

c(i, j) �
2σiσj + C2

σ2i + σ2j + C2
, (19)

s(i, j) �
σij + C3

σiσj + C3
, (20)

where μi and μj represent the mean values of i and j and
σ2i and σ2j are the variances of i and j, respectively. σij is the

(a) (b) (c)

Figure 4: Comparison of the transmission before and after the guided filter. (a) Red channel. (b) Green channel. (c) Blue channel.
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covariance of i and j; C1 � (k1L)2 and C2 � (k2L)2 are
constants with default values k1 � 0.01 and k2 � 0.03 to
avoid the case where the denominator is zero during the
calculation. Equation (21) shows how the SSIM operates:

SSIM(i, j) � l(i, j)
α

· c(i, j)
β

· s(i, j)
c

 . (21)

Considering α � β � c1, the calculation formula of
SSIM can be obtained as

SSIM(i, j) �
2μiμj + C1

μ2i + μ2j + C1
·

2σij + C2

σ2i + σ2j + C2
. (22)

SSIM has symmetry, which implies that SSIM(i, j) is
equivalent to SSIM(j, i). +e domain of SSIM is [0, 1]. +e
larger the value, the smaller the difference between the
dehaze image and the original image. Images with large
values show better integrity and a more reasonable structure.
+e evaluation criterion can also be used as an evaluation
standard for the SR technology.

+e NIQE algorithm evaluates the image quality by
calculating the distance between the multivariate Gaussian
(MGV) feature parameters extracted from the dehazing
images and the pretrained model parameters, as shown in

D v1 ,v2 ,Σ1 ,Σ2( ) �

��������������������������

v1 − v2( 
T Σ1 + Σ2

2
 

− 1
v1 − v2( 



, (23)

where v1 and v2 are the mean vectors of the natural MVG
model and Σ1 andΣ2 are the covariance matrices of the
distorted image’s MVG model.

+e characteristic of NIQE is that no haze-free image is
required as a reference. +e smaller the value is, the smaller
the gap between the haze-free image and the pretrained
model is and the higher the image quality is. +erefore, this
paper takes it as the evaluation index of real-world images.

4.1. Experiment on the O-Haze Dataset and NTIRE Dataset.
Substantial experiments were performed on the entire
O-Haze and NTIRE datasets. +e O-Haze dataset contains
45 paired hazy and haze-free images, whose hazy conditions
are manufactured by a professional haze-making machine.
+e NTIRE dataset includes 35 pairs of outdoor nonho-
mogeneous hazy images. Part of the defogging results (with a
size of 512× 512) is shown in Figure 5 to facilitate com-
parison and analysis.

For the first image in the O-Haze dataset, the results of
the DCP, Fattal, and AODmethods present an overall bluish
hue; the Berman algorithm has a better foreground effect,
but the distant details are fade, while our method, IDE, and
the Meng algorithm retain clear distant details and show the
best restoration effect; the IDE algorithm significantly in-
creases the brightness. For the 11th image in the O-Haze
dataset, all the algorithms achieved an insignificant dehazing
effect on distant trees but our method outperformed the
others on colour restoration in close-range processing. For
the 12th image in the O-Haze dataset, our method achieved
the most significant dehazing effect and the result is close to
the real scene, whereas the results of the Fattal and AOD

methods are overall bluish and DehazeNet has a poor
dehazing effect. For the 31st image in the O-Haze dataset,
our algorithm has no obvious effect on the processing of the
branches in the upper left corner, the overall colour of the
Fattal algorithm is yellow, and the image of the Berman
algorithm is distorted. For the 33rd image in the O-Haze
dataset, all traditional algorithms have bright strips on the
left side of the image and the effects of the two neural
network algorithms are not obvious. Our algorithm and IDE
algorithm achieved the best effect; for the 41st picture in the
O-Haze dataset, our algorithm and Berman’s algorithm are
better than other algorithms in processing the sky area. For
the 2nd image in the NTIRE dataset, our algorithm has the
most thorough dehazing effect, the Berman algorithm has
severe colour distortion, and the results of all other algo-
rithms are bluish. For the 7th image in the NTIRE dataset, all
algorithms have a poor dehazing effect owing to the heavy
fog concentration, especially in the middle area above the
image, but our algorithm and IDE algorithm have a better
dehazing effect than other algorithms in the near field. For
the 9th image in the NTIRE dataset, the
DehazeNet algorithm does not have a significant dehazing
effect. Our algorithm has the best defogging, but the hue is
darker, and the other algorithms have different degrees of
bluishness. In summary, our algorithm has certain advan-
tages in terms of the subjective dehazing effect.

+e results of the objective evaluation indexes PSNR and
SSIM are listed in Table 1. As can be observed from the table,
our algorithm has certain advantages over the other seven
methods in both evaluation indexes. Most SSIM of our
algorithm is optimal in most images in the O-Haze dataset
and suboptimal in the NTIRE dataset, indicating that the gap
between the defogging image and the original image is small
and the structural integrity is strong.+e DCP algorithm has
a higher value when processing the 33rd image in the
O-Haze dataset; however, from the perspective of the
subjective defogging effect of the image, the brightness of the
defogging image of DCP and the other four algorithms is
low, whereas our algorithm significantly improves the
overall brightness of the image, solves the problem of the
bluish hue of dark channel dehazing, and is more in line with
the characteristics of the real fog-free image. Although in the
seventh image picture in the NTIRE dataset, the PSNR and
SSIM of our algorithm are not the highest, the subjective
feeling effect is better than that of other algorithms, which
also shows that there is still room for improvement where
the haze is particularly thick and efforts are required.

4.2. Experiment on Real-World Images. To further verify the
effectiveness of the algorithm in this study, real-scene images
were selected for the experiment. +e results are shown in
Figure 6.+e size of the foggy image was 512× 512. As shown
in Figure 6, when processing the first and third images, the
Meng, Fattal, and Berman algorithms exhibit serious colour
distortion problems in the sky area, while the algorithm in
this study has an ideal processing effect. For the second
image, the detailed processing of the Fattal algorithm in the
building part is not obvious, and the sky area shows a dark
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Figure 5: Continued.
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hue. All the algorithms have no obvious effect on the sky
region of the third image, and our algorithm and Fattal
algorithm have an ideal effect in close view. For the fourth
image, the colour of the Berman algorithm turns green,
while AOD’s processing and DehazeNet’s processing of
distant buildings lose details. +e IDE algorithm can sig-
nificantly improve brightness when processing real-world
images. Compared with the DCP algorithm, the algorithm in
this study is more natural in image defogging and has a
higher colour contrast, which can realise image defogging
technology in a variety of different scenes.

+e NIQE values are shown in Table 2. It can be seen that
in the images of road, urban area, and urban rail, IDE al-
gorithm obtains low parameter values due to overexposure
of the images, but obviously, it cannot be applied to all the
images. As for image parameters of urban area images, IDE
obtains the highest parameter values among the 8

algorithms. +e proposed algorithm is more consistent with
people’s subjective feelings in the road image, and the detail
processing of the distant houses in the city rail image are
better than the IDE algorithm. +e proposed algorithm
obtains relatively low values in the processing of urban
images and is second only to the DehazeNet algorithm in the
housing images. +e reason is that there exits colour dis-
tortion in the upper left corner of the image. But, the
DehazeNet algorithm has a poor haze-removing effect in
terms of subjective perception. Comprehensively, we believe
that our algorithm preserves more original colour infor-
mation in the image dehazing process and the effect is better.

From the above experimental comparison, it can be
observed that the proposed algorithm can achieve a finer
effect in the processing of image details and the resulting
images are more realistic, providing people with a better
visual experience. +e parameters PSNR and SSIM are

(f) (g) (h) (i) (j)

Figure 5: Output examples from the O-HAZE dataset and NTIRE dataset in the proposed method to compare with SOTA methods. (a)
Original. (b) +e fact. (c) DCP. (d) Meng. (e) Fattal. (f ) Berman. (g) AOD. (h) DehazeNet. (i) IDE. (j) Ours.
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Table 1: SSIM/PSNR performance of different methods on the O-HAZE dataset and NTIRE dataset.

Index Metrics DCP Meng Fattal Berman AOD DehazeNet IDE Our
O-Haze
-01

PSNR 17.0322 20.0174 17.0816 17.5378 11.6131 13.7935 18.3342 23.4737
SSIM 0.5734 0.6847 0.6365 0.6477 0.4740 0.3858 0.6763 0.7189

O-Haze
-11

PSNR 19.0962 20.5596 18.1265 17.1912 11.5011 13.3388 19.8388 22.1190
SSIM 0.5108 0.6214 0.5275 0.5733 0.3655 0.6232 0.7141 0.6111

O-Haze
-12

PSNR 20.5862 22.5818 18.4336 20.6551 14.5371 14.3256 18.2861 23.8214
SSIM 0.7250 0.7441 0.6732 0.7396 0.6286 0.1660 0.7336 0.7423

O-Haze
-31

PSNR 20.9985 20.2618 21.1603 21.1059 15.6592 19.0675 22.2526 28.1259
SSIM 0.7381 0.7429 0.7426 0.7381 0.7005 0.6599 0.7529 0.8289

O-Haze
-33

PSNR 25.0917 22.6296 18.3985 19.2103 15.8634 17.9752 16.1411 26.0924
SSIM 0.7545 0.6529 0.6885 0.5917 0.6765 0.5841 0.6058 0.7213

O-Haze
-41

PSNR 19.1044 19.2961 17.1685 21.1482 14.8864 21.394 22.0644 22.4768
SSIM 0.7054 0.7196 0.7490 0.7883 0.7257 0.5718 0.8063 0.7990

NTIRE
-02

PSNR 17.1174 17.9890 17.0191 14.7812 9.5366 10.1905 19.2308 19.6378
SSIM 0.6846 0.7809 0.8253 0.5975 0.7959 0.7722 0.8509 0.7995

NTIRE
-07

PSNR 20.8645 20.3936 18.8785 15.7877 11.1128 10.9838 14.9667 20.6927
SSIM 0.7784 0.8006 0.7396 0.6092 0.7126 0.6590 0.7141 0.7982

NTIRE
-09

PSNR 16.4644 16.0113 15.6139 17.0456 9.0514 7.1131 16.6816 20.3326
SSIM 0.5138 0.5621 0.5969 0.6941 0.6197 0.5017 0.6608 0.6637

Our proposed method outperforms the others. +e bold values represent the best performance of all candidate algorithms.

(a) (b) (c) (d) (e)

Figure 6: Continued.
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higher than those of the other algorithms in most cases.
However, the algorithm proposed in this study has a poor
effect in thick haze areas. +is is because, under the influence
of large white areas, the significance of the regional similarity
value is lost, which leads to excessive brightness exposure in
such regions after dehazing, resulting in regional white blocks.

5. Conclusion

In this paper, a dehazing algorithm for heterogeneous im-
ages based on the optimisation of regional atmospheric
ambient light was proposed to solve the problem of image
colour distortion and the overall bluish and somber hue,
which exists in the dark channel prior algorithm. In this
method, the regional mean value of the RGB three-layer dark
channel in a foggy image was solved and the corresponding
regional atmospheric ambient light value was obtained by
linear stretch correction. Subsequently, according to the
transmittance obtained by the dark channel prior theory, the
V channel of the foggy image is considered as the guiding
graph for guiding filtering according to different channels to
approach the real image transmittance and the atmospheric

scattering model is used for defogging processing. +e ex-
perimental results show that the image dehazing optimised
by the proposed algorithm is superior to most classical
dehazing algorithms in both subjective vision and objective
quantification indexes and the problem of the dark hue is
well solved. However, the algorithm in this study should
traverse the entire image when calculating the atmospheric
ambient light value, leading to a long execution time of the
algorithm. To achieve better defogging efficiency, this study
will continue to explore a better solution.

Data Availability

+e research data used to support the findings of this study
are available from the corresponding author only under
license and so cannot be made freely available. Requests for
access to these data should be made to the corresponding
author.
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(f ) (g) (h) (i)

Figure 6: Output examples from real-world images in the proposed method to compare with SOTA methods. (a) Original. (b) DCP. (c)
Meng. (d) Fattal. (e) Berman. (f ) AOD. (g) DehazeNet. (h) IDE. (i) Ours.

Table 2: NIQE evaluation of real-world data sets.

DCP Meng Fattal Berman AOD DehazeNet IDE Ours
Roads 2.7486 3.0143 2.7038 2.8870 2.8608 2.7627 2.4398 2.8246
Cities 2.5885 2.6136 2.6534 2.6203 2.9298 2.8441 3.1798 2.4755
Castles 2.5696 2.6897 2.6576 2.6609 2.5347 2.6390 2.5017 2.5908
Rails 3.7564 3.8570 3.6773 3.6989 3.8285 3.6112 2.5602 3.7711
Houses 2.3889 2.3241 2.4281 2.7754 2.7132 2.2252 3.3244 2.3168
+e bold values represent the best performance of all candidate algorithms.
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With the deep integration of “internet + education” and the continuous advancement of education reform, blended teaching has
become the main method of university education reform. Blended education combines the advantages of traditional education
and online education to complement each other. It not only takes advantage of the flexibility and autonomy of online education
but also retains the benefits of emotional communication between teachers and students in offline education. With the increase in
practical exploration of blended teaching in universities, teaching evaluation is an important part of teaching, and blended
teaching evaluation should also attract attention. ,e purpose of this paper is to study the mixed oral English teaching evaluation
based on the mixed mode of SPOC and deep learning. On the basis of analyzing the teaching design principles of the mixed mode
of SPOC and deep learning and the principles of constructing the teaching evaluation after half a semester of teaching in-
vestigations conducted by the two classes of English majors, the impact of the SPOC and deep learning mixed teaching mode on
students’ spoken English was studied through the method of covariance analysis. ,e experimental results show that the mixed
teaching mode of SPOC and deep learning has been able to fully stimulate students’ interest in oral English learning and improve
students’ oral English ability, critical thinking of students, ability to solve problems, group cooperation, and effective com-
munication. Self-directed learning and self-reflection have all had a positive impact.

1. Introduction

With the acceleration of the globalization of the world
economy, English has become a commonly used language
throughout the world and has played a great role in pro-
moting economic, cultural, academic, and political ex-
changes and cultural exchanges between various ethnic
groups [1, 2]. Spoken language is its external form of ex-
pression, which has attracted great attention from all
countries in the world. However, for a long time, in our
country, oral English teaching often adopts the teaching
method of “students learn passively under the guidance of
teachers, and the interaction between teachers and students
is weakened.” Due to the limited resources of textbooks and
the lack of a real language environment, students’ oral
English expression skills are generally weak, and phenomena
such as “high scores and low energy” and “dumb English”
still exist. In order to change this situation, it is urgent to

make full use of modern information technology and adjust
the college English teaching mode [3, 4]. English is a West
Germanic language branch. It was first used by medieval
Britain and has become the most widely used language in the
world because of its vast colonies. ,e Anglo tribe, the
ancestor of the British, is one of the Germanic tribes that
later migrated to the island of Great Britain, known as
England. Both names come from Anglia on the Baltic
peninsula. ,e language is closely related to Frisian and
lower Saxon. Its vocabulary is influenced by other Germanic
languages, especially Nordic, and is largely written in Latin
and French.

In recent years, many scholars have conducted research
on mixed nurse teaching and have achieved good results.
Some scholars believe that it is the use of the Pan-Asian
SPOC concept and the in-depth integration of traditional
classroom teaching theories at home and abroad. Besides,
SPOC perfectly adapts to the exclusiveness of elite
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universities and the values of pursuing high achievements;
SPOC model has low cost and can be used to generate
income, which provides a sustainable development model of
MOOC; SPOC redefines the role of teachers and innovates
the teaching model; SPOC puts more emphasis on students’
complete and in-depth learning experience, which is con-
ducive to improving the completion rate of the course. Based
on a systematic comparison of the differences between
MOOC and SPOC, they elaborated on several typical
practical applications of SPOC at home and abroad.,e case
explored the design of a hybrid classroom teaching model
based on the Pan-Asian SPOC.,e teaching theory was fully
used in the platform, and the model including front-end
analysis, curriculum design, curriculum organization, and
teaching “four-core” evaluation was analyzed in detail [5]. In
addition, some scholars have organically integrated class-
room teaching and online learning by constructing a SPOC
hybrid teaching model and developed a flipped classroom.
From “teaching as the center” to “learning” “centered,” the
new classroom assessment mode adopts a variety of as-
sessment methods to effectively ensure the quality of
classroom teaching according to the learning characteristics,
professional background, and learning requirements of
students, so as to promote students’ independent learning
[6]. ,e results provide theoretical guidance for the research
of this article.

Based on the literature review, this article will explore
mixed oral English based on the SPOC and deep learning
mixed mode by comparing and analyzing the oral English
situation of the students in the experimental class and the
control class before and after the experiment, as well as the
evaluation of the mixed mode teaching. Deep learning
technology can be used to verify the effectiveness of the
teaching. Deep learning has made many achievements in
search technology, data mining, machine learning, machine
translation, natural language processing, multimedia learning,
voice, recommendation and personalization technology, and
other related fields. Deep learning makes machines imitate
human activities such as audiovisual and thinking, solves
many complex pattern recognition problems, and makes
great progress in artificial intelligence-related technologies.

2. Research on the Evaluation of Blended Oral
English Teaching Based on the Hybrid
Model of SPOC and Deep Learning

2.1. "e Teaching Design Principles of the Hybrid Model of
SPOC and Deep Learning

2.1.1. Teacher-Led and Student-Oriented Principles. ,e
traditional classroom teaching model in our country has
long tended to be teacher-centered, focusing on giving play
to the leadership role of teachers in the classroom. However,
under such an education system, the initiative of students is
constantly weakening, which is not conducive to the en-
thusiasm and creativity of students. ,e blended learning
model not only reflects the leading role of teachers in ed-
ucation but also has a complete impact on the subjectivity of
students. ,e design of the blended learning model should

adhere to the student-centered principle. In the education
process, students are the main body of learning, and teachers
are only assistants. Teachers need to design logical courses,
encourage students to learn actively and continuously, and
cultivate their independent learning ability and innovative
consciousness. ,rough the blended learning model, the
teacher-led and student-based subjects are deeply integrated,
and finally, an excellent educational effect is achieved [7, 8].
One of the important characteristics of teaching different
from other cognition or learning activities is that students’
cognition is carried out under the guidance of teachers.
Teachers have received special education and training. ,ey
understand the purpose of teaching and master the contents
and methods of teaching.,erefore, it is objectively inevitable
for teachers to play a leading role. In the process of teaching,
students are the main body of cognitive or learning activities.
,erefore, students’ initiative, enthusiasm, and creativity are
also the necessary conditions for successful teaching.

2.1.2. "e Principle of Integrity. Blended learning is a
teaching method that combines the advantages of traditional
classroom teaching and online learning. ,is way of design
needs to include front-end analysis, learning process design,
learning evaluation design, and many other links. Each link
is interrelated and cannot be separated. Only when all links
work together can the overall function be completed [9, 10].

2.1.3. Evaluative Principle. As the name suggests, online
education is a teaching method based on the network.
,rough the network, students and teachers can carry out
teaching activities even if they are thousands of miles apart;
in addition, with the help of network courseware, students
can study anytime and anywhere, which really breaks the
restrictions of time and space. For workplace people with
busy work and uncertain learning time, network distance
education is the most convenient way of learning.

All education models are inseparable from an objective
evaluation mechanism. Evaluation mechanisms play an
important role in the design of complex learning models.
,e traditional education model often regards the student’s
academic performance as the only criterion for evaluating
students, while the mixed learning model requires the use of
multiple evaluation methods. When evaluating students, not
only the academic performance of the students must be
considered but also the sexual evaluation. Formative eval-
uation helps students maintain self-confidence, maintain
enthusiasm for learning, and promote student learning.
,erefore, when designing a hybrid learning model, the
principle of evaluation should always be considered, and the
model should be continuously improved based on the results
of evaluation and feedback [11, 12].

2.2. SPOC and Deep Learning Hybrid Model Teaching
Evaluation Construction Principles

2.2.1. Principle of Consistency with the Target. Indicators are
expressed as specific, behavioral, and functional goals. ,ese
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goals must be fully reflected and highly consistent with
training goals or daily management standards. Consistency
with the target refers to the consistency of the indicators in
the system. ,e SPOC scoring index system based on the
perspective of deep learning avoids the combination of two
conflicting indicators, so as not to confuse the evaluator and
fail to make an accurate evaluation of the SPOC. ,e
principle of unity of objectives means that the more the
contribution of all departments and members in the orga-
nization is conducive to the realization of the organization’s
objectives, the more reasonable the organization’s structure
is. Organization is a cooperative system created to achieve
goals. ,e establishment of an organization is the means to
achieve goals. ,e common goal is the objective basis for the
establishment and existence of an organization. Without a
common goal, it is impossible to establish an organization.
Even if it is established temporarily, it is impossible to
survive for a long time. Only with clear and consistent goals
can all departments and members of the organization have
the basis for cooperation and common direction of action;
otherwise, there can be neither intention nor action of
cooperation. ,e common goal is also the objective basis for
improving and developing the organization. ,e improve-
ment and development of the organization must be based on
the realization of common goals; otherwise, it will destroy
the organization.

2.2.2. Concise and Scientific Principles. ,e evaluation of
SPOCs should follow scientific principles and objectively
and honestly reflect the characteristics and current situation
of SPOCs from a detailed learning perspective. ,is enables
the evaluation to truly reflect the current problems of the
university’s SPOC curriculum, the indicators are not easy to
be too complicated, convenient for students to observe and
measure, combined with the characteristics of deep learning,
improve the curriculum, promote the development of
university SPOCs, and enable deep learning in the education
team, and the emergence of individual students cultivates
practical and creative talents who can solve complex
problems.

2.2.3. Principles from the Perspective of Deep Learning.
When determining the dimensions of the scoring indicators
and the specific elements of the scoring indicators, we should
start from the perspective of deep learning, comprehensively
consider the factors that affect the deep learning of SPOCs,
analyze the data, and extract the grading index from the
perspective of deep learning to examine its accurate ex-
pression so that evaluators have accurate positioning and
understanding of indicators when evaluating courses with
reference to standards. ,e calculation involved in gener-
ating an output from an input can be represented by a
flowchart: the flowchart is a graph that can represent the
calculation. In this graph, each node represents a basic
calculation and a calculated value, and the calculated results
are applied to the values of the child nodes of this node.
Consider such a calculation set, which can be allowed in each
node and possible graph structure, and define a function

family. ,e input node has no parent nodes, and the output
node has no child nodes.

3. Experiment

3.1. Subjects. In order to verify the feasibility and effec-
tiveness of the mixed teaching model designed in this article,
this article has conducted a half-semester teaching survey on
two classes of non-English majors in a university and studied
the mixed teaching of SPOC and deep learning through the
method of covariance analysis. We study the impact of this
model on student performance and the development of oral
English and analyze the effectiveness of this model from the
perspective of teachers and students. Before the imple-
mentation of the teaching model, this article first investi-
gated the prespeaking test scores of non-English majors as a
comparison for follow-up research. In the following practice,
this article will use one class as the control class and the other
as the experimental class. ,e two classes have the same
learning foundation, and there is no difference in the ratio of
men to women, the content of the teaching materials, the
teaching progress, and the oral level.

Covariance analysis is also called “covariate (number)
analysis.” Analysis of covariance is essentially the extension
and expansion of analysis of variance. ,e basic principle is
to combine linear regression with analysis of variance, adjust
the average of each group and the experimental error term of
the F-test, and test whether there is a significant difference
between two or more adjusted averages, so as to control the
influence of covariates (variables with a close regression
relationship with dependent variables) that affect the ex-
perimental effect (dependent variables) in the experiment
and are not controlled by legal person in the analysis of
variance. Covariance is an overall parameter used to mea-
sure the “collaborative variation” between two variables, that
is, the parameter of the interaction between two variables.
,e greater the absolute value of covariance, the greater the
interaction between two variables.

3.2. Experimental Process

3.2.1. Before the Experiment. Before the experiment, the
students in the control class and the experimental class
received a three-week oral training on a regular basis, and
students are organized to take pretraining exams. ,e
preexamination paper has a total of 100 units, and each
student takes about 6 minutes to take the exam. ,e test
paper is divided into self-introduction parts.,e second part
is the keynote speech. ,e third part is the question and
answer session.

3.2.2. In the Experiment. In the course of the experiment,
the control class adopts the method of oral teaching with the
help of multimedia courses. Teachers integrate resources for
oral teaching planning during SPOC classroom preparation,
and teachers guide students to use the internet and other
channels to find resources for self-preparation. In the
classroom, through collaborative learning and group
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discussions, special lectures, and status presentations, the
ability to use spoken English is cultivated. Teachers en-
courage students to participate in interactive discussions to
improve their ability to use spoken English.

3.2.3. After the Experiment. After the experiment, the stu-
dents in the control class and the experimental class will take
the posttest exam. ,e postexperiment test consists of three
parts. ,e first part is self-introduction, the second part is a
keynote speech, and the third part is a question and answer
session. ,e test time per life is 6 minutes.

3.3. Data Processing. In order to improve the reliability and
validity of the experimental data, this article discusses the
use of the covariance analysis method in SPSS 17.0 to sta-
tistically analyze the data scored by the two classes before
and after the exam. ,e predicted results are analyzed as the
covariance. Note that SPSS is the earliest statistical software
in the world that uses a graphical menu-driven interface. Its
most prominent feature is that the operation interface is very
friendly, and the output results are beautiful. It shows almost
all functions in a unified and standardized interface and uses
the Windows window to show the functions of various data
management and analysis methods, and the dialog box
shows various function options. As long as users master
certainWindows operation skills and master the principle of
statistical analysis, they can use software to serve specific
scientific research work. ,e regression model is used to
verify the results of the pretest, and the oral teaching method
based on the flipped classroom has a predictive effect on the
teaching effect after the experiment; thus, the impact of the
flipped classroom oral teaching method on its performance
in the postexperiment evaluation is established. ,e calcu-
lation process of the covariance analysis method is as
follows:

Y − X2β � X1α + e. (1)

According to formula (1), find the least square estimate
of α:

α � X
T
1 X1 

− 1
X

T
1 Y − X2β( . (2)

From Y − X2β � X1α + e, find the least square estimate
of β:

β � X
T
2 X2 

− 1
X

T
2 Y − X1α( . (3)

Among them, X1α is the variance analysis part of the
model, and X2β is the regression part of the model.

4. Discussion

4.1. Comparison of Learning Interests. In order to verify the
influence of this teaching model on students’ learning in-
terest, after the experiment, this article surveyed the stu-
dents’ oral learning interest in the two classes in the pretest
questionnaire and compared the students’ oral learning
interest before and after the experiment.

According to Table 1 and Figure 1, it can be seen that the
learning interest of the students in the control class has
improved before and after the experiment, but the data
changes are not significant, indicating that, after a semester
of study, the students’ interest in oral learning in the control
class has not changed much. 36.777% of the students in the
experimental class strongly agreed that the SPOC teaching
model stimulated their interest in learning, and 46.77% of
the students agreed that this teaching model enhanced their
interest in learning, which was an increase of 16.67% from
before the experiment. It can be seen that SPOC blended
teaching has a very obvious effect on stimulating students’
interest in learning, and the SPOC blended teaching model
has a greater role in promoting students’ interest in learning.

4.2. Comparison of Learning Effects. After a semester of
teaching practice, this article compares and analyzes the oral
learning effects of the experimental class and the control
class based on the posttest questionnaire survey results and
the oral test results. ,e situation is as follows.

According to Table 2 and Figure 2, it can be concluded
that 14.28% of the control class think that their oral ex-
pression ability has been greatly improved, and 21% of the
experimental class and 32.13% of the control class think that
their oral proficiency has been improved. ,ere are 47.67%,
17.88%, and 6.68% of the students in the control class and
the experimental class who think that their oral expression
skills have not been improved, and the proportion of the
number of students in the experimental class is significantly
larger than that in the control class.

According to Figure 3, the average score of the oral test
of the experimental class is 81.76, and the average score of
the control class is 70.35. Compared with the scores of the
previous test, the scores of both classes have improved, and
the scores of the experimental class have increased by ap-
proximately 12 points, the results of the control class in-
creased by about 5 points, and the results of the experimental
class improved even more, indicating that the mixed oral
English teaching based on the mixed mode of SPOC and
deep learning is effective.

4.3. Comparison of Deep Learning Capabilities. ,e change
of deep learning ability is used as the main criterion to
evaluate the mixed oral English teaching based on SPOC and
deep learning. ,e method of evaluation is through the deep
learning ability questionnaire before and after the teaching
of the experimental group students and collecting data,
comparing SPOC and deep learning. ,e relationship be-
tween the mixed mode and the difference of the students’
deep learning ability before and after the teaching mode is
not implemented. Note that cognition includes feeling,
perception, memory, thinking, imagination, and language.
Specifically, the process of acquiring or applying knowledge
begins with feeling and perception. Feeling is the under-
standing of the individual attributes and characteristics of
things. Traditionally, it refers to the cognitive process, which
refers to the psychological process in which the human brain
reflects the characteristics and relations of objective things in
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the form of perception, memory, and thinking. In cognitive
psychology, information processing refers to the process in
which individuals receive, encode, store, extract, and use
information.

It can be seen from Table 3 and Figure 4 that the pretest
average in the cognitive domain is 3.64, and the posttest
average is 3.70; the pretest average in the interpersonal
domain is 3.68, and the posttest average is 3.74; the pretest
average in the personal domain is 3.81, and the posttest
average is 3.84.

As can be seen from Table 4 and Figure 5, the cog-
nitive domain correlation coefficient is 0.94, the t-value
of the paired sample test is −5.264, and the significance
p � 0.000< 0.01, showing a significant difference at the
level of 0.01; the interpersonal domain correlation co-
efficient is 0.961, the t-value of the paired sample test is
−5.352, and the significance p � 0.000< 0.01, showing a
significant difference of the 0.01 level; the personal field
correlation coefficient is 0.968, the t-value of the paired
sample test is −4.310, and the significance

Table 1: Changes in learning interest of the two classes before and after the experiment.

Control class before the
experiment (%)

Control class after the
experiment (%)

Experimental class before the
experiment (%)

Experimental class after the
experiment (%)

Incompatible 3.58 3.67 3.23 0
Not very
consistent 14.31 7.2 9.8 3.23

Basically accord
with 46.42 46.33 46.77 16.57

Conform to 24.99 28.9 30.1 46.77
Very much in
line 10.7 13.9 10.1 36.77
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Figure 1: Changes in learning interest of the two classes before and after the experiment.

Table 2: Comparison of students’ oral English improvement in two classes.

Control class (%) Experimental class (%)
Very much in line 14.28 21
Conform to 32.13 47.67
Basically accord with 28.56 21.33
Not very consistent 17.88 6.68
Incompatible 7.15 3.32
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p � 0.000< 0.01, showing a significant difference at the
level of 0.01; these data show that, after half a semester of
teaching practice, the mixed oral English teaching based
on the SPOC and deep learning mixed mode has a critical

thinking and responsible problem-solving ability for
students, teamwork, and effective communication; in-
dependent learning and self-reflection have all had a
positive impact.

Table 3: Paired sample statistics.

Average value Standard deviation Standard deviation

Pairing 1 Cognitive front 3.64 0.742 0.036
Cognitive posttest 3.70 0.633 0.031

Pairing 2 Interpersonal pretest 3.68 0.968 0.045
Interpersonal posttest 3.74 0.890 0.041

Pairing 3 Individual front 3.81 0.834 0.035
Individual posttest 3.84 0.780 0.033
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Figure 4: Paired sample mean.

Table 4: Paired sample testing and correlation.

Average value t Correlation Significance
Pairing 1 Cognitive front-cognitive posttest −0.063 −5.264 0.940 0.000
Pairing 2 Interpersonal pretest-interpersonal posttest −0.059 −5.352 0.961 0.000
Pairing 3 Individual front-individual posttest −0.032 −4.310 0.968 0.000
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5. Conclusions

,e rapid development of education informatization has
brought new opportunities and challenges for teachers.
Network learning, mobile learning, and other means make
students’ classroom activities present rich and diverse char-
acteristics. Excellent teachers need to keep pace with the
times, strengthen education and maintenance, strive to create
a good learning atmosphere for everyone, and enhance ev-
eryone’s learning effect. ,e “SPOC+deep learning” hybrid
model of college spoken English provides a reference for
public classroom education. When designing online or offline
classroom forms, you can fully consider the use of high-level
thinking activities such as analysis, evaluation, and innovation
to promote students’ deep learning and further improve the
effect of learning. ,rough the labeled data to train, the error
is transmitted from top to bottom to fine-tune the network.
Based on the parameters of each layer obtained in the first
step, the parameters of the whole multilayer model are further
optimized. ,is step is a supervised training process. ,e first
step is similar to the random initialization initial value process
of the neural network. Because the first step is not random
initialization, but obtained by learning the structure of input
data, this initial value is closer to the global optimization, so it
can achieve better results. ,erefore, the good effect of deep
learning is largely due to the first step of feature learning.
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Automatic classification of femur trochanteric fracture is very valuable in clinical diagnosis practice. However, developing a high
classification performance system is still challenging due to the various locations, shapes, and contextual information of the
fracture regions. To tackle this challenge, we propose a novel dense dilated attentive (DDA) network for more accurate clas-
sification of 31A1/31A2/31A3 fractures from the X-ray images by incorporating a DDA layer. By exploiting this layer, the
multiscale, contextual, and attentive features are encoded from different depths of the network and thus improving the feature
learning ability of the classification network to gain a better classification performance. To validate the effectiveness of the DDA
network, we conduct extensive experiments on the annotated femur trochanteric fracture data samples, and the experimental
results demonstrate that the proposed DDA network could achieve competitive classification compared with other methods.

1. Introduction

Femur trochanteric fracture is one of the most commonly
occurred fractures among elderly people. Especially, with the
rapid growth of the aging population worldwide, the oc-
currence of this fracture increases rapidly which severely
threatens the health of elderly people. Moreover, since this
fracture could lead to high mortality rates and dramatically
affect the quality of patients’ life, effective and timely
treatment is essential to relieve the pain of patients during
the clinical diagnosis. Currently, the most effective way to
diagnose this disease is by utilizing medical imaging such as
X-rays or computed tomography (CT) to classify the types of
fractures and then applying an appropriate treatment plan
based on the corresponding diagnosis result. Typically, the
OA/OTA classification criterion has been the most frequent
and reliable used method to diagnose the condition of the
fracture in the clinical fracture diagnosis. In this criterion,
there are three types, e.g., 31A1, 31A2, and 31A3 (as shown in
Figure 1), where 31A1 represents the simple pertrochanteric

fracture, 31A2 denotes the multifragmentary pertrochan-
teric fracture and lateral wall incompetent (≤20.5 mm)
fracture, and 31A3 is the intertrochanteric (reverse obliq-
uity) fracture [1]. Nevertheless, the conventional diagnosis
method inspects patient images slice by slice which is usually
tedious and time-consuming for the radiologists, and
moreover, with different clinical experiences of radiologists,
the final diagnosis result is liable to be empirical and sub-
jective, which may hamper making the follow-up treatment
plan. To tackle this challenge, a practicable way is to design a
fracture computer-aided system [2–6] that helps the radi-
ologist classify the fracture types automatically. In the past, a
considerable number of researches have been proposed, for
example, Demir et al. [7] developed a novel exemplar
pyramid method for the humerus fracture; it extracted
histograms of oriented gradients and local binary pattern
features from the input images and then combined them
with four conventional classifiers to classify the fractures.
Boudissa et al. [8] explored the influence of semiautomatic
bone-fragment segmentation on the reproducibility of the
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fracture classification, and it claimed that with the assistance
of this technique, the classification accuracy of the fracture
could be effectively improved. Additionally, in [9], the au-
thor proposed a 3D classification intertrochanteric fractures
system which used the Hausdorff distance-based K-means
method to classify the fractures into five types; the experi-
mental results found that the unsupervised K-means method
could gain promising classification performance with clin-
ical significance. Cho et al. [10] evaluated the 3D CT images
for boosting the diagnosis performance of femur trochan-
teric fractures, and it is shown that incorporating the CT
could efficiently improve the reproducibility of stability for
femur trochanteric fractures. Mall et al. [11] utilized different
machine learning methods with the gray level cooccurrence
matrix (GLCM) to classify the categories of fractures or no
fractures; it proved that the proposed method could gain
significant improvement on different evaluation metrics.
Despite the great success, those methods have achieved in
classifying the fracture task; those have deficiencies in
capturing the robust and high-level semantic features due to
hand-crafted feature predefinition.

Recently, the deep convolution neural network (CNN)
has been proved its effectiveness in many computer vision
tasks [12–16]. For instance, Lindsey et al. [17] suggested a
deep CNN model based on the UNet structure achieving
the automatic detection of the wrist fractures, and then it
was evaluated on two different datasets; the result dem-
onstrated that the proposed model could boost the clinical
diagnosis performance. .en, Krogue et al. [18] labeled
3026 hip fractures and trained them with the DenseNet to
achieve the automatic detection of hip fractures. Similarly,
in [19], the authors utilized the faster R-CNN [20] to locate
and classify the distal radius fractures automatically, and it
obtained the mean average precision score of 0.866 at that
time. To learn more high-level features, in [21], the authors
employed a cropping process with the Inception V3 net-
work to filter the unnecessary parts and thus leading to an
improvement of the fracture detection. Besides, in [22], it
used the Inception-ResNet faster R-CNN architecture to

construct a wrist fracture detection model and tested it on
the unseen dataset, which proved that the designed model
could gain high sensitivity and specificity.

Although those methods, especially the CNN ones, have
gained promising results on the fracture classification task,
an automatic fracture classification model should be simple
and stable and provide effective information for the follow-
up treatment plan. Specially, the femur trochanteric frac-
tures usually have various locations, shapes, and contextual
information in the clinical practice, which make it chal-
lenging to achieve a higher classification performance.
Moreover, few works have considered the contextual in-
formation at different scales which may further limit the
capability of the classification models. To tackle those
challenges and efficiently improve the ability to learn strong
representations from the fracture regions, in this paper, we
develop a dense dilated attention (DDA) network to ag-
gregate the multiscale, contextual, and attentive features
from the femur trochanteric fracture region. Specially, in our
DDA network, we incorporate the dense connection with
dilated convolution by utilizing different dilated rates to
learn the multiscale representations, and meanwhile, the
dense connection could also alleviate the vanishing gradient
problem and enable the network to reuse the hierarchical
features. Furthermore, a dilated attention (DA) module is
designed which encourages the network to encode more
contextual and attentive representations automatically. To
validate the effectiveness of DDA network, we perform
extensive experiments on the femur trochanteric fracture
images, and the experimental results show that our proposed
DDA network could efficiently improve the classification
performance by successfully extracting the discriminative
features from the input image.

.e rest of the paper is organized as follows: Section 2
presents the details of our proposed DDA network, and in
Section 3, we first introduce the experimental data and
evaluation metrics and then show the comparison results of
different experiment settings. Finally, an elaborate discus-
sion and conclusion of this paper are given in Section 4.

31A1 31A2 31A3

Figure 1: .e fracture samples of 31A1, 31A2, and 31A3.
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2. Methodology

�e automatic classi�cation of femur trochanteric fracture
is a challenging task due to its complex contextual infor-
mation and various fracture regions. Hence, improving the
network ability to extract multiscale representations,
contextual information and intensity details are particu-
larly important for accurate femur trochanteric fracture
classi�cation. To address those above challenges, a DDA
network is developed for the accurate classi�cation of the
fracture categories; in the following subsections, we will
provide the detailed descriptions of the network archi-
tecture and DDA module.

2.1. Network Architecture. As illustrated in Figure 2, given
the X-ray images as the input of the DDA network, it �rst
passes a series of convolution layers, max-pooling layers, and
then a DDA module is implemented in the middle of the
network to re�ne the feature representations, which will be
described in detail in Subsection 2.3. After that, the �nal
prediction category is output by a fully connected (FC) layer
with the softmax activation in an end-to-end manner. �e
detailed parameters of the network are shown in Table 1.
Notably, to preserve more spatial information of the image,
we do not use the stride in the convolution layer. Specially,
the ReLU activation is used to learn more nonlinear in-
formation, and batch normalization layer is utilized after
each nonlinear activation to accelerate the convergence of
the network.

2.2. Dilated Convolution. In our DDA module, we employ
the dilated convolution to enlarge the receptive �eld
without losing feature map resolution. Moreover, as the
receptive �eld increases, it also provides more multiscale
contextual features from the input [23]. Speci�cally, the
dilated convolution could be divided into three steps: (1)
sampling the input feature map based on the dilated rate;
(2) conducting the convolution operation on the sampled
values; (3) merging the obtained sampled values to a new
feature map. Here, we denote the kernel size of the con-
volution layer as k × k, and then the output feature map
dimension of the traditional convolution layer Ic could be
calculated as

Ic �
W − k + 2p

s
+ 1, (1)

whereW is the dimension of the input feature map; p and s
are the padding size and stride, respectively. For the dilated
convolution, its output dimension Idc could be de�ned as

Idc �
W − k − r + 2p

s
+ 1. (2)

Notably, when the stride is set as 1, the receptive �eld of
the dilated convolution layer Rl could be formulated as

Rl � Rl−1 +(k − 1)∗ rl, (3)

where rl is the dilated rate of lth layer, and through this
operation, the receptive �eld could increase rapidly. Finally,
the dilated convolution layer could be given as

y[i] �∑
m

x[i + r ·m] · w[m], (4)

where x[i], y[i] are the input and output of the ith position,
separately; w[m] represents the learnable parameters ofmth
�lter.

2.3. Dense Dilated Attention Layer. As illustrated in Figure 3,
the aim of our dense dilated attention (DDA) layer is to learn
more contextual and multiscale features across di�erent layers
to leverage the classi�cation performance of the DDA network
[24]. Note that the shallow layers usually contain the position
information of the input, while the deep layers have high-level
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Figure 2: �e main architecture of our proposed DDA network, where DDA layer is the dense dilated attention module.

Table 1: Parameters setting of the DDA network, where “Conv”
denotes the convolution layer, and “FC” represents the fully
connected layer.

Layer name Output size Filter size Filter number
Conv1 512 × 512 3 × 3 256
Max-pooling 256 × 256 — —
Conv2 256 × 256 3 × 3 128
Max-pooling 128 × 128 — —
DDA layer 128 × 128 —
Conv3 128 × 128 3 × 3 64
Max-pooling 64 × 64 — —
Conv4 64 × 64 3 × 3 64
Max-pooling 32 × 32 — —
DDA layer 32 × 32 —
Conv5 32 × 32 3 × 3 32
Max-pooling 16 × 16 — —
Conv6 16 × 16 3 × 3 32
Max-pooling 8 × 8 — —
DDA layer 8 × 8 —
FC Softmax 3
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semantic representations.�erefore, combining those features
across di�erent layers could enhance the discrimination ca-
pability on fracture regions. Additionally, in order to guide the
network’s focus on the most salient regions from di�erent
receptive �elds, a DAmodule is integrated into the DDA layer.
Specially, taking the previous input feature map from the
previous layer, it �rst passes through the DA module to learn
the attentive and contextual features, and then the obtained
ones are concatenated with the previous inputs as the input of
the next layer. Note that the DDA layer mainly contains three
DA modules with dilated rates of 1, 2, 3{ }, respectively, and its
detailed structure is shown in Figure 4.

Mathematically, we denote the input of each DAmodule
as FrD ∈ R

W×H×C with dilated rate of r, where W ×H × C
represents the width, height, and channel numbers of FrD.
�en, we adopt three 1 × 1 convolution layers to transform
the FrD to three embeddings Φ ∈ RW×H×Ĉ, η ∈ RW×H×Ĉ,

τ ∈ RW×H×Ĉ, separately:

ϕ �Wϕ FrD( ), η �Wη F
r
D( ), τ �Wτ F

r
D( ) , (5)

where Wϕ(·),Wη(·), and Wτ(·) denote the corresponding
convolution operation; Ĉ represents the channel number of
those embeddings. After that, ϕ, η, and τ are �attened to the
dimension of Ĉ ×HW. To gain the contextual relation of
FrD, a matrix multiplication between ϕ and η is applied,
which can be given as

M � ϕT × η, (6)

where M ∈ RHW×HW is the similarity matrix. Next, a soft-
max activation S is employed to normalizeM to the interval
of [0, 1], and it could be formulated as

M̃ � S(M). (7)

�en, the attentive feature map A ∈ RHW×HW is gained
by multiplying the M̃ with τ, and it could be formulated as

A � M̃ × τT. (8)

�erefore, the �nal output of the DA module FrDA is
de�ned as

FrDA � F
r
DA +Wδ(A), (9)

whereWδ(·) is the 1 × 1 convolution operation. By adopting
the hierarchical DA modules with the dense connection, the
DDA layer could not only extract the multiscale features
from di�erent receptive �elds but also learn the attentive and
contextual information from the input.

2.4. Training Loss Function. Denote the output feature map
from the fully connected layer as x1, x2, x3{ } and the cor-
responding label as l1, l2, l3{ }. To gain the predicted scores of
each class, we apply a softmax activation function σ(·),
which could be given as

σ(x)i �
exi

∑3
n�1 e

xn
, for i � 1, 2, 3{ }. (10)

Additionally, to optimize the network, we use the binary
cross-entropy Lbce as the loss function, which could be
formulated as

Lbce �∑
N

j�1
gjlogpj +∑

N

j�1
1 − gj( )log 1 − pj( ), (11)

where N is the number of the data samples, and pj ∈ [0, 1],
gj ∈ l1, l2, l3{ } are the predicted probability and corre-
sponding true label.

3. Experiment

In this section, we conduct extensive experiments to validate
the e�ectiveness of the DDA network. Specially, we �rst
introduce the experimental data, implementation details,
and evaluation metrics. �en, we compare the experiments
with di�erent amounts of data samples. Next, an ablation
analysis of the DDA layer and DA module is explored to
validate their e¡ciencies for this classi�cation task. Finally,
we reimplement some other fracture classi�cation methods
to compare them with our proposed DDA network.

3.1.Dataset. �e total number of the experimental dataset is
390, and it consists of three categories 31A1, 31A2, and 31A3
with the amount of 117, 125, and 128, respectively.�emean
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Figure 3: �e structure of the dense dilated attention layer.

4 Scienti�c Programming



age of the patients is 65, the maximum age is 91, and the
minimum age is 26. All the categories of the experimental
data are annotated by three traumatic orthopedic specialists
with more than 15 years of experience. Notably, the �nal
category of data is based on the AO/OTA criterion. Since the
initial resolution of the image is 1417 × 1772, we crop the
region of interest (ROI) with the maximum bounding-box,
and then we resize those ROIs to 512 × 512 before input
them into the DDA network to accelerate the training
process of the network.

3.2. Implementation Details. In our experiments, since the
initial resolution of the image is large, we �rst resize the
image input to 512 × 512. Moreover, to alleviate the over-
�tting problem, data augmentation is utilized to generate
more data samples, and it includes random rotation, �ip,
and contrast. �e whole network is implemented by the
PyTorch deep learning library, and it is optimized by Adam.
�e initial learning rate is set as 0.001 and it decreases by 0.1
after 10 epochs. To accelerate the training process, we use the
NVIDIA GeForce RTX 2070 Graphics Card, and the batch-
size is set as 2.

3.3. Evaluation Metrics. To evaluate the performance of the
proposed DDA network, we apply four evaluation metrics;
here, we denote the true positive, false positive, true negative,
and false negative as TP, FP, TN, and FN.�en, the accuracy
which calculates the correct prediction among the total
numbers of samples could be calculated as

accuracy �
TP + TN

TP + FP + TN + FN
. (12)

�e sensitivity measures the ratio of correct TP pre-
diction to the whole number of true positive samples. It
could be formulated as

sensitivity �
TP

TP + FN
. (13)

�e speci�city calculates the ratio of correct TN to the
whole numbers of false positive samples, and it is given as

specificity �
TN

TN + FP
. (14)

�e receiver operating characteristic (ROC) curve is the
most used graphical plot to measure the performance of the
classi�er, and the area under curve (AUC) is the score to
measure the classi�cation performance in which the higher
score indicates the better distinguishing performance.

3.4. Data Sample Analysis of DDA Network. In this section,
we �rst explore the in�uence of di�erent data samples on
the classi�cation performance of the DDA network. Here,
we divide our training data to 20%, 40%, 60%,
80%, and 100%, while the amount of the testing data
samples is unchanged. �e comparison result is shown in
Figure 5, and it can be concluded that the more the data
samples, the better performance the network would gain.

�at could be suggested that with more data samples, the
network can extract the image features more su¡ciently
and e�ectively.

3.5. �e E�ectiveness of DDA Layer. �e aim of our DDA
layer is to learn the multiscale, attentive, and contextual
information from the input image.�erefore, in this section,
we conduct experiments w/o the DDA layer to explore its
e�ects on the �nal classi�cation performance. Moreover,
since di�erent depths of layers contain discriminative rep-
resentations, therefore we also test the e�ectiveness of DDA
layer on di�erent depth locations. As reported in Table 2,
DDA-1, DDA-2, and DDA-3 represent the depth location of
locating DDA layer, in which the smaller value denotes the
shallower depth location of the DDA network, and the
DDA-W and DDA-O denote the network with or without
the DDA layer. From the result, we observe that the best
performance is achieved by the “DDA-W,” which can be
explained that with the proposed DDA layer, the network is
able to learn more high-level representations and then boost
the classi�cation performance.

3.6. Impact of DAModule. Di�erent from the conventional
dense connection, we develop a DA module that can guide
the network to capture more attentive information with
self-attention from di�erent receptive �elds. To validate
the e�ectiveness of the proposed DA module, we compare
three di�erent network settings: with DA module; without
DA module; with DA module (dilated rate as 1); with DA
module (dilated rate as 2); with DAmodule (dilated rate as
3). �e comparison result is shown in Table 3; the ex-
perimental result demonstrates that adopting the
designed DA module could e¡ciently improve the clas-
si�cation performance compared with the setting without
DA module. Moreover, with di�erent dilate rates, the
network tends to gain di�erent performance; however, the
best one is achieved by combining those three dilate rate
settings, with the accuracy, sensitivity, speci�city, and
AUC of 88.9%, 87.6%, 85.9%, and 0.97, respectively.
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3.7. ComparisonwithOtherMethods. To further evaluate the
performance of the DDA network, in this section, we
compare the results with di�erent classi�cation methods. As
shown in Figure 6, we �rst compare our method with some
baseline classi�cation methods: Inception V4 [25], ResNet
[26], DenseNet [27], and SKNet [28]. Note that we reim-
plement those methods and all the parameter settings are
based on the default values. From the result, we observe that
our proposed network could gain the highest AUC score of
0.97, which proves the e�ectiveness of our proposed net-
work. Furthermore, we also report the comparison result
with some other fracture methods; despite some of them are
not with the same classi�cation task, we reimplement those
methods on the same dataset. As shown in Table 4, our
method gains the best performance among all the evaluation
metrics.

4. Conclusion

In this paper, a DDA network is designed to achieve the
classi�cation of femur trochanteric fracture from X-ray
images automatically. Since the fracture usually comes with
various locations, shapes, and contextual information in the
clinical practice, a novel DDA layer is developed which can
automatically extract the multiscale, contextual, and atten-
tive features to enhance the feature learning ability for
achieving a more accurate classi�cation performance. Ex-
tensive experiments on the annotated femur trochanteric
fracture demonstrate that the proposed DDA network could
gain competitive performance on this classi�cation task. In
future work, we will extend our work to di�erent fracture
classi�cation tasks and collect more data samples to make
the model more robust.
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In this paper, a route-planning approach is proposed based on the region-segmentation Dynamic Programming (DP) algorithm
for Automated Guided Vehicles (AGVs) in large Smart Road Network Systems (SRNSs) to deal with the problem of low route
computation efficiency of the classical DP algorithm. We introduced an improved Markov Decision Process (MDP) to describe
SRNSs, in which the SRNSs are divided into several regions according to the AGVs’ start nodes and their goal nodes to improve the
route-planning efficiency. Moreover, the route with the minimum number of turns is selected to reduce the system running time
and energy cost in the following way: first, all the equidistant shortest routes are acquired from the AGVs’ start nodes to their goal
nodes using the improved DP algorithm; then, the routes are screened by calculating the angular deviation between all feasible
routes and AGVs’ initial directions, and the route with the fewest number of turns is taken as the shortest-time route. &e
simulation results verified that the proposed method can effectively solve the route-planning problem of AGVs in current SRNSs.

1. Introduction

Smart Road Network Systems (SRNSs) are important parts
of the Smart World. Automated Storage and Retrieval
Systems (AS/RSs) and Container Terminal Systems are
typical Industry 4.0 application scenarios. Automated
Guided Vehicles (AGVs) are the main tools, which enable
automatic access to goods transportation without human
labor. With the development of Smart City and Internet of
&ings technology, the route-planning algorithms of AGVs
in SRNSs are commonly used not only in logistics industries
and smart factories but also in intelligent transportation
systems [1], energy transmission systems [2], and even
network planning [3]. With the wide application of AGVs
route planning, the goal of route planning is not only to find
the route with the shortest distance from AGVs’ start nodes
to their goal nodes but also to minimize the system operating
time and reduce energy cost. Moreover, the speed of the
route-planning algorithm is also important. &erefore,
AGVs route-planning problem in SRNSs has been widely
studied.

&e AGVs route planning in SRNSs belongs to the
single-source shortest routing problem, and it has

similarities with trajectory optimization. &ey both can be
solved using graph search algorithms [4, 5], sampling-based
methods [6], and intelligent algorithms [7]. Dijkstra’s al-
gorithm is a classical route search algorithm, which has a
simple structure and is robust and easy to implement, and it
can meet requirements in practical scenarios. However,
Dijkstra’s algorithm belongs to Breadth-First Search (BFS),
and thus it is not suitable for applying in scenarios with high
real-time requirements [8–10]. In addition, when there are
multiple equidistant shortest routes between the start node
and the goal node, Dijkstra’s algorithm can find only one of
them. Even though there is improved Dijkstra’s algorithm
[11] that can obtain all equidistant shortest routes through
iterations, the time complexity of Dijkstra’s algorithm is
O(n2), where n indicates the number of nodes in SRNSs.
&erefore, it is not suitable for route planning in large
SRNSs. AGVs interact with SRNSs all the time and an AGV
has state st at each time t. An AGV takes action a on state st,
and then it transforms to a new state st+1 by taking reward
rt+1, and a sequence (i.e., st-1, at-1, rt, st, at, rt+1...) is built by
repeating the operation. &e process of computing the
shortest routes for AGVs is called the sequence decision
process, and Markov Decision Process (MDP) is a typically

Hindawi
Scientific Programming
Volume 2021, Article ID 9589476, 13 pages
https://doi.org/10.1155/2021/9589476

mailto:jchen@mail.buct.edu.cn
https://orcid.org/0000-0002-5449-8874
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9589476


formulaic method for it. SRNSs described in this paper
consist of several regularly arranged nodes, and the work-
flow can be described using MDP. However, we cannot
completely copy the classical MDP to model the environ-
ment of the characteristics of different SRNSs.

Dynamic Programming (DP) algorithm is a branch of
operations research, which was proposed by Bellman et al.
[12] in the 1950s. DP algorithm is a method for solving
optimization problems of the multistep decision process. DP
can transform multistage problems into a series of single-
stage problems [13], and it is suitable for solving optimization
problems in large-scale environments. DP algorithm is the
basic of Reinforcement Learning (RL) [14], and RL is an
unsupervised algorithm based on the principles of reward and
punishment. However, it is suitable for solving model-free
problems, an AGV does not know which state has the bigger
reward, and it needs to find the optimal policy to the goal state
through trial and error [15]. Moreover, the classical DP al-
gorithm iterates the sample set by randomly selecting starting
point until the value function approaches the optimal policy.
With the expansion of the scales of route-planning envi-
ronments, the training time can become larger, and the
computation amount of the DP algorithm will increase ex-
ponentially with the increasing number of nodes [16].

With the development of new communication technolo-
gies (e.g., 5G) and the increase of nodes’ number in SRNSs, the
real-time requirements for AGVs route-planning algorithm are
becoming higher, and the classical DP algorithm is not suitable
for the current development of Smart World. We propose a
route-planning approach based on the region-segmentation
DP algorithm for AGVs in SRNSs to address the low-efficiency
problem of the classical DP algorithm. Because the classical
MDP fails to accurately model the current SRNSs, we propose
an improved MDP model for SRNSs. Since the number of
samples is one of the important factors that affect the efficiency
of the algorithm, a region-segmentation-based DP algorithm is
proposed. Firstly, SRNSs are divided into several regions
according to AGVs’ start nodes and their goal nodes, and the
objective is to reduce the number of training samples. &en,
each node is assigned a value, and the DP algorithm is used to
compute the value function of each region, and the objective is
to find all equidistant shortest routes from the AGVs’ start
nodes to their goal nodes. Because AGVs can take more time
and energy to turn, we introduce the following steps to de-
termine routes with the least turns: (a) screening routes by
calculating the angle deviation between all candidate routes
and an AGV’s initial direction and (b) choosing a route among
remaining routes with the fewest number of turns and con-
sidering it the optimal route for the AGV.Moreover, we design
different route-planning strategies according to whether an
AGV is loaded or not, which improves the flexibility and
efficiency of SRNSs, and the more nodes in the SRNSs, the
more efficient our approach.

2. Related Works

&e AGVs route-planning problem can be solved using
Dijkstra’s algorithm [17], A∗ algorithm [18], D∗ algorithm
[19], Probabilistic Roadmap (PRM) [20], Rapid Random

Tree (RRT) [21], Artificial Potential Field (APF) [22], neural
network [23], genetic algorithm [24], and ant colony al-
gorithm [25]. Dijkstra’s algorithm is a classical shortest route
search algorithm, and it is simple and stable for perfor-
mance. Guo et al. [11] improved Dijkstra’s algorithm and
found the shortest routes with the least distance and time
consumption for AGVs in AS/RSs. Li et al. [26] assumed that
all obstacles were convex and found the shortest routes for
AGVs without collision. However, the above achievements
were all obtained in small-scale environments without
considering the case of large-scale SRNSs (i.e., a large
number of nodes and large size of the space). With the rapid
development of SRNSs, the calculation amount of AGVs
route planning will increase exponentially. But classical
Dijkstra’s algorithm does not consider the scenarios with a
large number of nodes, and the system may be locked due to
too much computation.

Yuan et al. [27] proposed Approximate Dynamic
Programming (ADP), and they applied it to crane sched-
uling to reduce the operation time of the AS/RSs. Novoa
et al. [28] focused on Vehicle Routing Problem (VRP) from
the perspective of ADP, and they proved that a DP-based
algorithm could be applied to vehicle routing planning.
Cimen et al. [29] proposed a vehicle routing optimization
algorithm by combining ADP and MDP. Bahlawan et al.
[30] introduced a method of system operation management
and energy optimization based on the DP algorithm to
minimize the energy cost of factories. Horiguchi et al. [31]
focused on the routing problem of network packets, and
they redefined the energy function by combining the DP
algorithm and neural network. &ey proposed a method to
find the optimal balance between queues’ length and the
routes’ distance. Although many achievements have proved
that the DP algorithm can be used to solve optimization
problems in various situations, the classical DP algorithm
needs to iterate the values of each node in the whole space
many times until a stable and optimal policy is obtained. To
reduce the computing time of DP, Ulmer et al. [32] pro-
posed an offline value function prediction method, which
introduced MDP into state space and combined action
space with reward information. Desai et al. [33] proposed a
preprocessing method of a random dynamic network
according to vehicles’ starting time and location. But they
failed to fundamentally solve the problem of longer DP
algorithm iteration time.

3. Rasterizing the SRNS as the Model

&ere are a large number of nodes arranged according to
the regular form of rows and columns in SRNSs and nodes
and the lines between nodes (i.e., the driving paths of
AGVs) are typically presented as a regular rectangle.
&erefore, SRNSs can be rasterized, and the grids’ loca-
tions can be stored with spatial coordinates. Figures 1(a)–
1(c) arem × n SRNSs constructed using grid methods [34],
where m and n represent the numbers of rows and col-
umns of the SRNSs, respectively. We establish the Car-
tesian coordinate system of the SRNSs: the upper-left
corner is selected as the origin (x � 0, y � 0), the lower-
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right corner defines the workspace size (x � n − 1,
y �m − 1), and each node corresponds to a coordinate (a,
b) (a ≤ n − 1, b ≤m − 1). Grey grids represent obstacle
nodes, white grids indicate the nodes that are available for
AGVs, and numbers in grids indicate the number of nodes
(i.e., the number of nodes starting from (x � 0, y � 0) and
marked as 1, 2, 3, . . ., n). Red, green, and blue solid squares
represent the start nodes of AGVs, and solid circles of the
corresponding color represent their goal nodes. &e
distance between every two adjacent nodes is equal and
the SRNS is bidirectional (i.e., AGVs can travel bidirec-
tionally), and each node can only be occupied by one
AGV. &e size of every obstacle is the same in SRNSs and
the number of grids AGVs passed represents the travel
distance for AGVs.

Figures 1(a) and 1(b) are commonly used SRNSs (e.g.,
AS/RSs), in which the shelves are arranged according to the
rules of row and column, and there is a channel on both
sides of each row (or column) of shelf for AGVs access.
Figure 1(c) shows recently presented SRNSs due to the
rapid development of the Smart World. In these fish-bone
SRNSs, shelves are arranged on both sides of the main
diagonal of the SRNSs, since it is inconvenient for AGV

access and the signal may be blocked, and it can lead to
system deadlock of SRNSs; this environment model has no
practical application.

3.1. General Markov Decision Process Framework. Markov
Decision Process (MDP) is a quintuple (i.e., 〈S, A, P, R, c〉),
where S is the finite states set, A is the actions set, and P is the
state transition probability matrix. Given the current state s

and the next state s′, the state transition probability (i.e.,
Pss′

� P[St+1 � s′|St � s]) represents the transition proba-
bility from state s to state s′. R is the rewards set; c is the
discount factor, which denotes that the influence of the goal
state on each state is gradually weakened with the increase of
distance between a node and the goal node, c ∈ [0, 1]. &ere
are two kinds of rewards of R set: (1) immediate reward Rt,
which denotes the expectation of rewards from state s to state
s′, that is, Rt � E[Rt+1|St � s], and (2) accumulated reward
Gt, which denotes the weighted sum of each immediate re-
ward from the start state to the goal state.

Gt � Rt+1 + cRt+2 + . . . � 
∞

k�0
c

k
Rt+k+1. (1)

(a) (b)

(c)

Figure 1: Rasterize large SRNSs as a model. (a) Horizontal row SRNSs; (b) vertical column SRNSs; (c) fish-bone SRNSs.
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3.2. /e Markov Decision Process in SRNSs. State value
function V(s) represents the expectation of accumulated
reward under state s:

V(s) � E Gt|St � s . (2)

Bellman equation [12] is the core of all MDP-based
algorithms. AGVs can obtain the best route from start nodes
to goal nodes according to Bellman equation.&e derivation
process of the Bellman equation is as follows:

V(s) � E Gt|St � s 

� E Rt+1 + cRt+2 + c
2
Rt+3 . . . |St � s 

� E Rt+1 + c Rt+2 + cRt+3 . . .( |St � s 

� E Rt+1 + cGt+1|St � s 

� E Rt+1 + cV St+1( |St � s .

(3)

In equation (3), the value of state s consists of (i) the
expectation of immediate reward and (ii) the expectation of
the state’s value for the next moment. State-policy transition
probability Pπ

s,s′ � a∈Aπ(a|s)Pa
s,s′ represents the probability

of an AGV transforming from state s to state s′.

3.2.1. Smart Road Network System-Reward Matrix (SRNS-
RM). AGVs can obtain different immediate rewards at
different nodes, and the reward/penalty obtained by AGVs is
defined as follows: (1) if AGVs enter grey solid grids (i.e.,
obstacle nodes), they will get penalty: −r, where r is a positive
integer; (2) if AGVs enter white grids, they will get penalty:
−ε, where ε is a positive integer and ε≪ r; (3) if AGVs reach
the goal node, they can obtain reward + r2. Given an m× n
SRNS, where m indicates the number of rows, that is, the
number of nodes in a column, and n indicates the number of
columns, that is, the number of nodes in a row, the SRNS-
RM is

SRNS −RM �

r11 � −ε r12 � −ε r13 � −r . . . r1n � −ε

r21 � −ε r22 � −r r23 − r . . . r2n � −ε

r31 � −ε r32 � −ε r33 � −r . . . r3n � −ε

. . . . . . . . . . . . . . .

rm1 � −ε rm2 � −ε rm3 � −ε . . . rmn � +r
2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(4)

In equation (4), the dimension of SRNS-RM is m× n,
which is the same as the SRNS. &e elements (i.e., rij) in
SRNS-RM (i � 1, 2 . . . m; j � 1, 2 . . . n) indicate the rewards
of an AGV reaching nodes in row i and column j. Consider
that there are four obstacle nodes in the SRNS, that is, SRNS-
RM13 � −r, SRNS-RM22 � −r, SRNS-RM23 � −r, and SRNS-
RM33� −r.

3.2.2. Smart Road Network System-Transition Probability
Matrix (SRNS-TPM). &e adjacencies of nodes in SRNSs are
as follows: (1) there are no upper adjacent nodes for the
nodes on the upper edge but only left, lower, and right
adjacent nodes; (2) there are no left adjacent nodes for the

node on the left edge but only top, right, and bottom ad-
jacent nodes; (3) there are no lower adjacent nodes for the
node on the lower edge but only upper, left, and right ad-
jacent nodes; (4) there are no right adjacent nodes for the
node on the right edge but only top, left, and bottom ad-
jacent nodes; (5) there are four adjacent nodes except for the
nodes on edges. In principle, the probabilities are the same
for an AGV entering any adjacent node in an m× n SRNS,
that is, Pij � P[St+1 � j|St � i] � δ, where 0≤ δ ≤ 1. &e
SRNS-TPM is

SRNS − TPM �

P11 P12 P13 . . . P1n

P21 P22 P23 . . . P2n

P31 P32 P33 . . . P3n

. . . . . . . . . . . . . . .

Pm1 Pm2 Pm3 . . . Pmn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (5)

In equation (5), Pij indicates each element of SRNS-
TPM, where i indicates AGV’s current state (i.e., St), and j
indicates its next state (i.e., St+1). &e dimension of SRNS-
TPM is m× n, which is the same as the SRNS and
P11 � P12 � · · · � Pmn � δ; that is, the probability of AGV
entering each adjacent node is the same.

3.2.3. Criteria of the Optimal Policy Selection. &e objective
of the classical MDP is to find the optimal policy that can
reach the goal to maximize the accumulated reward Gt (see
equation (2)). However, AGVs route planning in SRNSs is a
multiobjective combinatorial optimization problem. On
the one hand, the total routes’ length should be minimized;
on the other hand, total routes’ length should be mini-
mized, and AGVs’ traveling time should be the least.
&erefore, the criteria for choosing the optimal policy need
to be modified.

When an AGV enters a node, it uploads coordinates of
the current node to the server through 5G, Bluetooth, or
other wireless technologies, so that the server can know the
location of the AGV in SRNSs.We ignore the size of nodes in
SRNSs, and consider that the distance between every two
adjacent nodes is Ln; the longitudinal length of the AGV is
Lc; and the traveling speed of the AGV is fixed as v. When the
head of the AGV enters a node, the node is occupied, and the
node is released when the tail of the AGV leaves. As shown in
Figure 2, the time for the AGV to pass through every two
adjacent nodes is tc � Ln + Lc/v.

In many SRNSs (e.g., AS/RSs), an AGV can only travel in
four directions, north, east, south, and west, and can only
turn at nodes. It requires deceleration, stopping, autobi-
ography, and acceleration, and the total time for turning is
tu. &e route length from the start node to the goal node is
shown in equation (6). Given that the starting time of an
AGV is 0 s, the total time for the AGV traveling to the goal
node is shown in equation (7).

L � nc − 1(  × Ln, (6)

T � nc − 1(  × tc + nu × tu. (7)
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In equations (6) and (7), nc denotes the total number of
nodes in the route and nu denotes the number of turns in the
route.

Given that the computing time of the server is ts, the
criteria of the optimal policy selection in SRNSs are as
follows:

min πts, (8)

min πL � nc − 1(  × Ln, (9)

min πT � nc − 1(  × tc + nu × tu, (10)

s.t.

ts > 0
nc > 1 an d Ln > 0
0≤ nu ≤ np

tu > 0

np � 1, 2, ..., n.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

Equation (8) indicates that we should reduce route
computing time of the server; equation (9) indicates that
we should shorten routes’ distance of AGVs; equation (10)
indicates that we should minimize the total travel time of
AGVs. In equation (11), np denotes the number of nodes
in an AGV’s route. Due to the fewer turns in AGVs’
routes, with less energy cost of the SRNSs, reducing the
number of turns in AGVs routes can reduce the energy
cost.

3.3. AGVs Route-Planning Approach in SRNSs. &e flow-
chart of AGVs route-planning approach proposed in this
paper is shown in Figure 3, which consists of four parts: (1)
route-planning region segmentation; (2) computing all
shortest routes by training value functions of the regions; (3)
obtaining the feasible routes according to AGVs’ status; and
(4) selecting collision-free routes with the shortest length
and the least travel time.

3.3.1. Route-Planning Region Segmentation. &e most ef-
fective way to speed up training is to reduce the number of
samples. We here proposed a region-segmentation-based
DP algorithm, in which the SRNSs are divided into regions
according to AGVs’ start nodes and their goal nodes. &e
objective is to accelerate the convergence of the DP algo-
rithm by excluding irrelevant nodes. Given the coordinates
of an AGV’s start node (Xs, Ys) and the goal node (Xg, Yg),
the left boundary of an SRNS Xl and the right boundary Xr,
the upper left coordinates of the AGV’s route-planning
region (Xul

AGVi
, Yul

AGVi
), the upper-right coordinates

(Xur
AGVi

, Yur
AGVi

), the coordinates of the lower-left corner

(Xdl
AGVi

, Ydl
AGVi

), the coordinates of the lower right corner
(Xdr

AGVi
, Ydr

AGVi
), the length of the region along the x-direc-

tion Lrow, and the length along the y-direction Lcol, the
AGVs’ route-planning region is defined as follows:

(i) If Xg − Xl <Xr − Xg, that is, an AGV’s goal node is
closer to the left boundary of the SRNS, then

X
ul
AGVi

, Y
ul
AGVi

  � Xl, min Ys, Yg  , (12)

X
ur
AGVi

, Y
ur
AGVi

  � max Xs, Xg , min Ys, Yg  , (13)

X
dl
AGVi

, Y
dl
AGVi

  � Xl, max Ys, Yg  , (14)

X
dr
AGVi

, Y
dr
AGVi

  � max Xs, Xg , max Ys, Yg  , (15)

Lrow � max Xs, Xg  − Xl, (16)

Lcol � Yg − Ys



. (17)

(ii) If Xg − Xl > Xr − Xg, that is, an AGV’s goal node is
closer to the right boundary, then

X
ul
AGVi

, Y
ul
AGVi

  � min Xs, Xg  , min Ys, Yg  , (18)

X
ur
AGVi

, Y
ur
AGVi

  � min Xs, Xg  , max Ys, Yg  , (19)

X
dl
AGVi

, Y
dl
AGVi

  � Xr, min Ys, Yg  , (20)

X
dr
AGVi

, Y
dr
AGVi

  � Xr, max Ys, Yg  , (21)

Lrow � Xr − max Xs, Xg , (22)

Lcol � Yg − Ys



. (23)

&e conventional region-segmentation methods only
focus on locations of AGVs’ start nodes and their goal nodes,
but we take the relationship between them and the left (and
right) boundaries of SRNSs into consideration. Our ap-
proach can reduce the number of samples without losing the
accuracy of route planning. As shown in Figure 4, given that
the start node of an AGV is node 43 (x� 3, y� 5) and the goal
node is node 20 (x� 4, y� 2), the blue line indicates the
feasible route from the start node to the goal node; the yellow
shaded area represents the route-planning region obtained
using the conventional region-segmentation methods,
which does not include the feasible route, and the area in the
red box indicates the region in our approach, which contains
the feasible route.

3.3.2. Training Value Function of the Route-Planning Region.
&ere are two kinds of commonly used DP algorithms:
policy iteration-based DP algorithm and value iteration-
based DP algorithm. &e time of computing route using the
DP algorithm based on policy iteration and value iteration in

Lc Ln

NODE 1

v

NODE 2

v
AGV AGV

Figure 2: Time of AGVs passing through every two adjacent nodes.
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an m×n SRNS (see Figure 1(a)) is shown in Figure 5, where
the blue line denotes the training time of the DP algorithm
based on policy iteration, and the red line denotes that of the
DP algorithm based on value iteration.

As can be seen from Figure 5, the training time of the DP
algorithm based on value iteration is smaller than that of the
DP algorithm based on policy iteration. In this scenario, the
average time for route computing is improved by nearly

97.39%, and when the scales of SRNSs become larger, the
difference of computing time between them becomes bigger.
We employ the value iteration-based DP algorithm because
it can adjust the policy while training rather than after the
value function converges, which greatly reduces the number
of iterations and significantly improves the efficiency of the
algorithm.

&e calculation of the optimal value function (i.e., V∗(s))
is a recursive process (refer to equation (3)). We need to
evaluate the rewards of all adjacent states based on the
current state, and the state with the largest reward is taken as
the next state of the AGV. &e method of computing the
relationship between the current node and all adjacent nodes
is

V
T+1

(s) � 
s+1

p st+1|st, at(  r
st+1
at

+ c × V
T

st+1(  , (24)

where p(st+1|st, at) indicates the probability of taking
action at to transfer to an adjacent state st+1 based on the
current state st; r

st+1
at

is the reward of taking action at to
transfer to state st+1; c is the discount factor, where c ∈ [0, 1];
VT(st+1) is the value of each state adjacent to state st.

Without considering obstacle nodes in SRNSs, the
probability is the same for an AGV traveling to surrounding
nodes; that is, p(st+1|st, at) � 1/4 and c � 1. Equation (24)
can be rewritten as

1

4

0

3

2

X

Y

5

0 1 2 3 4 5 6 7

0 1 2 3 4 5 6 7

8 9 10 11 12 13 14 15

16 17 18 19 20 21 22 23

24 25 26 27 28 29 30 31

32 33 34 35 36 37 38 39

40 41 42 43 44 45 46 47

Figure 4: Conventional and improved region segmentation.

Start

End

Region segmentation based on AGVs’ start
& goal nodes

Computing all shortest routes by
training value functions

Determining route-planning strategies based
on AGVs’ status

Storing locations of obstacle nodes into
obstacle_list = [ ]

Deleting the routes contain obstacle nodes by comparing
with obstacle_list = [ ]

Obtaining the routes by calculating the length
of all shortest routes

storing routes with the minimum length

Selecting the final routes with the least travel time

The AGV is loaded?

Figure 3: Flowchart of the AGVs route-planning approach proposed in this paper.
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V
T+1

�
1
4

× −1 + 1 × V
T
u  + −1 + 1 × V

T
d 

+ −1 + 1 × V
T
l  + −1 + 1 × V

T
r .

(25)

In equation (25), VT
u , VT

d , VT
l , and VT

r denote the state
values of upper, lower, left, and right adjacent nodes of
AGV’s current nodes, respectively.

3.3.3. Route-Planning Strategies Based on Status of AGVs.
&ere are multiple obstacles on AGVs’ routes, and the route-
planning methods of AGVs in different status can be dif-
ferent. Taking AS/RSs as an example [35], as shown in
Figure 6, the height of the bottom shelf from the ground is
75 cm, and the height of each no-load AGV is 50 cm. If an
AGV needs to load, the tray on the AGVwill be lifted to hold
the bottom to lift the shelf. Because the height from the
bottom shelf to the ground is greater than the height of a no-
load AGV, a no-load AGV can pass under the shelve,
whereas a loaded AGV (i.e., an AGV that is carrying a
shelve) can not. So the loaded AGVs should avoid collision
with not only other AGVs but also shelves placed above the
nodes.

If AGVs are loaded, the route-planning method is as
follows: (1) storing locations of obstacle nodes into a list
obstacle_list� [ ] while initializing the environment; (2)
repeating equation (25) to compute the value function of the
route-planning regions and obtaining all feasible routes
from AGVs’ start nodes to their goal nodes; (3) comparing
nodes in all feasible routes with nodes in obstacle_list� [ ]
and deleting the routes that contain obstacle nodes; and (4)
calculating the length of each collision-free route and storing
routes with the minimum length. If AGVs are no-load ones,
it is not necessary to establish obstacle_list� [ ] while ini-
tializing the environment, and we need not compare feasible
routes to obstacle_list� [ ] but only to calculate the length of
all feasible routes.

3.3.4. Obtaining Collision-Free Routes with the Shortest
Length and the Least Travel Time. SRNSs are shaped like
chessboards, and AGVs can travel in four directions: north,
east, south, and west. &erefore, there may be more than one

shortest-distance route from AGVs’ start nodes to their goal
nodes. In some large SRNSs (e.g., AS/RSs), AGVs can only
turn at nodes, and the time of the process becomes longer
with the increase of AGVs’ turning angles. &e fewer angles,
the smaller the time cost and the higher the system efficiency.
We can find routes with the shortest travel time for AGVs
through the following steps:

Step 1. Comparing the angles of each feasible route with
AGVs’ initial directions to determine their departure routes:

θinit � min θstart
1 − θstart

AGV


, θstart

2 − θstart
AGV


,

θstart
3 − θstart

AGV


, θstart

4 − θstart
AGV


.

(26)

In equation (26), θinit indicates the departure angle of
AGVs from start nodes. We take the southward as 0° and
start nodes as the origin; θstart

1 indicates the angle of route 1,
θstart
2 indicates the angle of route 2, θstart

3 indicates the angle
of route 3, and θstart

4 indicates the angle of route 4; θstart
AGV

indicates the angle of AGVs at start nodes.

Step 2. Computing the routes with the shortest travel time,
that is, the routes with the fewest turns: traversing each node of
feasible routes obtained in Step 1, deleting routes that contain
nodes in obstacle_list� [ ], and then judgingwhether a node is a
turn or not in remaining routes. &e method of determining
whether a node is a turn or not is as follows: considering the X
and Y coordinates of upstream and downstream nodes, if a
node satisfies equation (27), it is a turn:
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Figure 5: Curve of convergences between the DP algorithms based on policy iteration and value iteration.
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Figure 6: Height of bottom shelf and no-load AGV in AS/RSs.
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Xi+1 − Xi


≠ Xi − Xi−1


or Yi+1 − Yi


≠ Yi − Yi−1


. (27)

In equation (27), i denotes the number of the current
node, Xi is the X-coordinate of the current node, and Yi is
the Y-coordinate; i + 1 denotes the number of the down-
stream node, Xi+1 is the X-coordinate, and Yi+1 is the Y-
coordinate; i − 1 denotes the number of the upstream node,
Xi−1 is the X-coordinate, and Yi−1 is the Y-coordinate.

4. Simulation Case Studies

Simulation OS is Windows 10, Intel Xeon W-2145 CPU @
3.70GHz x64-based processor; programming software is
Python 3.7.3; rasterized AS/RSs environment parameters are
25×34 Horizontal Row, with 850 nodes in total, Lc � 2.5m
(note: the proposed algorithm is suitable for not only AS/RSs
but also all SRNSs); v � 0.5m/s, and the times for AGVs
traveling between two adjacent nodes (i.e., tc) and turning at
nodes (i.e., tu) are both 5 s.

Case 1. Route planning for an AGV in AS/RSs from a
designated start node to a designated goal node. &e
numbers of obstacle nodes of Figure 7 are as follows:

obstacle_list� [35, 36, 37, 38, 39, 40, 41, 42, 43, 44, . . ., 805,
806, 807, 808, 809, 810, 811, 812, 813, 814]. &e start node of
an AGV is node 56 (x� 22, y� 1), and the goal node is node
639 (x� 27, y� 18). &e process of route planning is as
follows.

4.1. Determining the Route-Planning Region for the AGV.
Based on the start node and the goal node of every AGV and
the AS/RS’s boundary, we use equations (12)–(17) (or
equations (18)–(23)) to obtain the region-segmentation
result, as shown in the blue shaded part in Figure 7.

4.2. Modeling the AS/RS Using the Improved MDP.
According to the definition in equations (16) and (17) (or
equations (22) and (23)), we can obtain the following:
Lrow � 12, Lcol � 18, r � 10, and ε � 1, and the probability of
AGV traveling towards the node adjacent to the current
node (i.e., state transition) p � 1/4. Based on equations (4)
and (5), SRNS-RM and SRNS-TPM are as follows:

PBS − RM �

r1,1 � −1 r1,2 � −10 r1,3 � −10 · · · r1,12 � −1

r2,1 � −1 r2,2 � −10 r2,3 � −10 · · · r2,12 � −1

r3,1 � −1 r3,2 � −1 r3,3 � −1 · · · r3,12 � −1

· · · · · · · · · · · · · · ·

r18,1 � −1 r18,2 � −1 r18,3 � −1 · · · r18,12 � +100

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, PBS − TPM

�

P1,1 �
1
4

P1,2 �
1
4

P1,3 �
1
4

· · · P1,12 �
1
4

P2,1 �
1
4

P2,2 �
1
4

P2,2 �
1
4

P2,3 �
1
4

P2,12 �
1
4

P3,1 �
1
4

P3,2 �
1
4

P3,2 �
1
4

P3,3 �
1
4

P3,12 �
1
4

· · · · · · · · · · · · · · ·

P18,1 �
1
4

P18,2 �
1
4

P18,2 �
1
4

P18,3 �
1
4

P18,12 �
1
4

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(28)

4.3. Obtaining All the Equidistant Shortest Routes. By using
the value iteration-based DP algorithm (see equation (25)),
we can obtain all the feasible routes from AGV’s start node
to its goal node, as shown in Figures 8(a)–8(f).

4.4. Selecting a Route with the Least Travel Time. &e route of
an AGV in SRNS can be presented as S(T), where S indicates
the set of nodes’ numbers in AGV’s route, and T indicates the
set of time when the AGV passes the nodes. We can choose
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Figure 7: AGV’s route-planning region (from node 56 (x� 22, y� 1) to node 639 (x� 27, y� 18)).
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Figure 8: Continued.
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routes with the least AGV turning angle using (22) and obtain a
route with the least turning nodes using equation (23), as
shown in Figure 9. &e comparison of route computing time
between the algorithm proposed in this paper and the classical
DP algorithm is shown in Figure 10, where the blue line
represents the classical DP algorithm and the red the algorithm
proposed in this paper.

As shown in Figure 10, the route computing time of the
classical DP algorithm is 0.8756 s, the time of the algorithm
proposed in this paper is 0.1233 s, and it reduces the route
computing time (i.e., tc) by nearly 85.92%. &en, we
compare the route computing time of the classical DP al-
gorithm and our algorithm in SRNSs of different sizes (see
Figure 11).

As shown in Figure 11, the algorithm proposed in this
paper greatly reduces route computing time of AGVs and
significantly improves route-planning algorithm’s efficiency,
and the larger the SRNSs, the more obvious the advantages
of the proposed algorithm.

Case 2. Route planning for loaded AGVs and a no-load
AGV in AS/RSs. Consider the start node of an AGV to be
node 23 (x � 23, y � 0) and the goal node to be node 435
(x � 27, y � 12). If the AGV is loaded, it should avoid
shelves located on nodes while traveling, and we need to
build obstacle_list � [ ]. &en, we compute route-planning
regions using equations (8)–(13) (or equations (14)–(19))
and repeatedly employ equation (21) to obtain all the
feasible routes for the AGV from the start node to the goal
node. Finally, we obtain the route with the shortest travel
time according to equations (22) and (23), as indicated by
the red line in Figure 12. If the AGV is a no-load one, it
does not need to avoid shelves while traveling. We omit

the process of building obstacle_list � [ ] and directly use
the region-segmentation DP algorithm to obtain the route
with the shortest length and travel time, as the blue line
shows in Figure 12.

As shown in Figure 12, although the start node and the goal
node of loaded and no-load AGV are the same, the number of
turns in routes, the length of the route, and the traveling time of
the AGV are different, and the comparison results are as
follows.

(d) (e) (f )

Figure 8: All feasible routes from AGV’s start node to its goal node.
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Figure 9: AGV’s route that has the shortest distance and the least
travel time.
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As shown in Table 1, (i) when the AGV is loaded, the
number of turns is 2, the length of the route is 70m, and
AGV’s travel time is 150 s; (ii) when the AGV is a no-load
one, the number of turns is 1, the length of the route is 40m,
and AGV’s travel time is 85s. In this scenario, the algorithm
proposed in this paper improves the routes computing time
(i.e., tc) by nearly 43.33%.

5. Conclusions

&is paper proposes an AGVs route-planning approach in
large SRNSs based on a region-segmentation Dynamic
Programming algorithm. First, we use the improvedMDP to
model the large SRNSs. &en, the large SRNSs are divided
into several route-planning regions according to AGVs’ start
nodes and their goal nodes, the objective is to narrow the
range of searching routes and reduce the number of samples,
and this step significantly improved the route-planning
speed. Since more travel time and energy cost can be caused
by AGVs’ turns, we compute the absolute value of angle
deviation between each feasible route to AGVs’ initial di-
rections to choose the candidate routes, and then the route
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Figure 10: Comparison of route computing time between the classical DP algorithm and our algorithm.
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Figure 12: Route-planning results according to AGV’s status
(loaded or no-load).

Table 1: All feasible routes from AGV’s start node to its goal node.

Number
of turns

Length of
the route (m)

AGV’s
travel time (s)

Loaded AGV 2 70 150
No-load AGV 1 40 85

Scientific Programming 11



with the least turns is selected as the optimal one. Compared
with the conventional Dynamic Programming algorithm,
the algorithm proposed in this paper greatly improves the
efficiency of route planning in large SRNSs.

Data Availability

&e data set used to support the simulation studies of this
paper is available from the corresponding author upon
request.
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Construction project cost prediction is an important function in construction-related fields; it can provide an important basis for
project feasibility study and design scheme comparison and selection, and its accuracy will directly affect the investment decision
of the project. *e successful realization of construction cost prediction can bring great convenience to the control and
management of construction cost. *e purpose of this paper is to study a fast, accurate, convenient, deducible, and rational
construction project cost prediction method, to provide a basis for the cost management of the whole life cycle of the project.
*erefore, this paper uses particle swarm optimization algorithm to improve BP neural network and proposes a novel con-
struction project cost prediction algorithm based on particle swarm optimization-guided BP neural network. Aiming at the defects
of BP neural network updating weights and thresholds with the gradient descent method, this paper uses the advantages of particle
swarm optimization in the field of parameter optimization to optimize BP neural network with PSO algorithm.*e structure of BP
neural network weights and the threshold of each neuron in the coding, through intelligent search for each particle, find the most
suitable weights and thresholds, so that the BP neural network has faster convergence speed, better generalization ability, and
higher prediction precision. Simulation results also show that the proposed algorithm is competitive enough.

1. Introduction

Construction project management [1–3] primarily consists
of preliminary investment estimation [4, 5], plan design
expansion design [6], construction drawing design [7], stage
design budget, project budget in the bidding stage, project
settlement, and project final accounts after completion,
among other things. *e investment estimation of con-
struction costs [8–10] is the focus of construction project
management. *e profitability of a project is determined by
the investment estimate of the construction cost [11]. *e
cost of construction and installation works, or the cost of
construction works, plays a significant role in estimating the
investment value of construction projects. As a result, es-
timating the cost of a construction project is crucial [12].

Predicting the cost of a construction project [13] is an
important topic in the construction industry. It can serve as a
solid foundation for project feasibility studies and design
alternatives. Its precision has a direct impact on project

investment decisions. *e successful implementation of
construction project cost prediction can improve the control
and management of construction project costs, making it a
valuable research topic.

*e cost of a construction project is forecasted using
historical data from similar projects and mathematical
models. In the past, traditional statistical analysis [14–16]
and simple regression theory [17] were frequently used to
predict construction project costs [18], using moving
smoothing, linear regression, or the unit index method, for
example. We discovered through extensive scientific re-
search that the traditional construction engineering cost
estimation method has several flaws, including low calcu-
lation accuracy and long calculation times. Since the
influencing factors of construction project cost are many and
complicated, and the data collected on the past project cost
has high randomness and ambiguity. Also, when selecting
indicators for estimation, most of the indicators have a
certain degree of consistency. It refers to a geographical area
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or the construction industry. *e uniformity in the field, for
example, did not take into account the management level,
professional capabilities of the travel industry unit, as well as
project quality, safety, and construction period, and was
unable to adapt well to the market economic system. As a
result, traditional construction project cost forecasting
[19, 20] often fails to achieve satisfactory accuracy, and it
often takes a long time. *e construction project cost pre-
diction loses its practical significance as a result of its low
precision and time-consuming nature.

*e realization of high-precision cost forecasting
through mathematical modeling has piqued the interest of
industry professionals and academics [21, 22], thanks to the
rapid advancement of computer and neural network tech-
nologies [23–25]. Certain mathematical models and related
historical engineering data are used to make the construc-
tion cost forecast. *e BP neural network [26] is a relatively
simple mathematical model in comparison to other learning
models, but it has a lot of application value in project cost
prediction. However, the traditional BP neural network
prediction model has defects such as low calculation ac-
curacy, poor stability, and insufficient generalization ability.
*erefore, this paper intends to use the combination of
particle swarm optimization algorithm and BP neural net-
work to quickly predict the project cost.

*e main contributions of this article are as follows:

(1) *is paper proposes a novel construction project cost
prediction algorithm based on particle swarm op-
timization-guided BP neural network, which can
predict the construction project cost more accurately
and provide a basis for the cost management of the
whole life cycle of the project.

(2) *is paper uses the advantages of particle swarm
optimization in the field of parameter optimization
to optimize the BP neural network through the PSO
algorithm.*at is, to code the weights and thresholds
between the neurons in the BP neural network
structure, and find the most suitable weights and
thresholds through the intelligent search of each
particle, so that the BP neural network has a faster
convergence speed, stronger generalization ability,
and higher prediction accuracy.

*e rest of this article is organized as follows: Section 2
introduces the background of the research. Section 3 in-
troduces the principle of the proposed algorithm in detail.
Section 4 provides the experimental results. In Section 5, a
conclusion based on this work is given.

2. Background

Construction project cost prediction is a very important
aspect of work in the construction engineering industry, and
it is very important in the management of construction
projects. *e prediction of construction project cost often
occurs in the early stage of project construction. It is the
basis of the feasibility study of construction projects and the
important basis for the comparison and selection of design
schemes, which will directly affect the investment decision of

the project. In view of the timely accuracy required for
project investment decision-making, therefore, the accuracy
and effectiveness of construction project cost forecasts are of
vital importance.

In the past, the prediction of construction project cost
was mainly achieved through the unit index method, that is,
according to the characteristics, structure, and scale of the
project, the corresponding forecasting index was applied,
calculated, and summarized. *e whole process is relatively
complicated and time consuming; at the same time, this set
of forecasting schemes also has the problem that the fore-
casting accuracy is difficult to guarantee. *e unit index
method is used to predict the construction project cost. *e
index system is unified by the local or industry, each
project’s construction management level and construction
site conditions are not uniform, and they have strong in-
dividualism.*erefore, the use of the unit indexmethod fails
to fully consider the individuality of each single project,
which leads to the insufficient accuracy of the method for
predicting the construction project cost.

In recent years, many domestic and foreign experts and
scholars have proposed a new method of construction
project cost prediction in order to achieve accurate and rapid
construction cost forecasting, that is, forecasting based on
traditional statistical analysis methods. Most of these re-
searchers have adopted methods such as probability theory
and linear regression to quickly predict the cost of con-
struction projects. *ese forecasting technologies can often
realize the forecast of construction project cost under certain
conditions; but, they often have problems such as low
forecasting accuracy and time-consuming forecasting, and
their generalization ability is poor, and their application
prospects are not good.

Many researchers are focusing their efforts on con-
struction cost prediction, and it is difficult to find a more
suitable mathematical model to achieve satisfactory con-
struction cost prediction accuracy and speed. *e previous
unit index method had an index system that was uniformly
formulated by localities or industries and had poor
marketability. It is often difficult to consider the unique
construction management circumstances of each project,
and it has no promotional value. Traditional statistical
analysis methods, such as linear regression analysis, are
difficult to use and time consuming. In recent years, with
the advancement of science and technology, the devel-
opment of computer science and artificial intelligence
theory, some intelligent mathematical theoretical models
have been gradually applied to the application of these
theories in the construction cost forecasting, and certain
effects have been achieved. For example, with the devel-
opment of the construction project cost prediction model
based on artificial neural network prediction with higher
prediction accuracy, the prediction speed is also faster.
However, these research results are often due to the un-
reasonable construction of the project cost index system or
the lack of clear selection of case projects, resulting in poor
universality of the research results. *ere are still many
problems to be solved in the prediction of construction
project cost.
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3. Methodology

3.1. Project Costs. *e estimated or actual expenditure of
the construction project during the construction period is
referred to as project cost. In today’s market, project cost
can take on two different meanings depending on the
supply and demand objects. *e total fixed asset invest-
ment cost of the expected or actual expenditure of a
project is analyzed from the perspective of the investor
(owner). Investors must complete a series of activities,
including investment decision-making, survey and design,
bidding, construction, and completion and acceptance, in
order to obtain the expected benefits of an investment
project. *e project cost refers to the total cost of the above
activities. From this perspective, the project cost is the
total investment in fixed assets of the construction project,
as shown in Figure 1.

From the standpoint of market exchanges, the contract
price of construction projects formed by the market is re-
ferred to as project cost. It is a common and important type
of project cost. Using the construction project as the
transaction object, the market forms the price agreed upon
by the main body of demand (investors) and the main body
of supply (contractors)—construction and installation
project costs, through the contract transaction (most con-
tract parties bid, and the contractor bids), on the basis of
multiple estimates.

From the above content, we can see that the meaning
of the project cost changes with the change of the
construction object. In fact, the two meanings grasp the
essence of the project cost from different perspectives.
For the investor (owner), the project cost not only in-
volves the construction of a project to pay all the costs, in
addition to the contract price, but also includes the
construction of early investment management fees,
consulting fees, research and test fees, environmental
impact assessment fees, reserve fees, and interest gen-
erated in the construction period and other costs. But for
the contractor, the cost of the construction project refers
to the cost of the construction and installation project
signed with the investor (owner). For the whole con-
struction project, the cost of construction and installa-
tion can account for 65–70% of the total cost, and other
costs are calculated based on the cost of construction and
installation. *erefore, this paper takes the second
meaning of construction installation project cost as the
research object.

It is the construction and installation project in-
vestment in the construction project investment, as well
as a component of the project cost, from the perspective
of investment. It is a price determined by the market and
agreed upon by the investor and the construction party in
the context of market transactions. *e cost of con-
struction and installation projects refers to the costs of
the project’s construction, supporting projects, and
production equipment installation. *e structure is
depicted in Figure 2.

3.2. Particle Swarm Optimization Algorithm

3.2.1. Mathematical Description of PSO. *e goal of particle
swarm optimization (PSO) is to set the initial position and
speed of a swarm of random particles, then find the best
solution using a constant iterative search under certain
conditions. It is a clever algorithm that is based on group
behavior. Bird behavior appears to be under some control,
according to research into their flight characteristics. *ere
appears to be some relationship between individuals and
between individuals and groups under this control, and the
birds rely on this connection for food.

Suppose that in a D-dimensional target search space, there
are n particles that represent the possible solutions of the
problem, that is to say, the position of the particle is the
possible solution of the research problem in the D-dimen-
sional space.*e population isX � x1, x2, . . . , xd , where the
position and velocity of the particle i are Xi � xi1, xi2,

. . . xi d}, i � 1, 2, . . . , n, Vi � vi1, vi2, . . . vi d , i � 1, 2, . . . , n

and the particles will be updated in the iterative process
according to the optimal solution. One is the best positionPbest
of the individual searched by the particle, that is,Pi � pi1,

pi2, . . . pi d}, i � 1, 2, . . . , n, and the other one is the best
position Gbest determined by the population search, that is,
Pg � pg1, pg2, . . . pg d , g � 1, 2, . . . , n. When the i-th par-
ticle finds the abovementioned best extreme point, the velocity
of the particle and the position of the next iteration are
updated according to the following equation:

v
k+1
i d � v

k
i d + c1r1 P

k
i d − X

k
i d  + c2r2 P

k
gd − X

k
i d ,

X
k+1
i d � X

k
i d + v

k+1
i d ,

(1)

where k is the number of iterations and c1 and c2 are ac-
celeration constants, namely, learning factors. c1 mainly
adjusts the step size of the particle flying to its own best
position, c2 mainly adjusts the step size of the particle flying
to the global best position, r1 and r2 are random numbers
evenly distributed between 0 and 1.

In order to improve the search ability of particles, a
particle swarm algorithm with inertia weight is proposed,
and the inertia weight factor ω is introduced to the initial
velocity of each iteration of the particles:

v
k+1
i d � ωv

k
i d + c1r1 P

k
i d − X

k
i d  + c2r2 P

k
g d − X

k
i d . (2)

*e introduction of inertial weight can affect the opti-
mization ability of particles. Specifically, a larger ω can
improve the global search ability of the algorithm, and a
smaller ω can improve the local search ability of the algo-
rithm. According to the different forms of inertial weight ω,
a variety of particle swarm algorithms have been produced.
Common ones include adaptive weights, linearly decreasing
weights, and random weight algorithms. *is paper uses
linearly decreasing inertia weights, and the weight change
formula is as follows:

ω � ωmax −
t∗ ωmax − ωmin( 

tmax
. (3)
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3.2.2. Optimization Process of PSO. *e PSO algorithm flow
is shown in Algorithm 1.

3.3. Project Cost Prediction Model. BP neural network al-
gorithm is a single point search method based on gradient
descent of error function, which has no global search ability.
*erefore, in the process of learning and training of BP
neural network, it is inevitable that there will be poor ro-
bustness, slow convergence speed, poor generalization
ability, and other shortcomings. However, the PSO algo-
rithm has the advantages of simple structure, large search
range, strong robustness, fast convergence, and so on, and
can solve most global optimal solutions. *erefore, this
study combines the advantages of the two and establishes a

project cost prediction model based on PSO optimization
and BP neural network parameters.

In the modeling process of the BP neural network, two
key numbers need to be set: weight ω and threshold θ, which
are a group of random values and easily fall into local
minimum values. *e training of weights and thresholds is
actually a complex problem to find the optimal parameters.
*e gradient descent method is used to update the con-
nection weights and thresholds. Even if there is a slight
change in weights and thresholds, the neural network will
get completely different operating results.*e determination
and optimization of these two factors determine the gen-
eralization ability and stability of the model to a great extent.
To optimize the BP network through the PSO algorithm, it is
necessary to encode the weights and thresholds among each

Project
Costs

Construction
Investment

Interest during
construction period

Engineering
cost

Other fee

Reserve

Construction and installation
engineering costs

Purchase cost of equipment
and tools

Basic
reserve

Reserve fee for price
increase

Figure 1: Composition of the project cost.

Construction and
installation

engineering costs 

Labor cost

Material fee

Construction equipment usage fee

Enterprise management fee

Profit

Divided by cost components

Regular fee

Taxes

Sub-item engineering cost

Measure item fee

Other project fees

Divided by cost formation

Figure 2: Composition of construction and installation engineering costs.
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neuron in the structure of the BP network, and search each
particle intelligently to find the most appropriate weights
and thresholds, so that the BP neural network has faster
convergence speed and better generalization ability.

*e individual in the PSO algorithm corresponds to the
initial weight parameters of each layer of the BP network,
and the weight coefficient of each layer is adjusted by the
particle swarm algorithm. When the termination condition
is met, the search is stopped. *e structure of the BP neural
network proposed in this paper is i − b − j. *ere are i∗ b

weights connecting the input layer and the hidden layer,
b∗ j weights connecting the hidden layer and the output
layer, and the number of hidden layer thresholds is b., *ere
are j thresholds in the output layer, so the dimension of the
particle is d � i∗ b + b∗ j + b + j. *e fitness function F of
PSO is expressed in the following equation:

F �
1

M


M

i�1


N

j�1
yij − xij 

2
, (4)

where M is the total number of input learning samples, N is
the number of output nodes, yij is the actual output value of

the corresponding parameter, and xij is the expected output
value of the corresponding parameter. *erefore, the model
of the construction project cost prediction algorithm based
on particle swarm optimization-guided BP neural network is
shown in Figure 3.

4. Experiments and Results

4.1. Experimental Setup. *e Matlab 2018b platform is used
to simulate and analyze the construction project cost pre-
diction model developed in this study. It is created using a
matrix system. Its instruction expression is similar to

Steps of specific operation
Step 1: set parameters such as ω, N, c1 and c2, termination conditions in the algorithm.
Step 2: initialize the population, including random positions and speeds.
Step 3: evaluate the fitness value of the particle fitness.
Step 4: the fitness value of each particle is compared with the best position (individual extreme value) it has passed. If the current

fitness value is better, its position is taken as the current best position Pbest.
Step 5: similarly, the fitness value of each particle is compared with the global best position it has passed, and if the current fitness value

is better, its location is taken as the current global best position Gbest.
Step 6: update the speed and position of particles.
Step 7: determine whether the termination conditions are met, if not, return to the third step to continue the iterative update.

Otherwise, the Pbest corresponding to the current fitness value is output as the global optimal solution, and the search is stopped.

ALGORITHM 1: Flow of particle swarm algorithm.

input

Determine the BP
network structure 

Initialize BP network and
particle swarm parameters 

Calculate the fitness
of each particle 

Determine the individual optimal position P and
the global optimal position G 

Update the velocity and
position of particles 

Reach accuracy and maximum
number of iterations? 

Prediction

Prediction result

Figure 3: Schematic diagram of the model of construction project cost prediction algorithm based on particle swarm optimization-guided
BP neural network.

Table 1: Hyperparameter setting.
.trainParam.goal� 0.1
.trainParam.epochs� 300
.trainParam.show� 20
.trainParam.mc� 0.95
.trainParam.lr� 0.05
.trainParam.min_grad� 1e− 6
.trainParam.min_fail� 5
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engineering mathematics language, reducing the time-
consuming challenges connected with programming in
language and other languages. It greatly reduces the number
of programming sentences and improves the efficiency of
computing. It is a type of powerful mathematical software
that is well-suited for mathematical modeling and the
processing of extremely complex mathematical operations.
A large number of toolboxes are preinstalled, and users can
name them as needed. In addition, the operating system used
is Windows 10, and the parameter settings of the improved
BP neural network are shown in Table 1.

4.2. Dataset. *e data selected in this paper are from the
final accounting data of a real estate enterprise’s existing
project in Jiangsu. We obtained the final account data of 240
completed high-rise residential projects constructed by the
real estate company in Jiangsu in the past three years. After
eliminating unnecessary and redundant information, 227

sets of valid training samples were obtained. In Section 3.1,
the high-rise residential project cost prediction index in-
cludes numerical quantitative index and character qualita-
tive index. For the selected sample data, quantitative
indicators such as floor area and number of floors can be
directly input according to the actual engineering data, but
qualitative indicators such as basic types and interior wall
decoration cannot be directly input. It makes it simple for
the prediction model to learn and train on the sample data.
*e unilateral cost Y is taken as the output set, and the
remaining indicators X1 X17 are taken as the input set. *e
data of qualitative indicators of character type after quan-
titative processing are shown in Table 2.

4.3. Evaluation Index. In this paper, the relative error and
the relative error of the average absolute value are used to
reflect the influence of different algorithms on the prediction
effect of the model. *e calculation equation is as follows:

Table 2: Examples of data sets.

ID X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 X13 X14 X15 X16 X17 Y

1 52364.12 6321.23 31 2 2.8 95.3 4 104 0 4 3 1 1 3 1 4 4 3125.21
2 71256.23 4215.74 31 1 2.9 100 4 105 1 4 3 2 1 3 2 4 4 2369.23
... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ... ...
227 25456.39 1423.05 33 3 2.9 99.3 4 108 2 3 3 1 1 3 1 3 4 3253.24

Table 3: Comparison of prediction results of different algorithms.

Test sample True value
Predictive value

BP ARIMA Ours
214 2263.21 2305.32 2301.25 2271.23
219 2314.20 2412.23 2501.25 2319.22
220 2514.63 2519.65 2501.36 2515.23
222 2412.22 2432.33 2438.52 2410.25
225 2272.58 2289.25 2279.01 2274.36

219 220 222 225214
Test number

2200

2250

2300

2350

2400

2450

2500

2550

Co
st

Real
Prediction

Figure 4: Forecast curve.

6 Scientific Programming



δ �
Ti − Fi

Ti

,

MAPE �
1
m



m

i�1
|δ| × 100%,

(5)

where Ti and Fi represent the actual value and predicted
value of the i-th sample, respectively, and m represents the
number of test samples.

4.4. Forecast Result Analysis. According to the input set of
the prediction model obtained above, 20% of the 227 sets of
data were first selected as test data, and then the remaining
80% of the data were used as training data to train the model.
BP neural network and PSO-BP neural network are used to
simulate and predict the construction cost, respectively. *e
prediction comparison results are shown in Table 3.

*e prediction model that optimizes the BP neural
network parameters through the PSO algorithm is signifi-
cantly better than the single BP neural network model in
terms of predictive stability, as shown in Table 3 and Fig-
ure 4, and the model is more stable. Simultaneously, the
relative errors of the three models can be controlled within
10%, and the prediction effects of the three models are
excellent, as shown in Table 3. Forecast accuracy can be
achieved during the investment decision-making stage. *e
optimized PSO-BP model, on the other hand, is significantly
less accurate than the BP neural network, and the BP neural
network’s error is lower than the ARIMA model, as de-
termined by the average absolute relative error of the test
samples. *us, the high-rise residential project cost pre-
diction model based on PSO-BP neural network performs
better in terms of error control and prediction accuracy.

*e results show that the BP neural network model with
optimized parameters has a good application effect in cost
prediction. For the construction project cost prediction, the
prediction model based on PSO optimization BP neural net-
work parameters has a good guiding significance, and it is very
suitable for the preliminary construction cost prediction.

4.5. Ablation Experiments. In order to further verify the
effectiveness and superiority of the algorithm in this section,
this section conducts the particle swarm optimization al-
gorithm to improve the ablation experiment of the BP neural
network. Let “PSO” represent the particle swarm algorithm,
the results of the ablation experiment are shown in Table 4.

It can be clearly seen from Table 4 that the average
absolute percentage error of using only the BP network is the

largest. Secondly, the MAPE of PSO is lower than that of the
BP network, but no matter what, BP +PSP has achieved the
best prediction performance. *is again proves the supe-
riority of the algorithm in this paper.

5. Conclusion

In this paper, a fast, accurate, convenient, and reasonable
construction project cost forecasting method to provide a
basis for the cost management of the whole life cycle of the
project has been studied. *erefore, this paper improves the
BP neural network through the particle swarm optimization
algorithm, and proposes a novel construction project cost
prediction algorithm based on the particle swarm optimi-
zation-guided BP neural network. Aiming at the defects of
the BP neural network using gradient descent method to
update weights and thresholds, this paper uses the advan-
tages of the particle swarm algorithm in the field of pa-
rameter optimization to optimize the BP neural network
through PSO algorithm. *at is, to code the weights and
thresholds between the neurons in the BP neural network
structure, and find the most suitable weights and thresholds
through the intelligent search of each particle, so that the BP
neural network has a faster convergence speed. Stronger
generalization ability, higher prediction accuracy, and
simulation experiments also show that the discussed algo-
rithm has competitive performance.

In addition, considering that the current work is time
series data, in the next work, an attempt will be made to use
the LSTM network to continue the research.
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For the problems of low accuracy and low efficiency of most load forecasting methods, a load forecasting method based on
improved deep learning in cloud computing environment is proposed. Firstly, the preprocessed data set is divided into several
data partitions with relatively balanced data volume through spatial grid, so as to better detect abnormal data. .en, the density
peak clustering algorithm based on spark is used to detect abnormal data in each partition, and the local clusters and abnormal
points are merged. .e parallel processing of data is realized by using spark cluster computing platform. Finally, the deep belief
network is used for load classification, and the classification results are input into the empirical mode decomposition-gating
recurrent unit network model, and the load prediction results are obtained through learning. Based on the load data of a power
grid, the experimental results demonstrate that the mean prediction error of the proposed method is basically controlled within
3% in the short term and 0.023MW, 19.75%, and 2.76% in the long term, which are better than other comparison methods, and
the parallel performance is good, which has a certain feasibility.

1. Introduction

With the vigorous development of social and economic level,
the power consumption of industry, commerce, and resi-
dents in the power grid shows the characteristics of rapid
growth. Due to the different production processes and peak
and valley periods of power consumption among different
industries, there are certain differences in load character-
istics among different users [1, 2]. At the same time, the load
characteristics of power users also change with seasonal
changes, weather changes, characteristic days, power con-
sumption areas, and other factors. Some loads fluctuate
violently in a short time and there is a great peak valley
difference [3]. Accurately analyze the load characteristics
and make corresponding prediction, which can not only
improve the power supply economic benefits of the power
grid but also help the power grid provide strong decision
support in optimizing energy structure and rational allo-
cation of resources [4, 5]. .erefore, how to

comprehensively analyze the power load characteristics to
achieve accurate load forecasting has become an important
and difficult research.

On the other hand, due to the extensive use of sensors
and smart meters in the power grid, it can quickly obtain
massive power consumption data with high dimension and
fine granularity, thus forming user power big data. .e load
big data contains rich user characteristic information, which
can be deeply mined to give full play to its maximum value
[6, 7]. At present, the commonly used load data analysis and
application methods can include two types. .e first type of
method is time series analysis method, such as multiple
linear regression, autoregressive moving average model, and
other methods. .is method requires that the time series
used for calculation be relatively stable. It is generally
suitable for long-term load forecasting with stable growth,
and it is difficult to be applied to short-term load with
frequent fluctuations [8, 9]. .e second type is artificial
intelligence technology represented by neural network and
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its improved combination method. .is method has good
overall prediction performance but does not consider the
characteristics of different time periods and different load
types, and its efficiency needs to be improved when dealing
with huge data volume and complex data structure [10].

In view of the unsatisfactory performance of existing
methods in power grid load forecasting, a power grid load
forecasting method based on improved deep learning in
cloud computing environment is proposed. Its innovations
are summarized as follows:

(1) Due to the high time complexity of the fast density
peak algorithm, the proposed method divides the
data set to be clustered into multiple data partitions
with relatively balanced data volume through spatial
grid and designs a parallel algorithm by using spark
parallel programming model. .e power load is
detected in parallel in the data partition corre-
sponding to each computing node, and the detected
abnormal point set is combined, so as to reduce the
computational complexity and ensure the accuracy
of abnormal data detection.

(2) For full use of the massive data of power grid load
and considering the periodicity and regularity of
load itself, the proposed method finds the com-
monness between load data through fuzzy c-means
clustering algorithm and inputs it into deep belief
network (DBN) to classify the daily load to be
measured.

(3) For the high nonlinearity and instability of power
load series caused by the superposition of various
influencing factors, the proposed method combines
empirical mode decomposition (EMD) and gated
recurrent unit (GRU) to predict load. It avoids the
random errors caused by modeling and forecasting
the decomposed subsequences, respectively, so as to
predict the load more accurately and quickly.

2. Related Research

Load forecasting is a process to predict the future load
change and explore the dynamic and internal law of load
data by analyzing the historical load series [11]. In recent
years, academia has carried out a lot of research work on
load forecasting methods. Most of the existing research
results include three categories: traditional methods, arti-
ficial intelligence methods, and combined prediction
methods [12].

Among them, traditional load forecasting method includes
time series method and multiple linear regression method [13],
which can show good performance in processing general load
data, but when analyzing high-dimensional and complex power
load data, the prediction accuracy is lacking, and the analysis
efficiency is not high..e artificial intelligence and combination
method play a great role in improving the performance of
power grid load forecasting. Artificial intelligence methods
include gray theory and support vector machine. For example,
[14] constructs a gray correlation analysis model based on

interval gray effective information transformation, optimizes
the resolution of traditional gray, and puts forward a multi-
variable gray model to predict interval gray series, so as to
effectively deal with the data prediction problem in big data.
Reference [15] proposed a load forecasting method based on
deep learning method for heat load demand, which has higher
accuracy than the linear model of automatic feature selection,
but the amount of calculation is relatively large. Reference [16]
proposed a sequence to sequence recurrent neural network with
attention to power load forecasting to capture the time de-
pendence in load data. When dealing with huge and complex
load data, a single artificial intelligence method can achieve
good analysis performance in one aspect, but the overall load
forecasting performance is not ideal.

.e development of artificial intelligence technology
promotes the continuous optimization of load forecasting.
.e combined forecasting method includes model combi-
nation in forecasting mechanism and weighted combination
of forecasting results [17]. For example, [18] proposed two
data preprocessing methods based on wavelet transform to
extract data features, combined with least squares support
vector machine learning engine and improved virus colony
search algorithm to achieve accurate load prediction, but the
prediction time range is limited. Reference [19] proposed a
load forecasting method based on gated recurrent unit
(GRU) combined with deep learning idea. Based on deep
learning, different types of load influencing factors are
processed, and the gated cyclic unit network is introduced to
process the historical load series with time series charac-
teristics, so as to finally complete the load forecasting.
However, this method depends on data timing and needs
more data preprocessing. Reference [20] proposed a short-
term load forecasting combination method combining fuzzy
time series and convolutional neural networks (CNN). By
using the images created by the sequence values of multi-
variate time series and combined with CNN model, the
relevant important parameters are automatically determined
and extracted to accurately complete the load forecasting.
Reference [21] proposed long-term and short-termmemory,
multilayer perceptron, and CNN to learn the relationship in
the time series, but it is highly dependent on the load data in
terms of capture time. Reference [22] realizes fast and ac-
curate short-term load forecasting based on stacking factor
condition limited Boltzmannmachine and condition limited
Boltzmann machine, but the model is complex and the
processing efficiency is poor. .e role of cloud computing
environment on big data processing efficiency has not been
deeply considered.

To sum up, the existing methods are difficult to give
consideration to both prediction efficiency and accuracy in
the process of load forecasting. .erefore, a power grid load
forecasting method based on improved deep learning al-
gorithm in cloud computing environment is proposed. In
spark cluster computing platform, fuzzy C-means clustering
is used tomine the relationship between data, DBN is used to
realize load classification, and the classified load information
is input into EMD-GRU combination model to complete
load forecasting.
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3. Proposed Method

3.1. Overall Framework. Spark is a fast and general cluster
computing platform. Its main feature is that it can perform
operations in memory and has high processing efficiency.
Under the spark framework, combined with the cluster
analysis method in data mining technology, a load fore-
casting method based on improved deep learning is pro-
posed, and its process is shown in Figure 1.

Firstly, the preprocessed load data is partitioned through
spark to better detect abnormal data..en, in each partition,
the density peak clustering algorithm is used to detect ab-
normal data, eliminate bad data, and reduce the impact of
data on load forecasting. At the same time, combined with
the main influencing factors and typical load types, DBN is
used to classify different loads and determine the load
category for forecast days. Finally, the load type and original
load for forecast days are input into the EMD-GRU model
for learning and training, so as to quickly match the cor-
responding model to realize load forecasting.

3.2. Load Data Preprocessing. In the power grid, the load
data is measured by various sensors, and individual data is
often lost or distorted due to collection, transmission,
storage, and other factors. Before starting the prediction, the
data needs to be preprocessed [23].

For the processing of missing data, the average method is
generally used to fill in the missing value. .e calculation is
as follows:

Lt �
Lt−1 + Lt+1

2
, (1)

where Lt is the filling value at time t; Lt−1 and Lt+1 represent
the load values of the previous time and the next time,
respectively. When the data at the beginning and end of the
sequence is missing, the trend extrapolation method can be
used for completion; and it is necessary to distinguish the
authenticity of data values to improve the accuracy of
prediction, that is, to identify and correct abnormal data.
Abnormal data can be processed by rough Sugar Set .eory
and wavelet theory.

.e dimensions of the data are processed uniformly, and
the values of load influencing factors are normalized to the
[0, 1] interval; that is,

xi �
xi − xmin

xi − xmax
, (2)

where xi and xi are normalized values before and after
normalization; xmax and xmin are the maximum value and
minimum value in the data sequence, respectively.

3.3. LoadData Partition. .e parallel detection algorithm of
abnormal data based on Spark density peak clustering can
divide the data space into spatial grids. After division, when
calculating the local density of data objects, only the sample
data objects in the grid cells and the sample data objects in
adjacent grid cells need to be considered, which greatly
reduces the time complexity of the algorithm [24].

In order to divide the data evenly and with the load of
each computing node being relatively balanced, to better
detect abnormal data, the parallel abnormal data detection
algorithm based on Spark density peak clustering uses
K-dimensional tree (KD-tree) algorithm to divide the data
space into multiple grid cells with roughly the same number
of data objects.

When partitioning a data set, some data objects need to
be assigned to multiple different partitions at the same time.
.is is because for the critical points in the grid cell after
partitioning and because some adjacent data points within
the neighborhood of their density intercept are not in the
grid cell but in the adjacent grid cell, if their local density ρi is
calculated directly. .e local density error will be too large,
resulting in too large error in anomaly detection. .erefore,
in order to calculate the local density ρi of these critical
points, some data objects need to be allocated to multiple
different partitions at the same time [25].

Because the data partition and grid cell are one-to-one
correspondence, each data partition corresponds to a grid
cell, and each grid cell corresponds to a data partition. In a
data partition, the local density and minimum distance of
any data object in the data partition can be calculated. .e
pseudocode of the data partition algorithm is shown in
Algorithm 1.

3.4. Abnormal Data Detection. Abnormal data detection is
carried out in each partition to eliminate bad data and re-
duce the impact of data on load forecasting. In the abnormal
data detection, firstly set the abnormal value judgment rules
and then carry out local clustering anomaly detection in
different partitions and merge the local clustering and ab-
normal points. Finally, the Spark parallel programming
model is used to realize the parallel detection of abnormal
data.

3.4.1. Abnormal Value Judgment Rules. Based on the density
outlier detection method, it is considered that the cluster
density of normal sample points is higher than that of outlier
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Figure 1: Load forecasting process based on improved deep
learning in spark architecture method.
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samples [26]. .e proposed method combines the local
outlier factor (LOF) algorithm with the density peak clus-
tering algorithm for outlier detection..e specific formula is
as follows:

ρa �

0, LOFk(a)> 1,



dist xa,xj( ≤ σ

exp −
dist xa, xj 

distcut off
⎛⎝ ⎞⎠

2
⎡⎢⎢⎢⎢⎣ ⎤⎥⎥⎥⎥⎦, LOFk(a)≤ 1,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(3)
where σ is the density intercept, and the range less than σ
from the data object becomes the density intercept neigh-
borhood of the data object; LOFk(a) represents the mean
value of the local reachable density ratio of the neighbor-
hood point of point a to point a; if this ratio is closer to 1, it
indicates that the difference between the local reachable
density of a and its neighborhood point density is small;
dist(xa, xj) is the reachable distance from xa to xj; distcut off
is the intercept.

.e mathematical description of determining that the
sample point is an abnormal sample is as follows:

ρa � 0,

δa > δΘ,

⎧⎪⎨

⎪⎩

δΘ �
1
N



N

a�1

δa + ca, (4)

where δa and δΘ are the relative distance and its threshold,
respectively; ca is the empirical parameter; N is the total
number of samples.

3.4.2. Local Clustering Anomaly Detection in Partition and
Outlier Merging. In order to enable each computing node to
perform local clustering anomaly detection on its corre-
sponding data partition in parallel, it is necessary to optimize
the original density peak clustering. In order to get rid of the
intervention of subjective human factors, the original
density peak clustering algorithm uses an auxiliary function
to select the cluster center..emathematical expression is as
follows:

ci � ρi ∗ δi, (5)

where ρi is the local density of sample points and δi is the
minimum distance of samples.

For local clustering in the partition, a cluster center
threshold needs to be given, and the c value of each sample
data object in the data partition is compared with the given
cluster center threshold. If the c value of the sample data
object is greater than the set threshold, the data object is
regarded as the candidate object of the cluster center.

In order to achieve the goal that each computing node
can independently carry out clustering anomaly detection on
the corresponding sample data partition, the data partition
stage divides the sample data set into several overlapping
data partitions, which also contain some common sample
data objects. In the stage of local outlier merging and local
cluster merging, the algorithm can find out all local clusters
to be merged by evaluating the characteristics of these
common data objects (i.e., critical points and expansion
points). If the outlier sample points repeatedly appear in two
or more data partitions, only one outlier sample point needs
to be retained to eliminate the duplicate outlier sample
points; form a set of global abnormal sample points.

Parameter implication:
Input: X is the data set; nmax is the maximum number of sample data objects in the grid cell.
Output: Partitions is the data partition obtained after the data set is divided.
Begin
(1) Obtain multidimensional data space DS through sample data set X.
(2) .e KD-tree algorithm is used to divide the multidimensional data space DS into multiple grid cells with relatively balanced size

and no coincidence.
(3) .e sample data objects are allocated to grid cells, and then the number of sample data objects contained in each grid cell is

calculated.
(4) Initialize an empty Queue, add data space DS to the Queue, and initialize an empty grid cell set D.
(5) Pop up the Queue header element S from the queue, and calculate the number n of sample data objects contained in S.
(6) If n< nmax, then
Add S to D;
(7) If n≥ nmax, then
Calculate the variance of each dimension of the data object in the m-dimensional space in the spatial area S, select the dimension with

the largest variance as the segmentation dimension, divide S into two subspace areas S1 and S2 with an equal number of data
objects, and then add S1 and S2 to the queue to wait for further division.

(8) If Queue is empty, then
.e result of spatial meshing of data set X is set D;
Otherwise Skip to step 5.
(9) According to the divided spatial grid set D, all data partitions of the data set can be obtained.
End

ALGORITHM 1: Pseudocode of data partition algorithm.
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3.4.3. Parallelization of Anomaly Data Detection Algorithm
Based on Density Peak Clustering. In the case of massive
power load data, the single-machine version of abnormal
data detection algorithm is inefficient and cannot meet the
requirements of abnormal data detection in power system.
.erefore, the Spark parallel programming model is used to
parallelize anomaly data detection algorithm to improve its
efficiency.

.e parallel detection algorithm of density peak clus-
tering anomaly data based on spark mainly includes three
important stages, namely, data partition and local clustering
in the partition, anomaly detection and local clustering, and
anomaly point merging. .e algorithm has a lot of distance
and density calculation, connection operation, and low ef-
ficiency. .e execution sequence of the single-machine
version of the algorithm can continue to the next stage only
after the operation of the previous stage is completed. For
this purpose, a clustering algorithm based on peak density is
proposed, as shown in Figure 2.

In the Map stage, firstly, the power load data set is di-
vided into multiple grid cells with approximately the same
number of data objects by KD-tree algorithm, and then the
data partition and grid cells are allocated one by one by data
partition algorithm. In the Combine stage, the local clus-
tering anomaly detection algorithm is executed in each
partition to obtain the local clustering results of the data
partition and the abnormal sample set in the data partition.
In the Reduce phase, local cluster merging and outlier
merging algorithms are implemented to connect local
cluster markers to obtain the clustering results of global
clusters and the global set of outlier sample points.

3.5. Load Forecasting Based on Improved Deep Learning in
Spark Architecture. In load forecasting, the training data
mainly includes load data and meteorological data [27, 28].
For traditional shallow learning methods, on the one hand,
due to the simple structure model, it is difficult to learn the
complex nonlinear mapping relationship in the training
data. On the other hand, in order to avoid local minima, only
a small number of features can be selected for training,
which fundamentally limits its application scope and pre-
diction accuracy.

.e deep learning method based on Spark memory
computing framework fully considers the selection of more
dimensions and more extensive features, makes maximum
use of massive data, and forecasts the load more accurately
and quickly. At the same time, considering the character-
istics of periodicity and regularity of power load itself, first
find the commonness in massive load data by mining the
typical load curve of historical load, then classify the load
curve categories of forecast days through the load classifier
based on DBN, and finally apply the corresponding typical
load curve as a feature to the load predictor based on EMD-
GRU. .e flow chart of load forecasting based on improved
deep learning under spark platform is shown in Figure 3.

3.5.1. Historical Load Clustering Based on Spark. After
clustering the load curve by fuzzy C-means clustering
(FCMC), the load characteristics of n distribution

transformer in the distribution network are classified into c

homogeneous clusters. In order to solve the optimal
membership matrix U and clustering center matrix Ψ, the
following objective functions can be constructed according
to the clustering criteria:

J(U,Ψ, λ) � 
n

i�1


c

k�1
uk

i 
τ
distki 

2
+ 

n

i�1
λi 

c

k�1
u

k
i − 1⎛⎝ ⎞⎠,

(6)

where uk
i ∈ [0, 1] represents the degree that the i-th distri-

bution transformer belongs to the k-th cluster center, and
the sum of membership degrees of one distribution trans-
former to all clusters is equal to 1; (distki )2 is the Euclidean
distance between the i-th distribution transformer and the
k-th cluster center; τ ∈ [0, 2] is the weighted index; λi is the
Lagrange multiplier of equality constraint. .e iterative
formula to minimize the objective function is calculated as
follows:

u
k
i �

1


c
q�1 distki /d

q

i 
2/(τ− 1)

,

φk �


n
i�1 u

k
i 

τ
x


n
i�1 u

k
i 

τ ,

(7)

where xi is the data volume of the i-th distribution trans-
former; φk is the cluster center quantity of fuzzy clustering.

In order to maintain the consistency and rapidity of the
whole load forecasting process, the fuzzy C-means clustering
algorithm based on spark memory computing environment
is used. .e specific steps include the following:

(1) Drive. .e main task is to initialize the basic func-
tions of the program and drive each subtask through
the function method in Spark. After the cluster is
started, each node in the cluster will load each row of
data in the data set file into Spark as a resilient
distributed data set (RDD) and copy the shared data
to each node in the cluster.

(2) Map Task. .e RDD of the load data set is calculated
by line-by-line scanning, and the distance between
the data object and each central point in the global
variable cluster center is calculated. By comparison,
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Figure 2: Algorithmic parallel framework.
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the data object is assigned to the cluster with the
smallest distance from the central point, and the final
output is the key value pair <key, value >, where key
is the cluster center and value is the data object
belonging to the cluster center.

(3) Combine Task. After the data set is mapped, a large
number of RDD intermediate data sets will be
generated. In order not to make the network com-
munication a bottleneck, the values belonging to the
same key are averaged locally, the local results <key,
value> are obtained, and then the data are trans-
mitted to the master node for processing to reduce
the traffic.

(4) Reduce Task. Summarize and merge the local results
of the Combine process from the calculation node
and return the result RDD in the form of an array to
generate a global result. .e number of Combine
data points in each calculation node is different. .e
counter is used to count the data points to obtain a
weight. During Reduce calculation, the weight and
local results are used to calculate the global result.

3.5.2. Classification of Daily Load Types to be Forecasted
Based on DBN. In order to obtain more accurate load
forecasting results, the load categories on the forecast day
shall be classified before the actual load forecasting. .en,
the typical load curve of the corresponding category is

extracted, and the load in the curve is taken as a relevant
input, so as to reflect the hidden commonness of massive
load in the process of load forecasting. Because this process
is essentially equivalent to extracting the characteristics of
historical load and classifying the typical load curve and the
probability generationmodel DBN formed by the stacking of
restricted Boltzmann machine (RBM) has very strong
learning ability in classification, the proposed method selects
DBN to determine the load category of the day to be
predicted.

.e specific steps of classifying forecast days based on
DBN are as follows:

(1) Determine the input element and output element of
DBN. Generally, the selected input elements include
influencing factors related to the daily load to be
predicted, such as load data on the same regular date
as the day to be predicted, as well as its category,
meteorological data, date attribute, and so forth. For
the date attribute in the input element, convert it to 8
binary inputs. .e setting of output element depends
on the result of FCMC.

(2) Based on information entropy theory, the number of
neurons in the hidden layer of DBN is determined.

(3) Stack RBM to form DBN and adjust the relevant
parameters of the network. .e parameter adjust-
ment is mainly obtained through the continuous
verification and analysis of the model effect.
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(4) Save the training data to HDFS and convert it to
RDD format.

(5) .e DBN model is trained in parallel through data
parallel. .e specific method is to establish multiple
data slices in spark cluster, create multiple copies of
neural network model, train each slice at the same
time, and cache the intermediate results and extract
the training speed of the model from memory. After
the training of each copy, the calculated parameter
adjustment value is transmitted to the model pa-
rameter server, and a new parameter is applied to the
parameter server for the next step of training.

(6) .e trained DBNmodel is used to determine the load
curve category of the day to be predicted.

3.5.3. Load Forecasting Based on EMD-GRU. .ere will be
some high-frequency noise components in the load subse-
quence based on EMD decomposition, which will affect the
overall prediction accuracy. .erefore, an EMD-GRU load
forecasting model based on feature selection is proposed.
Feature selection of decomposed subsequences can not only
avoid multiple prediction errors and improve prediction
accuracy but also reduce prediction workload and model
complexity.

.e overall framework of load forecasting based on
EMD-GRU is shown in Figure 4.

Firstly, the raw load sequence is decomposed by EMD
into intrinsic mode functions (IMF) and residuals con-
taining different characteristics of the original load series.
.en, the original feature set is analyzed and screened by
Pearson correlation coefficient method. Finally, combined
with the selected time series characteristics and the raw load
sequence, it is input into GRU model to realize power grid
load forecasting. .e Pearson correlation coefficient method
is calculated as follows:

η �


n
i�1 xi − x(  yi − y( 

������������������������


n
i�1 xi − x( 

2


n
i�1 yi − y( 

2
 , (8)

where η is the correlation coefficient, xi and yi are the
sample points, x and y are the sample means, and n is the
number of samples.

4. Experiment and Analysis

4.1. Experimental Environment and Data Set. .e Spark
cluster built in the experiment is composed of 8 PCs with the
same configuration. Each PC has 8G memory, 2T hard disk,
and dual-core Intel i7 CPU, the main frequency is 4.7GHz,
and it runs Centos Linux operating system. One machine is
the Master node, which is responsible for resource allocation
and job scheduling of the whole cluster, and the other 7
machines are slave nodes, which are mainly used to store
data and run tasks. .e Spark cluster topology is shown in
Figure 5.

.e experimental data comes from the load data and
influencing factor data collected by a regional power grid.
.e amount of data is TB and it has high dimensions. It is

mainly structured and semistructured data, which is in line
with the characteristics of power big data. .e training
sample is the power consumption data from May 1, 2020, to
August 25, 2020, and the sampling interval is 1 h. Taking the
24-hour load data from May 1 to May 25, 2021, as the test
sample, the load forecasting effect is evaluated by relative
error, average error EME, root mean square error ERMSE, and
average absolute percentage error EMAPE. .e evaluation
indexes are calculated as follows:

eME �
1

n + 1


n

i�0
(y(i) − y(i)),

eRMSE �

����������������


n
i�0 (y(i) − y(i))

2

n + 1
,



eMAPE �
1

n + 1


n

i�0

y(i) − y(i)

y(i)




× 100%,

(9)

Load time 
series EMD

IMF1 IMF2 IMFn Residual

IMF and residual component

Pearson correlation analysis

…

…

……

…

Filtering 
feature 
subset 

selection

Original load

�e component which 
has a great correlation 
with the original load

GRU layer

Forecast results

Figure 4: Overall block diagram of load forecasting based on
EMD-GRU.

Client

Name Node Job Tracker

Master IP:192.168.0.49

Data Node Task Tracker

Slave 2 IP:192.168.0.90

Data Node Task Tracker

Slave 1 IP:192.168.0.58

Data Node Task Tracker

Slave 6 IP:192.168.0.24

…

Initiate file readand write
requests and submit

MapReduce job

Return the block storage 
information and the job 

execution report

Assig
n tasks to slave nodes

Report h
eartbeat

information to master node

Figure 5: Topology of Spark cluster.

Scientific Programming 7



where y(i) and y(i) are the true load value and predicted
value at time i.

4.2. Effectiveness Experiment. In order to demonstrate the
effectiveness of the proposed method, the proposed method
and the method in [22] are used to predict the power load,
respectively. .e load forecasting results in a short time are
shown in Figure 6.

As can be seen from Figure 6 that the predicted value of
the proposed method is closer to the real value, while the
prediction deviation of the method in [22] is obvious, in
order to quantitatively analyze the accuracy of load fore-
casting by the proposed method, six time points are selected
for experimental comparison, and the results are shown in
Table 1.

It can be seen from Table 1 that the accuracy of the
proposed method has reached a high level, and the average
prediction error is basically controlled within 3%, while the
maximum relative error of the method in [22] is 6.35%.

4.3. Prediction Accuracy Analysis. In order to better dem-
onstrate the load forecasting accuracy of the proposed
method in a long time, the load within 10 days is predicted.
.e results of the proposed method and the load forecasting
error evaluation index in [22] are shown in Table 2. Among
them, January 1-3 is the new year’s day holiday, January 4-8
are the working days, and January 9-10 are the weekend,
which can better reflect the prediction effect under each load
mode.

As can be seen from Table 2 that, in long-term load
forecasting, the error evaluation index value of the proposed
method is better than the comparison method. eME, eRMSE,
and eMAPE are 0.023MW, 19.75%, and 2.74% respectively.
.emean valuemeets the assessment index of the State Grid,
and the overall deviation control is better. Because the
proposed method uses the density peak clustering algorithm
to detect abnormal data and improve the quality of data set
and uses the combination of DBN and EMD-GRU to realize
load forecasting, it can ensure high forecasting accuracy.
However, the model in [22] is complex and the control of
data quality is insufficient, so the overall forecasting accuracy
is lacking. In addition, the prediction accuracy of the pro-
posed method in some time periods is not ideal, but the
prediction errors are within the national grid standard.

In addition, the load forecasting error curve of the
proposed method and the methods in [16], [18], and [22]
within 48 h is shown in Figure 7.

As can be seen from Figure 7, the prediction error of the
proposed method within 24 h is less than that of other
comparison methods, with a minimum of about 1.31% and a
maximum of about 3.38%. Except for individual points, the
prediction error at most times is less than 3%. .e proposed
method ensures the accuracy of load data through data
preprocessing, data partition detection, and other opera-
tions. On the basis of load classification by DBN, EMD-GRU
model is used to reduce the load forecasting error to a great
extent. Reference [22] was based on the method of using
stacking condition limited Boltzmannmachine to realize fast

and accurate short-term load forecasting, but it performed
poorly in long-term load forecasting, and the growth rate of
prediction error in the later stage was obvious. Reference
[18] combined the least squares support vector machine
learning engine and the improved virus colony search al-
gorithm to realize load forecasting and used the wavelet
transform method to extract data features. .e prediction
error is small in a short time, and the prediction error in-
creases with the passage of time, due to its lack of full
consideration of influencing factors. Reference [16] uses
sequence to sequence cyclic neural network with attention to
predicting power load. .e model is single, the overall
performance is poor, and it depends too much on time
attributes, up to 4.68%.

4.4. Parallel Performance Analysis. With the increase of the
amount of input data, the traditional serial processing
method is difficult to meet the requirements of load fore-
casting. .e parallel algorithm based on Spark can calculate
the whole forecasting task in parallel to improve the com-
puting efficiency..e speedup ratio is an important standard
to measure the parallel efficiency of a parallelized system.
Amdahl’s law points out that the better the parallel
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Figure 6: Load forecasting results of different methods in short
time.

Table 1: Comparison results of different load forecasting methods.

No. True value (MW)
Predictive value (MW)

Ref. [22] .e proposed method
1 8.254 9.106 7.922
2 8.739 9.054 8.623
3 7.825 8.234 7.711
4 7.241 8.338 7.489
5 8.632 9.104 8.532
6 8.963 9.272 8.645
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Table 2: Comparison results of different load forecasting methods.

Date
eME (MW) eRMSE (%) eMAPE (%)

.e proposed method Ref. [22] .e proposed method Ref. [22] .e proposed method Ref. [22]

1 −0.172 −0.279 19.73 22.57 3.41 4.25
2 0.357 0.750 21.14 20.62 3.25 3.97
3 0.136 0.621 16.75 16.30 2.59 2.45
4 0.173 0.237 23.57 25.79 2.77 3.72
5 −0.437 −0.324 21.49 25.41 2.09 3.34
6 0.574 −0.349 17.74 24.75 2.33 3.47
7 −0.275 0.427 19.27 19.54 2.74 2.95
8 −0.234 −0.732 17.54 22.73 3.12 3.57
9 0.314 0.449 22.73 21.74 2.47 2.75
10 −0.205 0.407 14.15 19.35 2.59 2.99
Average value 0.023 0.139 19.75 21.90 2.74 3.37
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computing system, the speedup ratio is closer to the number
of processors in the parallelized system. .erefore, in the
parallel performance experiment, when the number of
cluster nodes changes from 2 to 32, the acceleration ratio
results of the cloud computing platform are shown in
Figure 8.

As can be seen from Figure 8, when there are more than
16 cloud cluster nodes, additional consumption such as
network transmission between nodes will increase, so the
acceleration ratio will deteriorate with the increase of cloud
cluster nodes. However, with the increase of the amount of
data, the speedup ratio of this method still increases almost
linearly, indicating good parallel performance.

5. Conclusions

.e load forecasting method based on improved deep
learning in cloud computing environment is proposed in
this paper. .e experimental results show that this method
has high prediction accuracy and good parallel performance.
However, in load forecasting based on deep learning algo-
rithm, the proposed method still relies on manual selection
when selecting the relevant features of load forecasting and
does not make full use of the feature extraction ability of
unsupervised learning in deep learning. In the next research,
we can study how to automatically extract the relevant
features of load forecasting.
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In order to comprehensively improve the sensitivity of fire warning and effectively shorten the warning time, this paper proposes and
implements an indoor distributed fire alarm system based on low power wide area network. )e system is mainly composed of three
parts: a multisensor acquisition node based on LoRa technology, a distributed edge gateway, and a remote user monitoring system.)e
multisensor collection node obtains environmental parameters such as indoor temperature, smoke concentration, and air quality and
then transmits the sensing data to edge gateway by LoRa after preprocessing.)e edge gateway is based on an embedded Linux platform
and is deployed in distributed state to collect and store data frommultiple collection nodes. Besides, edge gateway forwards valid data to
the remote user monitoring system by standard MQTT protocol. )e user monitoring system displays current deployment area
parameters to users in real time and provides early warning prompts based on relevant preset indicators to help the administrator make
more accurate decisions on corresponding measures. )e system has been deployed and tested in Nanjing Institute of Technology. By
sensor calibration experiments, LoRa communication experiments, and system tests in different environments, the experimental results
show that the average received signal strength in a small interference space is -104.12 dBm, and the average received signal strength in a
noisy signal environment is -57.5 dBm. By setting the optimal transmitting power for each distance, the packet receiving rate can reach
more than 95%, and the alarm accuracy can reach 100% under premise of ensuring the lowest power consumption. Finally, this paper
conducts a comprehensive performance analysis on the wireless communication performance of environmental collection nodes,
multisensor data fusion algorithm, distributed LoRa edge gateway deployment performance, and remote system early warning accuracy.

1. Introduction

Nowadays, fire is a common serious problem faced by
countries all over the world. While causing casualties, it will
also bring certain property losses and adverse sociopolitical
effects. According to statistics from the China Commercial
Fire and Safety Association in 2019, a total of 233,000 fires
were reported across the country, 1,335 people died, and
direct property losses reached 3.612 billion yuan. Compared
with 2018, the numbers of fires and property losses have
been reduced by 4% and 1.9%, respectively [1]. Among them,
the number of fires caused by electrical short-circuit aging
and other reasons is majority. Figure 1 shows the situation of

serious fires in the past 13 years. It can be seen from the
figure that the number of fires is decreasing year by year [2].
In addition, with the continuous growth of population and
economy, high-rise buildings are also increasing, and the
number of fires has increased by 5.8% compared with the
previous year. )erefore, high-rise buildings have become
the focus and difficulty of fire prevention. )e pressure and
difficulty of urban fire prevention and control will continue
to increase, and risks must be predicted in advance and
preventive measures must be studied in advance. Detecting
the occurrence of fire in the first time and monitoring fire in
real time can play a vital role in reducing the loss of life and
property.
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With the development of Internet of )ings (IoT)
technology, the application of IoT technology to fire alarms
can accurately locate the fire point and has the charac-
teristics of real-time monitoring, fire tracking, online up-
grades, and convenient maintenance. Many countries have
also conducted a lot of research on wireless communication
technology applications to indoor fire protection. For ex-
ample, scholars such as Bo Chang studied the indoor fire
monitoring system that used ZigBee wireless network to
monitor the temperature, humidity, and smoke concen-
tration of fire site in real time [3]. Liu Yunhong and other
scholars studied the use of ZigBee toWi-Fi communication
gateway to collect the data collected by sensor nodes to
gateway and upload it to servers to solve the indoor lo-
cation problems of fire locations and evacuation plans [4].
Scholars such as SwetaBasu adopted Wireless Sensor
Network (WSN) to accumulate accurate environmental
data by sensor nodes such as temperature, relative hu-
midity, and different gas concentrations and send these
data to base stations connected to the ground [5, 6]. In
2019, Zhou et al. [7] used an infrared thermal imager to
sense changes in indoor temperature and sent alarm
messages by 4G module to remind users by sending text
messages. However, the data packets in mobile network
need to be uploaded by the base station of operator, [8]
which increases a large part of communication cost. ZigBee
wireless network technology has the characteristics of low
complexity, low power consumption, and low cost [9].
ZigBee technology has its own inapplicability in this field
due to its short communication distance [10].

Based on the above problems, this paper chooses LoRa as
communication module. )e module has long distance and
low power consumption characteristics. )e system is di-
vided into three parts: node, gateway, and cloud server. )e
nodes and gateways are deployed in a star network structure.
As shown in Figure 2, this system is deployed in urban
indoor buildings, large warehouses, or large factories and
installed in ventilated and easy-to-detect locations such as
walls and ceilings. Compared with other solutions, this
solution differs in that terminal nodes are easy to deploy.
Moreover, the deployed nodes have a long service life and
through sensor filtering and weighted fusion algorithm to
judge whether a fire occurs. Each node can remotely monitor
the site in real time by remote user monitoring system
through the web page.

)e rest of this article is organized as follows. Section 2
introduces the system architecture and implementation
functions, as well as an overview of LoRa applications.
Section 3 introduces the software and hardware design of
nodes and gateways. Section 4 discusses the architecture and
design of the remote user monitoring system. )e perfor-
mance parameters of the system through the test prototype
are calculated in Section 5, which explains the conclusion
and direction of future improvement. Finally, this paper is
concluded in Section 6.

2. Related Works

2.1. Monitoring System Structure. )e system block diagram
described in this paper is shown in Figure 3, which is
composed of LoRa node, LoRa gateway, cloud server, and
remote user monitoring system.

)e sensor on LoRa node collects ambient temperature,
smoke concentration, and carbon monoxide content at a
certain time interval. )e collected data is fused and cal-
culated by fire support weighting algorithm, and weighted
fusion result is compared with the set threshold. If the fire
alarm threshold is reached, an alarm signal is issued and a
data packet with a fire alarm signal is sent to the gateway.
When there is no fire, the node periodically checks battery
power. If battery power is lower than the preset threshold,
node’s red Light Emitting Diode (LED) will flash and upload
a data packet with a low battery alarm signal to the gateway.
When the node is not working, it enters a low power
consumption mode to extend battery life.

)e gateway uses embedded processor IMX6 based on
ARM Cortex-A7 core introduced by NXP. It is used to
receive data sent from the node. After the data is sorted and
packaged, it is sent to cloud server by Transmission Control
Protocol (TCP).

)e cloud server is mainly composed of Message
Queuing Telemetry Transport (MQTT) Broker, MySQL,
Backend Service, and Tomcat. When gateway receives data
sent from the node, it encapsulates the data and publishes it
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under the corresponding topic of MQTT Broker. )en all
remote user monitoring systems (MySQL, RESTful Web
Server) subscribed to this topic will receive messages.

(1) MQTT Broker is a message forwarding service pro-
vided by servers. Client is a remote user monitoring
system used to connect to MQTT Broker to subscribe
and publish messages. )e IMX6 gateway runs TCP-
based MQTT protocol software (MQTT Client) and
connects to the Broker and creates a theme repre-
senting the gateway in MQTT theme. When gateway
receives the data, it will publish the data package
under this topic. At the same time, by plug-in of
MQTT Broker, MySQL database can be subscribed to
specific topics on MQTT Broker. When the topic has
data released, back up the data to MySQL.

(2) Backend Service provides a web page that can
manage node information, and users access the
server’s address by a browser. Corresponding data
can be displayed on web page, and users can also
perform corresponding operations. )e Web Server
subscribes to messages onMQTT Broker and queries
data in the database in background. When necessary,
the message can also be published for gateway to
receive and transmit to the node.

)e remote user monitoring system realizes the visual
monitoring of data and can observe the fire situation and
battery power information at each node. At the same time,
the communication parameters of nodes can be set in the
remote user monitoring system (transmission frequency,
transmission power, spreading factor, etc.). You can choose
to set a single target node, or you can choose the broadcast
mode to set all nodes in the range.

2.2. LoRa Technology Overview. LoRa communication can
effectively fight against Doppler frequency shift, using Chirp
Spread Spectrum (CSS) technology to send data [11, 12].

)is technology is based on symmetrical bilateral and dual-
channel ranging positioning technology, covering a large
distance, which can effectively reduce noise and interference.
)e low-cost feature alsomakes it one of the reasons why it is
so hot. )e average cost of a typical low power wide area
network (LPWAN) module is $4–18 [13], but the price of
LoRa chip is about $1–2, and the price of complete module is
about $5–10. )is also makes LoRa technology regarded as
the future wireless communication standard of IoT in the
industrial field [14, 15].

SX1278 transceiver mainly uses LoRa remote modem.
)e module has good anti-interference ability and can
minimize the current consumption during work. Under the
condition of ensuring high sensitivity exceeding -148dBm,
constant RF power output can be achieved when the voltage
changes. )is solves the traditional communication scheme,
when long-distance communication cannot guarantee a
certain degree of sensitivity, anti-interference, and power
consumption [16].

3. Materials and Methods of Data Acquisition
Device Terminal

3.1. LoRa Node Hardware Implementation. )e node
hardware block diagram is shown in the figure. )e core
unit on the main board for subnode is composed of a
control unit, a radio frequency unit, a sensor interface,
an acoustooptic indicating unit, a data storage unit, a
debugging interface, and a power supply unit. )e Mi-
croprocessor Control Unit (MCU) uses STM32L151C9T6
chip to control data collection, data storage, and manage
the communication between data and gateway. )e sub-
node prototype and hardware block diagram are shown in
Figure 4. For the abovementioned sensors of different
communication types, they can be connected to sensors
interfaces reserved at both ends of the board. Each node has
its own ID number and communicates with the gateway by
different channels.
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Figure 3: System architecture diagram.
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3.1.1. Hardware Materials. In order to detect whether a fire
occurs in real time and monitor the fire situation during a
fire, subnode development board records the corresponding
data by following sensors: temperature (°), humidity (%),
carbon dioxide level (CO2 ppm), carbonmonoxide level (CO
ppm), and smoke concentration. Besides, the remaining
power of subnode power supply battery is also monitored,
and the node peripherals are shown in Table 1.

)emain control unit chip adopts ultra-low powerMCU
STM32L151 series processor produced by STMicroelec-
tronics. )is series of embedded processors uses a high-
performance ARM Cortex-M3 32 bit RISC core with a
frequency of up to 32MHz and five different low power
modes [17]. In order to reduce costs and the size of subn-
odes, without wasting hardware resources, various factors
are comprehensively considered. )is node uses
STM32L151C8T6 processor in the series. )is model inte-
grates a 12 bit, 14-channel digital-to-analog converter; )ree
Universals Synchronous/asynchronous serial Receiver/
Transmitter (USART) ports, Interintegrated Circuit (I2C)
[18];tTwo-way Serial Peripheral Interface (SPI) and 37
General-Purpose Input/Output (GPIO) pins and built-in 64
kBytes Flash and 32 kBytes RAM. Use 1.8 to 3.6V DC power
supply for power supply [19].)e processor is widely used in
medical equipment, GPS and sports equipment, and wired
and wireless sensors. )is module is used to control the data
acquisition, processing, storage, and control of radio fre-
quency module to send and receive information.

)e SX1278 transceiver adopts Semtech’s LoRa modu-
lation technology, which can carry out ultra-long-distance
spread spectrum communication and has good anti-inter-
ference performance [20, 21]. At the same time it minimizes
current consumption. )rough the integrated +20dBm
power amplifier, long-distance wireless communication can
be carried out under the condition of ensuring sensitivity as

low as -148dBm, which solves the contradiction between
range, anti-interference, and energy consumption.

Use DHT-11 sensor to measure temperature and hu-
midity and use MQ-2 sensor to measure smoke and com-
bustible gas; MQ-7 sensor can detect the concentration of
carbon monoxide (CO) [22–24].

3.1.2. Power Module. )e power supply unit is composed of
a lithium battery and a step-down circuit. )e lithium
battery provides a DC 5Vworking voltage, and 5V voltage is
converted into a suitable working voltage DC 3.3V for MCU
through step-down chip TLV62565.)e step-down circuit is
shown in Figure 5. Among them, TLV62565 chip cooperates
with resistors R23 and R26 to generate a suitable working
voltage [25, 26].

VOUT � VFB × 1 +
R26

R23
 

� 0.6V × 1 +
R26

R23
  � 3.3V,

R23 �
VFB

IFB
�
0.6V

5uA
� 120kΩ,

R26 � R23 ×
VOUT

VFB
− 1 

� R23 ×
VOUT

0.6V
− 1  � 27kΩ.

(1)

In order to ensure low current consumption and a
certain degree of noise sensitivity, the feedback current IFB
is required to be no less than 5 μA [27]. Noise sensitivity and
output voltage accuracy will increase with the increase of IR2
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and at the same time will increase the loss of output current.
Due to the maximum duty cycle limitation, if input voltage is
too low, output voltage will exceed the regulation range. To
ensure that the circuit can work normally, VOUT should be
less than the product of minimum input voltage VIN_MIN
and the maximum duty cycle DMAX, as shown in

VOUT ≤VIN MAX · DMAX. (2)

3.2. LoRa Gateway Hardware Implementation. )e embed-
ded gateway is composed of an industrial control core board
and an industrial control backplane. )e hardware structure
diagram is shown in Figure 6. )e industrial control core
board is composed of i.MX6Ultrelite embedded processor
256MBNand Flash and DDR3 [28].)is series of embedded
processors uses a high-performance ARM Cortex-A7 32 bit
core architecture with a frequency of up to 792MHz [29].
)e industrial control backplane includes LoRa gateway
module and 4G LTE mobile data board, two 100M Ethernet
ports, one CAN bus port, and RS485 bus port. Adopt 12V
DC power supply for power supply [30].

)e embedded gateway is used to control data reception,
processing, storage, and information forwarding. Collect the
data uploaded by each node through the LoRa gateway
module, check and analyze each data packet, and forward the
correct data packet to the cloud server through the 4G
module.

3.3. Software Implementation. )e software program in this
paper is mainly divided into three parts, as shown in Fig-
ure 7. )e first is subnode program, which consists of sensor
data acquisition, low power software optimization, and LoRa
communication. )e second is gateway program, which
realizes the functions of receiving data from each child node,
packaging, and uploading to servers. )e third is server
program, which realizes data query, real-time data display,
and other functions. Besides, users can query real-time data
by remote user monitoring system.

3.3.1. LoRa Node Software Design. )e embedded software
of child node is developed in Keil Embedded Development
Tools integrated environment, and it is necessary to develop
application layer programs and hardware drivers for pe-
ripheral devices. )e procedure is divided into three parts.
First, STM32 internal ADC collects sensor data into data.
)e working mode of carbon monoxide sensor, temperature
and humidity sensor, and combustible gas sensor is to ac-
tively send data to single-chip microcomputer. In order to
facilitate management, the single-chip microcomputer en-
ables and disables ADC acquisition pins to control whether
data is input. )e software flow chart in MCU is shown in
Figure 8.

After packaging the sensor data, the kernel and various
peripherals are initialized by MCU. After the initialization is
successful, the node sends a handshake signal to gateway,

Table 1: List of node peripherals.

Component Model Quantity Description
STM32 development board STM32L151C8T6 1 Main control chip, data processing, storage, and other operations

DC-DC converter TLV62565 1 DC 5V lithium battery power supply voltage is reduced to DC 3.3V
processor normal working voltage

Analog-to-digital converter
(ADC) 1 Collect gas sensor data and battery power

Gas sensor MQ-2 1 Analog output sensor for detecting the concentration of liquefied petroleum
gas and alcohol (C3H60)

Gas sensor MQ-7 1 Analog output sensor for detecting carbon monoxide (CO) concentration
Temperature and humidity
sensor DHT11 1 Analog output sensor for detecting ambient temperature and humidity

LoRa communication
module SX1276 1 Wireless radio frequency module chip, upload the data in child nodes to the

gateway
Antenna SMA-KA 1 Increase LoRa RF frequency, dbm

LEDs 3 Alarm, normal working operation indication, low battery reminder,
operation status indication

Buzzer 1 Fire alarm and low battery reminder

VCC 5 V U6
4

1

2

VIN

EN/PG

GND
TLV62565

GND

SW

FB

3

5

L5

C29
C30

4.7 uF (475) 10% 25 V
100 nF (104) 10% 50 V

100 nF (104) 10% 50 V

2.2 uH±10%

MCU1 VCC_3V3

R23

R26

120 KΩ (1203)±1%

27 KΩ (2702)±1%

Figure 5: Schematic diagram of the step-down circuit.
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asking the gateway whether to send configuration data,
waiting for gateway to send data, or waiting for timeout to
enter the low power consumption mode. If the gateway
sends data, SX1278 clears interrupt and enters the receiving
mode. In the receiving mode, MCU parses the message sent

by the gateway according to a certain protocol and judges the
correctness for data frame format of messages. )e protocol
frame format is shown in Table 2. After receiving the data
and enabling new parameters, enter STOP mode. If the wait
times out, it directly enters STOP mode.
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10/100 M
Ethernet
interface

CAN/RS485

Power Supply

Embedded
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Core board
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Figure 6: Gateway hardware structure diagram.
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Figure 8: Node software flow chart.

Table 2: Protocol frame format table.

Frame content Occupied bytes Parameter range Remark
Frame header 1 Corresponding character “@”
Target node ID 2 0x0000− 0xffff 0xffff is a broadcast signal, all nodes respond

Configuration mode frame 1 0: flash 0× 00: Set the wake-up time of nodes and store the parameters in flash
1: read 0× 01: Immediately request the node to send current sensor data

Configuration data frame 2 0-65535 Analyze different data according to different configuration mode frames
Reserved byte 10 Reserved for future use
Frame tail 1 Corresponding character “$”
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In STOP mode, MCU detects the current smoke con-
centration by sensors. If the sensor detects a fire, it im-
mediately sends a pulse signal to MCU interrupt IO port and
uses an external interrupt to wake up MCU and set the
SX1278 chip to send mode, continuously send alarm signals
to gateway, and send out audible and visual alarm signals. If
there is no fire, MCUmaintains STOP mode state. )e node
wakes up every 24 h to detect the current system battery
voltage. When the system detects that the current voltage is
less than a certain value, it sends a low battery alarm signal to
the gateway to remind staff to replace battery to ensure the
normal operation of nodes.

3.3.2. Gateway Software Design. According to the flowchart
shown in Figure 9, the gateway is in a passive receiving state
in this system. When LoRa gateway receives the data packet
of LoRa node, it parses the data packet. )e analysis content
includes CRC check bit, the node ID that sends data packet,
the destination address of data packet, the data collected by
sensor, and RSSI value of data packet.

After the gateway receives data packet sent from nodes, it
stores data in an array with a length of 16 bytes. For the data
packets stored in array, CRC check is performed first, if CRC
check succeeds. )en analyze the data packet according to
self-defined protocol, and discard the data packet if CRC
check fails.

3.4. Application Layer Monitoring System. )e application
layer monitoring system mainly completes the real-time
monitoring of measured data, alarm management, and
viewing historical data. Equipment monitoring mainly
monitors the status and data information of equipment as
shown in Figure 10.)e platform canmonitor real-time data
collected by sensors under each node and can display the
historical data curve in current period of time. It can be
searched according to provided conditions. Alarm infor-
mation management is mainly to summarize and display the
alarm information generated by system. )e generation of
alarm information is currently mainly realized by the trigger
of system. When the trigger detects that real-time data of
sensing point exceeds threshold set by administrator, it will
start the trigger and send out an alarm message. )e ID
number, geographic location, and data name of alarm node
are provided in alarm details, so that users can quickly locate
the source of alarm. According to the state of alarm in-
formation, it is divided into three states: unprocessed,
processed, and marked. )e system administrator or user
handles the alarm according to specific conditions of alarm.
)e historical data mainly records the historical data of
equipment.)e user can query historical data based on node
ID number and sensor name under the node in combination
with time.

4. Experimental Results and Analysis

Based on the abovementioned hardware and software
platform, the system is tested for alarm response and
monitoring. Before deploying system, the performance of

system operation and different interference environments
was tested. At the same time, the optimal transmission
power of each node is selected to ensure that the node can
stably receive data packets while operating with the lowest
power consumption, thereby prolonging the service life of
nodes.

4.1. Sensor Correction Experiment. When the concentration
of carbon monoxide in air reaches 50 ppm, it is the maxi-
mum content allowed for an adult to be in it. When it
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Figure 9: Gateway software logic flow chart.
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exceeds 200 ppm, the human body will have symptoms such
as headaches and nausea. )erefore, when the carbon
monoxide concentration is set to 50 ppm, it is alarm
threshold. However, since Message Queue (MQ) series
sensors use analog voltage output, it is necessary to refer to
the sensitivity characteristic curve to convert analog voltage
value into a value in ppm. Certain errors will occur during
the conversion process. In order to improve the accuracy of
value as much as possible, the carbon monoxide concen-
tration was measured several times, and the experimental
results are shown in Figure 11. )e x-axis is analog voltage,
and y-axis corresponds to ppm value of CO. It can be ob-
tained by curve fitting that, in a ventilated room, the carbon
monoxide concentration is 9.5 ppm and smoke concentra-
tion is 59.7 ppm.

4.2. Impact of Environment on the LoRa Communication
Quality. )e quality of communication environment will
affect the quality of link transmission. When working in an
environment full of irrelevant electromagnetic waves, the
accuracy of receiving correct data packets will decrease
accordingly. )us, it is necessary to analyze the influence of
indoor electromagnetic wave strength on communication
quality. )e communication quality of LoRa can be evalu-
ated by received signal strength RSSI. Select two represen-
tative locations for testing in order to more realistically
reflect the test results and study how different environments
will affect the test results. )e first experimental site is
Numerical Control workshop of Nanjing Institute of
Technology. )is is a 123∗38m processing workshop as
shown in Figure 12(a)). Since electromagnetic harmonics are
generated during the operation of machine tools, they are

the main source of communication interference, making it a
very noisy experimental environment. )e second experi-
mental environment is school library, as shown in
Figure 12(b)).

Set the communication parameters to SF� 7,
BW� 125 kHz, Freq_tx� 470.7MHz, so that the transmit
power is slowly increased from −4. When defining the in-
terval dm between nodes and gateway, the minimum
transmit power when the rate of packet reception of data
packet received by the gateway within 10 minutes is higher
than 95% is optimal transmit power. In order to ensure
accuracy and authenticity of experiment, each test envi-
ronment selects 8 locations for testing. Each test point is
separated by a certain distance, and the optimal transmit

Figure 10: Device management interface of remote monitoring platform.
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power of each distance is measured. In both environments,
the gateway is placed in the center of room, and the node is
fixed on a wall at a certain distance from the ground. At the
same time, if the gateway receives correct data packet, it
measures its RSSI.

)e experimental results of environment one and envi-
ronment two are shown in Figures 13(a) and 13(b)). )e best
transmission power selection model is established by
MATLAB curve fitting. It can be clearly seen from the figure
that, in a noisy environment, it is necessary to greatly increase
the transmission power to ensure normal channel commu-
nication. As shown in Figures 14(a) and 14(b)), the received
signal strength is also significantly related to the excellence of
environment. In a space with less interference, when the node
is 40m away from the gateway, only the transmit power needs
to be set to -3, and the average received signal strength is
maintained at about -104.12 dBm. In a space with large in-
terference, when the node is at the same distance from the
gateway, the transmit power needs to be set to 20 to ensure
that the packet reception rate is higher than 95%, and the
average received signal strength is only about −57.5 dBm.

5. Distributed Fire Monitoring System Test

8 LoRa nodes and 1 gateway are deployed in a star network,
and the node transmitting power is set to the optimal
transmitting power of corresponding distance. Perform
comprehensive tests of sensor collection data, node-gateway
communication, gateway-server communication, and re-
mote user monitoring system display. )rough human in-
tervention, the release of carbon monoxide and smoke and
increasing the temperature simulate occurrence of a fire,
further testing the feasibility of the system. When the index
is not detected to exceed standard, the remote user moni-
toring system will not issue an alarm. In the event of a fire,
node immediately sends out an audible and visual alarm
signal, and the remote user monitoring system sends out an
alarm message at the same time. In order to obtain the
accuracy of experimental data, 8 nodes were tested.

It can be seen from Table 3 that after sensor verification
and selection of appropriate transmitting power, under
normal conditions, the temperature measured at node 8 is
19.4°C, the carbon monoxide content is 11.6 ppm, and the
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Figure 12: (a) Test environment 1. (b) Test environment 2.
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smoke is 102.4 ppm. )en randomly increase the temper-
ature, carbon monoxide, and smoke concentration values,
and record the alarm information. Node 7 first improves the
carbon monoxide. Judging from the data displayed by the
monitoring platform, all three values have increased. After
data fitting calculations, an alarm will be given. It was ob-
served from the monitoring platform that the accuracy of
alarm reached 100%, and the system was operating stably.
)is realizes the collection of real-time data, the distributed
wireless communication function, and the alarm function
after threshold is exceeded, meeting the needs of fire alarm.

In summary, the quality of LoRa wireless communica-
tion is greatly affected by the environment, and the trans-
mission power should be reasonably increased in a large
electromagnetic interference environment. In practical ap-
plications, in order to prolong the service life of the node as
much as possible, it was found in the test that when the node
is close to the gateway, too high transmission power will
cause data packet reception errors, so you should choose the
appropriate one according to different transmission dis-
tances. )e transmission power can also ensure good alarm
accuracy.

6. Conclusion

)is paper proposes an indoor distributed fire alarm system
based on LoRa for IoT. )e system realizes the deployment
of distributed nodes and gateways in a star network structure
by LoRa communication technology. )e node collects

environmental data and synchronizes data to remote
monitoring system in real time. In the event of a fire, the
node monitoring system can issue an alarm in real time. )e
system has the characteristics of easy deployment and long
service life. )e sensor filtering and weighted fusion algo-
rithm can accurately determine whether a fire has occurred,
and the remote user monitoring system can monitor the
system status of each node in real time. At the same time, the
node implements regular data transmission and low power
sleep and energy-saving modes to facilitate the long-term
use of devices.
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Table 3: Alarm accuracy.

Sampling node Temperature/(°C) Carbon monoxide/(ppm) Smoke/(ppm) Send alarm
1 58.2 316.8 128.4 Y
2 55.6 20.2 127.4 Y
3 54.8 19.6 387.2 Y
4 48.3 24.9 244.6 Y
5 42.8 156.9 259.1 Y
6 35.2 53.0 257.8 Y
7 26.6 25.1 154.9 N
8 19.4 11.6 102.4 N
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With the rapid growth of Internet of Everything, there is a huge rise in the transportable Internet traffic due to which its associated
resources have exceptional obstacles which include reliability, security, expandability, security, and portability which the current
available network architectures are unable to deal with. In this paper, an IoT centric cyber-physical twin architecture has been
proposed for 6G Technology. *e cyber-twin technology helps out in serving stronger communication and also contains several
features that help out in assisting communication like maintaining a log record of network data andmanaging all digital assets like
images, audio, video, and so forth. *ese features of the cyber-twin technology enable the proposed network to deal with those
exceptional obstacles and make the system more reliable, safe, workable, and adaptable.

1. Introduction

*e population of the world is growing like a bomb and the
people are now connected with each other with the help of
millions of devices. *e available networks will be insufficient
to accomplish the rising demand of billions of devices there-
after. *us, the presumed future network should be able to
gratify the intense network traffic and its associated services. In
the current times, Internet of Everything seems to be a future
network system that can attain rational connections between
humans and devices with the help of various technologies like
Machine Learning and 5G. An Internet of Everything enabled
network architecture to reinforce the complex features of data
like collecting pervasive data, data clustering, refining, and
lastly allocating it for utilization.

2. Literature Review

*e current network architecture suffers from the scalability
problem, that is, not being able to fulfill the tremendously
increasing demand of Internet services and devices. Further,

in order to secure the network, all the accessed devices can be
kept under observation to detect any unauthorized access
but it is not feasible to keep a watch on every user accessing
the network.*us, these problems lead to the security breach
in the network. Another major problem faced by current
available networks is that maintaining collaboration and
synchronization among various resources controlled by
multiple network service providers is very burdensome
which finally affects the quality of the service of the network.
All these problems faced by available network architectures
are unfavorable and thus hinder the growth and develop-
ment of the services provided by the available networks. For
dealing with such issues and challenges, many researchers
tried to propose various kinds of network architectures, each
with its own pros and cons. Few of them are named as
Named Data Networking, DONA, Content Centric Net-
working, and so forth but still these networks are not self-
sufficient to support huge traffic as these networks are in-
compatible with current IP networks [1].

One of the architectures named MobilityFirst [2] was
developed to deal with current issue related to network but it
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was lacking the security of the whole network. Another
architecture proposed was Expressive Internet Architecture
[3] which was better than the former in terms of network
security as it was incorporating various protocols used to
control and manage the network but it also has some pitfalls
associated with it like difficulty in network expandability and
relatively high cost of establishing and managing the net-
work. ChoiceNet [4] was developed to facilitate choices and
the financial relationships among the various entities of the
network but it is not much efficient for complex real-time
services. Further in the queue, a cloud-based architecture
had also emerged with the potential of sharing network
resources wisely and managing the immense data gathered
from IoT or IoE devices such as CloNe, Cloud Integrated
Networks [4], and Nebula. Nevertheless, these networks also
face performance issues due to the low computational ability
of the connected devices. Another problem associated with
these networks is the lack of mobility as it is incapable of
serving the mobile devices, although the mobile devices are
much trending nowadays. One of the types of cloud-based
network architectures is CloNe architecture. It was beneficial
for cloud customers as it helps to connect network and data
domains. Apart from that, network resources are spread
properly in the whole network among various devices, thus
providing better connectivity to the end user. *ese net-
works are unable to handle mobility in the network though.
*e Cloud Integrated Network architecture [5] fixes the
cloud of the network edge to the network itself, thus pro-
viding the optimal throughput. It is efficient in the terms that
it manages the resource distribution and utilization credibly
but it ist not able to deal with mobility issue of the devices in
the cloud. Hence, a variety of network architectures have
been defined by the researchers but still they are not ap-
propriate for implementing as they encounter multiple
challenges like mobility, expandability, security and so forth.
In this research paper, cloud-based cyber-twin architecture
[6] has been proposed as the futuristic network. By using
cyber-twin architecture, we can implement a novel archi-
tecture of network that must be able to deal with the issues of
mobility, expandability, security, and reliability. Table 1
represents the work done by various researchers in the
field of cyber-twin technology:

3. The Concept of Cyber-Twin

Because of the sudden rises in the digitalization of the whole
world in Industry 4.0, the concept of cyber-twin arose. *e
main motive behind the development of cyber-twin is to
support Industry 4.0 in such a manner that the production
environment becomes more flexible, productive, and re-
source-efficient. In order to make the production more fast
and progressive, the most important constraint is the
minimization of the response time to the customer’s query
and this can be fulfilled only when there exists a network that
is fast enough to manage everything within a blink [15]. *is
fast network can be supported using cyber-twin. Before
moving to the concept of cyber-twin, some basic termi-
nologies need to be studied for understanding the purpose of
cyber-twin.

3.1. Cyber-Physical System. Cyber-physical systems are the
systems that act as a base for Industry 4.0. *e structure of
the cyber-physical system is a collection of hardware and
software that work together with embedded system. Em-
bedded systems [16] are being used to manage the sensors
and their states present in the cyber-physical systems. Cyber-
physical systems can be summed up as combination of
hardware and software, where the software affects the be-
havior of the system. Further, the cyber-physical system can
visualize the physical components in real-time environment
and hence can be used for simulation of the physical
components. Any function is being performed by the cyber-
physical system by accessing the recorded data.

3.2. Digital Twin Paradigm. A digital twin is a virtualization
of any physical system that keeps on updating every time by
analyzing the performance of the previous one. If the
original physical system and its twin copy are integrated with
each other and share the data and information, the twin is
known as digital twin [17]. So, in such scenario, if the
changes are being done in one system, these changes will
automatically reflect to the other system and vice versa.
Ontology based digital twins can be used to implement and
manage the digital twins in current data ecosystem. Figure 1
shows the structure of digital twin.

3.3. Cyber-Physical Twin. Cyber-physical twin system is a
key methodology that entitles the products which are viable
and reliable in terms of their services. *e system is com-
posed of two-level hierarchies, cyber-twin and physical twin.
Both twins associate with each other for completing the life
cycle of cyber-physical system. *e physical twin is made up
of actual modules, that is, sensors and actuators. Sensors are
being used by the physical twin to instigate the impact of
environment [18]. *e data thus collected from the sensors
has been sent to the cyber-twin which further analyzes the
data and, depending on this analysis, provides feedback to
the physical twin and the user. Communication between the
user and the twins can be achieved with the help of an
interface. *e interface is also used for controlling the be-
havior of the physical twin and analyzing the reaction of the
cyber-twin. *e next section contains the behavior of cyber-
twin and physical twin and also discusses the mode of in-
teraction between them [19].

3.3.1. Cyber-Twin. *e cyber-twin is pragmatic approach of
any physical component of the cyber-physical twin that in-
corporates the response of the physical component. Hence, the
cyber-twin behaves much similar to the physical component.
*e core of the cyber-twin embraces a model that contains all
the relevant information and its associated relationships. *e
data in this model has been stored by the available sensors of
the system and can be used later on for performing compu-
tations.*us, this model of cyber-twin contains a database that
accommodates the data used for carrying out the operations by
physical twin [20]. *e cyber-twin generates an algorithm
which transforms the behavior of the physical components.
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Further, by applying the simulation technique, the present
situation and the upcoming situation and the functions of the
physical twin can be predicted.

3.3.2. Physical Twin. A physical twin is a term similar to
digital twin, which elaborates the physical systems or
products of the real world, which further is replicated by
digital twin. *e physical twin is enabled with the sensors
that are provided to keep track of the functions and the
behavior of the components of the product during the usage
phase of the product. Further, these physical components
work in real-time environment with the help of actuators.
An interface is also added to the physical twin to perceive the
interactivity between the physical twin and cyber-twin.

3.3.3. Communication between Physical Twin and Cyber-
Twin. *e communication between the physical twin and
cyber-twin must be made in such a way that there should be
no break in the communication between them. *us, real-
time communication should be incorporated among the
twins. In order to pursue this real-time communication
between the twins, various protocols like MQTTand so forth
can be implemented. *e steps followed for the commu-
nication between the physical twin, cyber-twin, and the end
user can be elaborated as follows:

(1) *e requirements must be gathered as input that
must meet the choice of individual user. *ese re-
quirements further help out in the configuration of
cyber-physical twin system.

(2) *e next step is to configure the cyber-physical twins
precisely and carefully. *is configuration is a two-
step process in which the first step is the imple-
mentation of the sensors, which further forms the
physical part of the cyber-physical twin. In the
second step, the virtual twin of the respective cyber-
twin is created.

(3) Both processes are connected together and recon-
figure the database of the cyber-twin. *is reconfi-
guration of the database is aligned by the sensors and
the simulation models.

(4) Further, sensors are being used to quantify the real
physical influences of the environment.

4. Structure of Cyber-Twin Network

*e proposed futuristic structure of cyber-twin network for
6G is composed of four parts: parent cloud, child cloud, user
interface, and cyber-twin. Figure 2 shows the proposed
structure of cyber-twin network.

*e functions of each of the part of cyber-twin archi-
tecture are as follows:

(1) Parent cloud: Various clouds are connected to each
other to form the parent cloud. *is parent cloud
establishes the base of the network. Connection
between these clouds can be of any type like via
satellite or fiber optics. *e difference between the

existing cloud and future cloud would be that they
would not only be used for storing and computation
of data; instead these parent clouds will also be used
for calculation, caching, and sharing resources effi-
ciently among various end users.

(2) Child cloud: *is structure is a three-level hierarchy
where the topmost level is for parent cloud and the
bottom level is for user interface. *e child cloud lies
in between the parent cloud and child cloud. *us,
child cloud is used to serve the functionality to the
user through user interface as provided by parent
cloud. Other than this, the parent cloud provides
more features to the user in comparison to the child
cloud. It can easily process out the user’s request as it
is adjacent to the user interface.

(3) User interface: User interface here represents the
interface that has been used to provide the con-
nectivity between the clouds and users and further
user refers to various devices connected to the
network being used by the individual user. So, if any
user wants to access the data or share the resources
with any other user in the network, a request is made
by user, which will be further sent to the child cloud
and then to parent cloud. *e user needed to be
connected to the cloud all the times through cyber-
twin for performing any computation, instead of
being connected to the server.

(4) Cyber-twin–It is the most important part of the
futuristic network. It has been positioned adjacent to
the child cloud and the communication it provides is
different from the communication provided by the
existing networks; thus it is capable of supporting
many services which have not been provided by the
present communication models [21].

5. Precedence of Cyber-Twin System over Peer-
to-Peer Communication System

Futuristic cyber-twin network architecture supercedes the
present peer-to-peer architecture in so many ways and the
most important functionalities provided by the cyber-twin
which the peer-to-peer system is unable to yield are the
following:

(a) Cyber-twin has the ability to keep a log record of the
data of all the users connected via cyber-twin net-
work which remains shielded as no external user is
allowed to access the log record of cyber-twin, while,
in the case of peer-to-peer architecture, various ISPs
keep track of all the log records of the end user which
further can be easily hacked by a hacker [15].

(b) Cyber-twin is a way of representing any entity
digitally. *is entity can be either human being or
any object. In the physical world, cyber-twin has
been used to assist the entity. While assisting the
user, the cyber-twin architecture requires the end
user to get connected to the cyber-twin which further
communicates with the cloud (child and parent) for
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accomplishing the request done by the end user,
while in the peer-to-peer network the end user di-
rectly connects to the cloud for obtaining the services
[8]. *us, in the former case, the user achieves better
quality of service due to the cyber-twin’s ability of
knowing the user requirements well.

6. Advantages of Cyber-Twin System

If required resources of the cyber-twin networks will be
available in proximity and if used efficiently, cyber-twin
networks can have a revolutionary impact in the digital
world.

*e following section presents the benefits offered by the
cyber-physical twin network to the entire community:

(1) As the cyber-twin system gathers a lot of data for all
the communication over the entire network, this
collected data can further be utilized to enhance the
properties of next system which is to be developed
for the ease of use by the user and thus helps in
developing a more better system that must be able to
fulfill the user’s requirements in all aspects [22].

(2) In cyber-twin system, the lifecycle maintains a
parallel two-phase process in which the first phase
involves execution of the current cyber-twin system

Table 1: A critical review of significant similar contributions from researchers.

S.
no.

Author
and year Methodology Findings

1. [7] Cloud operated cyber-twin architecture has been defined. Architecture is very efficient for high speed networks but
lacks privacy and security of the data.

2. [8] Digital twin architecture has been defined by taking the
concept of data analytics and virtual reality.

Future industrial applications of digital twin architecture
are explained. Various objectives that can be used for
improvisation of digital twin technology are elaborated.

3. [9]
A five-layered architecture of cyber-physical system is

proposed which can further be implemented in Industry
4.0 for efficient production management.

*e paper provides practical guidelines to manufacturing
organizations for the implementation of cyber-physical

systems for intelligent manufacturing process.

4. [10] Cyber-physical twins and their associated concepts are
reviewed in the paper.

Advantages of cyber-physical twins are evaluated. *e
behavior and the usage of cyber-twins in real time

environment are stated in the paper.

5 [11]

In this paper, a four-layer reference model for digital twin
has been proposed. *is reference model contains

guidelines for risk prevention and prediction using digital
twin for enhancing the safety of employees at their

workplace.

*e proposed digital twin model is very useful for the
organizations where employees live in high risk

manufacturing environment as the proposed model is
capable of developing virtual modeling environment for
the manufacturing process, thus identifying the risks

involved.

6. [12]
Integration of discrete event simulation and digital twin
has been explained in the paper and the challenges of

contemporary logistics have been picked out.

Digital twins can be used for enhancing the functionality of
DES for real-time simulation environment.

7. [13]
An approach for designing digital twin technology for

communication system has been used. Implementation of
the model is done on Amazon Web Services.

*e proposed system has the ability to act as the replica of
the future power system.

8. [14]
A digital driven framework for designing of products has
been represented and a case study has been used to show

the advantages of this proposed framework.

*e proposed approach seems useful for redesigning of an
existing product instead of designing the whole system

from the beginning.

Flow of Data

Original 
Physical Object

Digital Object

Figure 1: Structure of digital twin.
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and the second phase involves modifications in the
existing system depending upon the current be-
havior of the system. Hence, two processes keep on
continuing all the times which does not affect the
throughput of the system.

(3) In any of the traditional networks, all the hardware
involved has some lifetime and once the lifetime gets
over, the hardware should be replaced by the new
component, which ultimately affects the perfor-
mance of the system as, during the replacement
process of the component, the whole communica-
tion process gets stopped. Meanwhile, in the case of
cyber-twin system, the lifetime of any of the com-
ponents of the whole network can be easily predicted
and thus it can be replaced before reaching the end.
As the cyber-twin system leads to more accuracy and
better performance and thus prevents the system
from getting failed due to component failure, it has
more reliability in comparison to traditional
networks.

(4) As the number of mobile devices in the network is
growing very fast, some mechanism is needed to take
care of mobile data as the conventional network
architecture is insufficient to serve mobile data be-
cause the present networks manage the data traffic by
taking host address into account, which remains
stationery. In the cyber-twin network architecture,
every entity, either human or device, is represented
by a digital ID not by host address which is mobile
and thus cyber-twin network allows mobility of
traffic for the convenience of users [23].

(5) *e cyber-twin network architecture provides more
security to the data as it has several authentication
processes running in the background which first
confirms whether the user or the device is authentic
and only then it allows the entity to access the data of

the cyber-twin network. Different security mecha-
nisms are imposed on different entities like if a
human being wants to access the data; the retina of
the eye is scanned first to give access to the user
which is somehow better than the security mecha-
nism provided by current network architectures as
these architectures do not contain such tough con-
straints on the access of the data.

7. Cyber-Twin Applications in Real-
World Environment

*is section of the review focuses on the application areas of
cyber-twin in real-world environment ranging from
healthcare and manufacturing to development of smart
cities.

(1) Healthcare: *e most important application area of
cyber-twin is the healthcare sector. As the healthcare
sector is now growing exponentially due to the usage
of IoT devices, the implementation of cyber-twin
makes it possible to share the large amount of data
collected from IoTdevices at a very high speed which
the traditional networks are not able to do with the
same accuracy and speed. Secondly, cyber-twin can
also be used for simulating the drugs’ effects on the
human body as well as planning and execution of
medical therapeutics. Cyber-twin is also beneficial in
AI-enabled healthcare for decision- and prediction-
making especially in the situations where it seems
difficult for the physicians to take the decision about
any medical treatment for any patient. Digital twin
has the ability to make the decisions based on real-
life situations [24].

(2) Manufacturing: Nowadays, manufacturing industry
is looking for the system that can provide high
connectivity and should be able to keep a track of the

Wireless
Connection

Wireless
Connection

Wired Connection

FIBRE CONNECT Child Cloud

Parent Cloud

Parent Cloud

Child Cloud

Child Cloud

FIBRE CONNECT

FIBRE CONNECT

Figure 2: Structure of cyber-twin network.
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products. *ese applications to manufacturing in-
dustry are being supported by cyber-twin. Digital
twin has the ability to track the performance of the
machines in manufacturing industry in real-time
environment and also to predict the lifetime and
future performance of the machine which is very
important for performance and reliability measuring
for the product development. Products can be easily
tested by setting up a simulation environment by the
cyber-twin [21].

(3) Development of smart cities: *e smart cities are
now growing very fast because of the increase in IoT
devices; people are coming more closer to each other
for sharing information and, in this scenario, digital
twins are required to connect all these communities
together. *e cyber-twin can help out in planning of
smart cities by using AI techniques and can also be
used to model smart buildings, smart traffic man-
agement, smart farming and smart livestock, and so
forth [25].

8. Challenges of Cyber-Twin Technology

It is now apparent that cyber-twin requires various tech-
nologies to run in parallel with it and thus faces a lot of
challenges. So, in order to deal with these challenges, the first
task is to identify them. In this section, some challenges faced
by digital twin technology will be discussed so that they must
be taken into account in the development of the cyber-twin
system.

(1) *e cyber-twin architecture requires infrastructure
that must be compatible with the various upcoming
technologies like AI and IoT that will run in col-
laboration with the cyber-twin for the effective
running of the entire network. Without a compatible
and well-defined infrastructure, the cyber-twin will
fail in achieving its goal, resulting in a malfunction in
the system.

(2) *e second challenge that appears is the data re-
quired for cyber-twin.*e required data should be of
high quality without any interruption in between.
Interrupted and low-quality data leads to the deg-
radation in performance of cyber-twin. Some anal-
ysis of the collected data should be there to check
whether the data is perfect in all aspects and does not
carry any uncertainty in it for the smooth func-
tioning of cyber-twin architecture [26].

(3) Another major challenge concerned with the cyber-
twin architecture is the privacy of the sensitive data
which it obtains from the multiple IoT devices
connected to it. So, for dealing with the data security
related to cyber-twin, some authentication and se-
curity mechanism should be applied at the IoTdevice
to prevent it from unauthorized access, thus pro-
tecting the cyber-twin data [27].

(4) Despite all these challenges, the next challenge that
comes into light is that no standard design has been

available for the development of cyber-twin and if
the systemwill be developed lacking standard design,
there will be no uniformity throughout which will
mislead the information flow, thus resulting in the
imperfect system not capable of achieving its goal
(A. [28]).

(5) *e last challenge faced by digital twin technology is
that digital twin requires more maintenance and
people are neither well equipped nor skilled in the
maintenance of cyber-twin because of lack of
availability of resources required for cyber-twin.

9. Conclusion and Future Work

*e paper deals with the definition and the concepts of
cyber-twin and the representation of structure of futuristic
cyber-twin network. Further, the comparison between the
cyber-twin network and peer-to-peer network has been
elaborated to show how cyber-twin networks are better than
peer-to-peer networks in all aspects. Advantages and ap-
plications of cyber-twin in real-world environment are
discussed along with the challenges the cyber-twin will face if
adopted for 6G Technology. Cyber-twins are a novel and
revolutionary approach in the field of Industry 4.0 which
enables the escalation in the reliability or sustainability of
any component.

Some topics that still need to be explored to achievemore
secure, innovative, and expandable architecture are as
follows:

(1) How the cyber-twin networks can be intergraded
into new business models fruitfully must be ex-
plored. *e aim of usage must be defined.

(2) Well-planned authentication framework for the
cyber-twin must be developed to trace the behavior
of the network.

(3) For obtaining more efficiency and quality of services,
artificial intelligence can be used for implementation
and association among various cyber-twins.

(4) Resource management is a big issue while using the
clouds in the cyber-twin network which can be
managed by Blockchain technology for efficient al-
location of resources among various devices.
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Forecasting stock price trends accurately appears a huge challenge because the environment of stock markets is extremely
stochastic and complicated. )is challenge persistently motivates us to seek reliable pathways to guide stock trading. While the
Long Short-TermMemory (LSTM) network has the dedicated gate structure quite suitable for the prediction based on contextual
features, we propose a novel LSTM-based model. Also, we devise a multiscale convolutional feature fusion mechanism for the
model to extensively exploit the contextual relationships hidden in consecutive time steps. )e significance of our designed
scheme is twofold. (1) Benefiting from the gate structure designed for both long- and short-termmemories, our model can use the
given stock history data more adaptively than traditional models, which greatly guarantees the prediction performance in financial
time series (FTS) scenarios and thus profits the prediction of stock trends. (2) )e multiscale convolutional feature fusion
mechanism can diversify the feature representation and more extensively capture the FTS feature essence than traditional models,
which fairly facilitates the generalizability. Empirical studies conducted on three classic stock history data sets, i.e., S&P 500, DJIA,
and VIX, demonstrated the effectiveness and stability superiority of the suggested method against a few state-of-the-art models
using multiple validity indices. For example, our method achieved the highest average directional accuracy (around 0.71) on the
three employed stock data sets.

1. Introduction

Forecasting the variation trend of stocks is always one of the
hot topics in the academic and practical studies of stock
markets. )e innately dynamic, chaotic, and nonstationary
properties of stock markets make it extremely challenging to
predict the tendency of financial time series (FTS) precisely.
Given that the fluctuation of the stock price is affected by
multiple aspects of social economic life, it has great eco-
nomic and social values to forecast the developing trend of
the stock price effectively. Both investors and for-profit
institutions require scientific and intelligent methods to
analyze and evaluate the price history so as to facilitate
establishing the appropriate trade strategies.

)e ultimate goal, for a specific stock, is to sell out shares
at the highest price and purchase shares during the lowest
period, which means minimizing risks as well as maximizing

profits. Admittedly, financial data often exhibit hybrid,
nonlinear, and seemingly unrelated characteristics, which
makes market hypothesis difficult to apply to predict the
potential [1]. Also, some unexpected factors commonly
make the stock market change dramatically, e.g., worldwide
economic condition, national policies, public voices, in-
vestors’ expectations, and the like.

)e prevailing theory is that the stock market is largely
random, especially in the case of the Iranian stock market,
which is determined by certain criteria of closing price. In the
past, the most traditional methods associated with time series
were based on stationary trends, leading to an inherent diffi-
culty of anticipation [2]. )erefore, plenty of researchers were
devoted to conducting abundant experiments and tried to
establish reliable stock price models. However, there are still
massive difficulties and unsolved problems, such as those
countless variables and factors. In addition, due to the
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difference between short and long terms, one fine-turning
model probably works well in the short-term prediction,
whereas could be poor in a longer time series.

Numerous studies have been persistently seeking suit-
able pathways to address such challenges, and modern ar-
tificial intelligence technologies, e.g., machine learning (ML)
algorithms, have particularly facilitated this category of
studies. It is a consensus that ML is qualified to extract
potential characteristics and discover relative patterns from
price history data. With the high-speed development of
machine learning, many approaches have obtained con-
vincing and outstanding performance on some price history
data, for instance, the S&P 500 Index (S&P 500), Hang Seng
Index (HSI), Jones Industrial Average (DJIA), and Nikkei
225 (N 255). Even if none of them were invariably successful
in practice, their working mechanisms are worth learning
and modifying, such as logistic regression, Support Vector
Machine (SVM), decision tree, Recurrent Neural Network
(RNN), LSTM, and Temporal Convolutional Attention-
Based Network (TCAN).

In the beginning, LSTMwas designed to resolve the issue of
error backflow, namely, error signals explode or vanish as they
flow backwards on a certain time scale. Facing noise and in-
compressible input sequences, LSTM can learn intervals
spanning more than 1,000 iterations. A gradient-based ap-
proach is used to ensure continuous error flows in special units,
which warrants that the gradient computation would be
truncated at certain architecture-specific points without af-
fecting the error flow computing on long-term data [3]. LSTM
was further improved by adding the gradient propagation path
and forgetting gate structure. Compared with the traditional
RNN, this improvement can solve the problem of gradient
vanishment. It is not the total gradient vanishment, but the one
dominated by the short term that makes it difficult for models
to capture long-term features. In time series prediction, such
deficiency of gradient vanishment will lead to continuous loss
of remote information during consecutive learning and to the
dependence decrease of model parameters to remote features.
Whereas stock data are exactly long-term and noncyclical and
long-term dependence is critical to forecast results, the gate
structure of LSTM is very suitable to complete the task of stock
forecasting.

In this study, we aim to propose a novel, multiscale,
convolutional feature, fusion-based LSTM model for the
FTS forecasting issue. Our efforts lie in the following two
aspects:

(1) Owing to the dedicated gate structure designed for
short-term and long-term memory, our model can
make full use of the given stock history data to
adaptively train the forecasting model. Also, the
LSTM network structure effectively avoids the gra-
dient explosion and gradient vanishment problems
of deep learning. )erefore, our scheme greatly
warrants the prediction performance in time series
scenarios and thereby benefits the prediction of stock
trends.

(2) )e multiscale, convolutional feature, fusion
mechanism embedded in the proposed LSTM-based

model can diversify the feature representation and
thereby can more extensively capture the feature
essence of time series than traditional models. )ese
two improvements facilitate the generalizability of
our novel LSTM model to a certain extent.

)e rest of the article is organized as follows. Section 2
briefly introduces the works related to stock price prediction.
Section 3 illustrates our suggested methodology in details. In
Section 4, experimental results and discussions are pre-
sented. Finally, we conclude the article in Section 5.

2. Related Works

Numerous studies anticipating stock price variation trends
have been performed based on the FTS analysis. )e widely
used techniques can be roughly divided into three categories:
statistical econometric models or tools, regression algo-
rithms, and deep learning methods. )is study focuses on
machine learning-based techniques, so we primarily review
the latter two in the following.

Timbó et al. proposed a multiple linear regression al-
gorithm with a data processing methodology, named
Knowledge Discovery in Databases (KDD) [4]. KDD is a
multistep process to capture useful, vital information within
massive price data sets, including selection, preprocessing,
transformation, data mining, and interpretation, and in
which linear regression can benefit from the precise and low-
noise data. Lin et al. proposed a stock forecasting method
using SVM, including two functions: feature selection and
trend forecasting [5]. In terms of the technique of support
vector regression (SVR), this method can forecast the ten-
dency of stock prices well. )e authors also proved the
superior generalizability of this method versus others.

Compared with other machine learning methods, arti-
ficial neural networks (ANNs), particularly deep neural
networks, have showed their validity in practice, such as in
stock pricing prediction [6]. In the study by Wanjawa and
Muchemi [7], ANN was utilized to forecast stock pricing by
a feed-forward multilayer perceptron with inverse loss
propagation and thus obtained good performance. None-
theless, researchers noticed that ANN scarcely establishes a
correlative connection between current and previous data,
leading to poor robustness and low universality. It is a
consensus that the predicted results are correlative not only
to current data but also to previous data. To tackle this
problem, RNN was devised. In contrast to traditional ANN,
RNN proved more convincing performance in the financial
field. During its iterations, earlier time series data are
beneficial to the model’s precise learning via the feed-for-
ward and back-forward looping.

)e earlier stock prediction used traditional RNNs. )ese
methods were frequently combined with other technologies for
denoising data, such as Discrete Wavelet Transform (DWT).
Contrary to the limitations of Fourier Transform, DWT
originally uses wavelet basis to describe the signal [8]. )e
wavelet basis is a very small scale of a signal, so the wavelet
transform has the ability to describe time series. One of the
keynotes of wavelet transform is to use different resources to
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describe different frequency ranges. For different frequency
scales, like trees, the richness of the description is very different.
)e higher the frequency of sampling, the finer the description.
Compared with DWT, b-Spline Wavelets of High-Order-d
(BSd) can achieve better results on certain data sets. BSd-RNN
was proposed to forecast the high-frequency time series in the
study by Hajiabotorabi et al. [9]. With the combination of Bsd
and RNN, the time series was decomposed into numerous
smooth data sets using a multiresolution technique, which
made it possible to generate distinctly detailed data sets with
modest wave amplitudes. Due to the local properties, the
suggested BSd-RNN model was capable of accurately ap-
proximating more smooth patterns than other common
models.

Among all RNN-based models, LSTM could be the most
effective model for time series prediction. LSTM used a set of
memory cells with the gate structure to replace hidden
neurons of RNN. As such, through the gate structure feature,
the information was retained and persistently updated in the
following training iterations. For instance, Zhao et al. used
LSTM to achieve extraordinary performance in stock trend
prediction [10]. Seng et al. used the ordinary three-layer
LSTM structure, instead of utilizing too complex network
structures, to forecast LQ45 financial sectors indices and
obtain nice results [11].

Also, many researchers sought the manners to further
improve LSTM’s performance by assembling other learning
models. Autoregressive Fractional Integrated Moving Av-
erage (ARFIMA) was first used to predict the weather’s
seasonal change. Afterwards, some researchers attempted to
forecast stock prices using ARFIMA because it is fairly
suitable for predicting the results of time series data.
ARIMA-LSTM model was proposed by Bukhari et al. [12].
In the field of deep learning, Convolution Neural Network
(CNN) is another outstanding network qualified for fore-
casting tasks using varied convolution blocks. Nonetheless,
CNN can hardly tackle time series data separately. )us, Qiu
et al. combined RNN with CNN to put forward a novel
network called Deep Wide Area Neutral Network (DWNN)
[13]. Experiments showed that this model can reduce the
mean square error of prediction by 30% compared with the
conventional RNN structures. In order to capture the time-
dependent characteristics, Zhang et al. proposed another
alternative fusion of CNN and RNN strategy in [14]. During
the hidden state transfer, CNN’s convolution layers were
introduced to extract the correlation features and RNN,
meanwhile, proceeded in time steps. As such, this design had
not only the depth of RNN in the temporal dimension but
also the width of temporal data.

One of the major drawbacks of aforementioned methods
is their inability to forecast highly dynamic and transforming
patterns of stock price variation, whereas TCAN solved this
issue to a certain extent. Hao et al. proposed the TCAN
algorithm that integrated an attention mechanism into the
time series neural network [15]. By jointly introducing
Temporal Attention (TA) and Enhanced Residual (ER),
TCANwas enabled to extract both the shallow layers’ pivotal
features and correlative characteristics hidden in the time
series.

3. Methodology

In this section, we detail our novel LSTM-based structure
and scheme for stock price prediction as follows.

As shown in Figure 1, our method is mainly composed of
two parts: data preprocessing and model construction. First,
the raw data set is preprocessed with wavelet denoising,
normalized time step data, and data set division. For the
latter, the prediction model employs the three-branch
structure to constitute the multiscale feature fusion-based
convolutional LSTMs, followed by a dense layer for even-
tually denormalizing the output.

3.1. Preprocessing. )e Yahoo Finance data (https://finance.
yahoo.com) was downloaded to act as our experimental data
sets, which includes the data of open, high, low, and closing
prices of stocks, trading volume, and adjusted prices.

To capture the essential characteristics of stock price time
series data, besides, the six originally contained variables (i.e.,
open, closing, high, low, trading volume, and adjusted price), the
moving average (MA), and exponentmoving average (EMA) are
also calculated in our study. )ese two can reflect the trend of
stock price variation exponentially or at a constant level and are
proved effective to guide stock investment. In this way, the
stock price history data are represented as the form of eight-
dimensional time series and further used as the input for our
LSTM-based model.

)e complexity and volatility of the stock market and the
dynamic trading criterion usually cause the stock price data
obtained to be noisy [16] and nonstationary because
enormous factors, either explicitly or implicitly, influence
the variation tendency of stock prices. Classic denoising
algorithms, such as Fourier analysis, are prone to being
ineffective in the case of massive information fusion.
)erefore, we employ the wavelet transform to denoise the
financial time series data. )e wavelet transform has the
capacity to conduct time series analysis in both the time and
frequency domains. Specifically, the db4 wavelet function,
having four decomposition layers, is used to remove the
noise hidden in high frequencies.

It is explicit that single stock price data cannot reflect the
tendency of stock price variation and are not qualified to
forecast the future pricing.)erefore, the data utilized in our
model are extracted from the whole data set at all time steps.
)e time interval is set to 20 days in our current study. After
the whole preprocessing, the sequential data would be
represented as a b×t×dmatrix, in which b, t, and d represent
the batch size, time step number, and feature dimensionality
of the input data, respectively.

Among all the eight adopted FTS variables, the closing
price could be the most straightforward one because it
impacts investment strategies to a great extent, and thus, the
closing price is regarded as one primary prediction target in
our study.

3.2.-eProposed LSTM-BasedModel Structure. )e chaotic,
nonstationary, and nonlinear characteristics of stock pricing
limit the feasibility of conventional neural networks. RNN
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was designed for avoiding long-term dependence problems
and using the correlated information between various time
intervals when tackling the time series prediction problem.
However, original RNN can hardly conquer the challenge of
gradient vanishment. Different from classic RNN, the LSTM
neural network consisting of special memory cells was
proposed by Abedinia et al. [17]. In LSTM, the memory cells
are used to replace the hidden layer neurons in RNN, and the
states of memory cells play the pivotal roles in the forecasting
task. Moreover, the gate structures are utilized to convey the
feature information and to update the state of memory cells.
As shown in Figure 2, each LSTM cell is composed of three
dynamic gates: the input, forget, and output gates. )e basic
structure of any memory cell includes one add layer, two
tanh layers, three sigmoid layers, and three concatenation
layers.

)e forget gate determines how much cell state in-
formation would be discarded from the previous cell. As
shown in Figure 2, one memory cell accepts the output of
previous information ht−1 and external input of xt in a
concatenated vector [ht−1,xt] via σ transformation, as listed
in Equation (1) in which Wf and bfseparately represent the
weight matrix and bias of the forget gate. After Equation (1)
calculation, ft ranging from 0 to 1 determines the reserved
percentage of the previous cell state Ct−1, where 0 indicates
the entire abandonment and 1 indicates the entire
acceptance.

ft � σ Wf · ht−1, xt  + bf . (1)

In LSTM’s cell model, the input gate can determine the
proportion of the new input xt reserved to generate the
eventual cell stateCt. )is gate extracts pivotal information
from current input as well as prevents unconsidered content
from entering current cell. )e calculation of the input gate
is detailed in Equation (2), where Wi and biare separately the
weight matrix and bias.

)e updated information of cell stateCt is generated
through the tanh layer and using Equation (3) in which

Wc and bc denote the weight matrix and bias, respectively.
)e current cell state Ctcan be obtained using Equation
(4).

it � σ Wi · ht−1, xt  + bi( , (2)

Ct � tan h Wc · ht−1, xt  + bc( , (3)

Ct � ft · Ct−1 + it · Ct. (4)

)e output gate determines howmuch cell state Ctcan be
transformed into the output ht using Equation (6).

Ot � σ Wσ · ht−1, xt  + bσ( , (5)

ht � Ot × tan h Ct( . (6)

In our empirical studies, the final output of our designed
model is the predicted value of the (t+1)-th day’s closing
stock price using the previous t days’ feature data. Mean
square error (MSE) measurement is used to constitute the
ultimate loss function of our LSTM-based model.

Convolutional LSTM (ConvLSTM) [18] has proven the
excellent performance while participating in time series pre-
diction problems because it is good at capturing the spatio-
temporal relations well. Moreover, themultiscale feature fusion
strategy overall outperforms other basic structures on deep
feature extraction.)erefore, to further improve the time series
feature extraction effectiveness, in our LSTM-based model (see
Figure 1), we devise a multiscale convolutional feature fusion
mechanism to extensively extract the features of stock pricing
history, i.e., the three-branch structure on the right in Figure 1.
However, due to the characteristics of stock pricing data, one-
dimensional convolutions are used in our model. It is worth
mentioning that the three convolutional layers use the uniform
number of filters (e.g., 100), whereas the kernel sizes and strides
are set differently, e.g., 6 (kernel size) and 3 (stride) for the first
convolutional layer, 12 (kernel size) and 3 (stride) for the
second, and 6 (kernel size) and 2 (stride) for the third. As such,
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Figure 1: Scheme of our FTS prediction model.
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the three convolutional layers input different scales of features
into the following LSTMs, and we achieve the goal of FTS
feature presentation diversity. Finally, the outputs of the three
branches are concatenated as the input of the Dense layer.

3.3. Data Set. As mentioned in Section 3.1, we conducted
experiments on three influential stock index data sets, i.e.,
S&P 500, DJIA and CBOE Volatility Index (VIX). To obtain
relatively low-noisy data, the experimental data sets were
constituted by discrete time series data coming from the
three stock history data sets. As previously introduced, eight
FTS variables are used for model training and forecasting,
i.e., open, closing, high, low, trading volume, adjusted price,
MA, and EMA. Among them, the former six are from the
original data sets, and the last two are regenerated using the
following equations:

Let

AvgMi �
1
N



i

i−N

closei( , (7)

where AvgMiand closei represent i-th day’s moving average
and closing price, respectively, and N denote the time step
length. )en,

MA � ln
close
AvgM

. (8)

Let

Ei �
2 closei − Ei−1( 

N + 1
+ Ei−1, (9)

where Ei represents i-th day’s exponent moving average;
then,

EMA � ln
close

E
. (10)

4. Experimental Studies

4.1. Setup. To evaluate the realistic performance of our
devisal, three well-established machine learning algorithms
were adopted to make comparisons with our proposed
LSTM-based model, including ANN, SVR, and linear

regression. Besides, five validity indices were used for per-
formance measurement: mean square error (MSE), mean
absolute percentage error (MAPE), mean absolute error
(MAE), coefficient of determination (R2), and directional
accuracy (DA). )eir detailed definitions are as follows:

MSE �
1
N



N

i�1
yi − yi( 

2
, (11)

MAE �
1
N



N

i�1
yi − yi


, (12)

MAPE �
1
N



N

i�1

yi − yi




yi




, (13)

R
2

�


N
i�1 yi − yi( 

2


N
i�1 yi − yi( 

2, (14)

DA �
1
n



n

i�1
ai, (15)

in which N represents the sample size, yirepresents the truth
value, yi represents the mean value of the truth value, and yi

represents the predicted value. ai in Eq. (15) signifies
whether the rising and falling forecasts are correct, and 0 for
false and 1 for true.

As mentioned in Section 3, for the three input con-
volutional layers in Figure 1, we uniformly set the filter
number to 100, employing different kernel sizes and strides.
Specifically, the upper convolutional layer has the kernel size
6 and stride 3, the medium layer has the kernel size 12 and
stride 3, and the bottom layer has the kernel size 6 and stride
2. )e Leaky ReLU was used as the activation function in
these convolutional layers.

Our model was trained by the Adam optimizer with an
initial learning rate of 2e-6, which drops every five iterations
at 0.95. Meanwhile, three adjacent LSTM layers were
equipped with 128 units and 0.2 dropout rate.

In addition, ANN was also trained using the Adam
optimizer, consisting of five dense layers with units 500, 500,
250, 250, and 1, respectively. SVR employed the radial basis
function (RBF) as the kernel function.
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Figure 2: Gate structure of LSTM.
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4.2. Experimental Results andAnalyses. )e time step length
of time series is usually a core parameter determining FTS
forecasting efficiency. Table 1 shows the relationships of
various time step numbers with LSTM’s realistic perfor-
mance. Usually, overlong time step lengths are prone to the

gradient vanishment, whereas too short ones easily lose the
vital information embedded in time series. As revealed in
Table 1, the step-length 5 obtained the worst score, which
implies that it is too short for FTS forecasting tasks, whereas
the step-length 40 seemed overfitting a bit. Generally, he

Table 1: Experiment of different time step lengths of LSTM on S&P 500.

Time step MSE MAE MAPE R2

5 4.9663e− 3 4.6879e− 3 3.7178e− 3 0.9747
10 6.3305e− 5 5.7630e− 3 4.4984e− 3 0.9804
20 3.7410e− 5 4.1263e− 3 3.2351e− 3 0.9645
30 2.2613e− 5 3.6213e− 3 2.6458e− 3 1.0343
40 1.4465e− 4 9.2449e− 3 7.2079e− 3 0.9133

Table 2: Performance comparisons among four methods on S&P 500.

Method MSE MAE MAPE R2

Proposed LSTM-based model 2.2613e− 5 3.6213e− 3 2.6458e− 3 1.0343
ANN 2.9482e− 5 4.7260e− 3 1.6978e− 3 1.0299
SVR 4.4264e− 3 6.5222e− 2 4.7541e− 3 0.7755
Linear regression 1.0189e− 4 9.9822e− 3 7.2890e− 3 1.0087

Table 3: Performance comparisons among four methods on DJIA.

Method MSE MAE MAPE R2

Proposed LSTM-based model 1.2958e− 3 8.8381e− 3 5.9901e− 3 0.9721
ANN 5.1614e− 4 9.9758e− 3 6.7933e− 3 0.9605
SVR 3.7029e− 3 5.6042e− 2 3.7629e− 2 0.7696
Linear regression 1.0295e− 4 9.3711e− 3 6.3274e− 3 0.9899

Table 4: Performance comparisons among four methods on VIX.

Method MSE MAE MAPE R2

Proposed LSTM-based model 3.0961e− 5 3.8656e− 3 9.9029e− 3 0.9958
ANN 1.4427e− 4 2.0201e− 2 6.4719e− 2 1.0222
SVR 2.3282e− 3 4.3949e− 2 1.2084e− 1 0.9218
Linear regression 8.7053e− 5 6.0373e− 3 1.5141e− 2 0.9736
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Figure 3: Comparison of predicted closing prices of four methods on the S&P 500 data set.
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Figure 6: Difference between prediction and ground truth of our method on the S&P 500 data set.
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step-length 30 obtained the best performance. )us, we set
the time step length to 30 in our empirical studies.

Tables 2–4 specifically display the obtained scores of the
four methods on three stock data sets by means of used
validity indices. Generally, our LSTM-based model scores
best on all indices, particularly on S&P 500 and VIX data set.
Despite that the results of our method on DJIA are not
overwhelming, they still rank at top 2.

Figures 3–5 further intuitively show the predicted trends
of closing prices on three stock data sets. As is revealed, the
results of the proposed LSTM-based method are closer to the
real market trends than those of the others, as overall the
blue lines have the universality of the smallest offset/devi-
ation from the ground truth. By the way, some blue lines
even overlap with the grey lines at some points, which
implies the preferable sensitivity to small variations of our
designed, multiscale convolutional feature fusion-based
LSTM model.

Because the stock price is almost noncyclical, it is rea-
sonable that the predicted results of all employed methods
have the characteristic of hysteresis. )e adoption of wavelet
transform can lighten such influence to a certain extent by
removing noise as well as retaining inherent features;
however, it is not enough. In our proposed method, with
embedding the multiscale feature fusion mechanism, it is
distinct that the hysteresis of our method is less than that of
ANN. As the evidence, in Figure 3, the prediction curve of
the ANN is approximately the back translation of our
LSTM-based method. Figures 3–5 also illustrate that the
overall accuracy and stability of our method are better than
those of the other methods.

Figure 6 displays the bias between our LSTM-based
model’s predicted closing prices and the given closing prices
on S&P 500 data set. In this figure, the green bar represents
the case where the prediction is higher than the truth,

whereas the red represents the inverse case. As is shown, the
highest bias is less than 30 and generally varies between -10
and 10. Compared with the stock price high up to 2,500,
these deviations actually reflect the forecasting stability and
effectiveness of our method.

)e DA index can reflect whether the forecasted trend
conforms with the real movement tendency of closing prices
of stocks. )e rising or falling tendency is another re-
markable indicator in stock trading. Hence, we utilized DA
to prove the superiority of our efforts, as shown in Figure 7.
We also achieve the similar conclusion that overall, our
LSTM-based model has the higher prediction accuracy on
stock tendency changes.

All the above results and analyses indicate that the
dedicated gate structure of LSTM as well as the proposed
multiscale feature fusion strategy greatly warrant the de-
sirable preferable performance of our method in forecasting
stock trends.

5. Conclusion

In this paper, we propose a multiscale convolutional feature
fusion-based LSTM model to address the challenge of
forecasting stock trends. With experiments on three classic
stock data sets, it has been proved that the proposed method
has superior effectiveness and stability than a few other state-
of-the-art methods. For future study, we will contribute to
further improving the prediction accuracy based on other
deep learning techniques.

Data Availability

)e labeled data sets used to support the findings of this
study are available from the corresponding author upon
request.
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Hyperspectral information can be used to express the material properties of objects, which has a strong effect on camouflage
recognition. However, it is difficult to process it directly because of the huge hyperspectral image data. -erefore, this paper
proposes a new band selection algorithm to achieve band selection by simulating visual perception. -e subspace clustering self-
attention adversarial network is constructed to realize the initial selection of band. According to the visual chromatic aberration
principle, a model is constructed to determine the band that combines the strongest response intensity of a particular material, and
then this band is selected as the final band, therefore realizing the algorithm of material demarcation in this way.

1. Introduction

Visible near-infrared band images are obtained by sensors
through detecting the electromagnetic radiation reflection of
objects. It can precisely characterize ground objects so that
each object has a spectral fingerprint which is of great
significance to the identification of object materials [1, 2].
However, a hyperspectral image has high spectral dimension
and spatial resolution, so it is difficult to process it directly
because of a large amount of data [3, 4].-us, more in-depth
studies have been carried out: in 2010, Yang et al. [5] used a
supervised way to select band signals; Di et al. [6] applied a
band selection to human face recognition and achieved good
results. In 2010, Li and Qian [7] constructed a sparse matrix
to analyze different bands; Samadzadegan and Mahmoudi
[8] constructed the swarm intelligence to optimize band
selection strategy. In 2012, Du et al. [9] established a col-
laborative sparse model to select hyperspectral bands;
Hedjam and Cheriet [10] realized a band selection based on
graph clustering. In 2013, Feng et.al [11] realized the band
selection based on trivariate mutual information and clonal
selection. Nakamura et al. [12] proposed a nature-inspired
framework for band selection. In 2014, Su et al. [13] used the
particle swarm optimization to optimize the band selection
process; Xiurui Geng et al. [14] realized a band selection

through gradient analysis of different band images. In 2015,
Jia et al. [15] proposed a band selection scheme based on the
idea of sorting; Patra et al. [16] introduced the idea of rough
set to select bands. In 2016, Feng et al. [17] utilized the
multiple kernel learning based on discriminative kernel
clustering for hyperspectral band selection; Liu et al. [18]
proposed a band selection algorithm based on the distri-
bution of adjacent pixels. In 2017, Cao et al. [19] improved a
classification map algorithm for fast hyperspectral selection;
Shah et al. [20] proposed an algorithm of the dynamic
frequency domain to realize band selection. In 2018,Wang et
al. [21] proposed the optimal clustering framework to
achieve hyperspectral band selection; Xie et al. [22] made
modeling and analysis according to the representativeness of
the bands. In 2019, Sun et al. [23] used a weighted kernel
regulation to realize band selection. Sun et al. [24] calculated
the variance between spectral bands and built a model for
band selection. In 2020, Torres et al. [25] applied a band
selection into the field of signal enhancement. Sun et al. [26]
used the idea of low rank to cluster hyperspectral bands.
Patra and Barman [27] focused on the image boundary
intensity to realize band selection based on the fuzzy set.

To sum up, main problems of hyperspectral band se-
lection are as follows. (1) It is difficult to establish a unified
band selection model due to high dimensions of

Hindawi
Scientific Programming
Volume 2021, Article ID 8329974, 9 pages
https://doi.org/10.1155/2021/8329974

mailto:abbqq_15986@163.com
https://orcid.org/0000-0001-6226-9732
https://orcid.org/0000-0002-7691-1009
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/8329974


hyperspectral data. (2) -e quality of band selection cannot
directly show its effect. -erefore, according to the above
problems, (1) a hyperspectral band selection algorithm is
constructed based on vision and (2) a subspace clustering
framework is proposed based on deep adversary for realizing
the preliminary clustering of spectral information. A per-
ception model based on color is proposed to visualize the
difference between the target and the background to show
the perception effect.

2. A Visual Perception Algorithm

More than 80% information is obtained by human vision.
One object can be recognized and distinguished from the
background mainly by the color. At present, the captured
natural images can be regarded as the superposition of RGB
three channels. On this basis, a large number of research
studies on target extraction, image retrieval, and analysis
have been carried out, and a series of achievements have
been achieved. -e natural images can be regarded as
hyperspectral data with low number of channels. -erefore,
we migrate the related algorithms of RGB images to the
hyperspectral field, and the process is shown in Figure 1. (1)
-e subspace clustering network of deep countermeasure is
constructed to realize the initial band selection. (2)
According to the color difference of vision principle, a model
is constructed to determine the band combination with the
strongest response intensity of a specific material, and then
the band is selected as the final band.

2.1. Subspace Clustering Based on Self-Attention Adversarial.
When high-dimensional data are encoded to output low-
dimensional feature representation, a large amount of in-
formation will be lost. However, the attention model, which
is based on encoder-decoder framework, can lose less
information.

Attention(Q, K, V) � s Q, K
T

 V, (1)

where S(·) is the similarity function and Q is the output
information. -e self-attention adversarial model we built is
structured as Figure 2.

For true sample acquisition, k groups of A� {A1, A2, . . .,
Ak} are obtained through the similarity matrix learned by
word expression layer. the projection residual from Ai to the
corresponding subspace Si is calculated as follows:

Lr Zi(  � Zi − ViV
T
i Zi

����
����
2
2,

(2)

where Z is the characteristic matrix, Vi is the projection
matrix, T represents matrix transpose, and LR represents the
projection residual. m data with small residuals are selected
as positive samples. -e corresponding generator resistance
loss function is as follows:

Lg �
1

km


k

i�1


m

j�1
Lr Zj . (3)

For false samples, the sampling layer randomly samples
from the estimated subspace Si to generate m false samples
Zj �  θjZj. In order to make the generated data closer to
the learning subspace of discriminator, the antiloss is in-
troduced to revise the existing loss function:

LG(C) � Lg +
λ
2
‖X − X‖

2
+
α
2

‖U − UC‖
2

+
β
2
‖C‖p, (4)

where λ is the balanced sparse.
A discriminator is constructed by projection residuals to

distinguish true and false samples, and the probability loss
function of samples belonging to subspace is established.

Ld �
1
m



m

j�1
Lr Zj  + max 0, ε − Lr Zj   , (5)

where ε is the parameter. -e loss function of the dis-
criminator corresponding to k-rent is as follows:

Ld � min
V1 ,V2 ,...,Vk

1
k



k

i�1
Ld. (6)

-e second term of the following formula is introduced
to increase the separation of different groups of subspaces
after introducing regular terms. -e third term of the fol-
lowing formula is to reduce Vi:

LE � Ld + μ1 
i≠j

V
T
i Vj

�����

�����
2

F
+ μ2 

k

i�1
V

T
i Vi − I

����
����
2
F
, (7)

where μ1 and μ2 are two constants greater than 0.
In order to make better use of the local manifold

structure information of the image, Laplacian regularization
term is introduced into the loss function of the generator to
construct the image connection relationship. -e weight can
be expressed as follows:

Wij �

exp
xi − xj

�����

�����

2σ2
⎛⎝ ⎞⎠, xi, xj ∈ Nk,

0, others,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

where Nk is the K neighborhood of n vertices. For the
nonlinear manifold structure, the energy function is defined
as follows:

Q � min
q



n

i,j�1
q xi(  − q xj 

�����

�����
2
Wij. (9)

According to the definition of the Laplace matrix,

L � D − W s.t. Dii � 
j

Wij . (10)

Q can be rewritten as

Q � min
q

tr QLQ
T

 ,

Q � q x1( , q x2( , . . . , q xn(  .

(11)
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-e final generator loss function is obtained as follows:

LG(C) � Lg +
1
2

λ‖X − X‖
2

+ α‖U − UC‖
2

+ β‖C‖p + ctr CLC
T

  . (12)

2.2. Perception Model Based on Color. According to Gestalt
psychocognitive analysis, objects can be recognized, mainly
by the eyes and brain. When the eyes observe the images,
they cluster themselves according to certain rules to make
them become a comprehensible structural entity. Among
them, color feature is an effective way.

On the basis of the previous analysis in the last section, in
order to more comprehensively express the spectral infor-
mation between bands, a model is established on the basis of
relative entropy:

S(X, Y) � DKL(P | Q) − λMt(X, Y),

DKL(P | Q) �  P(x)ln
P(x)

Q(x)
, P(x), Q(x) ∈ [0, 1],

Mt �

m X1, X1(  . . . m X1, XM( 

. . .

m XM, X1(  . . . m XM, XM( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

m(X, Y) � 
n

i�1


m

j�1
p xiyj log2

p xi/yj 

p xi( 
,

(13)
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where S (X, Y) is the spectral correlation between bandX and
band Y; DKL (P|Q) is the relative entropy of probability
distribution corresponding to band X and band Y; and Mt
(X, Y) is the average mutual information between band X
and band y. λ is the weight coefficient, which is determined
by the relative amplitude of DKL (P|Q) and Mt (X, Y).

In order to better integrate the entropy information
into it, we modify S (X, Y). Because the entropy diver-
gence and the average mutual information are basically
equally important to the band selection process, in order
to make the contribution of the corresponding matrix
MKL andMt consistent to S, the normalization function is
constructed.

S(X, Y) � C × MKL − Mt,

MKL �

0 . . . DKL X1|XM( 

. . .

DKL XM|X1(  . . . 0

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,

C �


M
i�1 

M
j�1 |Mt(i, j)|


M
i�1 

M
j�1 MKL(i, j)




. (14)

Different pixel values may correspond to the same color
name. For this purpose, we construct the mapping relation;
given the data D� {d1, . . ., dN}, the corresponding word is
W � w1, . . . , wM ; these words are considered from the
potential theme Z� {z1, . . ., zK}. -erefore, a probability
model is constructed as follows:

p(w | d) � 
z∈Z

p(w|z)p(z|d), (15)

where p (w|z) and p (z|d) are prior probabilities. -e EM
algorithm is used to estimate the maximum similarity as
follows:

L � 
d∈D


w∈W

n(d, w)log p(d)p(w|d) , (16)

where n (d, w) is the frequency of occurrence. -rough
training, we get the following results:

p(z|w, d)⟵ θd(z)ϕz(w),

ϕz(w)⟵ 
d

n(d, w)p(z|w, d),

θd(z)⟵ (α − 1) + 
w

n(d, w)p(z|w, d),

(17)

where α is a parameter. -e corresponding maximum
similarity can be written as follows:

L � 
d∈D


w∈W

n(d, w)log(d, w) − c 
z∈Z


w∈W

(p(z|w) − ρ(w))
2
.

(18)

Based on this, the color mapping is realized, and the
colors are sorted according to Figure 3 to construct the
differentiation degree.

3. Experiment Result and Analysis

-e experiment is composed of visible infrared hyper-
spectral data and software simulation data [28], as shown in
Figure 4, including grassland, sand, vehicles, buildings, and
other typical targets. It can be seen from the figure that the
pixel values displayed by different ground objects in different
bands are different, and there are also differences in the pixel
values of ground objects in the same band, which is the basis
of band selection. We normalized the hyperspectral images
to 512× 512× 300.

3.1. Display of Spectral Curves of Typical Ground Objects.
In order to show the spectral curves of typical ground ob-
jects, the spectral curves of leaves and sky are selected to
display, as shown in Figure 5. -e horizontal axis represents
the band number and the vertical axis represents the pixel
value. It can be seen that the same kind of features has strong
similarity, and different types of features have differences.
Although the internal targets have volatility, the overall
volatility is small. In the areas of leaves and sky, the most
significant area is concentrated in the 0–300 band. In the
area of sky, the pixel value of 0–300 band reaches saturation
state. Based on the above analysis, the sky and leaves can be
effectively distinguished.

3.2. BandClustering Effect. In order to verify the accuracy of
moving target extraction, we introduce the OA [29] overall
accuracy and kappa coefficient. OA represents the pro-
portion of samples with correct classification to all samples.
Kappa is an index used for the consistency test [30]:

OA �
1
N



r

i�1
xii,

kappa �
N 

r
i�1 xii − 

r
i�1 xi+ × x+i( 

N
2

− 
r
i�1 xi+ × x+i( 

.

(19)

-e band selection effect of real scene hyperspectral
image is shown in Figure 6, and the band selection effect of
simulated scene hyperspectral image is shown in Figure 7. It
can be seen from the figure that the effect of the real image is
slightly lower than that of the simulated image, which is due
to the stable noise and spectral curve contained in the
simulated image. However, the information contained in the
real image is more complex and has a certain volatility.

-e sparse nonnegative matrix factorization (SNMF)
algorithm [6] transforms the problem of band selection into
the problem of sparse decomposition, and it has a certain
effect to extract significant spectral images. -e fast volume
gradient (FVG) algorithm [13] establishes the model
according to the gradient to realize the band selection, and
the effect is better for the region with obvious boundary.-e
variable precision neighborhood (VPN) algorithm [17]
constructs fuzzy sets according to the relationship between
adjacent pixels to realize band selection.-e fast and late low
rank (FLLR) algorithm [20] introduces the idea of low rank
to calculate the redundancy between bands and realize band
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Figure 3: Mapping color sequence graph.
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Figure 4: Data display: (a) simulated overlook image sequence; (b) simulated sideview image sequence; (c) simulated overlook image
sequence; (d) simulated sideview image sequence; (e) real image sequence.
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selection. In this paper, a subspace clustering algorithm is
proposed based on depth confrontation, which fully con-
siders the correlation of bands and optimizes the loss
function to achieve band selection. On the real data set, OA
reaches 90% and kappa reaches 0.67. OA and kappa are 96%
and 0.92, respectively, in the simulation data set, which reach
better results.

3.3. TargetDetection Effect. On the basis of the optimal band
selection, different target material clustering algorithms are
used for comparison. -e detection results of real data and
simulated data are shown in Figure 8. Hu et al. [31] proposed
the SVM algorithm to extract image features for clustering to
achieve enhancement. Han et al. [32] constructed CNN to
extract target features. Shi and Pun [33] built multiscale
RESNET to realize target detection. Li et al. [34] detected
targets based on boundary features. -e above algorithms
analyze the target from the perspective of morphology to

achieve target detection. Based on clustering, in this paper,
we construct a visual perception model to detect the target
and use the difference of visual mapping to measure the
detection rate of the target, which has a good effect, and the
ROC curve value is the highest.

-e proposed algorithm constructs the mapping model
of visual perception by fusing images with three bands. -e
mapping results of real data using different band combi-
nations are shown in Figure 9(a). {0, 38, 187} segment maps
the leaf region to red, but it cannot distinguish the building
and sky areas effectively. {1, 161, 35} spectrum segment can
distinguish the building area from other areas, which verifies
the effectiveness of the proposed algorithm. -e mapping
results of simulated data using different band combinations
are shown in Figure 9(b). {0.4, 8.0, 12} spectrum can dis-
tinguish grassland from land but cannot distinguish grass-
land from vehicle. {0.6, 0.6, 10.4} bands can extract vehicles
effectively and suppress grassland and land areas. -e ef-
fectiveness of the proposed algorithm is verified.
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Figure 5: Display of spectral curves of typical ground objects: (a) spectral curve of leaves; (b) spectral curve of sky.
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Figure 6: Experimental results of real hyperspectral sequences: (a) OA; (b) kappa.
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Figure 7: Experimental results of simulated hyperspectral sequences: (a) OA; (b) kappa.
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Figure 8: Roc curve: (a) real data; (b) simulated data.
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4. Conclusion

Hyperspectral images have spatial resolution and inter-
spectral resolution, which plays an important role in ma-
terial recognition. Aiming at the difficulty of hyperspectral
band selection, a deep adversarial subspace clustering net-
work is constructed to select the representative band, which
can select a representative band. From the perspective of
psychology, a color perception model is constructed to
highlight the significant areas. Experiments show that the
proposed algorithm has good results. On this basis, it can
carry out material recognition of typical targets and hidden
targets.

Data Availability

-is paper experimented with two databases. One is from
https://figshare.com/articles/dataset/Main_zip/2007723/3.
-e other is the real hyperspectral database. -e data are too
large and can be obtained from the corresponding author
upon request. -e database is for scientific research only.
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High activity is an important manifestation of the stable development of urban social economy. Quantitative research on urban
development based on the geographical label perception of urban vitality is a new technical means and way to study urban vitality.
In this paper, points of interest and Weibo check-in geographic markers are used to analyze urban vitality indicators and urban
vitality distribution patterns. )rough the application of different indexes, the ordinary linear regression and spatial autore-
gressive models between urban vitality and built environment are established to explore the factors that affect urban vitality.
Results of the research show that interest points and social media check-in data can better indicate urban vitality. )e urban
vitality of the Macao Special Administrative Region is mainly affected by the density of land use, buildings, and
public transportation.

1. Introduction

With the profound transformation of urban society, the
importance of cities is becoming a hot topic in urban ge-
ography, urban planning, urban economy, and urban
management. Jacobs believes that the connection between
people’s activities and places of residence, as well as the
diversity of cities, will make the city important [1]. In the
view of Montgomery, a lively space should be made available
to a variety of crowded activities, so as to attract different
groups of people.

)e measurement of the importance of cities is con-
sidered the focus of related research. Most traditional studies
use research methods to study the importance of cities [2].
Specifically, GPS is used to record the number of active
residents in the research and measurement community.)is
survey method can explain the importance of the sur-
rounding area. However, it is found to be defective because
of its time-consuming and labor-consuming characteristics
and the inability to cover a large area [3]. )erefore, the
ordinary linear regression and spatial autoregressive models
between urban vitality and built environment are established

to construct different indexes, thus revealing the factors that
affect urban vitality [4].

In recent years, with the continuous integration of in-
formation technology and positioning technology, big data
using geographical location labels (such as mobile signals,
point of interest, and social media information) can be used
to display a large amount of data about human activities,
provide methods to identify physical and social locations in
cities, and measure the importance of cities. Because of the
advantages and rapid technological improvement, mobile
signal data are often adopted to highlight the key city ac-
tivities [5]. Long Ying takes mobile data as a medium of
human activities and collects all signals from mobile phone
stations to express vitality and establish an urban importance
index system. However, mobile signal data also have some
shortcomings, such as the concerns of privacy, limited ac-
cess, and relatively high costs.)e focus, with rich semantics,
wide distribution, and easy access, has gained wide accep-
tance in urban research. )e information involved includes
services that can represent urban priorities, such as leisure,
entertainment, hotels, and shopping. One the other hand,
urban economic vitality can be measured by the size of
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above-mentioned indexes and the small amount of catering
POIs. In contrast to field data, social media feedback in-
cludes details on the location and type of events in different
regions, which reflect the vitality of the city. Wu et al., in the
literature, suggest the use of Weibo check-in information to
reveal the potential importance of the city [6]. Overall, the
categories of interest points and Weibo check-in locations
can expand the criteria for measuring urban vitality.
However, different geographical information may increase
the vitality of the city, and the spatial patterns represented by
different data can be the basis for measuring the vitality of a
city. )erefore, it is necessary to deepen the analysis on its
similarities and differences.

Clarifying the mechanism of urban vitality is another key
point of this paper. )e time and place in people’s daily life
are intertwined with the surrounding environment, while
the living environment is a main factor affecting the vitality
and importance of the city [7]. It is found that the vitality of
the city is closely related to the living environment of the
city, and the land use component is the basic condition of the
urban activity area [8]. Different types of land planning will
have different effects on the importance of cities, and mixed
land use can increase the vitality of cities [9]. MEHTAV is a
street full of diversities, which can be characterized by public
areas, road facilities, road width, shadows, road traffic, street
traffic, architectural features, individual store windows, and
geographical features [10]. )erefore, the impact on road
vitality cannot be ignored, and buildings are also a key to
maintain urban vitality. Ye et al. refer to the method to
improve urban vitality with building occupancy spatial in-
dicators and building floor spatial indicators in the literature
[5]. )erefore, a wide range of spatial data, such as land use,
transport networks, and buildings [11], are used to clarify the
impact mechanism of urban environmental indicators in-
cluding land use, transport networks, and buildings.

With the popularity of intelligent communication
devices and the continuous maturity of spatial positioning
technology, location-based services (LBSs) have been
widely used. )e geographical location dimension builds a
bridge between the real world and online social network.
It aims to share the user’s current location and activity
information and form a social network based on location
service networks (LBSN). )rough the movement of the
user’s location, the sign-in data connect the scattered
spatial nodes into a complex network with the track. It
resembles a complex network built on geographic space,
with transportation networks and road networks. With
the popularization of network information technology,
social platforms such as Facebook, Twitter, Weibo, and
WeChat have produced an endless stream of spatiotem-
poral data, which contains complex information. )is
requires rigorous people to explore effective methods to
mine these big data. Crowdsourced geographic data
processing and mining is a current research hotspot. For
example, Wang Bo constructed the public perception
sentiment index by using the Weibo check-in data to
analyze the spatial and temporal pattern of residents’
response to floods. [12] Wang Di used different statistical
analysis methods, such as kernel density estimation and

focus analysis, to analyze the characteristics of crowd
activity from the perspectives of time and space in the
urban Weibo attendance data [13]. )ere must be some
close relationship for such an order of magnitude of
thousands of nodes and huge components of a complex
network between the edges of the nodes. In the entire
network, many compact connected block networks are
distinguished to divide sub-intervals, which is to divide
the corresponding interactive block structure according
to the attribute weight. Block structure is an essential
property of complex networks. It is formed by the in-
teraction of the elements in the organic system and the
relatively stable structure of each element. )ese rela-
tionships include, but are not limited to, the function of
the classification structure based on the interaction be-
tween the community structure and so on. By mining, we
can obtain the fixed subnetwork community structure
with high cohesion and low coupling in complex spatial
networks. Based on the selection of microblog check-in
data mining, this paper will include time attribute data
and attribute data in the data and directly reflect the
current tourism situation of urban residents. )is paper
combines a huge amount of data. As a data source of
urban block structure mining, it can directly provide a
basis for urban spatial structure division through users’
dynamic travel. )is is of great significance for guiding
urban construction and evaluating existing planning
schemes.

In this paper, Weibo media check-in data and point of
interest (POI) data are utilized to refer to andmeasure urban
vitality and conduct urban planning analysis [14]. Linear
regression models and spatial autoregressive models are
constructed using land use, urban transportation, buildings,
and other built-in environmental factors [15]. It shows the
environmental impact mechanism of urban vitality and the
stability of the impact mechanism [16].)e study shows that
the data scattered in different geographical locations have
similar urban spatial patterns [17]. )e city’s vitality is
largely affected by land use, building congestion, and the
number of bus stops [18]. )is study evaluates the vitality of
the current city on the Macao Peninsula [19], discusses the
trend of urban space development, determines the mecha-
nism that affects the vitality of the city [20] and the im-
portance of urban vitality to the promotion of urban
development, and eventually puts forward targeted policies
[21].

2. Methods

2.1. UrbanViability Test. To measure urban vitality is one of
the important steps to determine the area layout. )is paper
will determine key indicators based on roads, which will be
described by the government or regional planning depart-
ment according to relevant information [22] to better study
the distribution of key areas. In this paper [23], two kinds of
geography markup data (POI and social media sign-in data)
were used to calculate the space of two kinds of regional
viability was calculated, highlight the city vigor, and analyze
the space distribution pattern.
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2.1.1. POI-Based Urban Viability Indicators. )e point of
interest (POI) is the main place where people’s daily ac-
tivities take place, and the POI data have good spatial scale
adaptive characteristics. POI data of urban facilities contain
information revealing the wide intersections between urban
population and the surrounding environment. In this re-
search, the POI data of reviews and Amed maps will be
synthesized to calculate the street POI density and the vi-
tality of the Macao Peninsula. )e formula is

Vpoi �
Pstreet

Sstreet
, (1)

where Pstreet represents the number of all POIs in the region
and Sstreet means the area in the region.

2.1.2. Indicators of Urban Vitality Based on Social Media
Check-In. Social media check-in information represents a
crowd’s preference for a particular type of activity or lo-
cation and can capture some ways of life of people. Here,
Sina Weibo’s check-in information will be used to calculate
nearby social media check-in density information and show
the vitality of the city. )e formula is

Vcheckin �
Cstreet

Sstreet
, (2)

where Cstreet in the formula represents the number of checks
in the area and Sstreet represents the area in the region.

2.1.3. Moran’s I. In this paper, Moran’s I is used to analyze
the autocorrelation of urban importance and indicate the
traditional distribution pattern of spatial importance. )e
formula is

I �
n

S0


n
i�0 

n
j�0 Wi,jZi Zi


n
i�0 Z

2
i

,

S0 � 
n

i�0


n

j�0
Wi,j.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(3)

)e formula shows the deviation between the attribute of
the element i and its average value and the spatial weight
between the elements i and j. n is equal to the sum of el-
ements; it is the aggregation of the weights of all spatial
elements. Moran’s I> 0 denotes spatial autocorrelation: the
larger the value, the more obvious the spatial correlation;
Moran’s I< 0 denotes spatial negative correlation: the
smaller the value, the more obvious the spatial dispersing;
and Moran’s I� 0 denotes that the space is random.

2.2. Built Environment. )e built environment includes
urban buildings and artificial sites, and artificial construc-
tion is an important factor affecting the main environment
of the city. )e built environment described in this paper is
made up of land use, transportation, and buildings.

2.2.1. Land Use. Based on the spatial data of land use, this
paper calculates the ratio of commercial land, residential
land, government land, and industrial land. Shannon’s
entropy is used to describe the degree of mixed land use.)e
higher the entropy value, the higher the land utilization
ratio. Similarly, the lower the entropy value, the lower the
amount of relative mixture. )e formula is

Entropy � 
n

1
Pi × In Pi( . (4)

)is formula shows the proportion of land area of a
certain land use type in a specific area of each land type. n is
the number of land classification applications.

2.2.2. Traffic Network. )e spatial boundaries of traffic
networks, such as roads and buses, have a significant impact
on the importance of cities. In this paper, traffic network
data are used to calculate road congestion, road network
congestion, bus station congestion, and other indicators.)e
curvature of the road extends to the length of the entire road
per unit area. Road network constraints refer to the number
of routes in each region. Bus parking restrictions are
expressed as the number of bus stations in each service area.

2.2.3. Buildings. )e spatial composition of buildings is also
an important factor useful in the definition of a city. )e
following parts of the study will introduce two indicators of
building probability, namely, building ratio and land use
right probability. Among them, the building area rate of
buildings is expressed by the formula. As shown in the
formula, the probability of land use right is the percentage of
the area occupied by the building block.

FSIi �
Fi

Ai

,

GSIi �
Bi

Ai

,

(5)

where Fi is the floor area of all buildings on the street; Bi

represents the area summary of the buildings on the street;
and Ai represents the area of the block.

As shown in Table 1, the built environment is measured
by 10 factors, including commercial land, industrial land,
government land, land use, road network density, road
network building ratio, bus station permeability, building
area-to-building area ratio, building area, and soil perme-
ability of buildings.

2.3. Linear Regression Model. First, multiple linear regres-
sion is carried out to analyze the impact of built environment
on urban vitality. Linear regression (also known as quadratic
regression) is one of the most widely used models in routing
analysis, considering its ability to reveal the linear rela-
tionships of objects. )e formula is
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y � β0 + 
m

j�0
βjxj + ε. (6)

In the above formula, y is the dependent variable; xj is
the independent variable; βj is the regression coefficient of
the corresponding single variable; M represents the sum of
the m of the independent variables involved in the control;
β0 is the initial initialization coefficient; and ε is the error
value.

In this research, we will create a roadmap for POI and
social media check-in rates, respectively. Both the dependent
variables in the table are POIs (Table Model 1 in Table 2),
and the density of social media check-in (Table Model 2 in
Table 2) indicates urban vitality. Considering the important
differences between the two cities, the continuity model is
further adopted to prove the importance of establishing the
environmental impact.

2.4. Spatial Autoregressive Model. Linear regression analysis
does not consider spatial autocorrelation and spatial dis-
tribution of built environment. )erefore, in this paper, we
will use the spatial model in practice to further clarify the
impact of urban importance on the environment. )e for-
mula is

y � ρW1y + β1X + μ,

μ � λW2μ + ε,

ε: N 0, δ2I .

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(7)

In the formula, y represents the dependent variable; p is
the W1y coefficient of the spatial lag term; x is the inde-
pendent variable; β is the regression coefficient of corre-
sponding independent variable; μ is the error value; ε is the
random error of variance for service mean value 0; W1 and
W2 in the residual matrix table represent spatial trend and
dependent variable, respectively; and λ is the coefficient of
spatial error setting.

Different settings can be made according to the pa-
rameters in the above formula, and three kinds of spatial
autoregressive models can be produced, including spatial lag
model, spatial error model, and regression coefficient of
spatial error term.

(1) When ρ≠ 0 and λ � 0, the model is the spatial lag
regression model. )e spatial lag regression model
considers the spatial correlation of dependent vari-
ables. )e main point of this paper is that the im-
portance of the neighborhood is not only affected by
the dynamic elements but also by the surrounding
environment. )is suggests the necessity to consider
the spatial correlation of vitality.

(2) When ρ � 0 and λ≠ 0, the model is the space error
model. )e spatial error model considers the spatial
correlation of the fitting error. )e result of this
paper shows that the block vitality is not only affected
by the relevant driving factors but also by the fitting
error of the surrounding block vitality.

(3) When ρ≠ 0 and λ≠ 0, the model is the space
Doberman model. )e Doberman spatial model not
only pays attention to the spatial interval of de-
pendent variables and errors but also concentrates
on the influence of spatial variation trend of inde-
pendent variables. )e formula is

y � ρW1y + β1X + λW2μ + W3Xβ2 + ε,

ε: N 0, δ2I .

⎧⎨

⎩ (8)

)e parameter W3 of the equation is equal to (7) and is
the spectrum table of the spatial trend of the independent
variable; β2 is the regression coefficient during this period.
)e choice of spatial autoregressive model depends on the
application. In this paper, the spatial autocorrelation of
dependent variable regions is considered with two main
indexes for Moran’s I test, as shown in Table 3. )e results
show that both spatial importance variables are in auto-
correlation. Moreover, Moran’s I value of the spatial re-
gression residuals of POI density and check-in density
calculated by GeoDa software is 0.000. )is result represents
the saliency test of the two spatial regression residuals.
)erefore, this paper chooses the spatial lag regression
model to analyze the relationship between the two dynamic
indexes and the built environment factors. Two models are
also constructed in spatial autoregressive analysis. )e de-
pendent variables are still normalized POI density (Model 3
in Table 4) and check-in density (Model 4 in Table 4). )e

Table 1: Completion of environmental indicators.

Built environment Indicators Number of cases Scope Average value Standard deviation Variance

Land use

Commercial land ratio 140 0∼0.841 0.404 0.172 0.414
Residential land ratio 140 0∼0.344 0.112 0.086 0.294

Government land use ratio 140 0∼0.250 0.03 0.033 0.182
Industrial land ratio 140 0∼0.353 0.082 0.08 0.283
Other land use ratio 140 0∼1.00 0.371 0.209 0.457

Traffic network

Land mixed use 140 0∼1.489 0.952 0.514 0.717
Road network density 140 0∼3.171 0.763 0.361 0.601
Network node density 140 0∼99.803 27.33 13.876 3.725

Bus site density 140 0∼5.466 1.099 1.007 1.004

Buildings
Building volume 140 0∼9.703 2.72 1.994 1.412

Density of buildings 140 0∼0.853 0.351 0.21 0.458
Construction area 140
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selection of variables in the spatial autoregressive model is
based on the linear regression results, that is, the variables
eliminated by the stepwise multiple linear regression.

3. Experiment and Result Analysis

3.1. Research Area and Experimental Data. )e test site of
this article is located on the Macao Peninsula. )e Macao
Peninsula (Portuguese: Macao, English: Macao Peninsula) is
one of the three parts that make up Macao, China. It is the
main residential area of Macao and the oldest development
zone in Macao, with a history of more than 400 years.
Macao’s historical center is located in the Macao Peninsula,
which was listed as theWorld Cultural Heritage in 2005.)e
Macao Peninsula was originally an island, but as sediments
had accumulated in the upper reaches of the west river, there
slowly formed a sandbar facing the north and south, con-
necting the island to the land to create a peninsula. )e
Macao Peninsula is composed of five districts: Fathi Ma
Tong District, San Andoni Tong District, Lobby District,
Wangde Tong District, and Fengshun Tong District (Fig-
ure 1). Most of the flat land on the Macao Peninsula is
obtained by landfill. )e Macao Peninsula covers an area of
about 9.1 square kilometers and has a population of about
388,000.

)eMacao Peninsula area is about 9.1 square kilometers,
and the population is about 388,000.

According to the Statistics Bureau of Macao in 2020,
Macao has a total population of 682,500. Among them, most

of the Chinese were immigrants from the mainland, ac-
counting for 97%. About 170,000 nonlocal employees are
employed in Macao. Macao is a tourist city. Most of the
visitors to Macao are mainlanders. Since Macao is domi-
nated by mainlanders and the main social media application
in China is Weibo, more than 80% of Macao people use
Weibo.)erefore, the use ofWeibo attendance data as social
media data in this paper to measure the urban vitality of
Macao has a certain universality.

Here, we use geo-tagged data covering the Macao
Peninsula, including POI data and social media check-in
information. POI data can be obtained from Amap and
Dianping data. By the deadline 2019, altogether 40,654
pieces of POI data were collected. POI data include res-
taurants, businesses, residents, services, schools, and places
of entertainment. Each piece of POI data contains infor-
mation such as latitude, longitude, name, address, and
category. Social media login information is captured by API.
)e valid date was from January 2018 to December 2019.
Weibo check-in data have been preprocessed. 145,465 pieces
of Weibo check-in data were received. )ere was a year of
difference between POI data and social media, until the
return, followed by the entry into a stable period of de-
velopment. )e data on land use and buildings are derived
from the Macao Mapping and Cadastral Bureau. Road
network data are derived from OpenStreetMap (OSM). )e
Macao Peninsula experimental area is divided into 140
blocks.

3.2. Dynamic Distribution Model of Macao Peninsula. )e
spatial distribution patterns of vitality on the Macao Pen-
insula based on POI data and social media check-in data are
shown in Figures 1(b) and 2(b), respectively. Figures 1(a)
and 1(b) respectively shows that the urban spatial vitality
indicated by the POI data has a high activity value

Table 3: Moran index test results.

Vitality indicators Moran index Z value p value
POI density 0.5836 11.96 ≤0.001
Check-in density 0.5952 12.21 0
Note: p< 0.001, confidence levels.

Table 2: Results of linear regression analysis.

Project
Model 1: POI density Model 2: Social media check-in density

Coefficient t statistics Standard
deviation p value Coefficient t statistics Standard

deviation p value

Constants −0.278 −3.106∗∗ ∗ 0.090 0.002 0.066 0.629 0.104 0.531
Building volume −0.201 −1.513 0.133 0.133 −0.405 −2.614∗∗ ∗ 0.155 0.010
Density of buildings 0.670 5.607∗∗ ∗ 0.119 ≤0.001 0.260 1.867∗ 0.139 0.064
Road network density 0.436 2.940∗∗ ∗ 0.148 0.004 0.014 0.080 0.173 0.936
Network node density 0.023 0.197 0.115 0.844 0.240 1.797∗ 0.134 0.075
Bus density 0.119 1.374 0.087 0.172 −0.157 −1.552 0.101 0.123
Commercial land ratio 0.273 2.902∗∗ ∗ 0.094 0.004 0.162 1.479 0.110 0.141
Residential land ratio 0.038 0.394 0.095 0.694 0.241 2.172∗∗ 0.111 0.032
Government land use
ratio 0.004 0.033 0.118 0.974 0.097 0.707 0.137 0.481

Industrial land ratio 0.113 1.286 0.088 0.201 0.069 0.681 0.102 0.497
Land mixed use 0.111 1.621 0.068 0.107 −0.059 −0.743 0.079 0.459
Travel heat 0.006 0.058 0.097 0.954 −0.114 −1.006 0.113 0.316
R2 0.613 0.212
Adjusted R2 0.579 0.144
AIC −97.626 −54.936
SC −62.326 −19.637
Note: ∗p< 0.05, ∗∗p< 0.01, and ∗∗ ∗p< 0.001 are confidence levels.
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aggregation polar core in the mid-west part with a high-high
distribution pattern. It suggests that high values surround
each other; in the north and southeast parts, the high value is
surrounded by the low value. Figures 2(a) and 2(b) show the
urban dynamism represented by social media sign-in data.
)e results show that there are high active value aggregation
centers in two historical areas of Macao, which are dis-
tributed in the western part and the southwest and the
eastern part of the middle Macao Peninsula. )e Weibo
check-in density pattern map further shows that the urban

vitality represented by the sign-in density in the historical
city of Macao is highly aggregated. It follows the high-high
distribution pattern. 0 represents blocks with less clustering,
while 1, 2, and 3 represent groups with confidence levels
higher than 0.1, 0.04, and 0.01, respectively.

)e test results show that an obvious imbalance exists in
the spatial distribution of urban dynamic areas displayed by
social media check-in information and POI data. In other
words, high-energy blocks appear in historic blocks, while
other areas are depressed.)e POI data reveal that its vitality

Table 4: Spatial autoregressive results.

Project
Model 1: POI density Model 2: Social media check-in density

Coefficient Z value p value Standard deviation Coefficient Z value p value Standard deviation
Spatial lag items 0.559 0.061 9.107 0.000 0.679 0.067 10.079 0.000
Constants −0.185 0.070 −2.639 0.008 −0.024 0.076 −0.319 0.749

Building volume −0.027 0.102 −0.268 0.789 −0.158 0.115 −1.382 0.167
Density of buildings 0.444 0.094 4.720 0.000 0.040 0.102 0.390 0.696
Road network density 0.419 0.114 3.662 0.000 −0.159 0.126 −1.256 0.209
Network node density −0.098 0.088 −1.112 0.266 0.143 0.098 1.469 0.142
Bus density 0.059 0.067 0.890 0.374 −0.128 0.074 −1.730 0.084
Commercial land ratio 0.148 0.073 2.041 0.041 0.169 0.080 2.103 0.035
Residential land ratio −0.015 0.073 −0.205 0.837 0.189 0.082 2.298 0.022
Government land use ratio −0.025 0.090 −0.280 0.779 0.111 0.100 1.104 0.269
Industrial land ratio 0.093 0.067 1.384 0.166 0.081 0.075 1.082 0.279
Land mixed use 0.085 0.052 1.626 0.104 −0.040 0.058 −0.696 0.486
Travel heat −0.093 0.076 −1.214 0.225 −0.047 0.083 −0.569 0.569
R2 0.751 0.540
AIC −147.734 −112.493
SC −109.493 −74.251
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Figure 1: Map of POI density patterns in Macao Peninsula block: (a) POI density vitality and (b) check-in density vitality.
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is distributed “continuously” in space. It extends from the
central and western regions to the north and southeast of the
subcenter, and the vitality value of the surrounding area
showed a downward trend. )e two vitalities also exhibit
differences in spatial aggregation. )is phenomenon occurs
in Macao’s historic district, where POI density and vibrant
spaces are clustered in the south. It forms a balanced pattern
of aggregation.

Furthermore, Figure 1 shows the Moran vitality index of
the two cities. Moran’s I values of urban importance are
0.574 and 0.586, respectively, according to POI and social
media check-in data.)e dynamic regions of the two regions
have spatial autocorrelation, both of which are expressed as
the dynamic aggregation of the urban dynamic distribution
regions. )e test of Z and p values shows that the dynamic
autocorrelation characteristics of the two urban significance
indicators are statistically significant. )erefore, it is sug-
gested that the spatial model of independent analysis of
vitality can be used to analyze the specific impact of built
environment on urban vitality.

3.3. Linear Regression Analysis. In this paper, we first con-
sider the relationship between independent variables and
eliminate the high variance building area of independent
variables by collinearity analysis.)e final variables classified
are the percentage of commercial land, residential land,
government land, industrial land, mixed land use, road use,
road network use, bus station use, travel heat, building
volume ratio, and building occupation density.

)e analysis refers to the results of bit multivariate linear
geometry in Table 2, which presents parameter coefficients,

test t statistics, and R2. )e two established environmental
factors that have the greatest impact on urban vitality are the
appearance of buildings and the proportion of commercial
land. )e results of R2 adjustment show that the interpre-
tation rate of urban dynamic environment is 56.8% and
16.7%, respectively, based on POI and check-in data. As
shown by the results of linear regression analysis, the urban
vitality of architectural environment interpretation is rela-
tively low.

)e observation and experiment demonstrate that the
effect of built environment on the vitality of two kinds of
cities has common characteristics. Among them, there is an
environmental factor with significant effects, that is, the
density of building occupation, and the influence coefficient
is positive, indicating that this factor generates a positive
effect on urban vitality. )e influence coefficient is positive,
suggesting that this factor has a positive effect on urban
vitality. In the future urban construction, increasing the
density of buildings and commercial land ratio can enhance
the vitality of the city. Among them, the partial correlation
coefficient of buildings is the largest, while the buildings with
high urban speed have the greatest influence on the im-
portance of promoting the city. According to different data,
the impact of the created environment on urban importance
varies. For example, the popularity of POI-based public
transport stations has significantly increased the importance
of cities and has a significant impact on urban vitality.
However, the urban vitality based on check-in data has a
significant inhibitory effect. In addition, the social activities
with high consumption, such as entertainment, shopping,
sports, and tourism, are less affected by the density of public
transport websites.
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Figure 2: Map of Weibo sign-in density pattern in Macao Peninsula block: (a) POI density vitality pattern distribution and (b) sign-in
density vitality pattern distribution.
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3.4. Spatial Autoregressive Analysis. )e influencing factors
of urban vitality are mainly obtained by performing stepwise
linear regression. Table 4 shows the analysis results of the
spatial lag regression model. )e R2 modes of the two spatial
lag modes are 74.2% and 53.4%, respectively, proving the
effectiveness of spatial lag control mode. Compared with the
linear model, the interpretation rate of the model increased
by 18.3% and 38.9%, respectively. )e results of the lag
analysis show that the smaller the values of AIC and SC are,
the better the fitting effect of the regression model is.
According to linear regression comparison results, the
values of AIC and SC decreased by 52.6%, 74.9%, 114.6%,
and 287.3%. It shows that the spatial lag regression model is
superior to the linear regressionmodel.)erefore, the spatial
lag regression model can better reveal the influence
mechanism of abbreviated environment on urban vitality.

)e spatial lag regression coefficient expresses the degree
of urban vitality affected by its spatial dependence. Among
model 3 andmodel 4, the coefficients of spatial lag regression
terms are 0.559 and 0.679, respectively. Besides, the sig-
nificant level is p≤ 0.001, which indicates that the regional
vitality is greatly affected by the vitality of adjacent regions
and all remains positive. On the basis of the sign-in data, the
spatial lag regression coefficient of urban vitality is greater
than the POI, which indicates that its spatial autocorrelation
exerts a great influence on the urban vitality under the sign-
in density indication.

)ere is no change in the influence of building volume
ratio, building occupation density, bus site density, com-
mercial land ratio, industrial land ratio, and mixed land use.
It demonstrates that the positive and negative effects of some
built-up environmental factors on the importance of cities
are frequent.)e land density of buildings, the proportion of
commercial land, and the ratio of industrial land are always
positively related to vitality. Meanwhile, the higher building
volume ratio has always had a negative impact on urban
vitality.

Compared with the multivariate linear regressionmodel,
the influence coefficient of building area rate of the spatial
lag regression model is lowered by 0.168 and 0.256, re-
spectively. Considering the function of domain vitality, the
negative effect of building volume ratio is weakened. Sim-
ilarly, the effect of building occupation density on the two
vitalities decreased by 0.226 and 0.220, respectively. At the
same time, the effect of mixed land use on the two vitalities
decreased by 0.026 and 0.074, respectively. As a result, re-
gardless of the dynamic space autocorrelation, the building
volume ratio, the density of the building, and the effect of
land use on the vitality will be magnified.

4. Conclusion and Discussion

Uneven urban development can lead to problems such as
unbalanced distribution of facilities and population dis-
persion, which can contribute to empty cities and heavy
traffic. )erefore, it is of great importance to understand the
current urban development situation caused by the spatial
development of unbalanced areas and to deal with the urban
vitality. From the perspective of urban environmental

awareness, the present study employs viewpoint (POI) and
social media check-in data to create two key indicators and
12 constructive environmental indicators. Furthermore, we
adopt the linear regression model (OLS) and spatial
autoregressive model to analyze the characteristics of the
influence of built environment on urban vitality. In the study
of POI density, this phenomenon occurs in the central and
western part of the Macao Peninsula with one main and two
pairs of patterns. In the activity of check-in density, the
experiment is summarized as follows: )e urban vitality
represented by various data is similar and different in spatial
distribution. )e vitality of the main areas of the Macao
Peninsula is distributed in the central and western regions,
while it is weak in the north of, southeast of, and around the
island. As shown in the social media records, there is obvious
“chaos” in the dynamic distribution of major cities. Besides,
the vitality revealed by the POI is “continuous” in space.
)ere also exist major differences between these two types of
spatial aggregation. In the POI density space, the phe-
nomenon occurs in the central and western part of the
Macao Peninsula with one main and two pairs. In addition,
the phenomenon occurs in the historical urban area of
Macao in the sign-in density vitality.

)e Macao Peninsula is mainly subject to land use and
buildings. Among them, commercial land, building area,
and bus station density generate significant effects on vi-
tality. )e proportion of mixed use of land for construction
land has a negative impact. Our goal aims to strengthen the
importance of industrial development zones such as Huadi
Matang District and its lobby area. Attention should be paid
to increasing commercial land, enhancing road network, and
improving the visibility of bus stations. In the field of
business and traffic, such as the lobby area of the Macao
Shopping Centre, its vitality can reduce the proportion of the
industrial soil and soil utilization to enhance its vitality. )e
construction process of some environmental factors affects
only part of the key indicators. )e intensity of business and
road network has a positive effect on POI intensity but had
no positive effect on social media audit intensity. In addition,
urban planning can adopt different improvement strategies
for different aspects of urban vitality.

)is study helps to understand the background of urban
vitality and formulate policies to improve it. Using POI and
social media data to determine the importance of cities can
illuminate the relationship between urban importance and
many socioeconomic factors including urban dynamics. At
the same time, the city’s size and utility of focus have a
remarkable effect on the spatial distribution of key urban
areas. Finally, it is concluded that dense vitality is an im-
portant part of spatial analysis and it is necessary to study the
problem of plastic space units in order to understand urban
vitality.

At present, this paper only uses POI and social media
data to determine the importance of cities and clarify the
city’s importance and the relationship between many social
and economic factors, which cover vitality of the city. At the
same time, the size and practicality of the city have a great
impact on the spatial distribution of the key urban areas.)e
research needs to be extended to other cities in order to
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study the uniformity of urban vitality distribution and its
influencing mechanism. Finally, intensive activity is an
important part of spatial analysis. It is necessary to explore
plastic spatial units while understanding urban vitality.

Data Availability

)e research data used to support the findings of this study
are available from the corresponding author only under
license and so cannot be made freely available. Requests for
access to these data should be made to the author.

Conflicts of Interest

)ere are no potential conflicts of interest in this paper, and
all the authors have seen and approved the manuscript to be
published.

References

[1] J. Jacobs, Be Death and Life of American cities, Vintage
Books, New York, NY, USA, 1961.

[2] P. R. Mass, Towards a Beory of Urban Vitality, Vancouver:
University of British Columbia, Vancouver, Canada, 1984.

[3] Y. Liu, X. Liu, and S. Gao, “Social sensing: a new approach to
understanding our socioeconomic environments,” Annals of
the Association of American Geographers, vol. 105, no. 3,
pp. 512–530, 2015.

[4] W. Tu, J. Cao, and Y. Yang, “Coupling mobile phone and
social media data: a new approach to understanding urban
functions and diurnal patterns,” International Journal of
Geographical Information Science, vol. 31, no. 12, pp. 2331–
2358, 2017.

[5] Y. Ye, D. Li, and X. Liu, “How block density and typology
affect urban vitality: an exploratory analysis in Shenzhen,
China,” Urban Geography, vol. 39, no. 4, pp. 631–652, 2018.

[6] C. Wu, X. Ye, F. Ren, and Q. Du, “Check in behaveiour and
spatio-temporal vibrancy:an exploratory analysis in shengz-
hen,china,” Cities, vol. 77, pp. 104–116, 2018.

[7] Y. Yang, Z. Yan, A. Yeh, J. Y. Xie, C. L. Ma, and Q. Q. Li,
“Measurements of POI-based mixed use and their relation-
ships with neighbourhood vibrancy,” International Journal of
Geographical Information Science, vol. 31, no. 4, pp. 658–675,
2017.

[8] W. Tu, R. Cao, Y. Yang et al., “Spatial varitial variations in
urban public ridership derived from GPS trajectories and
smart card data,” Journal of Transport Geography, vol. 69,
pp. 45–57, 2018.

[9] J. Lu and F. J Zhang, “Coordinated development of historical
and cultural heritage and urban vitality,” New Building, no. 1,
pp. 32–36, 2016.

[10] Y. Ye and Y. Zhuang, “)e hypothesis of spatial pattern
evolution and urban vitality: a comprehensive analysis based
on road, density and architectural form and functional
mixing,” International Urban Planning, vol. 32, no. 2,
pp. 43–49, 2017.

[11] L. Tang, L. Niu, Y. Xue et al., “Identification and structure
extraction of urban road intersection using trajectory big
data,” Journal of surveying and Mapping, vol. 46, no. 6,
pp. 770–779, 2017.

[12] B. Wang, Z. Feng, and H. H. Sun, “Temporal and spatial
analysis of urban residents’ response to rainstorm and flood

based on social media check-in data,” Geographical Science,
vol. 40, no. 9, pp. 1543–1552, 2020.

[13] D. Wang and X. Zuo, “Analysis of spatial-temporal charac-
teristics of crowd activity based on urban microblog check-in
data,” Geographical Information World, vol. 27, no. 2,
pp. 28–33, 2020.

[14] J. Shan, K. Qin, C. Huang et al., “Discussion on processing and
analysis methods of Zhongyuan geographic data,” Journal of
Wuhan University (Information Science Edition, no. 4,
pp. 390–396, 2019.

[15] L. Kong, L. Guan, Y. Ding et al., “Urban regional assessment
and its key technologies,” Supported by spatial big data
Bulletin of Mapping, vol. 8, pp. 100–105, 2017.

[16] D. Ying and Y. Zhou, “Architecture,” Urban Beory, vol. 15,
pp. 52–62, 2016.

[17] Q. Li, From Gematics to Urban Info Edition), vol. 42, no. 1,
pp. 1–6, 2017.

[18] M. Lou, H. Zhang, X. Lei et al., “DBH-tree height model of
natural Mongolian broad-leaved mixed forest based on spatial
autocorrelation J],” Tree Height Forestry Science, vol. 53, no. 6,
pp. 512–530, 2017.

[19] C. Yan, J. Minhe, and T. Song, “)e influence of Shanghai City
Street on consumption vigor: an Analysis based on POI
Diversity and intensity,” Journal of Suzhou Institute of Science
and Technology (Natural Science Edition), vol. 13, no. 2,
pp. 73–80, 2019.

[20] D. Wang, W. Zhong, and D. Xie, “Evaluation and analysis of
the built environment in shanghai, such as xie dongcan,Wang
de, zhong weijing - exploration of mobile phone signaling
data,” New Technology Applications, vol. 42, no. 10, pp. 97–
108, 2018.

[21] S. Wang, Y. Liu, Z. Chen et al., “Methods of urban site scope
perception under Dianping data,” Journal of Surveying and
Mapping, vol. 47, no. 8, pp. 1105–1113, 2018.

[22] Q. Hu, M. Wang, and Q. Li, “Exploring urban hot spots and
business circles by using location check-in data,” Journal of
Mapping, vol. 43, no. 3, pp. 314–321, 2014.

[23] L. Xiang, Z. Chen, J. Wu et al., “Discussion on urban resident
population grid method based on optical data and spatial
adaptation model,” Journal of Geographic Information System,
vol. 19, no. 10, pp. 1298–1305, 2017.

Scientific Programming 9



Research Article
PedestrianBehaviorRecognitionBasedon ImprovedDual-stream
Network with Differential Feature in Surveillance Video

Yonghong Tan , Xuebin Zhou, Aiwu Chen, and Songqing Zhou

School of Intelligent Manufacturing, Hunan University of Science and Engineering, Yongzhou 425199, Hunan, China

Correspondence should be addressed to Yonghong Tan; tyh2977@huse.edu.cn

Received 16 July 2021; Accepted 11 August 2021; Published 25 August 2021

Academic Editor: Yi-Zhang Jiang

Copyright © 2021 Yonghong Tan et al.(is is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to improve the pedestrian behavior recognition accuracy of video sequences in complex background, an improved
spatial-temporal two-stream network is proposed in this paper. Firstly, the deep differential network is used to replace the
temporal-stream network so as to improve the representation ability and extraction efficiency of spatiotemporal features. (en,
the improved Softmax loss function based on decision-making level feature fusion mechanism is used to train the model, which
can retain the spatiotemporal characteristics of images between different network frames to a greater extent and reflect the action
category of pedestrians more realistically. Simulation results show that the proposed improved network achieves 87% recognition
accuracy on the self-built infrared dataset, and the computational efficiency is improved by 15.1%.

1. Introduction

Pedestrian action recognition is an important research di-
rection in the field of computer vision, which has important
research significance and application value in the military
and civil fields such as video surveillance, intelligent
transportation, motion analysis, navigation, and guidance
[1–4]. Due to the poor image quality of low-cost cameras and
the lack of stable and obvious feature information, the
difficulty of pedestrian detection and behavior recognition is
increased [5].

In order to improve the effect of pedestrian action
recognition, scholars at home and abroad have also pro-
posed many action recognition algorithms [6–12]. Li et al.
proposed an action recognition method based on sparse
coding and spatial pyramid feature extraction [6]. Fernando
et al. proposed action recognition based on dual-tree
complex wavelet transform, where support vector machine
(SVM) was adopted to classify and recognize the samples’
wavelet entropy [7]. In order to make full use of the
complementary features in different modes, Varol et al.
proposed an action recognition model based on multimodal
feature fusion, which improved the recognition performance
of low contrast object [8]. With the development of

hardware technology in recent years, deep learning has been
widely used in the field of image processing [9–12]. At
present, pedestrian detection and action recognition algo-
rithms are usually based on deep learning network, mainly
using three-dimensional convolution network, long-term
and short-term memory network (LSTM), and dual-flow
network to learn high-dimensional spatiotemporal features
and automatically classify and recognize [10].

Kuehne et al. [11] designed an action recognition al-
gorithm based on convolutional neural network to meet the
needs of assisted driving. Ioffe and Szegedy [12] proposed an
action recognition network based on a multilevel segmen-
tation model, which improved the detection accuracy of
pedestrian actions in complex backgrounds by extracting
deep features from suspected regions. Pedestrian action
recognition based on deep networks mostly analyzes the
detected pedestrians to realize the recognition of different
simple actions, such as standing, walking, squatting, and
running. However, the human body action is a sequence
action, and only the introduction of temporal-domain
features can help improve the accuracy of recognition.Wang
et al. [13] extended the original two-dimensional convolu-
tion kernel to a three-dimensional convolution kernel and
proposed an abnormal behavior model based on three-
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dimensional convolution, but such methods have complex
parameter settings and a huge amount of parameters. LSTM
uses convolutional networks to extract pedestrian features
frame by frame and makes full use of the spatial-temporal
characteristics of pedestrians to improve the characteriza-
tion ability of behavioral actions. However, its multiscale
and high-dimensional processing mode restricts the net-
work operation speed.

As we all know, the visual cortex is mainly responsible
for processing visual information in the cerebral cortex. It
has two information output channels, dorsal stream and
ventral stream, which correspond to spatial pathways and
content pathways, respectively [14]. Inspired by this,
Simonyan and Zisserman [15] creatively proposed action
recognition based on dual-stream convolutional networks.
(e dual-stream convolutional neural network is a model
that combines the spatial information network and the
temporal information network. It uses the optical flow as the
network input to compensate for the temporal-dimension
information that the spatial network cannot capture and
merges the results obtained from different models. (e
recognition accuracy of pedestrian behavior is improved, but
the extraction process of optical flow takes a long time,
which does not meet the real-time requirements of engi-
neering development.

In order to improve the accuracy and efficiency of pe-
destrian detection and action recognition in video sequences
under complex backgrounds, this paper proposes a fast and
effective action recognition model on the basis of dual-
stream convolutional networks. A comparative experiment
was carried out to verify the practicability and effectiveness
of the proposed algorithm.(e contribution of this work can
be summarized as follows:

(1) To improve the pedestrian behavior recognition
accuracy of video sequences in complex background,
an improved spatial-temporal two-stream network is
proposed in this study

(2) (e deep differential network is used to replace the
temporal-stream network so as to improve the
representation ability and extraction efficiency of
spatiotemporal features

(3) (e improved Softmax loss function based on de-
cision-making level feature fusion mechanism is
used to train the model, which can retain the spa-
tiotemporal characteristics of images between dif-
ferent network frames to a greater extent and reflect
the action category of pedestrians more realistically

2. Related Works

2.1. Dual-Stream Convolutional Networks. (e dual-stream
network structure is composed of two independent spatial
stream networks and temporal-stream networks, which are
used to learn the spatial position information between video
frames and the temporal motion characteristics in optical-
flow data, as shown in Figure 1. (e two networks have the
same structure; each structure is composed of 3 pooling
layers and 3 convolutional layers, and a nonlinear layer is

added after each convolutional layer. Although the two
independent networks have the same structure, they play
different roles in the dual-stream network. (e input of the
spatial stream network is the original image sequence, while
the input of the temporal-stream network is the optical flow
between adjacent data. In order to better characterize the
temporal and spatial characteristics of video sequences, the
dual-stream network structure designs two fusion layers,
whose purpose is to fuse spatial andmotion characteristics at
spatial positions so that the channel responses at the same
pixel positions are consistent.

(e output result of the dual-stream network structure
adopts cascade fusion. It is assumed that the output features
of the two networks are represented as xA ∈ RH×W×D and
xB ∈ RH×W×D, respectively, where H, D, and W are the
height, number of channels, and width of the feature map.
(e fusion operation stacks the two feature maps on the
same spatial position (i, j) of the entire feature channel d, so
yi,j,d � xA

i,j,d and yi,j,2 d � xB
i,j,d can be obtained. Dual-stream

network greatly improves the accuracy of behavior recog-
nition, but it also has certain limitations. (e temporal
characteristic of the dual-stream network exists in the op-
tical-flow map between adjacent frames, and the utilization
information of the time dimension is limited, and the optical
flow calculation complexity is relatively high. (e dual-
stream network cannot model the pixel-level relationship of
spatiotemporal features.

2.2. Long Short-Term Memory (LSTM). LSTM network is a
special recurrent neural network, which can solve the
problem of long-term dependence and gradient vanishing
problem of recurrent neural network [16]. (e LSTM net-
work adopts the “gate structure” to transfer the information
processed at the current moment to the next moment, which
can fully mine the effective information contained in the
massive data. Its network structure is shown in Figure 2. (e
so-called gate structure refers to a sigmoid network layer (σ)
and a bitwise multiplication operation.

As we all know, historical data that have occurred help to
predict the probability of occurrence of the next moment.
Most current recursive networks use the state of the last
frame for feature representation, which obviously loses most
of the dynamic information. Compared with extracting
feature information from local frames, the overall features of
the entire sequence can better present a global
representation.

3. An Improved Dual-Stream Network for
Behavior Recognition

3.1. Spatiotemporal FeaturePropagation. As we all know, the
dual-stream network structure is composed of two inde-
pendent spatial stream networks and temporal-stream
networks, respectively, inputting image sequences and op-
tical-flowmap.(e calculation of optical flow is complicated
and requires a lot of hardware resources, resulting in poor
real-time engineering application. When the camera is fixed,
the optical flow in the foreground is zero. In other words, the
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difference between images is similar to the result of optical
flow. (erefore, this paper proposes a dual-stream network
model based on deep differential, which uses deep differ-
ential network instead of temporal stream to obtain the
interframe relationship and temporal relationship in the
sequence. Deep differential is a network structure based on
deep feature propagation [12]. (e key frame-based feature
propagation differential map can be used to replace the
optical flow map as the input of the temporal-stream net-
work, which can reduce the computational complexity and
enhance the posture expression and category recognition
capabilities of the feature propagation map for human ac-
tions.(e improved dual-stream network structure is shown
in Figure 3, where the size of the convolution kernel is 7× 7
and 3× 3, respectively.

(e adjacent sequences’ output by the camera has a
high degree of similarity, and the optical flow character-
istics obtained by it are very weak. In other words, the
optical flow characteristics obtained by a large number of
frame-by-frame optical flow calculations are not obvious.
(e differential key frame proposed in [17] can quickly
obtain the difference between images and improve the
performance of image compression. Differential key
frames include the temporal relationship between adjacent
frames in the video and have similar performance to
optical flow map, but they have the advantages of fast
generation speed and small computational operations.
Due to the problems of large redundancy and high
complexity between frames, our improved dual-stream
network for behavior recognition first extracts frames
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Figure 2: LSTM structure.
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based on multiple time scales and uses differential feature
propagation to obtain key frames of the sequence.

Assuming that an input video composed of a sequence of
t frames is recorded asX, each segment is first divided into T
parts with the same time, and then, the key frame xi is
extracted from each part, so the entire video is recorded as
X � x1, x2, . . . , xt . (ese key frames can be converted into
differential key frames by calculating the difference between
adjacent frames and is denoted as Y � y1, y2, . . . , yt ; fi-
nally, the key frame and the differential key frame are input
to the differential convolution network, respectively, to
obtain the corresponding high-dimensional spatiotemporal
feature vector S1, S2, . . . , St , where St ∈ Rd, i � 1, 2, . . . , T,
and d is the feature dimension of the key frame.

(e dual-stream network structure proposed in this
paper can quickly extract the high-dimensional spatiotem-
poral features of the sequence and obtain the corresponding
differential features based on the detected pedestrian area.
Each convolution kernel is followed by a pooling operation.
(e pooling operation includes average pooling and max-
imum pooling. (e adopted calculation formula is shown as

Pi⟶j �
S1 ⊕ Si+1 ⊕ · · · ⊕ Sj 

(j − i + 1)
, (1)

where Pi⟶j represents the average pooling feature between
key frames i to j. After the key frames are processed by
convolution pooling and fully connected operation, the final
output result of the deep difference network is a d-di-
mensional feature vector, and finally, the high-dimensional
spatiotemporal information of the entire sequence is ob-
tained. Each key frame is formed into a 1× 1× 1024-di-
mensional vector after the global average pooling operation,
and then, the final spatiotemporal feature is extracted
through the last convolutional layer.

3.2. Decision-Level Fusion Mechanism with Improved Loss
Function. (e spatiotemporal dual-channel branch of the
dual-stream network separately extracts features from the
same sequence of different modal images to obtain spatial
position information and temporal motion information.
(ese two types of features enhance the characterization

ability of pedestrian actions under the action of the fusion
module, but the original dual-stream network only uses
feature cascade for fusion. In addition, due to the complexity
of the human action recognition problem in video se-
quential, its performance is often susceptible to interference
from environmental noise and ultimately make wrong de-
cisions and affect the output of the entire model. In order to
improve the accuracy of the recognition model, this paper
proposes a decision-level fusion mechanism. (e fusion
mechanism draws on the memory characteristics of the
LSTM network, by modeling the previous output data and
using a coupling mechanism to associate information in
different dimensions. It has characteristic invariance in high-
dimensional space.

A strong classifier based on improved Softmax logistic
regression is designed in paper. (e fused features are used
to classify the pedestrian action and can get the highest
classification probability, which can more effectively im-
prove the accuracy of action recognition. In [15], assuming
that the currently given sample sequences x(i) have k cat-
egories, the output is y i{ } ∈ 1, 2, . . . , k{ }, where its training set
is (x(i), y(i)) , i ∈ 1, 2, . . . , k{ }. For a given sample feature x,
the estimated conditional probability of the category j is
p(y � j|x), and the probability equation can be expressed as
the following equation:

p y
(i)

� j | x
(i)

; θ  �
e
θT

j xx(i)


k
l�1 e

θT
l xx(i)

. (2)

(erefore, the classification probability of each category
in Softmax logistic regression is written as follows:

hθ x
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⋮
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(i)

� k | x
(i)

; θ 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (3)

Since the probability of each category satisfies the ex-
ponential family distribution [18], if the recognition prob-
ability hθ(x(i)) obtained by equation (3) is expanded in
series, we can obtain
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Figure 3: Improved two-stream network.

4 Scientific Programming



hθ x
(i)

  �
1


k
j�1 e

θT
j x(j)

e
θT
1 x(j)

e
θT
2 x(j)

⋮

e
θT

k x(j)

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (4)

(e model parameter θ is a matrix with k rows, where
each row represents the parameters of the corresponding
category, so the model parameter matrix θ can be written as
θ � [θT

1 , θT
2 , . . . , θT

k ]. 1/
k
j�1 eθ

T
j x(i)

in equation (4) is the
normalization operation on the probability distribution, so
as to quantify the output probability. By deriving the log-
likelihood of the overall sample results, the loss function is
rewritten as follows:
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where I(y(i) � j) is an indicative function. (e value is 1
when there is a positive example, otherwise it is 0. In order to
minimize the model parameter matrix θ, the obtained
probability value by substituting equation (4) into equation
(5) is expressed as

J(θ) � −
1
m



m
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y
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 log 1 − log hθ x
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(6)

In order tominimize the loss function shown in equation
(6), the gradient descent method is generally used for op-
timization, and the partial derivative of the loss function is
calculated as follows:

∇θj
J(θ) � −
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(e first l partial derivative zJ(θ)/zθjl of the probability
vector ∇θj

J(θ) indicates that the loss function takes the
partial derivative of l parameters of category j. (e gradient
descent iteration of equation (8) is updated to determine the
minimized loss function.(e iterative operation includes the
following equation:

θj � θj − α∇θj
J(θ). (8)

However, the update strategy of equation (8) used in
Softmax logistic regression will affect the update effect of the
parameters. (erefore, the multiobjective classification
network, proposed in [16], is used to optimize the model,
and the probability of equation (2) can be rewritten as
e(θj−φ)Tx(i)

/
k
j�1 e(θj−φ)Tx(i)

, and the equation is expanded,
and we get p(y(i) � j|x(i); θ) � eθ

T
j x(i)

/
k
j�1 eθ

T
j x(i)

. (at is to
say, when all the hyperparameters θ are subtracted from
eφ

Tx(i) , the probability value of the loss function does not
change, which shows that when Softmax classifies different

samples, the result is not affected by the initial value, but this
may cause the optimal solution to be nonunique. In order to
solve this problem, this paper introduces a regular weight
attenuation term λ in the loss function, constrains its op-
timal solution, and speeds up the convergence process.
(erefore, the improved loss function in this paper can be
rewritten as the following equation:

J(θ) � −
1
m
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When λ is greater than 0, the partial derivative of
equation (9) is denoted as follows:
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In order to solve the above improved Softmax logistic
regression equation and obtain the classification probability
wi of pedestrian actions, this paper constructs a decision-
level fusion mechanism, which makes decisions on category
probabilities wc

i and wd
i under different samples. For dif-

ferent action categories, the recognition probability pk of the
input image can be obtained by using the principle of
multiplication.

pk �
pk,wd × pk,wc


k
k�1 pk,wd × pk,wc

. (11)

Obtain the recognition probability of multiple images
through equation (11), and find the maximum value from it
as the final recognition probability u of the current image
sequence:

u � argmax
k,i

pk,i k � 1, 2, . . . , K, (12)

where i is the number of videos included in each type of
action and k is the total number of action types.

(is paper proposes a cost function based on the de-
cision-level feature fusion mechanism, which can retain the
spatial and temporal information of images between dif-
ferent network on a larger scale, and adopts the principle of
majority voting to increase the recognition probability of
action categories under different key frame sequences,
thereby improving the performance of human motion
recognition.

4. Experimental Results and Analysis

4.1. Action Dataset. (e scene image detected by the low-
cost surveillance camera has no obvious texture details, and
it is difficult to obtain fine behaviors such as playing ball and
smoking through the image. For pedestrian detection and
motion recognition tasks, most of the existing models use
three datasets: OTCBVS, KAIST, and FLIR for pedestrian
detection, but it is difficult to analyze pedestrian behavior.
(e main blame is that these images are not continuous
sequences, and their movement time span is large, which
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makes it difficult to conduct correlation analysis. (e InfAR
dataset [18] is currently a benchmark dataset publicly
available in the field of behavior recognition, including 12
daily behaviors such as walking, fighting, clapping, shaking
hands, jogging, and hugging. Each behavior type has 50
video sequences. It is completed by a single person or
multiple people interactively, but the amount of data is
limited. Most algorithms perform transfer learning on
visible datasets to improve the recognition effect of behavior
in sequences.

(e model proposed in this paper mainly analyzes the
behavior characteristics of a single pedestrian in the sur-
veillance area. (erefore, the project team collected a large
number of pedestrian motion videos to help improve the
performance of the model. In order to facilitate performance
comparison, this paper also established a self-built dataset,
and these pedestrians and their actions have been annotated
in the image, including standing, squatting, lying, running,
and other action categories. (e number of all categories is
relatively balanced with a total of 3115 video clips. Table 1
shows the number of sequences in different categories. (e
first 12 categories are single-person actions, and the last four
categories are multiperson interactive actions.

4.2. Parameter Setting. (e resolution of all the images in
this paper is 6400× 512, and the performance of the pro-
posed model is verified by 5-fold cross validation. (e
networks selected in this paper are all based on TensorFlow
framework. (e random gradient descent method is used to
learn the network parameters. (e batch size is 128, and the
momentum value and weight attenuation are set to 0.9 and
0.0005, respectively. (e initial value of learning rate is 0.01.
(e learning rate remains unchanged at 0.001 during the first
50 rounds in process of training, and then, the learning rate
will be reduced by 10% every 10 rounds so as to prevent
overfitting. (e value range of λ is 1e − 3, 1e − 2,{

1e − 1, 1, 1e1, 1e2, 1e3}.
In order to objectively analyze the effectiveness, the

precision rate (PR), miss rate (MR), and recall rate (RR) are
selected to quantify the detection performance. All the in-
dicators can be calculated by true positive (TP), false positive
(FP), false negative (FN), and true negative (TN). In addi-
tion, the confusion matrix is also used to analyze the
effectiveness.

4.3.AblativeAnalysis. In this paper, an improved pedestrian
action recognition model based on deep differential dual-
stream network is proposed. In this model, deep differential
network is used instead of temporal network to obtain the
difference map of feature propagation based on the key
frame, which can reduce the computational complexity and
enhance the representation ability of feature propagation
map of human motion. At the same time, the strong clas-
sifier based on improved Softmax logistic regression is used
to make pedestrian behavior category decision to improve
the ability of category recognition. In order to analyze the
effects of different improvement measures, an ablation
analysis will be performed in this section. Table 2 shows the

recognition effect of deep differential network (DDN),
improved Softmax (IS), and decision fusion (DF) on pe-
destrian motion sequence. (e box ☑ indicates the
substituted modules in the benchmark network.

(e first line in Table 2 does not replace any modules,
which is the original dual-stream network. (e recognition
accuracy and frame rate are 78.12% and 13.9%, respectively.
In ablation analysis, if different modules are replaced, their
performance will be changed accordingly. Especially, the
feature propagation differential map can replace the com-
plex optical-flow calculation, which can greatly improve the
processing efficiency. (e frame rate is increased by 17.1%,
and the accuracy is also improved. (e improvement of IS
and DF can also improve the performance and increase the
recognition accuracy by 3% and 1.1%, respectively. If two
modules are replaced in the original dual-stream network at
the same time, it can be seen that the performance of any
module is better than that of only one module. It is worth
noting that the three improved modules designed in this
paper are mainly to optimize the efficiency and accuracy. As
long as they are replaced by the deep differential network,
the final recognition efficiency will be greatly improved. (e
main reason is that the feature propagation differential map
has the advantages of fast generation speed and small
computational complexity. Finally, the three modules im-
prove the dual-stream network from different angles and
achieve 82.01% recognition accuracy and 17.7 processing
frame rate for the video sequences.

Table 1: Categories and number of datasets.

No. Categories Total
1 Walking 152
2 Standing 203
3 Climbing 186
4 Jogging 265
5 Jumping 174
5 Punching 128
7 Lying 295
8 Waving 1 168
9 Waving 2 177
10 Crouching 312
11 Sitting 268
12 Handclapping 208
13 Pushing 158
14 Fighting 119
15 Handshaking 134
16 Hugging 168

Table 2: Performance analysis of different modules.

DDN IS DF Pr (%) FPS
77.12 13.9

✓ 77.83 18.1
✓ 79.91 13.8

✓ 79.78 12.7
✓ ✓ 81.79 17.8
✓ ✓ 82.09 18.5

✓ ✓ 81.83 11.6
✓ ✓ ✓ 83.01 17.7
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4.4. Qualitative and Quantitative Analysis. In order to an-
alyze the performance of the proposed pedestrian behavior
recognition algorithm, we select the common behavior
recognition algorithms for performance comparison, which
are IDT (improved density trajectories) [19], C3D (con-
tinuous 3D) [20], SCNN-3G [21] (spatiotemporal contin-
uous neural network based on 3D gradients), L-LSTM [22]
(lattice long short-term memory), Ts-3D [23] (two-stream
expanded 3D convolutional), and OFGF [24] (optical flow
guided feature), where IDT is a very classic traditional al-
gorithm in the field of behavior recognition. By introducing
the background optical-flow elimination method and
extracting features along the trajectory, the obtained features
are more suitable for the description of human motion. C3D
is to construct three-dimensional multichannel convolution
features for continuous frames, extract multidimensional
features through prior knowledge, and enhance the training
speed and feature representation ability of back propagation.
L-LSTM is a behavior recognition model based on rasterized
long-term and short-term memory, which acts on video
sequence by convolution and assumes that the motion in the
video is stationary in different spatial positions. Ts-3D is a
behavior recognition algorithm based on improved dual-
stream network, which is extended from 2DCNN Inception-
V1, and can use pretraining parameters to enhance the
training efficiency. OFGF is a fast and robust motion rep-
resentation method for video motion recognition. It can
obtain the human motion trend by calculating the spatio-
temporal gradient. All the comparison algorithms are tested
using the author’s source code. Because part of the original
code is mainly for 3D natural image analysis, the research
object of this paper is the 2D gray image. For the consistency
of the algorithm model, all input images are expanded into
three channel images. In addition, all experiments in this
paper use the same test set and training set for comparison.

Because the digital video output of the camera reaches
100 frames, the content of adjacent frames changes very
slowly. In order to make the input sequence fully extract
temporal information, this paper uses multiscale frame
extraction strategy to obtain the input dataset, which ensures
that the input sequence can obtain more abundant temporal
information on the premise of fixed dimension. (erefore,
the data between some key frames is very redundant, and
only a small amount of information is needed to represent
the human movement trend. (at is to say, the trend in-
formation independent of the duration can be obtained by
using the differential key frame to ensure that the obtained
feature information is evenly distributed along the time
dimension. It can be seen that the improved strategy in this
paper has the similar performance of optical-flow map and
can fully represent the temporal action information of
human behavior, but the computational complexity is
smaller.

Figure 4 shows the differential key frame and the cor-
responding optical-flow map. It is obvious that most of the
background noise in the sequence has been deleted, and the
human action has been successfully retained. In addition, the
differential information obtained in this paper is similar to
the optical-flow information of the original image. (is

operation can not only reduce the computational complexity
but also make the model more robust.

Figures 5 and 6 show the loss value and recognition
accuracy in the training process for the proposed model.
In the training process, the learning rate of the loss
function is updated dynamically with the change of the
number of training rounds to prevent the training process
from overfitting. It can be seen from the results in Figure 5
that the loss convergence is faster and more stable after
using the decision fusion mechanism, while the training
loss without fusion is more jittery. In Figure 6, the training
accuracy of the fused dual-stream network can rise rapidly
and approach 99%, which indicates that the fusion
mechanism can effectively fuse the spatial-temporal in-
formation, and improve the representation ability of
human action through complementary feature
information.

It is very difficult to subdivide all the categories because
of the diversity of human behavior. (is paper mainly
verifies the performance of the proposed algorithm.
(erefore, 16 kinds of behaviors, such as standing, walking,
running, and jumping, were selected for recognition. Yolo-
v3 is used for the human detection model. (e differential
map obtained in this paper is refined on the basis of pe-
destrian detection results, and the range of processing is
reduced, which helps to improve the representation ability of
human movement trend. Table 3 shows the quantitative
results of all comparison algorithms under the same test set.
It can be seen that although the results of IDT in some
datasets are not as good as the behavior recognition algo-
rithm based on deep learning, and the performance can be
improved by integrating the results of IDT in general, es-
pecially in the standing sequence. C3d and Ts-3D (two-
stream 3D) are the two mainstream methods for behavior
recognition, and their recognition accuracy reaches 75.2%.
However, these two methods rely heavily on the variation of
adjacent time sequences. Once there are fewer frame se-
quences between the key frames, their performance will be
greatly reduced. For example, large amplitude motion leads
to large variation of adjacent frames, and the final recog-
nition accuracy is insufficient. For example, the result of
sequence 2 is only 57%. L-LSTM often relies on the last layer
feature of convolution network as input, which cannot
capture low-level motion features, and it is difficult to train
for traversing the whole video. In order to improve the long-
time behavior recognition, dense sampling is a common
method to improve the performance, but it requires huge
computational overhead. (e accuracy rate, missed detec-
tion rate, and recall rate of OFGF are 73.8%, 19.2%, and
78.4%, respectively. Although this is the best algorithm of the
contrast algorithm, it can be embedded in any existing deep
network framework with only a small time cost, and its
processing frame rate reaches 69.7. (e model proposed in
this paper inputs it into the deep differential network to
extract the time dimension features, which can ensure the
accuracy and greatly reduce the operation time, and finally
get 78% recognition accuracy. It can be seen that the rec-
ognition accuracy of this model is 6.7% higher than that of
L-LSTM, and 1.8% higher than that of C3D with 68 layers,
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which fully shows that the proposed model can recognize
human actions more effectively. Figure 7 shows the histo-
gram of the recognition results of comparison algorithms on
the mixed data set, so as to intuitively analyze the perfor-
mance of the proposed model, where the ordinate is the
percentage of different index results. From the histogram
trend, it can be seen that the proposed model has better
results in the quantitative evaluation index precision rate
(PR), miss rate (MR), and recall rate (RR).

To analyze the recognition performance of the proposed
method for different types of behaviors, we also analyze the
confusionmatrix before and after the fusion strategy. According
to the experimental results, walking and standing can achieve a
high recognition rate whether or not using this method. When
using the decision fusion method, the recognition rate of
hugging, shaking hands, fighting, and other behaviors is slightly
low, and there are many wrong points. Using our proposed
network can improve the wrong points between these behaviors

(a) (b) (c)

Figure 4: Differential key frame and corresponding optical flow. (a) Key frame; (b) optical flow; (c) differential key frame.

2.4

2.2

2.0

1.8

1.6

1.4

1.2

Lo
ss

0 500 1000 1500 2000 2500
Steps

Figure 5: Change trend of loss value during training.

1.0

0.9

0.8

0.7

0.6

0.5

0.4

0.3

0.2

A
cc
ur
ac
y

0 1000 2000 3000 4000 5000
Steps

Figure 6: Change trend of precision during training.

8 Scientific Programming



and improve the correct recognition rate.(e simulation results
show that the proposed improved network achieves 87% rec-
ognition accuracy on the self-built infrared dataset, and the
computational efficiency is improved by 15.1%.

5. Conclusion

Aiming at the problem of low accuracy of pedestrian behavior
recognition in image sequences, this paper proposes a pe-
destrian action recognition model based on improved spatial-
temporal dual-stream network.(e model uses differential key
frames instead of optical flow sequence for temporal feature
extraction, which ensures the accuracy and greatly reduces the
computational complexity. At the same time, this paper also
uses the cost function based on the decision-level feature fusion

mechanism to train the model, which can retain the spatio-
temporal characteristics of images between different network
frames to a greater extent, and reflect the action category of
pedestrians more realistically. Simulation experiments also
verify the effectiveness of the model from different angles. (e
next step is to refine the behavior categories, establish a larger
and richer training sample set, improve the recognition ac-
curacy and generalization ability of the model, and transplant
the model on the basis of AI embedded platform to realize
behavior recognition in complex monitoring environment.

Data Availability

(e labeled dataset used to support the findings of this study
are available from the corresponding author upon request.

Table 3: Performance analysis of different comparison models

Categories
IDT C3D SCNN-3G L-LSTM Ts-3D OFGF Our

Pr Mr Rr Pr Mr Rr Pr Mr Rr Pr Mr Rr Pr Mr Rr Pr Mr Rr Pr Mr Rr
Walk 65 28 71 67 22 73 69 24 73 75 20 78 77 28 75 80 17 81 79 11 81
Stand 73 21 76 77 20 78 77 20 75 83 20 88 85 21 76 85 17 86 86 21 87
Climb 51 37 62 54 32 64 62 35 67 67 26 68 72 37 62 77 25 82 79 17 82
Jog 67 29 71 69 24 76 71 24 71 68 29 77 72 29 71 77 20 79 87 9 91
Jump 61 33 66 62 32 69 68 35 68 61 33 75 73 33 66 73 23 78 72 17 81
Punch 42 51 45 42 41 44 47 52 49 52 41 59 61 51 65 62 31 65 68 23 70
Lying 57 37 61 58 32 67 60 34 66 57 37 68 71 31 68 67 23 70 68 17 71
Wave 1 66 32 66 69 30 69 69 31 69 66 32 77 73 24 76 76 12 81 83 12 86
Wave 2 69 29 70 71 31 72 72 24 77 69 29 88 79 29 80 82 18 87 89 9 89
Crouch 42 30 42 44 35 46 45 24 47 42 30 59 54 21 51 61 23 62 69 27 72
Sitting 71 25 79 74 29 81 73 29 80 72 25 82 79 20 82 81 16 89 83 15 88
Handclap 38 34 39 39 35 43 39 31 34 38 34 51 46 24 59 68 23 69 73 24 77
Push 42 47 45 45 48 47 43 43 48 42 47 58 67 31 65 72 24 75 72 17 80
Fight 54 36 58 59 31 59 57 32 59 54 36 68 68 30 68 64 16 78 81 14 81
Handshake 63 30 68 66 32 71 67 27 71 63 30 77 72 21 78 76 20 88 77 23 82
Hug 68 27 70 67 28 73 62 29 75 77 29 75 75 27 79 79 26 80 82 15 86
Mixed 58 32 61 60 31 64 61 30 64 61 31 71 70 28 70 73 19 78 78 16 81

100

80
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40

20
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Figure 7: Qualitative analysis of different models under mixed datasets.
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Medical image segmentation (IS) is a research field in image processing. Deep learningmethods are used to automatically segment
organs, tissues, or tumor regions in medical images, which can assist doctors in diagnosing diseases. Since most IS models based
on convolutional neural network (CNN) are two-dimensional models, they are not suitable for three-dimensional medical
imaging. On the contrary, the three-dimensional segmentation model has problems such as complex network structure and large
amount of calculation. *erefore, this study introduces the self-excited compressed dilated convolution (SECDC) module on the
basis of the 3D U-Net network and proposes an improved 3D U-Net network model. In the SECDC module, the calculation
amount of the model can be reduced by 1× 1× 1 convolution. Combining normal convolution and cavity convolution with an
expansion rate of 2 can dig out the multiview features of the image. At the same time, the 3D squeeze-and-excitation (3D-SE)
module can realize automatic learning of the importance of each layer. *e experimental results on the BraTS2019 dataset show
that the Dice coefficient and other indicators obtained by the model used in this paper indicate that the overall tumor can reach
0.87, the tumor core can reach 0.84, and the most difficult to segment enhanced tumor can reach 0.80. From the evaluation
indicators, it can be analyzed that the improved 3DU-Net model used can greatly reduce the amount of data while achieving better
segmentation results, and the model has better robustness. *is model can meet the clinical needs of brain tumor
segmentation methods.

1. Introduction

A basic task in medical IS [1, 2] is to extract specific organs
and tumors from different types of medical images. Organ
and tumor segmentation provides an important basis for
cancer diagnosis, surgical planning, and pathological anal-
ysis. *e segmentation of organs and tumors in the clinic
faces twomain challenges.*e first challenge is the quality of
medical images. Due to the diversity of clinical needs,
doctors usually choose different imaging examination
methods to produce different types of medical images, such
as computed tomography (CT) [3], magnetic resonance
imaging (MRI) [4], X-ray [5], and ultrasound [6]. Different
types of imaging equipment have different principles and
will be interfered by various factors during the image ac-
quisition process. *ere are many reasons for interference,
which can be summarized into the following three points.

One is that due to individual differences, the organs or
tumors of patients of different body shapes and ages will
show different shapes of anatomical structures on medical
images. Second, in the image acquisition process, the pa-
tient’s breathing, blood flow, heart circulation, and other
factors will cause the anatomical structure to deform. *e
overlapping of soft tissues such as organs causes unclear
boundaries. *e third is the defects of the equipment itself
and the interference from the outside. *e above factors will
reduce the image quality and increase the difficulty of
medical IS. *e second challenge is the characteristics of the
disease itself. Some tumors appear in the early stage of
medical images with small volume, small difference in
texture from surrounding tissues, and low contrast, which
affects the accuracy of segmentation. *ese small tumors are
easily misdiagnosed as calcification or fatification or even
ignored, leading to misdiagnosis or missed diagnosis of

Hindawi
Scientific Programming
Volume 2021, Article ID 4801077, 10 pages
https://doi.org/10.1155/2021/4801077

mailto:yangzq@jsit.edu.cn
https://orcid.org/0000-0002-4276-619X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/4801077


cancer. It is an arduous and complicated task to screen out
images with tumors and segment them from a large number
of medical images.*erefore, there is an urgent clinical need
to develop a method that can accurately and automatically
segment tumor regions from a large number of medical
images to assist doctors in cancer diagnosis.

Traditional medical IS methods include threshold
method [7, 8], graph cut method [9, 10], and region growing
method [11, 12].*e threshold method mainly calculates the
threshold value suitable for the segmentation task according
to the manually designed criteria and compares the gray
value of each pixel in the image with the threshold value,
thereby separating the target from the background. *e core
idea of the region growing method is to select a seed pixel in
different regions and use the texture, gray, gradient, color,
and other characteristics as the criterion to measure the
similarity between all other pixels in the region and the seed
pixel. Pixels that meet the similarity criterion are classified
into one category to achieve IS.*e core idea of the graph cut
method is to take the pixels of the image as the vertices of the
graph and establish the graph structure from the predefined
vertex connection relationship. By designing a suitable
cutting criterion to remove the edges that do not conform to
the criterion, several unconnected subgraphs are obtained.
*ese subgraphs constitute the final segmentation result.
Traditional IS methods rely on manually set parameters, and
setting these parameters requires a lot of medical expertise.
With the emergence of bottlenecks in traditional medical
segmentation methods, there are more and more medical IS
studies based on deep learning methods. *e segmentation
model based on deep learning does not require manual
setting of parameters. Under the guidance of supervision
information, features can be automatically learned from the
given training samples, which significantly improve the
efficiency and accuracy of IS.

In recent years, medical IS methods based on deep
learning have made good progress. All fully connected layers
of neural networks such as AlexNet [13] and VGG Net [14]
are replaced with convolutional layers, and fully convolu-
tional networks (FCNs) [15] are proposed, and this network
is applied to the field of IS for the first time. In order to
extract multiscale features of an image, convolution or
pooling operations are usually used to change the feature
size of the image. Since the size of the IS result needs to be
consistent with the original image size, an upsampling
operation is used to restore the feature map size to the
original image size. *e part of the network used to extract
features is usually called the encoder, and the part of the
network that is restored from the features to the original
image size is called the decoder. *e encoder and decoder
form an encoding-decoding structure. Based on the
encoding-decoding structure, U-Net [16] introduces skip
connections to integrate low-level semantic information
with high-level semantic information, which further im-
proves the segmentation performance of the network. *e
success of U-Net made other networks choose U-Net as the
backbone of the model. Iglovikov and Shvets [17] regard
VGG Net as the encoder of U-Net and improve the per-
formance of U-Net by pretraining the weights of VGG Net

on ImageNet. Attention U-Net [18] introduces an attention
mechanism into the decoder of U-Net [19], which effectively
suppresses the influence of areas that are not related to the
target in the medical image. Sun et al. [20] introduce the
Attention-Upmodule to improve the symmetric structure of
U-Net to an asymmetric structure.

*e above methods mainly use 2D models to segment
clinical medical images. However, clinical medical images are
usually stacked by multiple slices, and adjacent slices of the
image are sometimes related to each other. Only the 2D model
cannot learn the features between image slices. With the
continuous deepening of research, many 3D segmentation
models for 3D medical images have begun to emerge. V-Net
[21] and 3D U-Net [22] replace two-dimensional convolution
with three-dimensional convolution and realize the transfor-
mation from the 2D model to the 3D model. Compared with
the 2D model, the 3D model encodes the image in three di-
rections and extracts the three-dimensional features of the
image. 3D models need to consume a lot of computing and
storage resources when calculating, so the image needs to be
cropped into image blocks of a certain size and input into the
network for calculation. In order to take advantage of the
respective advantages of the 2D and 3D medical IS models,
H-Dense U-Net [23] combines the 2D segmentation model
with the 3D segmentation model. *e 2D model is used to
extract the intraslice features of the three-dimensional medical
image, and the 3D model is used to extract the interslice
features, and the segmentation accuracy is improved by fusing
the intraslice features and the interslice features.

Although the CNN-based IS model performs well in a
variety of segmentation tasks, its performance still has room
for improvement. Since CNN-based IS models are mostly
two-dimensional models, they are not suitable for three-
dimensional medical imaging.*erefore, this article uses 3D
U-Net model to segment medical images. *e work done in
this study is summarized as follows:

(1) *e advantages and disadvantages of various network
models in medical IS are compared and analyzed, and
the 3D U-Net network is used for brain IS tasks.

(2) Due to the complex network structure and large
amount of calculation in the 3D segmentation
model, this paper introduces the SECDC module
optimization model. *e introduction of the SECDC
module can reduce the calculation parameters and
effectively reduce the amount of calculation.

(3) *e abovementioned improved 3D U-Net network is
applied to the brain image dataset. *e IS evaluation
index is used to verify the experimental results, and
the results show the effectiveness of the model used.
Based on the better segmentation performance of the
used model, it has certain clinical significance for the
diagnosis of diseases.

2. D U-Net Model

2.1. Network Structure. At present, there are two strategies
for 3D medical IS tasks. One is to send the 2D slices of the
volume into the 2D network for training. *e training speed
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of this strategy is fast, but the spatial location information is
insufficient. *e second is to send the volume directly into
the 3D network for training.*is method has a large amount
of parameters, a long training time, and high requirements
on hardware conditions, but its segmentation effect is better
than that of a 2D network. *e use of CNN network can
make 2D biomedical IS reach the accuracy close to human
manual segmentation. It is because of such successful ap-
plications that people begin to use CNN network to segment
3D data. In 2016, Çiçek et al. [24] proposed a 3D U-Net
network structure for learning 3D segmentation from
sparsely annotated stereo data. *e 3D U-Net model
structure is shown in Figure 1.

2.2. Network Advantages and Disadvantages. *e biggest
feature of the 3D U-Net network is the U-shaped codec
structure and jump connection so that the shallow features
can be well integrated with the high-level abstract features.
*ese features are very effective for medical images with
continuous structure, fuzzy boundaries, and simple se-
mantics. Without considering the calculation and memory
performance, the 3D U-Net network can combine the in-
formation between image layers to ensure the continuity of
changes between the image masks of the interlayer. *is
feature is easier to obtain better results than using 2D slices
for training.

*e network structure of 3D U-Net [25] realizes the
segmentation in two scenarios. One is for semiautomatic
segmentation, and the other is for fully automatic seg-
mentation. In semiautomatic segmentation, users mark
some slices in the volume to be segmented.*e network then
learns from these sparse annotations and provides a dense
3D segmentation result. In fully automated segmentation, it
is assumed that there is a representative training set with
sparse annotations. Trained on this dataset, the network can
intensively segment new volumetric images.

*e main disadvantage of the 3D U-Net network lies in
the memory usage, which makes it impossible to use the
entire 3D patch as input. *erefore, it needs to be tailored.
Generally, the entire volume is cut into a series of 3D patches
of the same size as input. Using patch for training will limit
the size of the maximum receptive field that the network can
reach, resulting in the loss of certain global information. If
the target to be segmented is much larger than the patch
block, it is difficult for the network to learn the overall
structure of the target.

3. Image Segmentation Based on Improved 3D
U-Net Model

3.1. Model Segmentation Process. Generally speaking, the IS
process based on the network model is shown in Figure 2.
First, preprocess the image to be segmented. Preprocessing
mainly includes cutting a series of standardized processing.
Second, the training data is input into the model structure,
and the IS model is obtained through training. In this study,
we use an improved 3D U-Net model for training. *ird,
when the network training is over, the performance of the

trained network needs to be tested. By inputting the test data,
the evaluation index is calculated according to the test result.
Multidimensional evaluation of trained network perfor-
mance based on different evaluation indicators is carried
out.

3.2. Improved 3D U-Net Model. *is article introduces the
SECDCmodule to optimize the convolution operation in 3D
U-Net.*is module first uses 1× 1× 1 convolution to reduce
the dimensionality of the network layer. *en, feature
mapping is performed on the input layer with normal
convolution and dilated convolution with an expansion rate
of 2. *en, learn the importance of different layers through
the 3D-SE module, and finally, use 1× 1× 1 convolution to
upgrade the dimension. *e structure of the module is
shown in Figure 3.

3.2.1. 3D-SE Module. *e Squeeze-and-Excitation (SE)
module [26] is mainly used to measure the relationship
between channels so that the model can automatically learn
the importance of different channel features. Two key op-
erations, Squeeze and Excitation, are included in the SE
module. *e Squeeze operation aggregates the feature maps
obtained by convolution to obtain the feature map with
dimension W × H as the feature descriptor, so as to obtain
the information of the global receptive field. *e Excitation
operation is a self-screening mechanism that uses a sample
specialized activation function to evaluate the weights of all
channels. *e module structure is shown in Figure 4.

*e mapping rules of the SE module can be expressed as
Ftr: X⟶ U, X ∈ RH′×W′×C′ , U ∈ RH×W×C. In the convolu-
tional map, let the convolution kernel be V � [v1, v2, . . . , vc],
where vc represents the cth convolution kernel, and the
output U � [u1, u1, . . . , uC] can be expressed as

uc � vc ∗X � 
C′

s�1

v
s
c ∗ x

s
, (1)

where ∗ represents convolution and vs
c represents a 3D

convolution kernel. It inputs spatial features on a channel to
learn the relationship between feature spaces. However, the
convolution results of each channel are summed so that the
feature relationship of each channel is merged with the
spatial relationship of the convolution kernel. *is fusion is
not good for the training of themodel.*e SEmodule avoids
this unprofitable fusion and aims to allow the model to
directly obtain the characteristic relationship of each
channel.

Compared with the original SE module, the improved
3D SE module can be applied to three-dimensional con-
volution. It mainly focuses on the importance of different
channel features in three-dimensional space features.
Figure 5 gives the structure of the 3D SE module.

*e output formula of the 3D SE module is as follows:

uc � vc ∗X � 
C′

s�1

v
s
c ∗ x

s
, (2)
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Figure 2: Image segmentation process based on the network model.

X

H′

C′

W′

U

H

C
W

Ftr H

C
W

Fscale(·,·)

Fex(·,W)

1∗1∗C

Fsq(·)

1∗1∗C

X~

Figure 3: SECDC module structure.

3 32 64 64+128 64 64 3

64 128
128+256 128

128 256 256+512 256

256

concat

Conv(+BN)+ReLu

max pool

up-conv

conv

Figure 1: 3D U-Net model structure.

4 Scientific Programming



where the difference between SE and 3D SE modules is
that vs

c represents a 4D convolution kernel, which can be
directly combined with the 3D convolution operation in 3D
U-Net.

3.2.2. 1× 1× 1 Convolution. Add 1× 1× 1 convolution be-
fore and after convolution, as shown in Figure 3. 1× 1× 1
convolution has two main functions. One is to realize

cross-channel interaction and information integration. *e
1× 1× 1 convolution keeps the width, height, and depth of
the data unchanged and linearly combines multiple features
to achieve cross-channel information integration and im-
prove the expressive ability of the network. *e second is to
reduce and increase the number of channels of the con-
volution kernel. Since the 3× 3× 3 convolution is very time-
consuming to perform convolution operations on the
convolutional layer of hundreds of filters, the 1× 1× 1

……

C Channels
H×W×D

C Channels
H×W×D

C Channels
H×W×D

1×1×C 1×1×C

…

Global pooling

Scale

Fully connect

Figure 4: SE module structure.
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Figure 5: 3D SE module.
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convolution is used to reduce and increase the dimen-
sionality before and after the 3× 3× 3 convolutional layer.
Dimensional operation reduces the number of parameters
and shortens time.

3.2.3. Dilated Convolution. Dilated convolution [27, 28]
injects holes in the standard convolutionmap. Compared with
normal convolution, the dilated has onemore hyperparameter
called the dilation rate, which represents the number of in-
tervals between the convolution kernels. *e dilatation rate of
the convolution kernel for normal convolution operation is 1.
*e advantage of dilated convolution is that, without pooling
loss information, the receptive field is enlarged so that each
convolution output contains a larger range of information.*e
SECDC module structure is shown in Figure 3.

4. Experiment

4.1. Segmentation Tasks and Experimental Datasets. *e
segmentation task is to accurately segment the three tumor
regions of brain tumor patients, namely, whole tumor (WT),
tumor core (TC), enhanced umor (ET), and background
region. Among them, WT refers to the area containing all
tumor types, TC refers to the area containing all gangrene
types, and ET refers to the area containing all enhanced
tumor types. *e dataset used in the experiment is
BraTS2019 [29]. *e experimental dataset selected MRI
images of 248 HGG patients and 68 LGG patients. *e MRI
image of each patient includes four registered modal images
and real segmentation label images. Each modal and real
segmentation label has 155 scanned images of different
layers with a size of 240× 240.

Before network training, preprocess the MRI image. Cut
and standardize the image first. *e size of the processed
image is 160×160, and methods such as flipping, rotation,
and elastic deformation continue to be used for data en-
hancement. *e test data enhancement here refers to
multiple transformations of an image, including folding,
rotating, cropping, scaling, and adding random noise. Input
it into the model and calculate multiple versions of data and
finally get the average output as the final output of the image.
Use 5-fold cross validation in the experiment to avoid data
bias. Images of 180 HGG patients and 50 LGG patients were
used as training samples. Images of 68 HGG patients and 18
LGG patients were used as the test set. *e network inputs
the data of each patient, including preprocessed MRI images
of FLAIR, T1, T1ce, and T2, and real segmentation labels.
*e network output is a segmentation map of each patient,
including 4 types of segmentation labels: WT, TC, ET, and
background area.

4.2. Evaluation Index. Four evaluation indicators are used in
the experiment to evaluate the segmentation performance of
the algorithm. *e four evaluation indicators are Dice co-
efficient, Positive Predictive Value (PPV), Sensitivity, and
Hausdorff distance. *e calculation formulas of each indi-
cator are as follows:

Dice �
2TP

FP + 2TP + FN
,

PPV �
TP

FP + TP
,

Sensitivity �
TP

TP + FN
,

Hans(A, P) � max sup
a∈A

inf
p∈P

d(a, p), sup
p∈P

inf
a∈A

dis(a, p)⎡⎣ ⎤⎦,

(3)

where TP and TN represent pixels as True Positive and True
Negative and FP and FN represent pixels as False Positive
and False Negative. In the calculation formula of Hausdorff
distance, sup represents the supremum, inf represents the
inferior, A is the manually marked tumor area, a is the point
on A, P is the predicted tumor area, p is the point on P, and
dis(a, p) represents the function used to calculate the dis-
tance between two points. Dice coefficient, PPV, and Sen-
sitivity are used to evaluate the overlap between the real
value and the predicted result. Large values of these three
indicators represent good performance of the algorithm.
Hausdorff distance is used to calculate the distance between
the true value boundary and the predicted area boundary. A
small Hausdorff value represents good performance of the
algorithm.

4.3. Experimental Setup and Environment. Before starting to
train the entire model, the hyperparameters in the model
need to be set reasonably. *is study uses a five-fold cross-
validation method to determine the optimal hyper-
parameters to improve the effect and performance of the
network. In the experiment, all weights are initialized
randomly using N(0, 1) Gaussian distribution. According to
the graphics card and memory conditions, set batch_size to
1. *e initial learning rate is set to 0.001 using Adam op-
timization algorithm [30]. *e Adam optimization algo-
rithm calculates the gradient’s first-order moment
estimation and second-order moment estimation to adapt
the learning rate. *e exponential decay rate of the first-
order moment estimation is set to 0.88, and the exponential
decay rate of the second-order moment estimation is set to
0.97. *e comparison algorithms used in the experiment are
CNN, U-net, and 3D U-net. *e experimental environment
is shown in Table 1.

4.4. Experimental Results and Analysis. *e segmentation
results of the four comparison models on the dataset are
shown in Table 2. In order to compare the experimental data
more vividly, this study uses a histogram to show the dif-
ference between each model in each indicator, as shown in
Figure 6.

Table 2 shows the segmentation results of the four
models for the three tissues. It can be seen from Table 2 that,
in terms of Dice, PPV, and Sensitivity, 3D U-net and U-Net
score higher than CNN. *is shows that U-Net is more
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Table 2: Image segmentation results of each comparison model.

Index Segmented
organization CNN U-net 3D U-net Proposed

Dice

WT 0.7992 0.8285 0.8428 0.8787
TC 0.7844 0.8006 0.8211 0.8456
ET 0.7020 0.7602 0.7993 0.8004

Mean 0.7619 0.7964 0.8211 0.8416

PPV

WT 0.8002 0.8473 0.8687 0.8992
TC 0.7946 0.8331 0.8505 0.8668
ET 0.7553 0.7717 0.7899 0.8321

Mean 0.7837 0.8174 0.8364 0.866

Sensitivity

WT 0.8335 0.8586 0.8640 0.8899
TC 0.8664 0.8903 0.8947 0.9078
ET 0.7608 0.8192 0.8193 0.8335

Mean 0.8202 0.856 0.8593 0.8771

Hausdorff

WT 2.9746 2.5762 2.6227 2.5002
TC 1.8345 1.7481 1.7008 1.5101
ET 3.2023 2.8350 2.8088 2.6443

Mean 2.6704 2.3864 2.3774 2.2182

Table 1: Experimental environment.

Configuration Details
Operating system Windows10 DircetX12 64
RAM 32G
Processor Intel core i7-87003
Graphics card Nvidia GeForce GTx 1080Ti
Programming framework PyTorch
Architecture platform CUDA8.0
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Figure 6: Continued.
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suitable for medical IS. In the three indicators of Dice, PPV,
and Sensitivity, 3D U-net has a larger index value than
U-net. On the Hausdorff index, 3D U-net has a smaller value
than U-net segmentation. *is shows that 4 indicators all
prove that 3D U-net has better segmentation effect than
U-Net. From the data in the table, it can be seen that the
method proposed in this paper has greatly improved the
scores of Dice, PPV, and Sensitivity, and the value of
Hausdorff scores has been significantly reduced. *e 3D
U-net that introduces the SECDC module can automatically
learn the importance of different layers, thereby improving
the segmentation accuracy and robustness of the model so
that the segmentation effect of the model used in this article
is optimal. Specifically, in terms of the Dice indicator,
compared with CNN, U-Net, and 3D U-net, the model used
has increased by 10.46%, 5.68%, and 2.50%, respectively.*e
Dice index of tumor segmentation of the whole tumor area
exceeded 0.87, and the segmentation Dice index of tumor
enhancement area reached 0.80. In the PPV index, com-
pared with CNN, U-Net, and 3D U-net, the model used has
increased by 10.50%, 5.95%, and 3.54%, respectively. In the
Sensitivity index, compared with CNN, U-Net, and 3D
U-net, the models used have increased by 6.94%, 2.46%, and
2.07%, respectively. In the Hausdorff index, compared with

CNN, U-Net, and 3D U-net, the models used are reduced by
16.93%, 7.05%, and 6.70%, respectively. From the analysis of
the data, it can be seen that the model proposed in this paper
is superior to other methods in terms of performance, ac-
curacy, and sensitivity.

Since there are many improvement strategies for 3D
U-net, many studies have applied their improved 3D
U-net models to IS. In order to compare the effects of
different improvement strategies on IS performance, and
this paper compares the model used with other improved
3D U-Net models. Table 3 shows the performance com-
parison between the proposed model and other types of
improved 3D U-Net models. In order to compare the
experimental data more vividly, this study uses a histo-
gram to show the difference between each model in each
indicator, as shown in Figure 7.

Analyzing the segmentation performance of the three
parts, the model segmentation in [31] has the worst effect,
followed by [33], and then [32]. *e IS performance based on
the proposed model is relatively good. On the indicator Dice,
for [31–33], the proposed model increased by 23.56%, 5.06%,
and 5.68%, respectively. On the indicator Hausdorff, for
[31–33], the proposed model increases by 28.03%, 11.01%,
and 19.62%, respectively. According to the experimental
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Figure 6: Segmentation comparison of each model on different indicators.

Table 3: *e effect of different improved 3D U-net models on brain tumor segmentation.

Index Segmented organization [31] [32] [33] Proposed

Dice

WT 0.7432 0.8328 0.8024 0.8787
TC 0.6995 0.8006 0.7895 0.8456
ET 0.6006 0.7670 0.7162 0.8004

Mean 0.6811 0.8011 0.7964 0.8416

Hausdorff

WT 3.4675 2.8254 3.0052 2.5002
TC 2.3006 1.8145 2.1723 1.5101
ET 3.4783 2.8380 3.1016 2.6443

Mean 3.0821 2.4926 2.7597 2.2182
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results, it can be seen that the proposed model is superior to
other methods in different segmentation areas of the tumor,
and the overall segmentation performance is better.

5. Conclusion

Aiming at the unsatisfactory effect of traditional CNN on the
segmentation of 3D medical images, this paper selects the
U-Net model with higher performance for brain IS. Con-
sidering that the 3D U-Net model has problems such as
complex network structure and large amount of calculation,
this paper introduces the SECDC module into 3D U-Net,
thereby constructing a high-precision lightweight segmen-
tationmodel.*e improved 3DU-Net network uses 1× 1× 1
convolution to reduce the amount of parameters. Based on
the normal convolution and the dilated convolution with the
expansion rate of 2, the image features under different fields
of view are effectively explored. At the same time, the 3D-SE
module is introduced to effectively automatically learn the
importance of different layers, thereby improving the ro-
bustness of the model. *e experimental results on the
BraTS2019 dataset prove the superiority of this method.
However, in practical applications, there are still problems
such as large sample labeling workload and long model
segmentation time. According to these problems, the al-
gorithm in this paper can be further optimized to achieve
rapid network segmentation and efficient diagnosis by
doctors. In addition, future work will continue to study the
relationship between encoding and decoding and make full
use of low-level features and semantic information to op-
timize the results.
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Traditional physical education methods are unable to meet this requirement due to the practical nature of sports skill teaching. As
a result, as the times demanded, the flipped classroom based on neural network technology arose. It has the potential to not only
promote the modernization of physical education but also to ensure that it has a positive educational impact. +is is a mode of
instruction. Furthermore, colleges and universities are increasingly focusing on college students’ overall quality development. A
method for predicting college students’ sports performance using a particle swarm optimization neural network is proposed to
accurately predict sports performance and provide a reliable analysis basis for the establishment of sports teaching goals. Neural
networks are used in the model. +e particle swarm optimization algorithm optimizes the variance and weights of the neural
network to improve the accuracy of college students’ sports performance predicted by the neural network by updating the particle
position and speed through the two extreme values of individual extreme values and global extreme values. Teachers always play
the role of the facilitator and helper in the teaching process, which realizes the transformation of teachers’ and students’ self-
positioning, allows students to better play the lead role, and stimulates students’ interest in learning.

1. Introduction

Flipped classroom [1–3] is a product of modern develop-
ment, and internet technology is an important support for its
implementation: teachers send teaching videos [4–6] made
by themselves or by other teachers on the internet to stu-
dents via the learning platform [7] so that students can
complete preclass learning tasks under the guidance of
teachers in the classroom. +e flipped classroom is popular
in theoretical subjects but is rarely used in physical edu-
cation [8], which is a practical course. However, the
emergence of this teaching model allows for the combina-
tion of the internet and the physical education classroom.
+e flipped classroom is a teaching model that reinvents the
traditional classroom process of teaching sports skills,
bringing the connection between before, during, and after
class closer together, and extending the actual teaching and
learning time between teachers and students. PE teachers
must create small videos based on the teaching content of
each lesson in this mode of instruction. Small video

produced should be concise and complete the explanation of
a lesson’s content within 5 to 10 minutes. +e level of each
physical education teacher varies, as does the quality of the
short video produced.

With the ongoing development and popularization of
internet technology [9], students are increasingly relying on
the convenience that the internet provides. +e introduction
of internet-based flipped classrooms will undoubtedly cause
a revolution in the educational arena. Both students’
learning and teachers’ teaching have changed as a result of
this revolution. Students’ learning processes are more in-
dependent, and teachers are better able to teach students
based on their aptitude. Individuality is a goal for college
students, who want to think for themselves. Following the
clarification of the learning objectives, they make full use of
their ability to consult and gain a preliminary understanding
of materials on their own. +ey understand and learn sports
skills before class through sports online courses and then
internalize and apply what they have learned in class to
improve learning efficiency [10].
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Students’ mastery of sports skills in physical education
cannot be truly realized solely through online video learning.
Learning sports skills is a unique learning activity that ne-
cessitates physical participation and is inextricably linked to
classroom exercises. +e flipped classroom teaching model
allows students to finish their knowledge learning before
class. Classroom is a place for teachers to answer students, to
interact with teachers and students, and to apply knowledge.
+e popularization of the internet makes this teachingmodel
more feasible. +e flipped classroom based on the neural
network [11–14] will extend students’ learning time and
learning space and is no longer limited to the fixed weekly
class time and place.+e traditional PE teaching classroom is
flipped to a certain extent, and internet is used for learning
before and after class. +is teaching mode [15] can organ-
ically combine the learning of sports skills with online re-
sources under the internet and improve students’
enthusiasm for sports learning to a certain extent. Fur-
thermore, students’ performance predictions in the sports
flipped classroom have a significant impact on classroom
interaction. As a result, based on particle swarm optimi-
zation neural networks [16–18], this paper proposes a
method for predicting college students’ sports performance
[19].

Machine learning [20] is the science of studying how to
use computers to simulate or realize human learning ac-
tivities. It is one of the most intelligent and cutting-edge
research fields in artificial intelligence. Since the 1980s,
machine learning, as a way to realize artificial intelligence
[21–25], has aroused widespread interest in the artificial
intelligence community. Especially in the past ten years, the
research work in the field of machine learning has developed
rapidly, and it has become an important part of artificial
intelligence. Machine learning is not only used in knowl-
edge-based systems but also widely used in many fields
[26–30] such as natural language understanding, non-
monotonic reasoning, machine vision [31–33], and pattern
recognition [31, 32]. +erefore, it is feasible to use machine
learning to predict the effect and performance of sports
flipped classroom teaching.

Following are the main innovation points of this paper:

(1) +is paper investigates the use of neural network
technology in the sports flip classroom to improve
communication between teachers and students,
strengthen interaction and cooperation between the
two, provide timely and comprehensive sports skill
learning for students, improve students’ sports skills,
and stimulate students’ interest in learning sports skills

(2) A prediction method for college students’ sports
performance based on the particle swarm optimi-
zation neural network is proposed to achieve high-
efficiency and high-precision prediction of college
students’ sports performance in order to improve the
accuracy of college students’ sports performance
prediction

2. Related Work

+e term “flipped classroom” refers to rearranging time
inside and outside of the classroom in order to transfer
learning decision-making power from the teacher to the
student. Students can better display their subjective ini-
tiative in this classroom teaching model, and teachers can
better play their guiding role. Before class, students study
independently by watching video lectures and chatting
with classmates via the internet. Communication and
exchanges between students and teachers have increased
as a result of the internet. Students can learn a variety of
online courses outside of the classroom if they have access
to the internet. +e internet era gave birth to this flipped
teaching classroom. It has disrupted the traditional
teaching classroom structure and resulted in a slew of
educational changes.

Motor skills [34] refer to the human body in the
movement to master and effectively complete a special
movement of an ability. Some scholars believe that it
consists of two parts: one is the description of the rules for
performing the action, that is, the procedure of the action,
and the other is the actual muscle movement, which
gradually becomes precise and coherent through practice
and feedback. Physical education is a teaching process
that takes physical activity as the means, while the
teaching of sports skills needs to improve students’ ability
of sports skills through physical education. Students must
feel the joy of the environment, democratic and har-
monious interpersonal relationships, individuality lib-
eration, and the learning environment in order to learn
sports skills.

Al Zahrani [35] elaborated on the impact of flipped
classrooms on the creative thinking of higher education
students. In the study, they recruited students from the
School of Education of King Abdulaziz University in
Saudi Arabia and conducted group teaching experiments
on them. +eir research results showed that flipped
classrooms can improve students’ creativity, especially in
knowledge, and master the fluency, flexibility, and novelty
aspects. Sajid et al. [36] discussed in their article that
flipped classroom student-centered active learning re-
places passive learning. +is learning method improves
critical thinking and application skills, including infor-
mation retention capacity. Larsson and Nyberg [37] stated
that sport is the key to physical education. Schools in
Sweden are attempting to incorporate social constructivist
knowledge and learning concepts into physical education,
with an emphasis on students’ motor skills. +ey dis-
cussed how to intervene in students’ behavior and how to
communicate between students and teachers in the article.
+ey believed that students must participate in the
teaching process in order for teachers to gain a better
understanding of their students and provide better
guidance and assistance in the development of motor
skills.
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3. Methodology

3.1. Particle Swarm Neural Network Model

3.1.1. NeuronModel. In 1943,McCulloch and Pitts [38] used
a simple model to express the neuron structure and created
an artificial neuron model, which is now known as the “M-P
neuron model,” as shown in Figure 1.

+e following is the calculation equation for the neuron’s
output in Figure 1:

y � f 
n

i�1
wixi − θ⎛⎝ ⎞⎠, (1)

where θ is the activation threshold of the neuron we
mentioned earlier and the function f(·) is also called the
activation function. As shown in the figure, the function f(·)

can be expressed by a step equation, which is activated above
the threshold; otherwise, it is inhibited, but this is a bit too
crude because the step function is not smooth, discontin-
uous, and nonderivable, so our more commonly used
method is to use the sigmoid function to represent the
function f(·).

Figure 2 shows the sigmoid activation function, and its
calculation equation is as follows:

f(x) �
1

1 + e
−x. (2)

3.1.2. Particle Swarm Optimization. A particle swarm op-
timization method to solve the optimization problem is
summarized by observing the behavior of birds looking for
food. It is necessary to search for particles in the optimized
space in order to discover the essence of the optimization
problem. +e speed of each particle determines the distance
and direction of the bird’s flight. Every particle has a fitness
value, and the fitness value is determined by the optimi-
zation. +e purpose of all particles in space is to find the
optimal particle action.+e initial random solution (random
particle) of the particle swarm optimization method is
continuously iterated to find the optimal solution. +e
particle “tracks” the two extreme values in each iteration to
ensure that the particle itself can be updated. +ese two
extreme values are tbest and ubest, respectively. tbest is the
optimal solution found by the particle itself, called the in-
dividual extreme value, and ubest is the optimal solution
found by the entire population, called the global extreme
value. +e particle position and velocity can be updated by
the following equation:

w � w + x1 × y1 × tbest − pre(  + x2 × y2 × ubest − pre( ,

pre � pre + w.

(3)

+e velocity of the particle is represented by w, the
position of the particle itself is represented by pre, the
random numbers between (0, 1) are y1 and y2, and the
learning factors are x1 and x2, respectively.

Because the first particle velocity w on the right side of
equation (3) is random and has nomemory, new regions will
be explored during the search, demonstrating strong global
optimization power. However, in practical applications, it is
necessary to conduct a global search first to improve the
search’s convergence speed and then to conduct a local
search to improve the accuracy of the solution obtained. +e
optimized calculation equation is as follows:

w � σ × w + x1 + y1 × tbest − pre(  + x2 × y2 × ubest − pre( .

(4)

+e inertia weight is expressed as σ. If the value of σ is
large, the PSO method has a strong global search ability;
otherwise, it has a strong local search ability.

3.1.3. Improve Variance and Weights. When using the
particle swarm optimization method to optimize the neural
network, it is necessary to optimize the variance
σi(i � 1, 2, . . . , h) and the weight v0, v1, . . . , vk of the neural
network basis function, the dimensions of the two param-
eters are related to the network structure, and the weight and
variance of the neural network are uniformly coded. A set of
neural network weights and variances are described by a
particle.+e root mean square error (RMSE) can be used as a
fitness function to reflect the particle’s approximation error.
+e following is the calculation equation for the fitness value
of the ith particle:

Input Outputf (·)

Activation 
function

x1

x2

x3

xm

w1

w2

w3

wm

∑

Figure 1: M-P neuron model.
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Figure 2: Sigmoid function.
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where a is the total number of samples and the true output
value and neural network prediction value are described by
yi
1 and yi

2, respectively.

3.2. Effectiveness Analysis and Performance Prediction of the
Sports Flipped Classroom. College students’ sports perfor-
mance is modeled using the particle swarm optimization
neural network (PSO) model. In terms of time order, college
students’ physical education achievements in the past are
typical. For the modeling of college students’ physical ed-
ucation achievements, a particle swarm optimization neural
network model is used. Assume that the initial time series of
college students’ physical education achievements is shown
in the following equation:

A
(0)

(p) � a
(0)

(1), a
(0)

(2), . . . , a
(0)

(m) . (6)

Operate equation (6) with the first-order differential;
then, we can get

A
(1)

(p) � a
(1)

(1), a
(1)

(2), . . . , a
(1)

(m) . (7)

+e first-order mean operation equation (7) can obtain
the first-order mean value sequence as follows:

B
(1)

(p) � b
(1)

(1), b
(1)

(2), . . . , b
(1)

(m) . (8)

+en, a predictive model is established, and the calcu-
lation equation is as follows:

fa
(1)

fp
+ ca

(1)
� λ. (9)

Solving the above equations, the whitening differential
equation that can predict the performance of the sports
flipped classroom is as follows:

a
(1)

(h + 1) � a
(0)

(1) −
λ
c

 d
−ch

+
λ
c
. (10)

Next, the neural network parameters are obtained by
training according to the input and output sample data, and
the optimal target mapping of equation (10) is completed.

4. Experiments and Results

4.1. Experimental Setup. +e subjects of the experiment are
the two male classes of the 2018 physical education training
major of the School of Sports Science of Qufu Normal
University—the general volleyball class (17 people). Before
determining the experimental objects, preexperiment in-
terviews and physical fitness tests are conducted for the two
classes of students.+ere are significant differences, students
who have a foundation in volleyball and other students in the
class also participate in the learning, and the data obtained
from the learning results are not included in the experiment.

+e final students who actually participated in the experi-
ment are listed and determined. Both the experimental class
and the control class were of 16 students. +e students
participating in the teaching experiment are all second-year
university students. When students are exposed to new
things, they have a strong curiosity about them, as well as
strong learning and accepting abilities. Students use mobile
phones, computers, and iPads for entertainment, learning,
and other purposes in their daily lives. As a result, there will
be no problem with them using the school’s online program,
and there will be no shortage of smart devices and
technology.

From March 4 to June 21, a teaching experiment was
conducted. Professional teachers provided guidance
throughout the process, which included discussing teaching
progress with the teacher and carrying out the teaching
experiment with the teacher’s consent. In the teaching ex-
periment, both the experimental class and the control class
are taught twice a week. Each class is two hours. One of the
two hours is used to complete experimental teaching, and
the remaining one is used to complete the school’s teaching
plan. +e total class hours for teaching experiments are 32
hours.

4.2. Experimental Results. Start at midpoint A of the end
line, and the stopwatch starts at the moment of start. Run
along line 1 to intersection point B of the end line and the
sideline, touch the volleyball, and then quickly turn back to
midpoint A of the end line. Touch the volleyball, and then
quickly run along line 2 to intersection point C of the of-
fensive line and the sideline, touch the volleyball, and then
quickly follow 2. Fold back to midpoint A of the end line,
touch the volleyball, and then quickly run to midpoint D of
the offensive line along the 3rd line. Touch the volleyball,
continue to fold back to midpoint A of the end line along the
3rd line, and then run along the 4th line towards the of-
fensive line. Touch the volleyball at intersection point E of
the sideline, and then fold back to midpoint A of the end line
along line 4. Touch the volleyball, finally run along line 5 to
intersection point F between the end line and the sideline,
fold back to point A, complete the half-meter run test, and
stop timing. At six points A, B, C, D, E, and F, arrange a
student to place a volleyball, and supervise the tester to touch
the volleyball during the movement. +e moving route is
shown in Figure 3. In addition, Figure 4 also gives the ex-
perimental scene of the physical fitness test.

Table 1 shows that the neural network-based method
used in this article outperforms the traditional method
significantly. BP network [33] is slightly inferior to the other
two neural network methods. As a result, the algorithm
presented in this article is capable of analyzing and pre-
dicting the effectiveness of sports flipped classroom
teaching.

It can be seen from Figure 5 that when the sports flipped
classroom performance predicted by this method is used, the
sports performance prediction accuracy of each sports item
is higher than 9500, while the accuracy of the other two
methods is below 90% for both, indicating that the sports
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flipping classroom performance prediction of the method in
this paper has strong versatility and high precision and can
be widely used in the future study of college students’ sports
performance.

4.3. Ablation Experiment. We conducted an ablation ex-
periment. We input 3, 5, and 8 factors to observe their
influence on the experimental results. +e experimental
results are shown in Table 2.

It can be clearly seen from Table 2 that, with the increase
of factors, the model’s prediction accuracy rate increases, but
at the same time, we found that, from 5 factors to 8 factors,
the accuracy rate has not greatly improved, considering the
collection of data, and preprocessing can be a tedious work;
therefore, this article believes that it is more appropriate to
consider five factors.

(a) (b)

Figure 4: Physical fitness test.

Table 1: Experimental results of the speed test.

Method N Mean SD Acc
Traditional 16 18.11 0.77 0.81
BP 16 18.12 0.81 0.85
Hinojo-Lucena et al. 16 18.62 0.94 0.92
Ours 16 18.63 0.96 0.92

0.0

0.2

0.4
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0.8

1.0

OursBPTraditional

Acc

Figure 5: Experimental results of accuracy comparison.
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Figure 3: Experimental site.

Table 2: Results of ablation experiments.

Input Acc
3 factors 0.8636
5 factors 0.9207
8 factors 0.9258
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5. Conclusion

To accurately predict sports performance and provide a
reliable analysis basis for the establishment of sports
teaching goals, a method for predicting college students’
sports performance based on the particle swarm optimi-
zation neural network is proposed. +e model is based on
neural networks.+e particle swarm optimization algorithm
updates the particle position and speed through the two
extreme values of individual extreme values and global
extreme values to optimize the variance and weights of the
neural network to enhance the accuracy of college students’
sports performance predicted by the neural network. In the
teaching process, teachers always take the role of the fa-
cilitator and helper to carry out teaching, which realizes the
transformation of teachers’ and students’ self-positioning,
can better play the main role of students, and stimulate
students’ interest in learning.

Data Availability

+e data used to support the findings of this study are in-
cluded within the article.
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With the continuous development of Earth science, soil temperature has received more and more attention in Earth system
research as an important parameter. -e change of soil temperature (Ts) in different regions and related time series is affected by
many factors, which bring certain difficulties to the accuracy of soil temperature prediction and the robustness of the algorithm. In
this paper, an embedded network prediction model based on the gated recurrent unit (GRU) model is proposed to learn the local
and global features of historical temperature for improving the prediction performance of soil temperature. We input different
steps into the GRU model, and the output is weighted to obtain the final prediction result. In order to obtain the global
characteristics of soil temperature, we connect the previous steps to the output layer directly, and the local characteristics of soil
temperature are obtained through the following steps. -is paper uses the soil temperature data from two meteorological stations
(Laegern and Fluehli) in Switzerland as the input data to predict the soil temperature for different soil depths (5 cm, 10 cm, and
15 cm) at different time points (6 hrs, 12 hrs, and 24 hrs), using RMSE, MAE, MSE, and R2 performance indicators as evaluation
criteria to verify the accuracy of prediction. As the experimental results show, our method has the best performance compared to
the others (artificial neural networks (ANN), extreme learning machine model (ELM), long short-termmemory network (LSTM),
gated recurrent unit network (GRU)). In particular, we estimated the soil temperature at the soil depth of 10 cm of the Fluehli
station in the coming 6 hrs; our method achieved the best performance; and, meanwhile, our model achieved the maximum value
of R2 (0.9914) and the minimum values of RMSE (0.4668), MAE (0.2585), andMSE (0.2214) compared with the other fourmodels.
-erefore, our model can not only predict the soil temperature at different depths but also improve the accuracy.

1. Introduction

Geoscience has played an important role in social devel-
opment and economic construction; soil temperature (Ts)
and its daily fluctuations are among the most vital meteo-
rological parameters in Earth sciences, such as agriculture,
forestry, and geology [1, 2]; and it is an important variable of
land-atmosphere interactions [3]. Meanwhile, there are
many elements that affect the change of soil temperature; for
example, the change of soil depth has a prominent effect on
soil temperature. Research has shown that, in the processing
of plant growth, shallow soil has a significant impact on seed
germination, while deep soil affects root absorption activity
[4]. -erefore, the accurate prediction of soil temperature at

different depths can be used to guide practical applications
in some fields, which is instead of using traditional sensors
manually for on-site measurement [5].

Currently, most of the soil temperature prediction
methods use environmental factors to estimate [6]. How-
ever, the data collected in some regions is unavailable that
cannot be used to predict, which will reduce the accuracy of
model predictions [7]. -erefore, this paper recommends
using time series as the input data for the soil temperature
prediction model.

In recent years, researchers usually use methods based on
physical models to predict soil temperature through the heat
transfer mechanism of the soil itself mainly [6, 8]. However,
there are many limitations in practical applications due to the
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physical model parameterization and scale issues [9]. With the
continuous development of the machine learning method, it
has been widely used in Earth sciences [10–12]. Ghorbani et al.
proposed a method based on the support vector machine to
estimate the soil field capacity and permanent wilting point
[13]. And it also plays an important role in the soil temperature
field [14]. -e extreme learning machine is used to predict the
soil temperature for improving the accuracy by Feng et al. [15].
Furthermore, LSTM has also received attention from re-
searchers [16].

For the machine learning method, the artificial neural
network (ANN) [2, 17, 18] and ELM [15, 19] can learn the
features from the input data without using a physical model,
so there is no need to understand their internal physical
processes. -e artificial neural network has strong self-ad-
aptation and self-learning capabilities and can continuously
update the parameters in the model to make the output value
closer to the real value, so it is used as a soil temperature
prediction model usually [20–22]. Bilgili proposed a method
based on the artificial neural network to predict monthly
average soil temperature [23]. Mehdizadeh et al. used the
model based on feedforward backpropagation neural net-
works (FFBPNN) and gene expression programming (GEP)
to estimate the daily soil temperature at different depths
[24]. When the traditional artificial neural network is used to
predict the soil temperature, the accuracy of the output
results is reduced because the correlation of the time series is
not considered. For solving this problem, many researchers
merge genetic algorithms into artificial neural networks to
optimize neural networks [20, 25, 26]. However, the genetic
algorithm is not efficient and prone to premature conver-
gence. -erefore, this method still needs further research.

Deep learning methods are widely used to deal with time
series data. Compared with recurrent neural networks
(RNN) and LSTM, GRU has a simpler structure and can
solve the problem of long-term dependence [27]. -erefore,
this paper chooses the model based on the GRU network to
predict soil temperature. -e model uses hidden states to
convey the information and process the relevance of time
series data. It is widely used in many fields due to its special
network structure. Liu et al. proposed a method, GRU-based
nonlinear predictive denoising autoencoders for fault di-
agnosis of rolling bearing [28]. Miau and Hung designed the
Conv-GRUmodel to estimate the water level, and the results
show the effectiveness of the method [29]. Rui et al. com-
bined GRU and LSTM models to predict traffic flow [30].
According to our research, the GRU network had not been
used for soil temperature prediction.

-e following questions are the focus of this article. -e
first one is how to choose the input data to Ts estimation
model. -e estimation of Ts is affected by the past Ts. Al-
though the relevant meteorological data have some impact
on Ts estimation, the accuracy of the model for Ts estimation
will be affected by the errors between the provided data and
the real data. Consequently, this paper concentrates on the
time series of data.-e other one is about the networkmodel
construction of the method in our paper. In the GRU
network, the information is transferred by updating the cell
state and the parameters in the hidden state. As the steps of

the time series increase, the correlation between the initial
data and the output data will be decreased, which will lead to
a decrease in prediction accuracy.

-e motivation of this paper is to solve the problem of
long-term serial dependence of soil temperature data, which
leads to a decrease in prediction accuracy. With the goal, this
paper proposed a new embedded estimation model based on
the GRU network for Ts estimation. In order to obtain the
global characteristics of soil temperature, we connect the
previous steps to the output layer directly, and the local
characteristics of soil temperature are obtained through the
following steps. We set different steps to the channels; with
the outputs as cells, the estimation result is calculated by
fully connecting different cells, using the past Ts data from
the Laegern and Fluehli stations in Switzerland from 2006 to
2014 to estimate Ts in the next 6 hrs, 12 hrs, and 24 hrs at
different soil depths (5, 10, and 15 cm).

-e main contributions of this paper for Ts estimation
are listed as follows:

(1) According to our research, the GRU network had not
been used for soil temperature prediction yet, and
the method based on GRUwas achieved in this paper
for the purpose of estimating soil temperature.

(2) In order to obtain the global characteristics of soil
temperature, we connect the previous steps to the
output layer directly, and the local characteristics of
soil temperature are obtained through the following
steps.

(3) As the results showed, our method has a better
performance than the other advanced technology
available.

2. Materials and Methods

2.1.(e Framework for Soil Temperature Estimation. First of
all, we extract the corresponding past Ts data from the
Laegern and Fluehli stations on FLUXNET as the input to
our model. Meanwhile, we consider several other models
based on machine learning technology models (LSTM,
BPNN, ELM, and GRU). In our model, we connect the
previous steps to the output layer directly to predict Ts.
Finally, we compare the results by several statistical evalu-
ation criteria (RMSE, MAE, MSE, and R2) to evaluate the
performance of the model. Figure 1 shows the overall
structure of our study.

2.2. (e Structure of GRU. -e GRU network has the
characteristics of simple structure and fast training speed
and can transmit relevant information to the time series for
prediction. It is widely applied in many fields due to its
advantages precisely. -e GUR can solve the time series
problem and the gradient problem in backpropagation. -e
GRU unit structure is shown in Figure 2. It has two gates,
which are the reset gate and the update gate. -e update gate
decides which new information should be discarded and
added. -e reset gate is used to decide how much past
information to forget.
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-e calculation formulas of the GRU are as follows:

rt � σ Wr · ht−1, xt ( ,

zt � σ Wz · ht−1, xt ( ,

ht � tanh Wh
· rt ∗ ht−1, xt  ,

ht � 1 − zt( ∗ ht−1 + zt ∗ ht,

yt � σ W0 · ht( ,

(1)

where x(t) represents the input value at the current moment
and ht−1 is the hidden state of the previous node and uses
them to get the gate status. rt is the reset gate, zt is the reset
gate, ht represents the newmemory, ht represents the hidden
state, yt is the output of the output layer, σ(·) is the sigmoid
activation function, and tanh(·) is the output tangent
function.

2.3. (e Structure of Our Model. -rough the previous
analysis, when there are a large number of cells in the GRU
network, the correlation between the features will decrease
with the time series extending. -erefore, we proposed the
model based on GRU is to solve the problem and improve
the accuracy of the estimation model, as the topological
structure is shown in Figure 3.

Our model network is composed of the traditional GRU
network and the auxiliary networks. -e information is
updated to the next cell through the parameter back-
propagation of the hidden state in the GRU model that
would decrease the correlation with the earlier. -e tradi-
tional GRU network is used as the basic network to obtain
local features, and the auxiliary network is composed of the
output of different steps to obtain global features, mean-
while, merging the features as the output of the entire
network model. Input the past Ts data into our model to
learn the pattern of periodic changes in Ts, which can en-
hance the correlation between past Ts data and improve the
accuracy for the prediction.

We proposed the final output of our model is
yourmethod(t) at the time step t, which combined all the
channels to the fully connected layer, as follows:

yourmethod(t) � 
n

ni�0
Wniy(t − ni + 1)ni + b. (2)

2.4. Objective Function Optimization Algorithm. Adaptive
moment estimation algorithm has excellent performance
with high computational efficiency and low memory re-
quirements [31]. It can calculate different adaptive learning
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rates for different parameters. -e method is suitable for
processing large-scale data and optimizing parameters, as
well as solving sparse gradient problems.-e Adam is widely
used in the field of deep learning, and it is used to optimize
the model in this paper. -is article uses the mean square
error to optimize our model, and the calculation formula is
as follows:

L �
1
N



N

i�1
y(t) − yourmethod(t)( 

2
, (3)

where the observed data from the stations is y(t) and the
output of our model is yourmethod(t).

Learning rate is an important parameter in deep
learning. -e value of the learning rate will affect the
convergence of the function. When the learning rate is set
too small, the convergence will be very slow. Meanwhile,
when the value is set too large, the gradient will be affected.
We use the method of exponential decay learning rate to
improve the convergence of Adam and the method of ex-
ponential decay learning rate. By constantly adjusting the
learning rate, the step size is set to 100 and the attenuation
rate is 0.96; the algorithm is close to the optimal solution.

2.5. Model Training and Test. In this paper, the past Ts data
(the Laegern and Fluehli stations in Switzerland from 2006
to 2014) is served as the input to our model for estimating Ts
and using TensorFlow backend. -e model is tested on Intel
Core (TM) i7-5820K, 3.30GHz CPU, and 64GB memory
running Pycharm 2018. We use three-quarters of all data as
training samples (data during 2006.1.1–2013.3.14), and the
others were used as testing samples (data during
2013.3.15–2014.12.31). We assume that the value at the t
point in the time series is xt, which is predicted by the first

t− 1 elements; use half of the daily soil temperature to
predict the values of Ts in the following 6 hrs, 12 hrs, and
24 hrs; and set the value of t to 24. -is paper compared our
model with the other models (including ANN, LSTM, ELM,
and GRU), meanwhile, calculating several evaluation criteria
(RMSE, MAE, MSE, and R2) to estimate the model per-
formance, as follows:

RMSE �

�������������


N
n�1 yi − yi( 

2

N



,

MAE �


N
n�1 yi − yi




N
,

MSE �


N
n�1 yi − yi( 

2

N
,

R
2

�


N
n�1 yi − yi( 

2
− 

N
n�1 yi − yi( 

2


N
n�1 yi − yi( 

2 ,

(4)

where the total number of data is denoted as N, yi is the
observed value of data at the moment, yi is the predicted
value obtained through different methods, y is the observed
average value of the data. According to our knowledge, we
can understand the fitting degree of the model and the
accuracy of data prediction through evaluation criteria.With
the smaller value of RSME, MAE, and MSE and the larger
value of R2, the model will show the best performance.

2.6. StudyArea and Field Experiment. -is paper studied the
data from two stations (Laegern 47.48N, 8.37 E, Fluehli
46.88N, 8.01 E) located in Switzerland and downloaded the
past Ts data within half an hour on FLUXNET (https://
fluxnet.fluxdata.org/) to verify our model. Since these two
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stations are located in their domestic ecological nature re-
serve, Ts has a certain impact on the surrounding ecological
environment, such as plant growth, soil fertility, and mi-
crobial activities, as shown in Figure 4.

-is article takes the past Ts data from the stations as the
input. With the data provided by the stations, it can be seen
that the depth at the 15 cm soil temperature of the Laegern
station is the most stable, achieving the minimum of tem-
perature differences and standard deviation; xmin is the
minimum value; xmax is the maximum value; xmean is the
average value; zsd represents the standard deviation; zs

represents skewness; and zv represents variation coefficient
which is shown in Table 1.

3. Results and Discussions

In this paper, comparing our model with the other four
models (BPNN, LSTM, ELM, GRU) for estimating Ts at the
two stations’ data, use the Adam to optimize the model and
experiment with scikit-learn. For instance, input layer,
hidden layer, and output layer consist of the ANN. We set
the batch size to 10000, the number of iterations to 100, the
learn rate to 0.03, and the number of nodes to 32, and the
model get the best performance. We apply the elm function
to the ELM model, the activation function in the hidden
layer is sigmoid, and the number of nodes is set same to
ANN.We Set the same hyperparameters to the GRU and our
model so that it can be useful to show the performance of our
model.

3.1. Evaluation for the Hyperparameters in Our Model.
According to our research, the value of the hyperparameters
has a certain influence on the performance of the model. As
the hyperparameters, what we mentioned are the number of
channels, iterations, learning rate, and the number of nodes
(numour model). For example, we estimate the soil tempera-
ture at the depth of 5 cm for 6 hrs of the Laegern station. As
the results showed, numour model has a certain impact on the
fitting of the model and the acquisition of relevant important
information. With the learning rate set to 0.03, the number
of nodes is 32, the number of channels is set to 4, the number
of iterations is set to 100, and our model has the best
performance.

When the model is overfitting during the training
process, it is not conducive to the model adapting to the
changes of the data. In contrast, if underfitting occurs during
training, it is not conducive to data mining of related data.
Moreover, due to the large learning rate value for optimal
weights, the predictive model can easily be trapped into local
optimum during the learning process. -en, when the
learning rate value is small, it will make the parameters
hardly converge to the optimal value for training the pre-
dictive model. -e results are shown in Table 2, as follows:

3.2. Evaluation for DifferentModels. Comparing our model
with the other four models (BPNN, ELM, LSTM, and
GRU) in this part. -e inputs to all the predictive models
were the past Ts data from the stations. -e output of the

model was estimated Ts values in the following 6 hrs,
12 hrs, and 24 hrs.

-e predicting results of the five models at the depths
of 5, 10, and 15 cm in the following 6 hrs, 12 hrs, and 24 hrs
are experimented for the Laegern station as shown in
Table 3. For the depth of 5 cm results in the coming 6 hrs,
our model has better performance than the other models.
According to the results, our model is compared with
other models, and the percentage of the RMSE has re-
ductions of 35.4% (GRU), 38.9% (LSTM), 39.1% (ELM),
and 53.4% (BPNN), respectively; the percentage of the
MAE has reductions of 42.9% (GRU), 46.2% (LSTM),
45.4% (ELM), and 58.2% (BPNN); and the percentage of
the MSE has reductions of 57.3% (GRU), 58.6% (LSTM),
58.8% (ELM), and 75.9% (BPNN), getting the R2 score
amount to 0.9638 (our model) compared to 0.9034
(LSTM), 0.9022 (ELM), 0.8319 (BPNN), and 0.9058
(GRU). Because our model has the lower value of RMSE,
MAE, and MSE, meanwhile, having the higher value of R2,
it is obvious that our model has a very excellent perfor-
mance on Ts estimation. However, for the depth of 5 cm
results in the following 12 hrs and 24 hrs, we can draw the
same conclusion that our model performance is still
stronger than the other four models. -e accuracy has
been continuously improved from 5 cm to 15 cm of the
soil depths, but the accuracy in the following 6 hrs to
24 hrs has been decreased. It may be caused by systematic
errors when the model makes long-term predictions [32].
However, the ELM model gets a superior level of accuracy
compared to the others models for the depth of 5 cm in the
following 12 hrs, the depth of 10 cm in the following 6 hrs,
and the depth of 15 cm. -e reason for this might be ELM
is a feedforward neural network architecture in which
parameters are randomly chosen [19]. Sometimes a
nonoptimal solution may be generated, which will affect
the performance of the model.

We estimate the soil temperature at the depth of 5 cm,
10 cm, and 15 cm of the Laegern station in the following
6 hrs, 12 hrs, and 24 hrs, respectively. -e estimation re-
sults are at the depth of 5 cm, 10 cm, and 15 cm of the
Laegern station in the following 6 hrs, 12 hrs, and 24 hrs.
-e linear relationship between the estimated value and
the observed value is shown in Figure 5. According to the
distribution of the scatter plot, it can be seen that the
linear relationship of our model is closer to the ideal line
(y � x), and its R2 value is higher than the others. It is
shown in Figures 5(a) and 5(b), for instance, that the
higher value of R2 in our model is 0.9638 for the depth of
5 cm in the following 6 hrs, and the linear relationship is
y � 1.0063x + 0.0438. However, all the tested models get a
good performance when we estimate at the depth of 15 cm
in the following 6 hrs and 12 hrs, which is shown in
Figure 5(c). -at is because the estimated value and the
observed value have better consistency in this case. As the
time series extends (24 hrs), our model still maintains
good accuracy, and the accuracy of other models starts to
decrease. Above all, the experimental results showed that
our model has a certain degree of robustness for long-term
estimation.
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-e frequency plot of the absolute estimation error is
shown in Figure 6, and each bar indicates the error percentage.
It can be obviously seen that our model has the highest fre-
quency for the smallest error magnitude encountered in

estimating Ts of the Laegern station. For example, for the depth
of 5 cm in the following 6hrs, our model has a higher value of
frequency (73.8%) compared to the other four models (46.5%
(GRU), 45.9% (LSTM), 46.6% (ELM), 36.8% (BPNN)).

(a)

(b) (c)

Figure 4: Location and geographical information of the experimental station. (a) -e experimental station located in Switzerland.
(b) Satellite image of the Fluehli station at 10 km scale. (c) Satellite image of the Laegern station at 10 km scale. -e satellite images
were obtained from google earth.

Table 1: Statistical properties of the meteorological information and soil temperature data for Laegern and Fluehli stations.

Station Variable(°C) xmin xmax xmean zsd zs zv

Laegern
Ts-5 cm −1.888 26.876 10.104 6.061 0.103 0.599
Ts-10 cm −0.181 22.193 9.726 5.435 −0.031 0.558
Ts-15 cm 0.16 19.394 9.010 5.025 −0.068 0.557

Fluehli
Ts-5 cm −0.35 21.822 8.729 6.338 0.075 0.726
Ts-10 cm −0.044 21.727 8.836 6.242 0.071 0.706
Ts-15 cm 0.432 20.826 8.813 6.023 0.062 0.683

Table 2: Results of Laager’s Ts, with different hyperparameters set to our model.

Learning rate numour model n Iterations R2 Estimation time (second)

0.03 32 4 100 0.9691 48.790
0.03 32 4 200 0.9692 99.738
0.03 32 4 50 0.9612 22.534
0.03 64 4 100 0.9676 91.368
0.03 16 4 100 0.9623 30.257
0.003 32 4 100 0.9615 49.391
0.3 32 4 100 0.9668 48.006
0.03 32 3 100 0.9683 41.339
0.03 32 5 100 0.9679 55.641
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Using different predictive models to test the data sep-
arately from the Fluehli station at the depths of 5 cm, 10 cm,
and 15 cm in the following 6 hrs, 12 hrs, and 24 hrs, the
results are shown in Table 4. -e results noted that our
model mainly gets better performance than the others; for
example, the proposed model achieved excellent results

(RMSE� 0.6534, MAE� 0.3928, MSE� 0.4735, and
R2 � 0.9860) compared to the other four models at the depth
of 5 cm in the following 6 hrs at Fluehli station. Generally
speaking, our model mainly has superior performance for
estimating Ts with the experiments in different regions,
different times, and different soil depths.

Table 3: -e testing phase results of the different models at Laegern station. Note that the optimal models are boldfaced.

Depth (cm) Estimation (hrs) Method RMSE MAE MSE R2

5

6

BPNN 2.3634 1.8168 5.5887 0.8319
ELM 1.8075 1.3898 3.2672 0.9022
LSTM 1.8037 1.4109 3.2542 0.9034
GRU 1.7054 1.3285 3.1537 0.9058

Our model 1.1012 0.7586 1.3458 0.9638

12

BPNN 2.4358 1.8543 5.9368 0.8224
ELM 1.5141 1.1219 2.2926 0.9311
LSTM 1.8387 1.3191 3.3848 0.8992
GRU 1.7321 1.2229 3.2789 0.9003

Our model 1.2576 0.9954 1.7438 0.9539

24

BPNN 2.5215 1.8938 6.3525 0.8078
ELM 2.4164 1.7991 5.8390 0.8244
LSTM 2.2669 1.7470 5.1438 0.8464
GRU 2.1569 1.6421 5.0349 0.8612

Our model 1.4221 1.0287 2.2316 0.9302

10

6

BPNN 1.3643 1.1015 1.8660 0.9308
ELM 0.8011 0.6077 0.6418 0.9764
LSTM 0.8015 0.6268 0.6482 0.9743
GRU 0.7065 0.5343 0.5489 0.9782

Our model 0.4238 0.2756 0.1714 0.9905

12

BPNN 1.2214 0.8875 1.5035 0.9476
ELM 0.8296 0.6273 0.6883 0.9747
LSTM 0.8085 0.6134 0.6551 0.9773
GRU 0.7998 0.5946 0.5589 0.9765

Our model 0.6203 0.4421 0.4212 0.9856

24

BPNN 1.3445 1.0136 1.8175 0.9346
ELM 1.2105 0.9174 1.4652 0.9460
LSTM 1.1412 0.8756 1.2989 0.9518
GRU 1.0462 0.7216 1.1236 0.9563

Our model 0.7658 0.5554 0.6513 0.9756

15

6

BPNN 0.9325 0.8367 0.8734 0.9659
ELM 0.5790 0.4275 0.3353 0.9858
LSTM 0.5747 0.4589 0.3363 0.9851
GRU 0.4825 0.3546 0.2445 0.9868

Our model 0.2754 0.1643 0.1287 0.9951

12

BPNN 0.8812 0.7145 0.7785 0.9654
ELM 0.6626 0.5008 0.4390 0.9814
LSTM 0.6564 0.5175 0.4225 0.9868
GRU 0.5638 0.4089 0.3896 0.9865

Our model 0.4755 0.3241 0.2114 0.9875

24

BPNN 0.9175 0.6842 0.8318 0.9653
ELM 0.9024 0.6892 0.8143 0.9654
LSTM 0.8984 0.7052 0.8068 0.9646
GRU 0.7968 0.6068 0.6994 0.9689

Our model 0.6926 0.5435 0.4797 0.9799
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Figure 5: Continued.
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Figure 5: Continued.
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Figure 5: -e scatterplots of estimated and observed soil temperature using different predictive models for the Laegern station. (a) -e
depth of 5 cm. (b) -e depth of 10 cm. (c) -e depth of 15 cm.

10 Scientific Programming



73.8

20.1
3.5 1.9 0.4 0.3

62.4

27.1
8.5 1.3 0.5 0.2

57.8

29.3

7.2 4.2 0.9 0.6

45.9
29.3

15.2
4.8 3 1.8

52.1

25
13.2

4.9 3.6 1.2

38.6
27.9

16.8 8.3 4.6 3.8

46.6
28.3

16.3
5.9 1.9 1

54.7

28.9
11.4 3.2 1 0.8

40.3
25.2

15.2 9.3 5.2 4.8

36.8
25.9 18.3

9.1 5.3 4.6

36.9
26.3

15.6 10.2 5.9 5.1

36.8
26.1

15.6 9.8 6.2 5.5

46.5
30

15.8
5.2 1.8 0.7

1 3 4 52 10

53.2

26.9
12.4 5.1 1.6 0.8

39.2
29.1

15.4 9.1 4.3 2.9

0
20
40
60
80

100
Fr

eq
ue

nc
y 

(%
)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

Error in Ts (°C) Error in Ts (°C) Error in Ts (°C) 
1 3 4 5 102 1 3 4 5 102 1 3 4 5 102

Our model in estimating
the coming 24 hours

Error in Ts (°C) 
1 3 4 5 102

GRU model in estimating
the coming 24 hours

Our model in estimating
the coming 12 hours

Error in Ts (°C) 
1 3 4 5 102

GRU model in estimating
the coming 12 hours

Error in Ts (°C) 
1 3 4 5 102

LSTM model in estimating
the coming 24 hours

Error in Ts (°C) 
1 3 4 5 102

LSTM model in estimating
the coming 12 hours

Our model in estimating
the coming 6 hours

Error in Ts (°C) 

GRU model in estimating
the coming 6 hours

1 3 4 52 10
Error in Ts (°C) 

LSTM model in estimating
the coming 6 hours

Error in Ts (°C) 
1 3 4 5 102

ELM model in estimating
the coming 24 hours

Error in Ts (°C) 
1 3 4 5 102

ELM model in estimating
the coming 12 hours

1 3 4 52 10
Error in Ts (°C) 

ELM model in estimating
the coming 6 hours

Error in Ts (°C) 
1 3 4 5 102

BPNN model in estimating
the coming 24 hours

Error in Ts (°C) 
1 3 4 5 102

BPNN model in estimating
the coming 12 hours

1 3 4 52 10
Error in Ts (°C) 

BPNN model in estimating
the coming 6 hours

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)
0

20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

0
20
40
60
80

100

Fr
eq

ue
nc

y 
(%

)

(a)

Figure 6: Continued.
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Figure 6: -e frequency plot of the absolute estimation error using the predictive models for the Laegern station. (a) -e depth of
5 cm. (b) -e depth of 10 cm. (c) -e depth of 15 cm.
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4. Conclusions

Soil temperature (Ts) as the important variable is one of the
land surface features impact on Earth science, usually used in
many research fields; for example, it affects the growth and
development of plants and the formation of soil. In this
study, we research the performance of backpropagation
neural networks (BPNN), gated recurrent unit (GRU), ex-
treme learning machine (ELM), long short-term memory
(LSTM) network, and our model for estimating Ts at the
depth of 5 cm, 10 cm, and 15 cm in the following 6 hrs,
12 hrs, and 24 hrs over the Switzerland Laegern and Fluehli

stations. -e statistical results indicated that our model
mainly performs better than the other four models on the Ts
estimation.

In order to reduce the influence of long-term series on
the accuracy of soil temperature estimation and obtain the
global characteristics of soil temperature, we connect the
previous steps to the output layer directly, and the local
characteristics of soil temperature are obtained through the
following steps.

-e soil temperature is affected by many factors, such as
atmospheric temperature and precipitation. EEMD can
decompose time series into signals of different frequencies

Table 4: -e testing phase results of the different models at Fluehli station. Note that the optimal models are boldfaced.

Depth (cm) Estimation (hrs) Method RMSE MAE MSE R2

5

6

BPNN 0.9364 0.6339 0.8779 0.9758
ELM 1.2822 0.9026 1.6441 0.9556
LSTM 0.8759 0.5731 0.7706 0.9787
GRU 0.7689 0.4125 0.6758 0.9799

Our model 0.6534 0.3928 0.4735 0.9860

12

BPNN 1.1428 0.8079 1.3054 0.9612
ELM 1.0470 0.7191 1.0962 0.9703
LSTM 1.0378 0.7186 1.0801 0.9712
GRU 0.9989 0.6838 0.9945 0.9756

Our model 0.9276 0.6149 0.9587 0.9789

24

BPNN 1.7823 1.2545 3.1931 0.9158
ELM 1.7248 1.1940 2.9748 0.9169
LSTM 1.1947 0.8367 1.4223 0.9646
GRU 1.0845 0.7912 1.3213 0.9698

Our model 0.9753 0.6456 1.0627 0.9763

10

6

BPNN 1.8578 1.2665 3.4347 0.9012
ELM 1.0416 0.7248 1.0849 0.9694
LSTM 1.0258 0.6774 1.0482 0.9713
GRU 0.9846 0.5678 0.9312 0.9756

Our model 0.4668 0.2585 0.2214 0.9914

12

BPNN 1.6376 1.1389 2.6865 0.9237
ELM 0.9267 0.6348 0.8587 0.9757
LSTM 0.9325 0.6513 0.8645 0.9752
GRU 0.8278 0.5498 0.7723 0.9787

Our model 0.8036 0.5203 0.7213 0.9796

24

BPNN 1.1402 0.7924 1.3038 0.9626
ELM 1.6616 1.1507 2.7610 0.9218
LSTM 1.1042 0.7657 1.2347 0.9642
GRU 1.0036 0.6738 1.1289 0.8599

Our model 0.8423 0.5523 0.7589 0.9742

15

6

BPNN 1.0816 0.8047 1.1658 0.9623
ELM 0.7741 0.5640 0.5992 0.9822
LSTM 0.7565 0.5259 0.5753 0.9876
GRU 0.6489 0.4376 0.4978 0.9889

Our model 0.4099 0.3254 0.2512 0.9910

12

BPNN 0.9703 0.7025 0.9449 0.9736
ELM 0.7085 0.5033 0.5020 0.9851
LSTM 0.7123 0.5046 0.5012 0.9846
GRU 0.6368 0.4532 0.4465 0.9856

Our model 0.5656 0.3984 0.3979 0.9878

24

BPNN 1.3065 0.9434 1.6957 0.9461
ELM 1.1466 0.8188 1.3147 0.9609
LSTM 0.8836 0.6249 0 .7779 0.9746
GRU 0.7946 0.5639 0.6842 0.9755

Our model 0.6239 0.4183 0.4203 0.9868
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and display the time series values with distinguishing ability
under different frequencies. -is method may decompose
the complex soil temperature time series into discriminative
data. -erefore, we will attempt to integrate EEMD to de-
compose the soil temperature time series and the features
with different frequencies into the model to improve esti-
mation accuracy.
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.e work proposed a denoising speech method using deep learning. .e predictor and target network signals were the amplitude
spectra of the wavelet-decomposition vectors of the noisy audio signal and clean audio signal, respectively. .e output of the
network was the amplitude spectrum of the denoised signal. Besides, the regression network used the input of the predictor to
minimize the mean square error between its output and input targets. .e denoised wavelet-decomposition vector was
transformed back to the time domain by the output amplitude spectrum and the phase of the wavelet-decomposition vector..en,
the denoised speech was obtained by the inverse wavelet transform. .is method overcame the problem that the frequency and
time resolution of the short-time Fourier transform could not be adjusted. .e noise reduction effect in each frequency band was
improved due to the gradual reduction of the noise energy in the wavelet-decomposition process..e experimental results showed
that the method has a good denoising effect in the whole frequency band.

1. Introduction

In the actual environment, speech signals are inevitably
affected by the noises from the surrounding environment,
transmission media, and electrical noise inside the com-
munication equipment. .ese interferences greatly degrade
the performance of the speech processing system and affect
the quality of speech. Speech denoising aims to reproduce
clean speech from noise-polluted signals, which is crucial for
various applications, such as automatic speech recognition
(ASR) and hearing aids. Several speech-denoising and
speech-enhancement methods have been proposed based on
the statistical difference between the speech and noise
characteristics, including spectral subtraction [1], based
estimation [2], Wiener filtering [3], subspace method [4],
nonnegative matrix factorization (NMF) [5], and minimum
mean square error (MMSE) [6].

Most of the filtering methods are limited to window-
adding or masking operation in the frequency domain or

time domain due to the strong time-frequency coupling
between speech signals and noises. It is difficult for these
filteringmethods to achieve effective signal-noise separation.
As a nonlinear filter, the neural network was applied to this
problem in the past, such as the early use of the shallow
neural network (SNN) for speech-denoising study. How-
ever, the constraints on computing power and the size of
training data lead to the implementations of relatively small
neural networks, limiting denoising performance.

By learning a deep nonlinear network structure, deep
learning has the following advantages: achieving the ap-
proximation of complex functions, representing the dis-
tributed representation of input data, and demonstrating its
powerful ability to learn data and essential characteristics
from a few sample sets. Meanwhile, it emphasizes the deep
structure of the learning model. .e current learning
framework usually adopts a multilevel model. In this way,
the training of the model relies on a large number of data
sets, highlighting the importance of big data for a complete
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and complex model. Deep learning also focuses on feature
learning. Deep neural networks (DNNs) contain multiple
nonlinear hiding layers, showing great potential to capture
the complex relationship between noises and clean speeches.
Many training algorithms have been proposed to train a
deep network. DNNs have been applied to speech recog-
nition [7], speech denoising [8], and speech separation [9].

Recently, Zhao et al. [10] used both convolutional and
recurrent neural network architectures to exploit local
structures in both the frequency and temporal domains for
speech enhancement. Tan and Wang [11] combined the
convolutional code-decoder (CED) and long short-term
memory (LSTM) into the convolutional recurrent network
(CRN) to achieve real-time monophonic speech enhance-
ment. .e proposed model is independent of noise and
speaker. Moreover, the trainable parameters of CRN are
much smaller. .e full connection layer involved in deep
neural networks (DNN) and convolutional neural networks
(CNN) may not accurately describe the local information of
the speech signal, especially for the high-frequency com-
ponent. .erefore, Fu et al. [12] proposed an enhancement
model of a full convolutional network (FCN) based on the
original waveform. .e system performs speech enhance-
ment in an end-to-end manner, different from most existing
denoising methods only dealing with amplitude spectrum.

Speech is a time-varying signal, in which usually changes
occur at syllabic rates of 10 times/sec and exceeds the fixed
time intervals of 10–30 msec. Short-time Fourier transform
(STFT) is often used to analyze the speech on a time-fre-
quency range [8, 9]. However, the window length of the
STFT is fixed, that is, the time-domain resolution is fixed.
According to the Heisenberg uncertainty principle, the
frequency-domain resolution is also fixed. For a low-fre-
quency signal, the time interval should be wider to deter-
mine the frequency better; however, for high-frequency
signals, the time domain should be narrower to locate them
better in the time domain. .e resolution of STFT is not
adjustable in the time domain and frequency domain, so it is
not suitable for broadband analysis.

Wavelet analysis, developed in the 1980s, plays an im-
portant role in signal processing [13]. Wavelet transform
(WT) has multiresolution and can adjust the window
function adaptively according to the signal frequency. For
low-frequency signals, WT provides low time-domain res-
olution and high-frequency domain resolution. For high-
frequency signals, it provides high resolution in the time
domain and low resolution in the frequency domain [14].
.e wavelet transform coefficient reaches a maximum value
in a certain region, and this point is called the modulus
maximum of the wavelet transform in the region. .e
modulus maxima of useful signals in the multiresolution
analysis increase with the decreased resolution; however, the
modulus maxima of noisy signals in the multiresolution
analysis decrease with the decreased resolution [15].
.reshold values are set according to the characteristics of
useful signals and noise, and the wavelet coefficient is an-
alyzed using this threshold value. When the wavelet coef-
ficient is lower than this threshold value, the wavelet
coefficient corresponds to a noise signal. In the wavelet

domain, the threshold is used to distinguish the useful signal
from the noise signal. Finally, processed wavelet coefficients
are reconstructed to obtain denoised signals [16].

.e work proposed a speech denoising method based on
deep learning. .e predictor and target network signals were
the amplitude spectrumof the wavelet-decomposition vector of
the noisy audio signal and clean audio signal, respectively. .e
output of the network was the amplitude spectrum of the
denoising signal. .e output spectrum and the phase of the
wavelet-decomposition vector were used to transform the
denoised wavelet-decomposition vector back to the time do-
main. .en, the denoised speech was obtained by the inverse-
wavelet transform..ismethod overcame the problem that the
frequency and time resolution of STFT could not be adjusted.

2. General Theory

2.1. Short-Time Fourier Transform. STFT is widely used in
speech analysis and processing, suitable for slow signal and
time-varying signal spectrum analysis. In this method, the
speech signal is first divided into frames, and then, the
Fourier transform is carried out for each frame. Each frame
of the speech signal can be intercepted from a variety of
stationary signal waveforms, and the short-time spectrum of
each frame of speech is an approximation of the spectrum
value of the smooth signal waveform. Since the signal of each
frame is short and stable, the Fourier transform of the frame
signal is calculated to obtain the STFT:

STFTx(t, f) � 
∞

−∞
x(t)h(t − τ)e

− j2πfτ
dτ, (1)

where STFTx(t, f) is the coefficient of STFT. STFT is a
function of time t and frequency f, which shows how the
frequency of the speech signal changes with time.

According to the above STFT transformation, its inverse
transformation can be defined as

xt � 
∞

−∞

∞

−∞
STFTx t′, f′( w t − t′( e

− j2πf′t′
dt′df′,

(2)

where w(t) is a window function. .e longer window length
means higher spectral resolution; however, the time reso-
lution of the long window decreases correspondingly. Due to
the contradiction between the time resolution and the fre-
quency resolution, the practical operation should be based
on the STFT analysis, and the appropriate window length
should be determined.

2.2. Wavelet Transform. STFT is a windowed FT transform.
FT is based on sinusoidal functions of different frequencies,
so the signal is often decomposed into the superposition sum
of sinusoidal waves of different frequencies. .e wavelet
transform replaces the infinitesimal trigonometric basis
function with the wavelet basis of finite length and atten-
uation, thus locating frequency and time. .e continuous
wavelet transform (CWT) is the inner product of wavelet
function ϕ(t) and square-integrable function x(t) with good
local properties in the time-frequency domain:
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CWTx(a, b) � f,

ϕa,b �
1
��
a

√ 
∞

−∞
x(t)ϕ∗

t − b

a
 dt ,

(3)

where a> 0 is the scale factor and b the displacement factor.
.e scale factor plays an important role in wavelet trans-
form. When it is very small, it will show the details of the
signal changing rapidly. When it is large, the wavelet is
extended to show the coarse features of the signal. When
ϕ(t) meets the admissibility condition, the inverse contin-
uous wavelet transform (ICWT) is

x(t) �
1

Cϕ


∞

−∞


∞

−∞
CWTx(a, b)

1
��
a

√ ϕ
t − b

a
 

1
a
2 dt da, (4)

where ϕ(t) is a dual function of ϕ(t) and Cϕ an admissible
constant. .e data from CWT has large redundancy, which
may not be suitable for DNN training for denoising speech.
Discrete WT (DWT) uses filter banks to implement the
Mallat algorithm. Figure 1 shows the three-level DWT,
where cA1, cA2, and CA3 are approximate coefficients
containing low-frequency information of the signal. cd1,
cd2, and cd3 are detail coefficients and contain high-fre-
quency information of the signal. c is the wavelet-decom-
position vector; l is the bookkeeping vector containing the
number of coefficients of each level.

2.3. Convolution Neural Networks for Deep Learning. A
convolution neural network of deep learning is a deep-
learning network generated on the theoretical basis of a
neural network. .e neural network is a fully connected
network, that is, each neuron in the upper layer is connected
to a neuron in the next layer. In this case, for multidi-
mensional input information such as sound or image, the
amount of information contained is relatively large; for the
hidden layer, the traditional BP algorithm requires more
weight parameters..e resulting slow training speed leads to
more samples required for training. Overfitting is more
likely to occur with insufficient training. In this way, the
parameters learned are not universal, so they cannot rep-
resent and restore the input signal.

Ordinary neural network structure does not consider the
characteristics of the input data. Even for a little change in
the original data, the neural network does not take into
account the data characteristics for optimized training. .e
neural network is fully connected, and all input data need to
be considered; thus, it is impossible to identify and train the
local regional features in the data.

Given the problems existing in the above ordinary neural
network structure, the convolutional neural network trans-
forms the ordinary neural network through local connection
to feel the field of vision, weight sharing, and subsampling
process through a local connection. It is used to learn features.
Figure 2 shows the convolutional neural network model.

.e total core operation of convolution in the convo-
lution layer is as follows:

x
l
j � f 

i∈Mj

x
l−1
i × k

l
ij + b

l
j

⎛⎜⎝ ⎞⎟⎠, (5)

where k is the convolution kernel (filter), l is the number of
layers, M is the jth feature map, b is the corresponding bias,
and f is the activation function..e result of the convolution
layer output goes to the downsampling layer, and down
sampling is performed on each feature of the output in the
convolution layer.

3. Proposed Method

Wavelet-decomposition vector c can be denoted as

c � cAn cDn . . . cDi . . . cD1 . (6)

Assuming that the length of the signal is L and the
frequency is Fs, the highest frequency of the signal is Fs/2.
.e frequency range of the lowest layer cAn is (0, Fs/2n+ 1),
with the size of L/2n. .e frequency range of cDi is (Fs/2i+ 1,
Fs/2i), with the size of L/2i. If we do STFTfor c and select the
window width as nw, the sampling of cAn is equivalent to the
window width of about 2n−1∗nw for the original signal, and
the window width of cDi is equivalent to that of the original
signal 2i−1∗nw. In other words, if the frequency drops by one
time, the window width increases by one time. .us, we
realize the effect of wavelet transform of large time windows
at low frequency and small-time windows at high fre-
quencies, almost without data redundancy.

Figure 3 shows the proposed deep-learning training. .e
predictor and target network signals are the magnitude
spectra of the wavelet-decomposition vector of the noisy and
clean audio signals, respectively. .e network’s output is the
magnitude spectrum of the denoised signal. .e regression
network uses the predictor input to minimize the mean
square error between its output and the input target. .e
denoised wavelet-decomposition vector is converted back to
the time domain using the output magnitude spectrum and
the phase of the noisy wavelet-decomposition vector. .en,
the denoised speech can be obtained from the inverse
wavelet transform.

4. Experiments and Discussion

.e work used the Chinese Common Voice Corpus 6.1
subset of the Mozilla Common Voice dataset [17] to train
and test our proposed method. Vehicle noise (Volvo) from
the NOISEX-92 database [18] was taken as the noise source.
.e speech and noise were resampled at 16 kHz. .e signal-
to-noise ratios (SNR) of 5, 0, and -5 dB were set to compare
the denoising effect.

Morse wavelet function was used in DWT. Another
DNN method used STFT and convolution neural network
for comparison [19]. .e window length of 64 of STFT was
adopted for our proposed method and those of 64 and 256
were adopted for the compared method. Hamming window
with an overlap of 75% was used in all cases.

Figure 4 shows the clean speech and the noisy speech
with different SNRs in the time domain and spectrogram.
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.e noise pollutes the noise in the broadband frequency. As
the SNR decreases, more speech information is drowned out.

Figure 5 shows the speech signal enhanced by sub-
tracting amplitude spectra. .e noise has been reduced
partly. .e spectrogram shows that the rough points of the
original noisy speech have been reduced to a large extent.
Due to the half-wave rectification of negative values, small,
independent peaks appear on the random frequency of the
multiframe spectrum. Transformed to the time domain,
these peaks sound like multiple vibratos with random

frequency changes between frames, which is commonly
referred to as music noise.

In Figure 6, after Wiener filtering, the speech signal
polluted by noise has been improved to a certain extent.
However, there are still some noises after Wiener filtering,
related to the filtering characteristics of the Wiener filter.

Figures 7–9 show the denoising results using the proposed
method and the compared method, respectively..e results of
the proposed method show a better denoising effect from high
to low SNRs in the whole frequency range. .e compared

Input Output

Convolution layer Convolution layer

Downsampling layer Downsampling layer

Figure 2: .e diagram of the convolutional neural network model.
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Figure 4: Clean speech and noise speech. (a) clean speech; (b) noisy speech (SNR 5 dB); (c) noisy speech (SNR 0 dB); (d) noisy speech (SNR-
5 dB). Left: time domain. Right: spectrogram.
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Figure 5: Enhanced speech using spectral subtraction. (a) SNR� 5Db; (b) SNR� 0 dB; (c) SNR� −5 dB. Left: time domain. Right:
spectrogram.
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Figure 6: Enhanced speech using Wiener filtering. (a) SNR� 5 dB; (b) SNR� 0 dB; (c) SNR� −5 dB. Left: time domain. Right: spectrogram.
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Figure 7: Enhanced speech (SNR� 5 dB). (a) .e proposed method. (b) .e comparison method with 256 window lengths. (c) .e
comparison method with 64 window lengths. Left: time domain. Right: spectrogram.
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Figure 8: Continued.
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method with the window length of 256 achieves some noise
reduction effect, but it performs poorly in the high-frequency
band. .e compared method with 64 window lengths per-
forms some superiority in the high-frequency band, but is still
inferior to the proposed method. In the process of the wavelet

transform, the signal energy in the frequency band remains the
same with the reduced noise energy, which improves the SNR
in the frequency band and denoising effect. Table 1 shows the
SNR of the denoising speech, indicating the proposed method
is an improvement of the compared method.
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Figure 8: Enhanced speech (SNR� 0 dB). (a) .e proposed method. (b) .e comparison method with 256 window lengths. (c) .e
comparison method with 64 window lengths. Left: time domain. Right: spectrogram.
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Figure 9: Enhanced speech (SNR� −5 dB). (a) .e proposed method. (b) .e comparison method with 256 window lengths. (c) .e
comparison method with 64 window lengths. Left: time domain. Right: spectrogram.
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5. Conclusions

For the proposed method in the work, the predictor and the
target network signals were the amplitude spectra of the
wavelet-decomposition vector of the noisy audio signal and
the clean audio signal, respectively. .e output of the
network was the amplitude spectrum of the denoising
signal. .e regression network used the input of the pre-
dictor to minimize the mean square error between its
output and input targets. .e denoised wavelet-decom-
position vector was transformed back to the time domain
using the output amplitude spectrum and the phase of the
denoised wavelet-decomposition vector. .en, the
denoised speech was obtained by the inverse wavelet
transform.

.e proposed method overcame the problem that the
frequency and time resolution of STFT could not be ad-
justed. Besides, since the noise energy was gradually reduced
during wavelet decomposition, the noise reduction effect of
each frequency band was improved. .e experimental re-
sults showed that the proposed method has a good denoising
effect in the whole frequency band.
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Smart government is an important part of the smart world. ,e use of big data analysis technology can effectively improve the
government’s ability of fine management. Taking China’s bike-sharing industry as the research object, we study the relationship
between public-derived big data and industrial policy. First, a feature-enhanced short text clustering method is proposed to
perform topic clustering on publicly derived big data. Second, keyword extraction based on word frequency is used to quantify the
text of industrial policy. Finally, time is taken as the main line to analyze the co-occurrence of clustering topics and keywords. ,e
results show that (1) the feature enhancementmethod we proposed can effectively improve the clustering effect. (2),ere is a great
correlation between the industrial policy and the information mined byWeibo, but there is an obvious lag. Rational use of public-
derived big data will effectively help the industrial policy to be released in a better and faster way.

1. Introduction

With the development of mobile communication technology,
the mobile Internet, and the popularization of mobile smart
devices, the characteristics of the widespread ofmobile Internet
information and the large coverage have made people enter an
era of information explosion. Since the era of “We-Media,” the
impact of public-generated big data [1] on public policy
changes has become more pronounced [2]. Among the many
ways of publishing information on the Internet, Weibo
(Chinese microblog) has the characteristics of limiting the total
number of input words (no more than 140 words), as well as
strong interactivity and time-sensitive, makes the focus in-
formation in the text easier to be highlighted. It has gradually
become an important information channel for the general
public to discover news, release information, and discuss. In
China, almost all mainstream official media and government
propaganda departments at all levels have registered Weibo
accounts. ,ese official Weibo accounts of the government or
media have high updating frequency and strong interaction,
which have become a new platform for communication with
the public and a channel for direct dialogue between the public
and policymakers [3].

,e sharing economy is based on the Internet as a platform
to provide individuals or organizations with idle resources to
temporarily transfer the right to use the service. Taking bike
sharing as an example, it effectively improves the utilization
efficiency of social resources, optimizes the allocation of re-
sources, solves the “last kilometer” traffic pain point of resi-
dents, and meets the needs of different groups. However,
driven by the brutal and disorderly capital, bicycle-sharing
companies have the uncontrolled release of shared bicycles in
cities to quickly seize the market, resulting in oversupply. ,is
behavior not only violates the original intention of the “sharing
economy” to optimize the allocation of resources but also
brings new social problems.,e disorderly parking of bicycles,
the disposal of old bicycles, and other problems not only bring
trouble to the citymanagement but also affect the normal traffic
order. Excessive competition leads to poor operation of en-
terprises, and some enterprises even delay refund or withhold
user deposits. ,is series of problems exposed the lag in the
government’s policy formulation for the development of the
new industrial norms of the bike-sharing industry. Many users
of the above-mentioned problems have posted on Weibo for
the first time, but due to the fragmented nature of Weibo
information, it is not easy to collect, organize, and mine this
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information. ,erefore, how to mine the effective information
of shared bicycles in Weibo, analyze its relationship with in-
dustrial policies, and finally provide decision support for the
government to formulate corresponding industrial policies is
the focus of this paper.

,e overall research framework of this paper is shown in
Figure 1. Firstly, relevant data are collected through web
spider, then topic extraction and classification ofWeibo data
is carried out through the BTM topic model, keyword ex-
traction based on word frequency is carried out on policy
text, and finally, co-occurrence of problems and policies is
analyzed based on time series, to provide strong decision
support for the formulation of industrial policies.

2. Related Work

2.1. $e Public Derivative Big Data and Public Policy. All
social activities will generate data, and various technologies
for analyzing massive data have emerged. How to use data
and data analysis technology to optimize public policy issues
and improve the quality of decision making has become a
research hotspot. In the field of management, big data
analysis technology is the first to be applied to the business
field by large multinational companies [4]; through the
mining of multidimensional data, it provides effective
support for the final decision. With the application of this
technology in public government affairs, research on the
relationship between public management, public policy and
public-derived big data has gradually emerged [6–9]. Public-
derived big data refer to the data released by non-profes-
sionals around public topics and public affairs on the
Internet platform. ,ese data are characterized by
complexity, diversity, and low-value density.

Cai and Yang [10] put forward an application framework
in a big data environment that includes four parts: the
construction of past case base, the detection and analysis of
current social public opinion, the early warning of future
public opinion, and the support of public policy decision
making. Different computational models have been applied
to the mining of commonly derived big data, including text
mining, semantic understanding, sentiment analysis, and
hot spot discovery [11]. Ma et al. [12] introduced the topic
discovery model LDA in the analysis of public messages on
the interactive platform of Chaoyang District, Beijing. It first
measures the cost elements, then quantifies the service ef-
ficiency, and discusses the relationship between the public
service efficiency and the cost. Chun et al. [13] used the
Bayesian classification model to analyze the public envi-
ronmental policies of different races under the condition
that income and political behavior and other factors
remained unchanged. Li et al. [14] improved the traditional
MapReduce method and mined the relationship between
text feature vectors and the development of public opinion.

2.2. $e Topic Discovery Model for Short Texts. Text topic
discovery has always been a focus in the field of natural
language processing. ,e bag of words (BOW) model was
first used in the discovery of text topics. ,e model regards

each document as a combination of multiple words and
assumes that the relationship between words is independent
[15]. Meanwhile, the default words in the document are out
of order, ignoring the grammar and word order of the text of
the document and simply using words to represent the topic
of the document. ,is unordered method was gradually
replaced by the LDA (latent Dirichlet allocation) [16] topic
model due to poor performance. Based on Twitter, Weng
et al. [17] considered combining a user’s tweets into a single
document and then used LDA for training. Similarly, Honey
and Herring [18] took into account that the microblogs
published by different people may involve many different
topics, so they used Twitter messages containing the same
words for aggregation. However, such a method greatly
depends on the validity of the dataset, and the effect after
aggregation cannot be guaranteed. After the BTM [19]
model was proposed, it showed good performance not only
in long text processing but also in short text processing and
was considered to be a good substitute for the traditional
topic model of LDA. Tang [20] used BTM model to rep-
resent microblog feature vectors and combined the tra-
ditional vector space model (VSM) with BTM according to
certain weights to make up for the deficiency of VSM.
Zhang et al. [21] studied the use of BTM’s topic-vocabulary
matrix as the external knowledge to expand the VSM
vector, effectively solving the problem of microblog data
sparseness.

3. Feature Reinforcement Topic Model for
Short Text

3.1.FeatureVectorEnhancementMethod. ,emultimeaning
or synonym of a word is the key to semantic understanding,
especially in the task of text topic discovery in a specific
domain. ,erefore, in this task, the model performance is
often poor because of the special definition of words in a
certain domain. For example, the word “WeChat” (a mobile
instant messaging app that can be used for payment) may
appear for two different topics of social interaction and
payment, so social interaction and payment are the potential
topics of “WeChat,” and we need to strengthen the features,
respectively. ,e enhancement method adopted in this
paper is VSM. Figure 2 shows the feature enhancement
method.

Formally, for a document D that needs to discover a
topic, it may contain feature f, which contains the following
three cases:

(1) When feature f only belongs to the topic Ti, Ti is
used to identify feature f during reinforcement, and
the weight of the topic Ti is denoted as the weight of
feature f.

(2) When the potential topic of feature f includes Ti1
,

Ti2
,. . .. . ., Tim

, m topics need to identify the
characteristics of the current document at the same
time.

(3) When feature f does not belong to any topic T, this
feature is not reinforced, and f itself is used to
identify the document feature.
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For vector V, it is assumed that f1, f2, f3, and f4 belong
to topic T1, f4 and f5 belong to topic T2, and f6 and f7 do
not belong to any topic. V′ is the Weibo vector after feature
enhancement. Figure 3 shows the process of feature
enhancement.

,ere are three advantages after feature combination:
(1) T1, the main potential topic of the text, is highlighted;
(2) selective reinforcement also takes into account the
possibility of f4 becoming a secondary potential topic T2;
and (3) for general terms with no topic such as f6 and f7,

their sparsity can be kept as suppression. ,e enhanced
VSM vector, to some extent, reduces the dimension and
highlights the main potential topic of the document.

Word WeChat Photo Envelope Voice Moments 5 yuan Can ……

Weights 0.20 0.13 0.22 0.12 0.11 0.19 0.04 ……

Weibo feature vector representation:
Weibo A = (WeChat w1, Photo w2, Envelope w3, Voice w4, Moments w5, 5 yuan w6, Can w7)
Weibo B = ……
Weibo C = ……
Weibo D = ……

Enhanced Weibo A = (feature1 : f1, feature2 : f2, Can : w8)

Where f1 = a1w1 + w2 + b1w3 + b1w4 + w5, f2 = a2w1 + b2w3 + c2w6

• The coefficients a, b, and c are determined by the distribution probability of feature
words under different topics

Cluster 1 Cluster 2 Others

Clustering results:
Cluster 1 (social) = {Weibo A, Weibo D, ……} description : WeChat, photos, envelopes, voice, moment……
Cluster 2 (pay) = {Weibo B, Weibo C, ……} description : WeChat, envelopes, 5 yuan……

Vanilla VSM

Feature
enhancement

After feature
enhancement

Figure 2: An example of feature enhancement.

Data collection

Policy textWeibo big data

Web spider

Data preprocessing

BTM topic extraction Keyword extraction

Timeline comparative
analysis

Co-occurrence analysis of
topic and policy keywords

Topic time vs. policy time

Topic feature
 words

Figure 1: A framework of research on the relationship between public-derived big data and policymaking.

V = (f1 : w1, f2 : w2, f3 : w3, f4 : w4, f5 : w5, f6 : w6, f7 : w7)

V′ = (T1 : w1 + w2 + w3 + w4, T2 : w4 + w5, f6 : w6, f7 : w7)

Figure 3: Formal process of feature enhancement of VSM vector.
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When the fixed vector dimension M is maintained, the
enhanced vector can retain more original information of
the document, highlight the main features, and better
describe the document.

3.2. BTM Model. BTM is a generation model, and its gen-
eration process is shown in Figure 4. ,e BTM model
consists of three layers, namely, word pair, topic, and word,
in which word pair to topic obeys Dirichlet distribution and
topic to word obeys polynomial distribution. Considering
that the entire document is a mixture of multiple topics, the
BTM model algorithm can further alleviate the problem of
data sparsity and facilitate the topic discovery of short texts
by learning from the global topic library.

Specifically, the algorithm process of the BTMmodel can
be described as follows.

Firstly, the word distribution under a single topic z is
plotted, i.e., φz ∼ Dir(β), where Dir(β) represents the
Dirichlet distribution of words.

Secondly, the global topic distribution of the whole
document is plotted, i.e., θ ∼ Dir(α), where Dir(α) repre-
sents the polynomial distribution of the topic.

Next, operate on b for each word, assuming b � (wi, wj).

(a) Select a topic z from the global topic distribution θ,
i.e., z ∼ Multi(θ).

(b) Choose two words wi and wj from topic z, i.e., wi,
wj ∼ Multi(φz).

According to the above process, the joint probability
P(b) of the word against b can be calculated by the following
formula:

P(b) � 
z

P(z)P wi|z( P wj|z  � 
z

θzφi|zφj|z. (1)

Among them, P(wi|z), P(wj|z), respectively, represent the
probability that words wi and wj belong to topic z. Further,
the probability of the entire document topic is calculated by
the following formula:

P(B) � 
(i,j)


z

θzφi|zφj|z.
(2)

3.3. BTM Model Based on Feature Enhancement. ,e gen-
eration of VSM vectors by Weibo text requires the se-
lection of appropriate terms as vector dimensions. ,e
traditional document frequency method based on sta-
tistics can only remove noise through screening and
cannot solve the problem of feature sparsity caused by the
small number of words in Weibo. For this reason, we
propose a feature enhancement method based on BTM,
the process of which is shown in Figure 5.

In the process of BTM modeling, we construct the
feature distribution matrix for the topic and then use the
topic-lexical matrix to consolidate the vector features.

3.3.1. Constructing the Feature Distribution Matrix
under the Topic

Step 1: format the input. Input the VSM vector of each
behavior in the aggregated document, and the VSM
vector is generated after the selection of Weibo short text
participles, stoppages, and features. First, we generate the
dictionary text from all thewords after segmentation, then
map the VSM vector with the dictionary text, and finally
get the formatted input text.
Step 2: parameter setting. In the BTM modeling in this
paper, the parameter α is 50/K, where K is the number of
topics, and different values are set for different tasks. ,e

α θ

z

Wi Wjφβ

|B|
K

Figure 4: BTM model generation process diagram.

Vector feature enhancement
of topic-lexical matrix

Constructing the feature distribution matrix under the theme

Formatted
input

BTM parameter
setting

Word probability
distribution

Topic feature
matrix

Construct the feature word
distribution matrix

Initialize
VSM vector

Figure 5: Flowchart of feature enhancement based on BTM.
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parameterβwas 0.01; the number of iterations is set to 1000.
Step 3: generation of the word probability distribution.
,e words under each topic are arranged in descending
order according to their distribution probability and
spliced into the format of “words: weight,” which is
stored in the probability text file. One line represents
the distribution probability of all words under a topic.
Step 4: generate the topic-feature matrix. ,e words
with a probability higher than 0.001 in the probability
text were selected as candidate words and used as the
feature words of the topic, and ID mapping was carried
out to generate the topic-feature matrix.

3.3.2. Vector Feature Enhancement of Topic-Lexical Matrix.
After the topic-feature database is obtained, to facilitate the
calculation of the algorithm, we need to reverse calculate the
probability distribution of each candidate feature under
different topics and carry out normalization processing, to
allocate the weight during selective reinforcement. ,e
matrix structure is as follows:

p00 p01 . . . p0k

p10 p10 . . . p1k

. . . . . . . . .

pn0 pn0 . . . pnk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (3)

where pij represents the probability of the i-th word under
topic j, i is 0 to n, j is 0 to k, n is the number of candidate
feature words, and k is the number of candidate topics.,en,
the VSM vector is initialized. In this paper, each weight
vector is added k dimensions and initialized to 0, that is,
ti � 0. According to the feature vector enhancement method
introduced in Section 3.1, for the vector Vweight, search in the
feature word distribution matrix according to each word in
the VSM vector, complete the feature enhancement process
of all topics, and update the weight value in Vweight′.

4. Empirical Data

4.1. Data Collection. ,e data time interval selected in this
paper is from July 2016 to October 2017, which covers the three
market development stages experienced since the birth of
shared bikes, which can depict the development trajectory of
shared bikes. Figure 6 shows the bike-sharing market and user
timeline including three stages of development. ,e period of
the first stage is beforeOctober 2016. At this stage, themarket is
mainly concentrated in developed cities such as Beijing,
Shanghai, Guangzhou, and Shenzhen. ,ere are no more than
five service providers and the user scale is just over onemillion.
,e period of the second stage is from October 2016 to June
2017. At this stage, the market has covered the mainstream
first-tier cities in China. ,e number of service providers has
soared to dozens, and the user scale has reached about 50
million after experiencing explosive growth. ,e period of the
third stage is after June 2017. At this stage, the market has
begun to sink to third-tier cities. Many service providers have
closed down or are forced to merge, and the user scale is stable

at about 70 million. To accurately reflect the characteristics of
each stage, we named the first stage as the user training stage,
the second stage as the demand outbreak stage, and the third
stage as the elimination stage.

,e data are divided into two parts: Weibo data and
policy documents. Since the amount of Weibo data is huge,
we use the multithreaded web spiders [22] based on the
Scrapy framework for automatic collection. Table 1 shows
the details of Weibo data acquisition, including data sources,
time range, acquisition tools, keywords, and screening rules.

Due to the limited number of policy documents, we
manually downloaded and collected them from the gov-
ernment website.

4.2. Data Preprocessing. Both Weibo and policy documents
are in text format, which cannot be directly modeled and
analyzed. ,erefore, we preprocessed the text data first.
Weibo data preprocessing is divided into three steps.

,e first step is word segmentation. ,e word segmen-
tation tool selected in this paper is Jieba word segmentation
[23], which provides a custom user dictionary function. To
achieve a better word segmentation effect in specific fields, the
field words in the Sogou input method lexicon are selected in
this paper to improve the effect of high score words.

,e second step is to remove emoticons and stop words.
First, emoticons are removed from all texts.,en, more than
3,000 discontinued words, including punctuation marks,
meaningless numbers, mood particles, appellation words,
etc., are selected from the online collection.

,e third step is to calculate the weight and calculate the
TF-IDF value according to the above-obtained text to form
the original VSM vector after preliminary processing.

,e policy document data preprocessing is relatively
simple, only requiring word segmentation. ,e word seg-
mentation method is similar to the first step of Weibo data
preprocessing, and the method will not be described in detail.

5. Result and Analysis

5.1. Feature Enhancement Results. ,e initial VSM vector is
feature-enhanced using the matrix of potential topic high-
frequency words, that is, FE-VSM (feature-enhanced vector
space model). In order to verify the effect, the following three
kinds of vectors were used as references to conduct com-
parative experiments: (1) VSM vector without feature en-
hancement; (2) LDA topic vector; (3) feature vector
combined with BTM and VSM. We compare the quality of
clustering when the vector dimensions are 100, 300, 500,
700, 900, 1100, 1300, and 1500. ,e text similarity uses
cosine similarity to perform standard K-means clustering.
,e k value is 12 (BTM optimal number of topics), and the
initial center is randomly selected. To eliminate the chance of
random selection, the results are averaged 10 times. ,e
experimental results are shown in Table 2.

,e results show that the effect of traditional VSM is the
worst, and the effect of LDA is not good, and it is also very
unstable, which is caused by the inadequacy of LDA in a
short text. Combining the vector represented by the BTM
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and the VSM vector according to a certain weight, the effect
has been significantly improved. ,e clustering quality of
BTM-enhanced vectors is also significantly better than that
of unenhanced vectors, indicating that the method in this
article solves the problem of data sparsity and expression
diversity to a certain extent, and the enhanced vector can
better describe Weibo text information.

5.2. User Training Stage Analysis

5.2.1. Weibo Topic Mining and Analysis. At this stage, the
number of Weibo posts was relatively small, including 2,253
Weibo. ,e topic-feature word distribution results of topic

clustering are shown in Table 3. All Weibo are clustered into
4 different topics. ,rough the analysis of the feature words
of topics 1, 2, 3, and 4, it can be found that most of theWeibo
clustered by topic 1 is praise content released by users after
using shared bikes. We call such topics advantage feedback.
Topic-clustering Weibo expresses users’ expectations and
freshness, including the content of clocking in and

Table 1: Weibo posts’ data collection details.

Source http://www.weibo.com
Time range From July 2016 to October 2017
Method Multithreaded web spiders based on Scrapy framework

Keyword
Direct keywords: “shared bike,” “Internet bike,” etc.

Bike brands: Mobike, Ofo, etc.
Brand name: “little yellow car,” “little blue car,” and so on

Filtering rules Rule 1: keep only original Weibo and exclude reposts
Rule 2: keep only one Weibo for repeated Weibo

Table 2: Comparison of results of different topic clustering
methods.

Vector dimension VSM LDA BTM+VSM FE-VSM
100 0.150612 0.18651 0.304817 0.244714
300 0.253034 0.185977 0.321333 0.365615
500 0.253241 0.211059 0.385545 0.435322
700 0.217615 0.266491 0.386406 0.355565
900 0.224406 0.150216 0.38029 0.416342
1100 0.227279 0.294109 0.373178 0.383586
1300 0.240335 0.208641 0.364237 0.395509
1500 0.224746 0.261475 0.369184 0.366157
,e bold values indicate best results.

Table 3: Mining topic of Weibo in user education stage: distri-
bution of feature words (excerpt).

Topic 1 Topic 2 Topic 3 Topic 4
Convenient
0.10314

Clock in
0.03843

One kilometer
0.00942

Password
0.00133

Give a like
0.08135

Encounter
0.02414

Green
0.00828

Crack
0.00128

Beautiful
0.04432

Incredibly
0.01963

Travel
0.00764

Free
0.00105

Like
0.04012

Registered
0.01852

Profit model
0.00732

Hidden trouble
0.00093

Big love
0.34861

Expectation
0.01284

Order
0.00531

Deficit
0.00081

Awesome
0.30234

Ofo
0.00987

Effectiveness
0.00397

Locked
0.00080

Fashion
0.2396

Mobike
0.00896

Health
0.00381

Remove the seat
0.00075

Cost-effective
0.21753

App
0.00481

Invention
0.00362

Car chain
0.00063
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Figure 6: Timeline of the bike-sharing market and user size.
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registering for the first time to use shared bikes. We call such
topics public expectations. ,e Weibo with the topic
tricluster is mostly the comments of media or opinion
leaders on shared bikes. Such Weibo has a large number of
words and is organized. We call this topic positive com-
ments. Topic 4 of Weibo clustering contains a large number
of characteristic words related to unlocking, password, and
car lock, and the overall sentiment is relatively negative. ,is
is because of cost control, technical constraints, and other
factors. ,e mechanical locks used in the first-generation
shared bicycles are easily cracked by users. At this time,
many Weibo posts released the content of cracking the
mechanical locks and riding for free. We classify such topics
as having problems.

Topics 1, 2, and 3 show people’s positive emotions to-
wards shared bikes from different perspectives, while topic 4
shows people’s negative emotions towards shared bikes. As
shown in Figure 7, the proportion of microblogs with a
different topic in the overall microblogs is as high as 92%
with a positive attitude, which shows the public’s love for
shared bikes and tolerance of its shortcomings in this period.

5.2.2. Keyword Extraction and Analysis of Policy Text.
During this period, there were no policies for bike sharing.
,e only two policy documents, Guiding Opinions on
Promoting Green Consumption and National Fitness Plan
(2016–2020), only included policies related to bike sharing to
encourage cycling and low-carbon travel. ,e results show
that words such as “the whole people,” “fitness,” “green,” and
“consumption” appear frequently. By looking at the sen-
tences of these words, they are all policies guiding the whole
industry.,erefore, it can be judged that in the early stage of
bike-sharing development, there was no corresponding
industrial policy support.

5.3. Demand Outbreak Stage Analysis

5.3.1. Weibo Topic Mining and Analysis. During this period,
the number of microblogs increased sharply, including 31,259
Weibo. ,e topic-feature word distribution results of topic
clustering are shown in Table 4. All microblogs are clustered
into three different topics. Compared with the previous stage,
the number of topics in the cluster decreased by one. ,is is
because with the rapid expansion of bike-sharing enterprises,
most cities have been covered, so the number of microblogs
expecting the registration of bike-sharing enterprises decreased
greatly. To be specific, the first topic is to express the conve-
nience of daily use of shared bikes. ,e number of words on
Weibo on this topic is relatively small, usually within a dozen
words. Topic 2 is still the long microblog of media microblog
number and opinion leaders’ analysis and evaluation of shared
bikes. It can be seen from the table that the wording of these
Weibo is a formal and overall affirmation of shared bikes. Topic
3 is similar to topic 1, except that this topic expresses the
problems encountered in daily use and makes fun of them.

,e first topic of daily use and the second topic of
positive comments can still be regarded as people’s positive
emotions towards shared bikes, while the third topic shows

people’s negative emotions towards shared bikes. As shown
in Figure 8, compared with the previous stage, due to the
sharp increase in the number of users and the number of
bicycles, the corresponding service quality of enterprises,
and the lack of government supervision in this period, the
proportion of the problematic topics rose from 8.21% to
31.3%.

5.3.2. Keyword Extraction and Analysis of Policy Text.
Policy documents directly related to shared bicycles have
already appeared at this stage. After removing “Internet
bicycles,” “shared bicycles,” “relevant departments,” “op-
erating companies,” “vehicles,” “transportation,” and other
words with high frequency but no practical meaning, the
final keywords can be divided into two parts: one is the
description of policy planning, such as “travel,” “con-
struction,” and “standard,” and the other is the description
of specific policies, such as “parking” and “information”. It
also includes specific policy descriptions of “parking” and
“information” related to practical issues of shared bikes.

Advantage
feedback
42.79%

Expectance
25.61%

Problem
8.21%

Positive
comment

23.39%

Figure 7: ,e proportion of the number of Weibo posts with
different topics in the user training stage.

Table 4: Mining topic of Weibo in demand outbreak stage: dis-
tribution of feature words (excerpt).

Topic 1 Topic 2 Topic 3
Convenient
0.15323

Short distance
0.02071

QR code
0.10877

Free
0.10334

Invention
0.01534

Random parking
0.10060

Metro station
0.08641

Pay
0.01142

Locked privately
0.08265

Easily
0.06678

Positioning
0.01087

Deposit
0.06731

Reservation
0.06012

Travel
0.00881

Safe
0.05123

Praise
0.05621

Lane
0.00706

Damage
0.03876

Recommend
0.04130

IPO
0.00654

Broken
0.01134

Clock in
0.02045

Quality
0.00586

Phishing enforcement
0.00818
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5.3.3. Comparison between Weibo Topics and Policy Texts.
First, we compare the collinearity between the topic words
and the high-frequency keywords. ,e top five topic key-
words in the three probability of the topic are “QR code,”
“parking,” “locking,” “deposit,” and “safety.” ,e Weibo cor-
responding to these words concentrate on “QR code modifi-
cation,” “parking and placing,” “locking without permission,”
“deposit trouble,” and “driving safety.” Policy highest frequency
in the text of the fivewords: “travel,” “park,” “construction,” and
the “norm” and “information.” ,ese words reflect the gov-
ernment in policy-making for travel “convenience,” “disorderly
parking place,” “service construction,” “enterprise and indi-
vidual behavior norms,” and “personal user information se-
curity” issues such as the focus. Among them, some problems in
Weibo topics and policy text exist at the same time, such as the
simultaneous occurrence of keywords: “stop the place,” and
“locked” and “deposit” in the Weibo topic and issues such as
policy text of “enterprise and individual behavior norms,”
“security” and “supporting service construction” proposed by
the corresponding lanes. Although “two-dimensional code” can
also be classified as the category of “personal code of conduct,”
but through the analysis of the original microblog, the problem
of “two-dimensional code” described in the microblog contains
the altered “two-dimensional code” fraudulent behavior. By
comparison, the overall normative content of the policy is
consistent with the problems excavated by Weibo, which in-
dicates that the content of the policy formulation is in line with
the basic demands of the public. Meanwhile, the absence of the
problems represented by the high-probability feature word “QR
code” in the policy text also reflects the lack of comprehen-
siveness of the policy text to some extent.

Second, we compared the relationship between the topic of
the Weibo issue and the timeline of policy introduction.
According to the statistics of the number of microblogs in the
third topic every month, Figure 9 shows the change of the
number of microblogs in the third topic in the eight months at
this stage. It can be seen that the number of microblogs in
January 2017 surged, which increased by more than four times
compared with that in December 2016, and continued to in-
crease in the following months. ,e first local bike-sharing

encouragement and regulation policy was issued inChengdu in
March 2017, and the first national draft for soliciting opinions
was issued in May. ,e time point for various regions to in-
troduce policies on a large scale has already come from August
to October. For the same problem, the time for the government
to issue policies has a certain lag compared with the time for
Weibo topics. Taking the national policy issued by theMinistry
of Transport as the time node, the lag period is 4 months, and
for the time node of the local policy issued by Chengdu, the lag
period is 2 months. Obviously, for the emerging “Internet+”
industry of bike sharing, which takes no more than 18 months
to sprout, develop, and stabilize, a period of 2–4 months will
leave a regulatory gap for the development of the industry,
which will not only affect the user experience but also affect the
development of enterprises and even the whole industry.

5.4. Elimination Stage Analysis

5.4.1. Weibo Topic Mining and Analysis. At this stage, the
number of microblogs tended to stabilize and began to decline
slowly, with a total of 27,627 microblogs. ,e topic-feature
word distribution results of the Weibo topic clustering are
shown in Table 5. 31,259 Weibo posts are clustered into five
different topics. Compared with the previous stage, the number
of topics in the clustering increased by two.,e first topic is still
to express the convenience of daily use of shared bikes, but its
proportion is significantly reduced. ,is indicates that after a
period of use, shared bikes have become a daily transportation
tool for users, and users’ interest in Weibo has decreased. Both
topic 2 and topic 3 are comments on shared bikes. ,e dif-
ference is that the sentiment of topic 2 is optimistic, while the
microblogs of topic 3 are mostly objective and neutral com-
ments. ,e fourth topic is the problems encountered by users
in daily use and ridicule. Most of the microblogs in topic 5
focus on the description of the deposit problem of shared bikes.

As shown in Figure 10, comparedwith the previous stage, the
proportion of negative emotions is still on the rise. On the one
hand, this is due to the decrease of daily clocked microblogs; on
the other hand, the number of policies in the previous stage is
small and the specificity is not enough, and the effect of regulation
is limited. Notably, a new topic (topic 5) highlights the issue of
deposits. ,rough checking the original microblog corre-
sponding to topic 5, we find that the deposit problem mainly
focuses on two aspects: one is that users need to pay multiple
deposits when using different brands of shared bikes; the other is
that some bike companies cannot withdraw deposits on time due
to their blind expansion and lack of funds.,erefore, both topic 4
and topic 5 can be regarded as the existing problem topics of
Weibo mining.

5.4.2. Keyword Extraction and Analysis of Policy Text.
,e proof policy of this stage country level already came on
stage. From August to October, major cities rolled out local
management policies for bike-sharing. After keyword ex-
traction is removed, the high-frequency keywords include
“positioning,” “special account,” “technology,” and other
words, indicating that the policies at this stage are more
specific than those at the previous stage.

Daily use
46.50%

Positive
comment

22.20%

Problem
31.30%

Figure 8: ,e proportion of the number of Weibo posts with
different topics in the demand outbreak stage.
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5.4.3. Comparison between Weibo Topics and Policy Texts.
First, we compare the collinearity between the topic words and
the high-frequency keywords.,e top five topic words for topic
4 and topic 5 are “parking,” “damage,” “electronic fence,”
“deposit,” and “Zhimapoints.”,e top fivemost frequently used
words in policy texts were “positioning,” “self-regulation,”
“special account,” “illegal parking,” and “technology.” By
comparison, it is found that “parking in disorder” and “illegal
parking” are the same, “electronic fence” and “positioning” is
basically the same, and “deposit” and “ant integral” and “special
account” are all about the description of user deposit.,erefore,
the content of the policy at this stage is consistent with the theme
of microblog mining, which indicates that the content of the
policy meets the basic demands of the public. To sum up, the
above empirical evidence shows that the public online opinions
represented by Weibo posts can have a certain influence on
industrial policy formulation.

Second, through the comparison of the timeline, we find
that there is still a deviation between the time of the in-
troduction of industrial policy and the peak time of network
public opinion at this stage, with an average lag of 2 months.
However, compared with the previous stage, this time has
been reduced by half, which is related to the growth of the
whole industrial chain and the tracking reports of other
media (print media, TV media, and so on). ,e information
released by users on Weibo has been spread and developed
and has been concerned by the whole society.

6. Conclusion

First, a feature-enhanced short text clustering method is
proposed to perform topic clustering on publicly derived big
data. Second, keyword extraction based on word frequency
is used to quantify the text of industrial policy. Finally, time
is taken as the main line to analyze the co-occurrence of
clustering topics and keywords. ,rough three different
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Figure 9: Monthly statistics on the number of Weibo posts of the third topic in the demand outbreak stage.

Table 5: Mining topic of Weibo in elimination stage: distribution
of feature words (excerpt).

Topic 1 Topic 2 Topic 3 Topic 4 Topic 5

Convenient
0.05452

Green
0.02071

System
0.00531

Random
parking
0.01289

Deposit
0.06432

Free
0.04613

Travel
0.01534

Supervision
0.00519

Damage
0.1065

Zhima
integral
0.0522

Applet
0.04171

Invention
0.01142

Regulatory
0.00408

Electric
fence
0.0973

Account
0.04231

Easily
0.03983

Severe
0.01087

Protect
0.00391

QR code
0.0834

Extract
0.0387

Work
0.03286

Export
0.00881

12 years old
0.00353

Manned
0.0644

Rights
0.02231

Habit
0.02876

Information
0.00706

Real name
0.00298

Abandoned
0.0570

Credibility
0.02108

Campus
0.01971

Domestic
0.00654

Deficit
0.00223

Recycle
0.0445

Capital
0.01976

Shuttle
0.00886

Scenery
0.00586

Matching
0.00187

Disclosure
0.0386

Escape
0.00821

Daily use
23.81%

Positive
comment

12%

Neutral comment
10%

Teasing
43%

Deposit problem
11%

Figure 10: ,e proportion of the number of Weibo posts with
different topics in the elimination stage.
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stages of Weibo data mining and keyword analysis of policy
text, we find the following.

In the stage of user training, bike sharing, as a typical
“Internet+” industry, developed and grew in a short period
by accurately solving the “pain points” of users and the
power of capital. At this stage, more than 90% of microblogs
expressed positive emotions for bike sharing, but at this
stage, there was no effective industrial policy support.

In the stage of demand outbreak, with the increase of users,
the fierce competition of manufacturers, the loss of bicycles,
and the lack of supervision, the negative sentiment onWeibo at
this stage accounted for 31.3%, which was nearly four times
higher than the negative sentiment on Weibo at the previous
stage, which was only 8%.,rough the analysis of the timeline,
we found that the time when the policy was issued had a certain
lag compared with the problem time of public derivative big
data mining represented byWeibo, and the regulatory vacuum
caused by this lag led to the accumulation of negative emotions,
which further affected the healthy development of the whole
shared bike. ,rough the co-occurrence analysis of topic
keywords and policy keywords, it is found that although the
policy can cover most of the existing problems, it still omits hot
issues like “QR code” in Weibo.

Finally, through the research of this paper, we find that
the real situation of an industry can be reflected by col-
lecting and clustering the information of industry on
Weibo, and these reactions are highly correlated with the
industrial policies of the industry. At the same time, we
find that the formulation time of industrial policy is
lagging behind that of the outbreak time of microblog
information. For example, when it comes to industrial
policy, proper consideration of the big data of network
media represented by Weibo post will be conducive to the
rapid introduction of industrial policy.
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In radiotherapy, the location of the target area is very important. If the target area is small, the treatment is not complete, so the
location of the target area is generally larger than the actual cancerous site. However, the damage of radiotherapy to normal cells is
the same. In order to reduce the damage to the body as much as possible, we need to complete the most suitable target area. .is
paper uses an adaptive weighted multikernel support vector machine, which solves the parameter problem in the traditional
multikernel support vector machine. .e new AW-SVM can adjust the kernel weights adaptively. We completed our experiment
on the abdominal MR dataset, using DSI as an evaluation indicator, and the experimental results showed its excellent classification
performance. .e minimum value of DSI in all results is 0.9654 (more than 0.7 is acceptable).

1. Introduction

In 2020, it is estimated that there will be 73750 new cases of
kidney and renal pelvis cancer patients in the United States,
of which 45520 are males, 28230 are females, and 14830 are
expected to die, including 9860 males and 4970 females. In
the five years from 2012 to 2016, the incidence of kidney and
renal pelvis cancer was 16.6 per 100,000 people, 22.5 for men
and 11.5 for women. In 2013–2017, kidney and renal pelvis
cancer has a mortality rate of 3.7 per 100,000 people, 5.4 for
men and 2.7 for women [1].

Adaptive radiation therapy (ART) is still the main
method to solve cancer, especially for patients with ad-
vanced cancer [2]. Broadly speaking, any technology that
adjusts the treatment process through feedback can be
included in the scope of ART, such as image-guided ra-
diation therapy (IGRT) [3], dose-guided radiation therapy
(DGRT) [4], and structure-guided radiation therapy
(SGRT) [5]. IGRT can be described as the primary stage of
ART. It adds the concept of time factor on the basis of
three-dimensional radiotherapy and fully considers the
movement of anatomical tissue during the treatment
process, and the displacement error of the divided

treatment time, such as breathing and peristaltic move-
ment, daily pendulum position errors, and target area
contraction, causes changes in the radiation dose distri-
bution and imaging of the treatment plan. Before the
patient undergoes treatment, various types of advanced
imaging equipment are used to monitor the tumor and
surrounding risk areas in real time and can adjust the
treatment conditions according to the changes of the or-
gans so that the irradiation field only follows the target area
so that it can achieve precise treatment in the true sense.
DGRT is proposed on the basis of IGRT. In addition to
comparing image data, DGRT also compares the actual
absorbed dose of the tumor and surrounding normal tissue
during treatment with the dose in the treatment plan and
adjusts the treatment plan in time. In general, adaptive
ART is a self-responsive, self-correcting dynamic closed-
loop system from diagnosis location, plan design, and
treatment implementation to verification. Compared with
computed tomography-guided ART (CT-ART), the main
feature of MR-ART is that there is no radiation damage and
no bone artifacts and it can perform multifaceted and
multiparameter imaging, has a high degree of soft tissue
resolution, can display vascular structures without the use
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of contrast agents, and have multisequence biological
function images [6, 7].

With the development of three-dimensional conformal
radiotherapy and intensity-modulated radiotherapy in re-
cent years, more and more researchers pay attention to the
accuracy of tumor target definition to minimize the damage
to organs at risk (OARs) [8]. .e traditional circle drawing
of the target area completely relies onmanpower to complete
it manually. Because manual contour drawing involves
knowledge of multiple departments and engineering tech-
nology, it is extremely difficult for general doctors to draw. It
is done by an experienced imaging surgeon or radiation
oncologist. In most cases, it needs to be jointly discussed by
multiple experts in the imaging department and the on-
cology department. However, there is also a problem. .e
manual contour is almost impossible to reproduce, and the
target area contour depends entirely on the knowledge level
of the experts and the image quality. .ere are also devia-
tions between different experts. Manual contour drawing is
also very time-consuming and labor-intensive. In the face of
high-dimensional multimode images, as the images increase,
the working pressure increases, which may cause contour
deviations [9]. In addition, the accuracy of manual contours
needs to be increased. It is unrealistic to use manual con-
tours for online MR-ART, so it is necessary to develop an
online automatic contour algorithm for MR-ART.

Broadly speaking, the current image segmentation al-
gorithms mainly include segmentation methods based on
edge detection, threshold, region growth, statistics, graph
theory, information theory, fuzzy set theory, knowledge, and
so on and segmentation methods based on convolutional
neural networks.

Early image segmentation methods were mainly based
on point, line, and edge detection and segmentation
methods, using Robert operator [10], Canny operator [11],
Sobel edge detection operator [12], and so on. Statistics-
based segmentation methods include unsupervised k-means
clustering, FCM clustering, and Markov random field, and
the other is supervised support vector machine (SVM) [13],
naive bayes (NB) [14], and random forest model [15].
Compared with the unsupervised segmentation algorithm,
the supervised one obtains certain prior knowledge through
training and performs better in image segmentation. But
unfortunately, in the face of complicated and ambiguous
organ boundaries, these algorithms have limited success in
judging the boundaries.

With the continuous maturity and improvement of
deep learning technology, the experimental results grad-
ually exceed the previous machine learning, relying on the
strong feature extraction ability of convolution neural
network..e larger the amount of data given in the training
process, the stronger the generalization performance of the
network. In terms of image segmentation, FCN (Fully
Convolutional Networks) [16] and U-net [17] are out-
standing. FCN classifies images at the pixel level, thus
solving the problem of image segmentation at the semantic
level. U-net performs particularly well in medical image
segmentation. U-net can make full use of the low-level and
high-level information of medical images to provide a basis

for physical category recognition and precise segmentation
and positioning.

.e second chapter will introduce the dataset, data
preprocessing, multiple kernel learning, and fixed-weight
multikernel SVM to solve the problem of single-kernel
inflexibility of SVM in image segmentation. Finally, we will
introduce an adaptive weighted multikernel SVM to solve
the weight problem of multikernel SVM. .e third chapter
will introduce the choice of kernel function, the evaluation
index of the segmentation result, the comparison experi-
ment setting, and the experiment process. .e fourth
chapter analyzes the experimental results, and the fifth
chapter summarizes the full paper.

2. Related Work

2.1. Dataset. .is experiment uses a dataset of eight pa-
tients with unresectable malignant tumors of the lower
abdomen. We mark the eight patients as Sub1∼8. Each
patient’s dataset consists of 16 pictures, and the first 15
pictures are in the process of treatment. .e last one is the
MRI image of the treatment day, the resolution is
370 × 370, the axial pixel spacing is 1.5 mm × 1.5 mm, and
the plane spacing is 3mm. .e total dataset consists of a
total of 126 images of eight patients. .e kidney and skin
contours in the dataset are all drawn by professional
radiation oncologists as our automatic contour
assessment.

In terms of feature extraction, this article only uses the
most basic voxel features and three-dimensional space co-
ordinates. .e local texture features (voxels) corresponding
to each sequence are extracted from the four sequences
shown in Figure 1. In terms of three-dimensional coordi-
nates, since the coordinates of each sequence are the same,
the voxel coordinates of the IP sequence are selected in this
experiment.

2.2. Data Preprocessing. In order to further improve the
separability of the data, consider using a filtering algorithm
to process the data. .e filtering algorithm filters the image
information, removes the pixels we do not want, and en-
hances the information we need. Because the lower abdomen
organs/body fluids of the human body are also constantly in
motion, it is considered to use Kalman filter [18] to increase
the dimension of the data. After experimental verification
and analysis, it is completely appropriate to use Kalman filter
to process this MR dataset.

Kalman filter is often used in uncertain systems (ro-
bots, real-time systems, etc.). It is relatively rare in
classification algorithms. Kalman filter can infer the state
of the next step based on the state of the previous step. In
our MR data, the voxels are all adjacent, which is asso-
ciated with this feature of Kalman filtering. Similar to the
idea of KNN algorithm, adjacent voxels have the same
label. .rough experimental comparison, after using
Kalman filter for feature extraction, the separability of the
data has been greatly improved. .e experimental results
can be seen in Table 1.
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2.3. Multiple Kernel Learning. We all know that SVM is a
supervised learning method of machine learning. It is often
used to solve classification problems. Its basic principle is to
find a hyperplane in the feature space and separate positive
and negative samples with the highest accuracy. However,

the previous SVMs are all single-kernel, which is based on a
single feature space. In the actual classification task, we need
our experience to select the appropriate kernel function
(Gaussian kernel function, polynomial kernel function, etc.)
and specify different parameters. .is is not only

(a) (b) (c) (d)

Figure 1: (a) Dixon-FAT sequence, (b) Dixon-WATER sequence, (c) Dixon-OP sequence, and (d) Dixon-IP sequence. All four sequences
are reconstructed from Dixon sequence.

Table 1: Performance comparison of classifiers using Kalman filter.

Part A: without a Kalman filter
Datasets AW-SVM SVM S4VM MKL
Sub1 0.9621± 0.0148 0.9643± 0.0014 0.9348± 0.0050 0.9652± 0.0139
Sub2 0.9811± 0.0102 0.9770± 0.0032 0.9524± 0.0046 0.9768± 0.0091
Sub3 0.9731± 0.093 0.9712± 0.0013 0.9380± 0.0103 0.9725± 0.0124
Sub4 0.9875± 0.0115 0.9845± 0.0011 0.9525± 0.009 0.9794± 0.0121
Sub5 0.9848± 0.0122 0.9812± 0.0037 0.9553± 0.0033 0.9810± 0.0116
Sub6 0.9756± 0.0126 0.9746± 0.0021 0.9655± 0.0069 0.9727± 0.0112
Sub7 0.9818± 0.0116 0.9732± 0.0025 0.9610± 0.0026 0.9754± 0.0123
Sub8 0.9895± 0.088 0.9875± 0.0038 0.9507± 0.0113 0.9862± 0.0082
Datasets RSM TSVM NB RBF
Sub1 0.5549± 0.0036 0.7385± 0.0093 0.8646± 0.0070 0.6321± 0.0026
Sub2 0.5049± 0.0067 0.7886± 0.0028 0.8848± 0.0085 0.5894± 0.0037
Sub3 0.7060± 0.0082 0.7425± 0.0008 0.8667± 0.0071 0.5723± 0.004
Sub4 0.6415± 0.0058 0.7625± 0.0132 0.8949± 0.0039 0.6415± 0.0033
Sub5 0.6235± 0.0064 0.7625± 0.0116 0.9012± 0.0077 0.6149± 0.0037
Sub6 0.5936± 0.0081 0.8043± 0.0142 0.8980± 0.008 0.6512± 0.004
Sub7 0.5395± 0.0074 0.7389± 0.0092 0.8841± 0.0059 0.6035± 0.0034
Sub8 0.6043± 0.0098 0.7410± 0.0086 0.8468± 0.0073 0.9817± 0.0042

Part B: with a Kalman filter
Datasets AW-SVM SVM S4VM MKL
Sub1 0.997± 0.0025 0.9966± 0.0015 0.9863± 0.0041 0.996± 0.0023
Sub2 0.9999± 0.0001 1 0.9888± 0.0048 0.9998± 0.0001
Sub3 0.9998± 0.0001 0.9995± 0.0003 0.9953± 0.0013 0.9995± 0.0004
Sub4 1 0.9999± 0.0001 0.9837± 0.0013 0.9999± 0.0001
Sub5 1 0.9999± 0.0001 0.9918± 0.021 1
Sub6 0.9999± 0.0001 1 0.9923± 0.0021 0.9997± 0.0002
Sub7 1 0.9999± 0.0001 0.9962± 0.0023 0.9994± 0.0003
Sub8 1 1 0.9835± 0.0026 1
Datasets RSM TSVM NB RBF
Sub1 0.8105± 0.0080 0.9646± 0.0075 0.9953± 0.0017 0.9817± 0.0034
Sub2 0.8641± 0.0031 0.9621± 0.0083 0.9267± 0.0084 0.9836± 0.0012
Sub3 0.9078± 0.0046 0.9784± 0.0071 0.9784± 0.0027 0.9951± 0.0034
Sub4 0.9033± 0.0069 0.9697± 0.0059 0.9172± 0.0077 0.9980± 0.0016
Sub5 0.8737± 0.074 0.9790± 0.0021 0.9556± 0.0112 0.9949± 0.0017
Sub6 0.8565± 0.0061 0.9641± 0.0043 0.9289± 0.0075 0.9823± 0.0025
Sub7 0.9159± 0.0034 0.9759± 0.0043 0.9589± 0.0045 0.9971± 0.0026
Sub8 0.8226± 0.0026 0.9135± 0.0095 0.8963± 0.0073 0.9941± 0.0032
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inconvenient, but also when our dataset features are het-
erogeneous, the effect is not so good.

.e multiple kernel learning (MKL) [19] model is
born because of this application. .e multikernel model is
more flexible than the single-kernel model and can give
full play to the mapping capabilities of different kernel
functions in a combined space composed of multiple
feature spaces.

2.4. Multikernel SVM. According to the Mercer theorem
and its properties [20], if K1 and K2 are kernels on X × X
and X belongs to R, then the following are also kernel
functions:

K(x, z) � K1(x, z) + K2(x, z), (1)

K(x, z) � αK1(x, z). (2)

If there is more than one kernel on X × X, but multiple
kernels coexist, then according to (1) and (2), we know that
the following is also a kernel function:

K(x, z) � 
M

m�1
dmKm(x, z), dm ≥ 0,



M

m�1
dm � 1.

(3)

Equation (3) is the most common form of multiple kernel
function combination, which is a weighted combination of
single-kernel functions, is the basis kernel function, is the
number of basis kernel functions, and is the weight coefficient
corresponding to the first basis kernel function.

In general, the original problem ofMKL can be described
as follows:

min
wm,b,ξ,d

1
2



M

m�1

1
dm

wm

����
����
2
Hm

+ C 
n

i�1
ξi

s.t. yi 

M

m�1
wm · φ xi(  + b⎛⎝ ⎞⎠≥ 1 − ξi, ξi ≥ 0



M

m�1
dm � 1, dm ≥ 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

where dm is the kernel weight, wm is the normal of the
separating hyperplane corresponding to theM-th kernel, b is
the deviation term, ξ is the slack variable, and C is the
misclassification penalty coefficient. .e above formula can
be transformed into an optimization problem with dm as a
variable:

min
d

J(d)

s.t. 
M

m�1
dm � 1, dm ≥ 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

J(d) �

min
wm,b,ξ

1
2



M

m�1

1
dm

wm

����
����
2
Hm

+ C 
n

i�1
ξi

s.t. yi 

M

m�1
wm · φ xi(  + b⎛⎝ ⎞⎠≥ 1 − ξi, (i � 1, 2, . . . , n)

ξi ≥ 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(5)

.e above objective function J(d) is a standard SVM
problem, which is a convex optimization problem that in-
cludes dm. We can introduce a generalized Lagrangian

function to convert the original problem J(d) into a dual
problem. .e dual problem is a minimax problem; then,

L wm, b, ξ, α, ](  �
1
2



M

m�1

1
dm

wm

����
����

2

Hm

+ C 
n

i�1
ξi + 

n

i�1
αi 1 − ξi − yi 

M

m�1
wm · φ xi(  + b⎛⎝ ⎞⎠⎛⎝ ⎞⎠ − 

n

i�1
]iξi, (6)
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where α and ] is the Lagrangian multiplier, and the Lan-
grangian function L(wm, b, ξ, α, ]) takes the partial deriva-
tive of and makes it equal to zero, we can get

∇wm
L wm, b, ξ, α, ](  �

1
dm

wm − 

n

i�1
αiyiφm xi(  � 0,

∇bL wm, b, ξ, α, ](  � − 
n

i�1
αiyi � 0,

∇ξL wm, b, ξ, α, ](  � C − αi − ]i � 0.

(7)

.rough (8), we can get

wm � dm 

n

i�1
αiyiφm xi( ,



n

i�1
αiyi � 0,

C − αi + ] � 0.

(8)

Substituting (9) into the Langrangian function (7), we
can get

min
wm,b,ξ

L wm, b, ξ, α, ](  � −
1
2



n

i�1


n

j�1
αiαjyiyj 

M

m�1
dmKm xi, xj  + 

n

i�1
αi

s.t. 

n

i�1
αiyi � 0

0≤ αi ≤C, i � 1, 2, . . . , n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(9)

Find the maximum of minwm,b,ξ to α, and convert the
maximum to the minimum to obtain the equivalent dual
optimization problem:

min
α

L wm, b, ξ, α, ](  �
1
2



n

i�1


n

j�1
αiαjyiyj 

M

m�1
dmKm xi, xj  − 

n

i�1
αi

s.t. 
n

i�1
αiyi � 0

0≤ αi ≤C, i � 1, 2, . . . , n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(10)

Formula (10) is a dual form of the standard SVM
problem including the combined kernelK(xi, xj), assuming
that α∗ � (α∗1 , α∗2 , . . . , α∗l )T is the optimal solution of the
dual optimization problem, then for the expression

w
∗
m � dm 

n

i�1
α∗i y
∗
i φm xi( , (11)

b
∗
m � yj − 

M

m�1
dm 

N

i�1
α∗i yiK xi · xj . (12)

.rough (11) and (12), the final decision function is

f(x) � sign 

M

m�1
dm 

n

i�1
α∗i y
∗
i K x · xi(  + b

∗
m

⎛⎝ ⎞⎠⎛⎝ ⎞⎠. (13)

In summary, the description of the MKL learning al-
gorithm can be found in Algorithm 1.

In this section, we introduced the multiple kernel
learning. You can see that the kernel weights in MKL are
fixed. In the next section, we will improve a new multiple
kernel learning based on this point.

2.5. AdaptiveWeightedMultikernel SVM. .e kernel weight
dm in multikernel SVM is not adaptive, and it is more
troublesome to use the gradient descent method to solve it. It
takes multiple iterations to converge when it is close to the
minimum. In this part we propose an adaptive weighted
multikernel SVM model (AW-SVM).

In general, the original problem of AW-SVM is as
follows:

min
wm,b,ξ,d

1
2
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m�1
d

r
m wm
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����
2
Hm

+ C 
n

i�1
ξi

s.t. yi 

M

m�1
wm · φ xi(  + b⎛⎝ ⎞⎠≥ 1 − ξi, ξi ≥ 0



M

m�1
dm � 1, dm ≥ 0,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(14)

where dr
m is the kernel weight, the index r is similar to the

fuzzy index in FCM clustering, which is a relaxation of
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the weight, and is used to realize the self-adaptation of the
weight, which wm is the normal of the separating hyperplane
corresponding to the M-th kernel, b is the deviation term, ξ

is the slack variable, and C is the misclassification penalty
coefficient. Formula (14) can be transformed into an opti-
mization problem with dm as a variable

min
d

J(d)

s.t. 
M

m�1
dm � 1, dm ≥ 0,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

J(d) �

min
wm,b,ξ

1
2
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2
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+ C 
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ξi

s.t. 
M

m�1
wm · φ xi(  + b⎛⎝ ⎞⎠≥ 1 − ξi, (i � 1, 2, . . . , n)

ξi ≥ 0.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(15)

.e above objective function J(d) is a standard SVM
problem, which is a convex optimization problem involving
dm. Using the same method, we can get

L wm, b, ξ, α, ](  �
1
2



M

m�1
d

r
m wm

����
����

2

Hm

+ C 
n

i�1
ξi + 

n

i�1
αi 1 − ξi − yi 

M

m�1
wm · φ xi(  + b⎛⎝ ⎞⎠⎛⎝ ⎞⎠ − 

n

i�1
]iξi. (16)

Use the samemethod in the previous section (7), (8), and
(10) to get the final dual optimization problem:

min
α

L wm, b, ξ, α, ](  �
1
2



n

i�1


n

j�1
αiαjyiyj 

M

m�1

1
d

r
m

Km xi, xj  − 
n

i�1
αi

s.t. 
n

i�1
αiyi � 0

0≤ αi ≤C, i � 1, 2, . . . , n.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(17)

Input: training set: T � (x1, y1), (x2, y2), . . . , (xN, yN)  where xi ∈ χ ∈ Rn, yi ∈ −1, +1{ }, i � 1, 2, . . . , N

Output: classification decision function f(x)

Step 1: choose the appropriate kernel function K(x, z), the appropriate parameter C, and the loss parameter ξ
Kernel weight matrix dm initialization: d1

m � 1/M, where M is the number of kernelss
Construct and solve optimization problems (10), and find the optimal solution α∗ � (α∗1 , α∗2 , . . . , α∗l )T

Step 2: choose 0< α∗ <C positive component a from α∗, and calculate formula (11) and formula (12)
Step 3: construct decision function (13)

ALGORITHM 1: Learning algorithm for MKL.
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Assuming that α∗ � (α∗1 , α∗2 , . . . , α∗l )T is the optimal
solution of the dual optimization problem, then for the
expression

w
∗
m �

1
d

r
m



n

i�1
α∗i y
∗
i φm xi( , (18)

b
∗
m � yj − 

M

m�1

1
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r
m



N

i�1
α∗i yiK xi · xj . (19)

After getting the parameter wm, dm can be solved by
iteration.

To construct a Lagrangian function with dm as a variable
for the original problem, we get

J(d, α, ]) �
1
2
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m wm
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Hm

+ C 
n

i�1
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n
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]iξi + λ1 

M

m�1
dm − 1⎛⎝ ⎞⎠. (20)

Taking the partial derivative of the parameter dm, λ1 and
making it equal to zero, we can get

zJ(d)

z dm( 
�

r

2
d

r−1
m wm

����
����
2

+ λ1 � 0, (21)

zJ(d)

z λ1( 
� 

M

m�1
dm � 1. (22)

From the simultaneous formulas (21) and (22), using a
similar solution method of Um

ij in FCM [21], the final so-
lution dm is equal to

dm �
1/ wm

����
����
2

 
(1/r−1)


M
k�1 1/ wm

����
����
2

 
(1/r−1)

. (23)

In summary, the two classification problem of AW-SVM
can be described as follows:

Step 1: initialization of kernel weight matrix dm,


M
m�1dm � 1, M is the number of kernels.

Step 2: in each iteration, use the combined kernel K �


M
m�11/d

r
mKm to calculate the final dual optimization

problem (17).
Step 3: calculate the optimal solution of (17). Calculate
the separation hyperplane (wm, b) corresponding to
each kernel by formulas (18) and (19).
Step 4: update dm by formula (23).
Step 5: if the iteration termination condition is not met,
return to Step 2 and repeat Steps 2–4. If the iteration
condition is satisfied, the calculation is ended. .en,
output the final decision function:

f(x) � sign 
M

m�1

1
d

r
m



n

i�1
α∗i y
∗
i K x · xi(  + b

∗
m

⎛⎝ ⎞⎠⎛⎝ ⎞⎠.

(24)

Iterative stop condition is duality gap (DG) [22].
Karush–Kuhn–Tucker (KKT) condition, Δd � dt+1−

dt ≤ ε1, reaches the maximum number of iterations.
.e DG expression is

max
m



n

i�1


n

j�1
α∗i α
∗
j yiyjKm xi · xj  − 

n

i�1


n

j�1
α∗i α
∗
j yiyj 

M

m�1

1
d

r
m

Km xi, xj ≤ ε. (25)

Both ε and ε1 are thresholds.

3. Experiment

After getting the artificial contour image of all the data
drawn by the expert, we start to train the AW-SVM learning
algorithm. .e algorithm runs on a computer with Intel(R)
Core(TM) i5-8500CPU 3.00GHZ 12GB memory and 64 bit
Windows10 operating system. .e algorithm iterates 10

times on average, and the training time is about 30 minutes.
Given a trained classifier model, the average segmentation
time of images on treatment days is about 3 minutes.

3.1. Kernel Function. In this experiment, we choose
Gaussian kernel function (26), Laplacian kernel function
(27), and logarithmic kernel function (28). .e formulas of
the three are as follows:
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K(x, y) � exp −
‖x − y‖

2

2σ2
 , (26)

K(x, y) � exp −
‖x − y‖

σ
 , (27)

K(x, y) � −log 1 +‖x − y‖
d

 . (28)

.eGaussian kernel is a classic robust radial basis kernel.
It has good anti-interference ability against the noise in the
data, which has been widely used, but the performance of the
Gaussian kernel function is very sensitive to the parameters.
.e Laplacian kernel function is a variant of the Gaussian
kernel function. .e main change is to adjust the 2-norm to
1-norm, which reduces the sensitivity to parameters. Log-
arithmic kernel is often used in image segmentation.

3.2. Evaluation Index. In addition to using classification
accuracy to evaluate the accuracy of the algorithm, this
article also uses Dice Loss [23], which is very common in
segmentation algorithms, to evaluate our segmentation
accuracy, because segmentation usually classifies each pixel:

Dice Loss � 1 − DiceCoefficient. (29)

Dice Coefficient, named after Lee Raymond Dice, is a set
similarity measure function, which is usually used to cal-
culate the similarity between two samples (value ∈ [0, 1]). A
value of 1 indicates complete coincidence. .e formula is as
follows:

Dice Coefficient �
2|X∩Y|

|X| +|Y|
, (30)

where |X| and |Y|, respectively, represent the number of
elements in the set, as shown in Figure 2. In the segmen-
tation task, the two, respectively, represent the real result and
the predicted result.

Combining (29) and (29), Dice Loss expression is as
follows:

Dice Loss � 1 −
2|X∩Y|

|X| +|Y|
. (31)

3.3. Comparative Test. In order to compare the performance
of the AW-SVM algorithm on this dataset, this paper ar-
ranges other seven algorithms as an experimental com-
parison. .e comparison algorithm is shown in Table 2.

.e experimental training set consists of daily MRI data
before treatment, and the treatment day dataset is used as the
test set. .e organs and skin except the kidney in the dataset
are labeled as background label 1, and the kidney as the circle
target, and the label is −1.

3.4. Experiment Process. For each patient (Sub1∼8), com-
plete the preliminary data processing (local texture feature
extraction, three-dimensional coordinate extraction, Kal-
man filter dimension enhancement, etc.). .e MRI image

during the treatment will be used as training data, denoted as
It; the MRI image of the treatment day is used as the test
data, denoted as Is. .e experiment is carried out as shown
in Figure 3:

(1) Randomly select the L� 4000 group of examples in
the labeled It (label: {−1, 1}); that is, select 4000
voxels from the kidney and background in the MRI
image during the treatment process to form the
training set G.

(2) Using the AW-SVM method on the training set G,
through parameter tuning, we can get the best
classifier Cr for this patient data.

(3) In the treatment day MRI dataset It, select a com-
plete treatment day MRI image as the test input
(including 36,000+ voxels), the label corresponding
to each voxel is obtained through the best classifier
Cr trained in Step 2, and the result is recorded as U.

(4) Select all MRI images of the treatment day on It as
the test input, and obtain the labels corresponding to
all voxels through the KNN algorithm (label in U is
used as the training label).

Real situation Predicted result

Predict the correct result

X Y

Figure 2: .e description of the Dice Coefficient.

Table 2: Comparison algorithm used.

Our algorithm Comparison algorithm

Adaptive weighted
multikernel SVM (AW-SVM)

Support vector machine (SVM)
Multiple kernel learning (MKL)
Transductive support vector

machine (TSVM) [24]
Semisupervised SVM (S4VM)

[25]
Random subspace method (RSM)

[26]
Naive bayes (NB)

Radial basis function (RBF) [27]
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(5) Obtain the outline of the kidney through the ob-
tained label.

3.5. Results and Discussion. In order to verify that the data
processed by Kalman filter performs better in classification
performance, we set up the first set of comparative exper-
iments, we have prepared two sets of patient data; the one
that is not processed by Kalman filtering is recorded as the
first group, and the one that is processed by Kalman filtering
is recorded as the second group. .e eight algorithms have
been experimented on these two sets of data, and the ex-
perimental results are shown in Table 1, from which we can
get the following information:

(1) It can be clearly seen that compared with the first set
of results, each classifier performs better on the
second set of data, and the classification accuracy has
been improved, indicating that the use of Kalman
filtering can improve the classification accuracy and
enhance interpretable.

(2) In each set of results, basically the classification
results of AW-SVM are the best. Classification ac-
curacy is much higher than TSVM, S4VM, NB, RBF,
and RSM, and the accuracy of MKL and SVM is close
to AW-SVM, but for this sample, AW-SVM’s per-
formance is still the best. In general, the experimental
results show that our algorithm is effective and ex-
cellent for classification on the MRI data of the lower
abdomen.

In order to compare whether there are significant dif-
ferences between AW-SVM and the other seven algorithms
in statistics, Friedman test [28, 29] is used to analyze the
classification accuracy of the eight algorithms. In the
Friedman test, each individual has the same sample size, and
each individual has a corresponding relationship with the

corresponding individual in other samples, so the Friedman
test can make full use of the information in the original data.
If p≤ 0.025, the null hypothesis was rejected. At the same
time, in order to further verify that the method to obtain the
best Friedman ranking and other methods are statistically
significant differences, we also conducted Holm post hoc test
[28, 29].

As shown in Tables 3 and 4, the Friedman test shows that
the classification performance of the AW-SVM method in
this dataset is greater than that of the other seven algorithms.
Holm post hoc test shows that the performance of AW-SVM
algorithm on this dataset is significantly better than RSM,
NB, S4VM, TSVM, and RBF, and for S4VM and MKL, it is
not obvious. In summary, the AW-SVM algorithm can be
used for lower abdomen MRI image segmentation, and its
classification performance is better than the comparison of
these seven classification algorithms. .e experimental re-
sults show that its accuracy rate is close to 1 on each dataset,
and the subsequent DSI values also show its excellent
classification performance.

In the field of medical segmentation, Dice similarity
index (DSI) value greater than 0.7 is an acceptable value,
which means that the predicted contour and the real
contour have a good overlap [30]. .e results of DSI value
are shown in Table 5. .e performance of AW-SVM,
SVM, and MKL models is as good as accuracy; DSI value
reached 1 in multiple patients, which indicates that the
automatic contour and manual contour are completely
coincident. .e lowest DSI values of the three are gen-
erated on Sub1, respectively, 0.9654 ± 0.0121,
0.9423 ± 0.0127, and 0.9324 ± 0.0162, which are also ac-
ceptable values, but it also shows that the MRI image of
Sub1 is the most complicated (there may be overlaps,
missing, shadows, etc.) [31]. .e performance of several
other algorithms is uneven, but the DSI value of the RSM
algorithm is around 0.2, which is a completely

Raw MRI data

MRI image data
during treatment MSVM classifier

Best classification
model C 

KNN classifier

Feature extraction Kalman filter
Train

Test

Training label

TestAutomatic contour

L = 4000

L = 4000

All data

Classification data
composed of voxels

and coordinates

Data after
dimension

increase

On-board TI-MRI
image data on
treatment day

Image data
of complete
treatment

day

Image data and
label of the

complete treatment
day, denoted as U

Kidney outline
map

Labels for all
treatment day data

Figure 3: Experiment process.
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unacceptable value. Indicating that RSM is not applicable
on this dataset.

Figure 4 shows the original cross-sectional image of the
lower abdomen generated by the OP sequence (the clearest
OP sequence) in MRI, the manual contour drawn by a
professional doctor, and the automatic contour generated
based on the AW-SVM algorithm. .e manual contour is
used as the evaluation criterion.

.e running time of the automatic contour method is
also a key point for clinical application. .e faster the
treatment speed, the shorter the time the patient will be fixed
on the treatment bed and the less pain they will suffer. We

select the three models with the best performance of DSI and
calculate their prediction time; the prediction time refers to
the time it takes to input the complete treatment day data
and get the automatic contour after obtaining the corre-
sponding best classification model. .e prediction time is
shown in Table 6, affected by programming; our AW-SVM
algorithm is not superior in predicting time, but it is also a
completely acceptable value, with an average time of 2.9263
seconds. .e automatic contour algorithm based on
AW-SVM greatly shortens the drawing of the contour of the
target area on the treatment day and greatly reduces the pain
of the patient.

Table 3: Result of Holm’s post hoc test (α� 0.05).

Holm’s post hoc test for AW-SVM
Algorithms z � (Ro − Ri)/SE P holm � α/i Hypothesis

RSM 5.358259 0 0.007143 Rejected
NB 4.184545 0.000029 0.008333 Rejected
TSVM 3.878359 0.000105 0.01 Rejected
S4VM 2.602583 0.009252 0.0125 Rejected
RBF 2.602583 0.009252 0.016667 Rejected
MKL 0.918559 0.358326 0.025 Not rejected
SVM 0.459279 0.646034 0.05 Not rejected

Table 4: Result of Friedman test (α� 0.05).

Friedman test for AW-SVM
Algorithm Friedman rank P value Hypothesis
RSM 8

0 Rejected

NB 6.5625
TSVM 6.1875
S4VM 4.625
RBF 4.625
MKL 2.5625
SVM 2
AW-SVM 1.4375

Table 5: Average dice similarity index (DSI) for the kidneys using the classification algorithm.

Part A: enter as part of a complete treatment day image
Datasets AW-SVM SVM S4VM MKL
Sub1 0.9654± 0.0121 0.9423± 0.0127 0.7176± 0.0211 0.9324± 0.0162
Sub2 1 1 0.8355± 0.0156 1
Sub3 0.9882± 0.0094 0.9749± 0.0114 0.8431± 0.0257 0.9782± 0.0076
Sub4 1 1 0.9100± 0.0336 0.9995± 0.0002
Sub5 1 1 0.8800± 0.0546 1
Sub6 1 1 0.8436± 0.0235 0.9988± 0.0011
Sub7 1 1 0.8852± 0.0303 1
Sub8 1 1 0.7181± 0.0489 1
Datasets RSM TSVM NB RBF
Sub1 0.2157± 0.0021 0.4267± 0.0153 0.7510± 0.0189 0.5976± 0.0213
Sub2 0.3078± 0.0012 0.6127± 0.0483 0.8298± 0.0220 0.6624± 0.0176
Sub3 0.1724± 0.0031 0.6925± 0.0221 0.8528± 0.0176 0.6768± 0.0229
Sub4 0.2226± 0.0012 0.8986± 0.0318 0.9220± 0.0304 0.7633± 0.0318
Sub5 0.1862± 0.0016 0.8318± 0.0430 0.9111± 0.019 0.7796± 0.0174
Sub6 0.2543± 0.0021 0.6811± 0.0194 0.8363± 0.0343 0.6717± 0.0312
Sub7 0.2784± 0.0011 0.5653± 0.0236 0.8968± 0.0308 0.6602± 0.0158
Sub8 0.1748± 0.0016 0.7168± 0.0297 0.7113± 0.0352 0.8681± 0.0153
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4. Conclusion

A mature automatic contour algorithm is the key to the
clinical application of MR-ART. .e experimental results

show that the adaptive weighted AW-SVM algorithm
proposed in this paper shows excellent performance in
abdominal MRI image segmentation, which is comparable
to many excellent classification algorithms. .e features

(a) (b)

(c)

Figure 4: Abdominal MRI cross-sectional image showing the automatic contour for kidneys obtained by the AW-SVM method.
(a) Original image, (b) manual contour, and (c) automatic contour. Red: manual contours used for ground truth; green: automatic contours
of the kidneys.

Table 6: Average prediction time of the AW-SVM and MKL and SVM methods.

Datasets AW-SVM MKL SVM
Sub1 2.53 1.18 0.23
Sub2 3.01 1.81 0.24
Sub3 2.87 1.56 0.22
Sub4 2.81 1.79 0.26
Sub5 2.73 1.27 0.25
Sub6 3.12 1.22 0.27
Sub7 3.02 1.31 0.25
Sub8 3.32 1.20 0.29
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used in this article are only simple voxel and coordinate
features. In the future, deep neural networks can be used to
process data to extract deep features to further improve the
classification performance of the AW-SVM algorithm. In the
future, it will not only be drawn for a single kidney outline
but also is hoped that all organs in the abdomen can be
drawn.
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Financial data as a kind of multimedia data contains rich information, which has been widely used for data analysis task. However,
how to predict the stock price is still a hot research problem for investors and researchers in financial field. Forecasting stock prices
becomes an extremely challenging task due to high noise, nonlinearity, and volatility of the stock price time series data. In order to
provide better prediction results of stock price, a new stock price prediction model named as CNN-BiLSTM-ECA is proposed,
which combines Convolutional Neural Network (CNN), Bidirectional Long Short-term Memory (BiLSTM) network, and At-
tentionMechanism (AM). More specifically, CNN is utilized to extract the deep features of stock data for reducing the influence of
high noise and nonlinearity. /en, BiLSTM network is employed to predict the stock price based on the extracted deep features.
Meanwhile, a novel Efficient Channel Attention (ECA) module is introduced into the network model to further improve the
sensitivity of the network to the important features and key information. Finally, extensive experiments are conducted on the three
stock datasets such as Shanghai Composite Index, China Unicom, and CSI 300. Compared with the existing methods, the
experimental results verify the effectiveness and feasibility of the proposed CNN-BILSTM-ECA network model, which can
provide an important reference for investors to make decisions.

1. Introduction

With the unprecedented development of the network,
multimedia data such as text, image, video, financial data
from mobile phones, social networking sites, news, and fi-
nancial websites are growing at a rapid pace and also af-
fecting our real daily life. In the era of big data, how to make
full use of these data providing the relevant and valuable
information for us becomes a great significance task [1, 2].
For example, investors can employ the financial data to
predict the future price trend of financial assets to reduce the
decision-making risk [3, 4]. However, investors can hardly
acquire the useful information of the budget allocation
timely. In order to make right investment decisions for
investors, some technical or quantitative methods are

necessary and important to use to predict the fluctuation of
asset prices [5].

/ere are many methods that have been proposed to
predict the financial stock data, which achieve excellent
performance [5, 6]. For instance, traditional methods based
on econometric statistical model aim to find the best esti-
mation for time series prediction, such as Auto Regressive
(AR) model, Moving Average (MA) model, Auto Regressive
and Moving Average (ARMA) model, and Autoregressive
Integrated Moving Average (ARIMA) model [7]. Although
the abovementioned approaches can describe and evaluate
the relationship between variables through statistical in-
ference, there are still some limitations. On one hand, since
these methods are based on the assumption of linear rela-
tionship of model structure, they can hardly capture the
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nonlinear variation of the stock price [8, 9]. On the other
hand, these approaches assume that the data have constant
variance, while the financial time series have high-noisy,
time-varying, dynamic properties, and so on [10].

In order to solve the aforementioned shortcomings,
many machine learning technologies have been applied to
simulate the nonlinear relationship in financial time series.
Among them, Artificial Neural Network (ANN) owing to its
excellent ability in nonlinear mapping and generalization
has been widely used for dealing with the financial time
series [11, 12]. Different from the econometric statistical
models, the strict model structure and additional series of
assumptions are not required for ANN model. For example,
Hajizadeh et al. [13] put forward a hybrid model, which
combined ANN with Exponential Generalized Autore-
gressive Conditional Heteroscedasticity (EGACH) model to
predict the volatility of S&P500. /e experimental results
show that the test error of the hybrid model is lower than
that of any single econometric model. Rather et al. [14]
realized stock return prediction via taking ARMA and
Exponential Smoothing (SE) linear models with Recurrent
Neural Network (RNN) [15] into consideration. /e ex-
perimental results indicate that RNN can further improve
the prediction performance.

In recent years, Long Short-Term Memory (LSTM)
network has been proposed which overcomes the vanishing
gradient problem in RNN and uses storage cells and gates to
learn long-term correlation in time series data [16]. LSTM
has been widely used for forecasting time series due to its
advantages [17–19]. Nelson et al. [20] proposed a stock price
prediction method based on LSTM. From the experimental
results [20], we can find that the LSTM model is more
accurate than other machine learning models, such as
Support Vector Machine (SVM) [21], Genetic Algorithm
(GA) [22], and BP Neural Network [23, 24]. Graves and
Schmidhuber [25] proposed a Bidirectional LSTM
(BiLSTM) network. BiLSTM contains a forward LSTM and a
reverse LSTM, in which the forward LSTM takes advantage
of past information and the reverse LSTM takes advantage of
future information./en, many researchers applied BiLSTM
to solve the problem of time series prediction [26–28].
Because BiLSTM network can use the information of both
the past and the future, the final prediction is more accurate
than unidirectional LSTM. In addition, multitask RNNs
methods also have been proposed for forecasting time series
such as EEG-based motion intention recognition and dy-
namic illness severity prediction [29, 30].

Attention Mechanism (AM) is derived from human
vision [31]. By scanning the target area quickly, the human
eyes can pay more attention on the key areas to obtain the
useful information and suppress other useless information.
/us, we can use the limited resources to quickly screen out
the valuable information based on the target from the
massive information [31]. At present, attention mechanism
has been well applied in computer vision question answering
[32, 33], natural language processing [34, 35], and speech
recognition [36, 37]. In addition, some researchers have also
successfully applied the attention mechanism to the related
research of time series [38–41].

Inspired by the successful applications of deep learning
and attention mechanism on stock data analysis [42–44],
this paper proposes a time series prediction model named as
CNN-BiLSTM-ECA, which integers Convolutional Neural
Networks (CNN) [10, 12] and BiLSTM to predict the closing
price of stock data. First, our model adopts CNN to extract
the deep features. Second, the feature vector is constructed in
time series regarded as the input of the BiLSTM network.
/ird, in order to further improve the prediction perfor-
mance of BiLSTM network, a novel attention mechanism
termed as Effective Channel Attention (ECA) [45] module is
introduced. Compared with other attention mechanisms,
ECA is lighter and less complex, which can greatly improve
network performance. Finally, we compare the proposed
CNN-BiLSTM-ECA model with the LSTM, BiLSTM, and
CNN-BiLSTM models on three stocks’ data including
Shanghai Composite Index, China Unicom, and CSI 300 to
verify its effectiveness.

/e outline of this paper is as follows: Section 2 reviews
the related works and backgrounds are introduced in Section
3. Section 4 gives the proposed network model structure in
detail. Section 5 shows extensive experiments to prove the
effectiveness of the proposed approach. Section 6 presents
some conclusions.

2. Related Works

Recently, a large number of stock prediction methods have
been proposed. /is paper mainly reviews two kinds of
methods based on machine learning and deep learning.

2.1. Machine Learning Methods. As machine learning
techniques are becoming more and more popular, Machine
Learning (ML) methods based on financial time series
forecasting have been studied extensively. Specifically,
Nayak et al. [46] proposed a hybrid model based on SVM
and K-Nearest Neighbor (KNN) to predict the Indian Stock
Market Index. Combining weight SVM and KNN, Chen and
Hao [47] proposed a new model for predicting the trend of
the Chinese stock market. In order to find the optimal
solution of neural network, Chiang et al. [48] developed a
novel model to predict stock trend by introducing the
Particle SwarmOptimization (PSO) into the neural network.
Furthermore, Zhang et al. [49] proposed a novel ensemble
method by taking AdaBoost, generic algorithm, and prob-
abilistic SVM into consideration to acquire better prediction
performance. Moreover, several hybrid based approaches
have been proposed for stock trend prediction, which have
achieved excellent performance. For example, Marković
et al. [50] proposed a new hybrid method that integrates the
analytic hierarchy process and weighted kernel least squares
SVM. Lei [51] developed a hybrid method by combining the
rough set and wavelet neural network. Many researchers
have found that fusion model based on different techniques
plays a vital role in prediction. Based on technical analysis
and sentiment embedding, Picasso et al. [52] proposed a
fusion model, which integrates Random Forest (RF), ANN,
and SVM. Similar to [52], Parray et al. [53] applied several
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methods based on machine learning including Logistic
Regression (LR), SVM, and ANN to predict the trend of the
stocks for the next day. Xu et al. [54] proposed a new fusion
method by combining the k-mean clustering and ensemble
method (i.e., SVM and RF). In order to reduce the influence
of parameters, Dash et al. [55] proposed a new stock price
prediction method named fine-tuned SVR, which combines
the grid search technique and SVR. /e grid search tech-
nique is used to select the best kernel function and tune the
optimized parameters through training and validation
datasets.

Apart from the aforementioned approaches based on
machine learning, a variety of Deep Learning (DL) tech-
niques have emerged in recent years for financial time series
forecasting researches. In the next section, we will introduce
some stock price prediction methods based on DL
techniques.

2.2. Deep Learning Methods. DL technique based on ANNs
is a branch of ML, which can extract high-level abstraction
feature for data representation. DL methods can achieve
excellent performance compared to conventional ML
methods; thus, they have been widely applied in many
application fields such as image processing and compute
vision. Recently, DL methods have been proposed for an-
alyzing the financial time series data. Specifically, combining
the stock technical indicators and the historical price of stock
data, Nelson et al. [20] applied LSTM model to predict the
movement of the stock market’s price. In order to forecast
the short-term stock market trend, Liang et al. [56] con-
structed a new prediction model by combing Restricted
Boltzmann Machine (RBM) and several classifiers. Kim and
Won [57] combined LSTM with Generalized Autoregressive
Conditional Heteroscedasticity (GACH) model to identify
the stock price volatility. Moews et al. [58] designed a
forecasting method based on Deep Feed-forward Neural
Network (DFNN) and exponential smoothing. In order to
reduce the training complexity and improve the prediction
accuracy, Li et al. [59] constructed a forecasting model by
integrating Feature Selection (FS) and LSTM method. For
selecting and focusing on key information of stock data,
Zhao et al. [60] introduced AM into RNN and proposed
three predication frameworks named AT-RRR, AT-LSTM,
and AT-GRU, respectively.

CNN utilizes the local perception and weighted sharing
to greatly reduce the number of parameters./erefore, many
methods based on CNN are recently proposed to predict the
stock trend and achieve good performance. For example,
Sezer and Ozbayoglu [61] first transformed stock technical
indicators into 2D images and then designed a novel method
based on CNN for the stock price prediction task. Wen et al.
[62] first exploited sequences reconstruction method to
reduce noise of the financial time series data. And then, they
employed CNN model to extract spatial structure from the
time series data for stock prediction. Different from [62],
Barra et al. [63] first utilized Gramian angular field technique
to obtain 2D images from the time series data. /en, an
ensemble learning framework of CNNs was exploited to

forecast the trend of US market. Long et al. [64] defined
three matrices to describe the trading behavior pattern
named as the transaction number matrix, buying volume
matrix, and selling volume matrix. Next, they exploited
CNN to extract deep features. To capture the characteristics
of time series, Hao and Gao [65] proposed a novel method
by extracting multiscale CNN features of price series. Dif-
ferent from the existing methods, Lu et al. [66] proposed a
new network model to predict stock price by combining
CNN and LSTM.

3. Backgrounds

In this section, some basic knowledge of the proposed
method will be reviewed briefly.

3.1. Long Short-Term Memory Network. RNN model is
widely used to analyze and predict time series data [15].
However, RNN model often suffers from the vanishing
gradient problem in the training processing. /erefore, it is
difficult to remember the previous information, namely,
long dependence problem [16, 67]. To deal with this issue,
Greff et al. [67] have proposed a LSTM network model,
which has the function of memory in a longer time span./e
model utilizes gate control mechanism to adjust information
flow and systematically determines the amount of incoming
information to be retained in each time step. Figure 1 shows
the structure of the basis LSTM unit composed of a storage
unit and three control gates (named as input gate, output
gate, and forgetting gate). xt and ht correspond to the input
and hidden states of time t, respectively. ft, it, and ot are
forgetting gate, input gate, and output gate, respectively. Ct

is the candidate information for the input to be stored, and
the amount of storage is then controlled by the input gate.
/e calculation processes of each gate, input candidate, cell
state, and hidden state are shown in the following formulas:

ft � σ Wf · ht−1, xt  + bf ,

it � σ Wi · ht−1, xt  + bi( ,

ot � σ Wo · ht−1, xt  + bo( ,

Ct � tanh WC · ht−1, xt  + bC( ,

Ct � ft · Ct−1 + it · Ct,

ht � ot · tanh Ct( ,

(1)

where Wf, Wi, Wo, and Wc represent the weight matrix of
forgetting gate, input gate, output gate, and update state,
respectively. bf, bi, bo, and bc represent the bias vectors of
forgetting gate, input gate, output gate, and update state,
respectively. xt represents the time series data of current
time interval t, and ht−1 is the output of memory unit in the
previous time interval t− 1.

3.2. Attention Mechanism. Squeeze-and-Excitation (SENet)
is an efficient attention mechanism, which can improve the
representation ability of the network by modeling the de-
pendency of each channel and can adjust the features
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channel by channel, so that the network can select more
useful features [68]. /e basic structure of SE block is shown
in Figure 2. /e first step is the squeeze operation, which
takes the global spatial features of each channel as the
representation of the channel to get the global feature de-
scription. /e second step is the extraction operation, which
learns the dependence degree of each channel and adjusts it,
and the obtained feature graph is the output of SE block.

4. The Proposed Network Model Structure

In order to extract features efficiently and improve pre-
diction accuracy, we combine CNN, BiLSTM network, and
a lightweight ECA attention module into a unified
framework and propose a new time series prediction
network model named as CNN-BiLSTM-ECA. Our pro-
posed model can automatically learn and extract local
features and long memory features in the time series by
making full use of data information to minimize the
complexity of the model. /e network model structure is
shown in Figure 3.

In this model, firstly, the CNN model is utilized to
extract deep feature vectors from the input origin time series
data. /en, the BiLSTM model is employed to learn the
temporal features from the new time series data constructed
by the deep feature vectors. Moreover, the attention
mechanism named as ECA is further introduced to extract
more important features. Finally, the Dense model con-
sisting of several fully connected layers is employed to
perform the prediction task.

4.1. Convolutional Neural Network. In this paper, Convo-
lution Neural Network (CNN) is utilized to extract data
features efficiently. Compared with the traditional neural
network structure, CNN is a local connection between
neurons, which reduces the number of the parameters be-
tween the connection layers. In other words, it contains a
part of the connections between n− 1 layer and n layer in
CNN. Figure 4 shows the difference between full connection
and local connection, where Figure 4(a) is a schematic

diagram of a full connection and Figure 4(b) is a local
connection diagram.

4.2. Bidirectional LSTM. In order to build a more accurate
prediction model, the bidirectional LSTM (BiLSTM) net-
work is employed, which acts as forward and backward
LSTM networks for each training sequence. /e two LSTM
networks are connected to the same output layer to provide
complete context information to each sequence point.
Figure 5 shows the structure of BiLSTM.

4.3. Attention Module ECA. Channel Attention (CA)
mechanism has great potential in improving the perfor-
mance of Deep Convolutional Neural Networks (DCNNs).
However, most of the existing methods are committed to
designing more complex attention modules to achieve better
performance, which inevitably increases the complexity and
computational burden of the model. In order to avoid
overfitting of the model and reduce the computation, a
lightweight and low complexity module called as Effective
Channel Attention (ECA) [32] is introduced. ECA can not
only generate the weights for each channel, but also learn the
correlation among the different channels. For the time series
data, the larger weights will be assigned for the key features
and smaller weights for the irrelevant features. /erefore,
ECA focuses on the useful information, which improves the
sensitivity of the network to the main features. Figure 6
shows the structure of ECA.

As shown in Figure 6, ECA is first to carry out channel
Global Average Pooling (GAP). /en, ECA employs each
channel and its k adjacent channels to capture the local cross
channel interactions. ECA generates channel weights by
performing fast 1D convolution as follows:

ω � σ C1Dk(y)( , (2)

where C1D is denoted as 1D convolution and k is the kernel
size of 1D convolution.

In order to avoid manually adjusting k, ECA uses
channel dimension adaptively mapping way to

× +

Forgetting
gate

Ct–1

ht–1

Ct

ht

ft

it
C~t

Ot

Input
gate tanh Output

gate

× ×

tanh

ht

xt

Figure 1: /e structure diagram of LSTM unit.
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determine the value of k. Since the kernel size k of 1D
convolution is directly proportional to the channel di-
mension C, the corresponding relationship is defined as
follows:

C � ϕ(k) � 2(c∗k−b)
. (3)

/erefore, given the channel dimensionC, the kernel size
k can be adaptively determined by

n – 1 n

(a)

n – 1 n

(b)

Figure 4: /e diagram of full connection and local connection.

Time

CNN model

BiLSTM model

Attention model

Dense model

Output layer

Input layer

BiLSTM BiLSTM BiLSTM

Attention
model

Y1

CNN CNN CNN

Attention
model

Attention
model

Y2 Yn

Figure 3: Network model structure diagram.
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Figure 2: SE block structure diagram.
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k � ψ(C) �
log2(C)

c
+

b

c



odd
, (4)

where | |odd is the nearest odd number. /e parameters
of c and b are set to 2 and 1, respectively, in this paper.
Obviously, the high-dimensional channel has a longer
range of interaction through nonlinear mapping, while
the low dimensional channel has a shorter range of
interaction.

4.4. Dense Model. /e purpose of Dense model is first to
exploit full connection layer to extract the correlation
among these features changed by nonlinear mapping and
then maps them to the output space. In the proposed
network structure model, three layers of full connection
layer are added to solve the nonlinear problem well, which
can achieve accurate prediction. Figure 7 shows the
structure of Dense model.

5. Experiments

5.1. Experimental Process. /e experiment consists of six
parts: data colleting, data preprocessing, model training,
model saving, model testing, and prediction results. /e

schematic diagram of the experiment process is shown in
Figure 8.

5.2. Data Description and Preprocessing. /e experimental
data are collected from NetEase Finance (data collected from
the website http://quotes.money.163.com/0000001.html#1b01),
which includes Shanghai Composite Index (SSE Index for
short, stock symbol: 000001), China Unicom (stock symbol:
600050), and CSI 300 (stock symbol: 399300). SSE stock data
was collected from December 20, 1990, to November 23, 2020
(7304 groups); China Unicom stock data was collected from
October 9, 2002, to March 17, 2021 (4340 groups); CSI 300
stock data was collected from January 7, 2002, to March 17,
2021 (4567 groups). Each stock data includes the closing price,
the highest price, the lowest price, the opening price, previous
day’s closing price, change, ups and downs, and other time
series data. Table 1 is an overview of the three stock’s data, and
Tables 2–4, respectively, show partial data of the three stocks.

From these tables, the original dataset obtained from the
network cannot be directly used for model training and
testing, so the data preprocessing is required. In view of the
missing or disordered attribute values in the original dataset,
we first use interpolation and sorting by date and other
operations to complete time series data in our experiment.
/en, data normalization is employed to deal with the

GAP

k = 5

×σ

1 × 1 × C 1 × 1 × C

Figure 6: /e structure diagram of ECA.
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Figure 7: /e structure diagram of Dense model.
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Figure 8: /e flow chart of the experiment.

Table 1: /e detailed information of three stocks’ data.

Stock code Stock name Start and end time Total amount of data/group
000001 SSE 1990.12.20–2020.11.23 7304
600050 China Unicom 2002.10.09–2021.03.17 4340
399300 CSI 300 2002.01.07–2021.03.17 4657

Table 2: Some data come from SSE stock.

Data Closing price Highest price Lowest price Opening price Previous day’s closing price Change Ups and downs
1990/12/20 104.39 104.39 99.98 104.3 99.98 4.41 4.4109
1990/12/21 109.13 109.13 103.73 109.07 104.39 4.74 4.5407
1990/12/24 114.55 114.55 109.13 113.57 109.13 5.42 4.9666
1990/12/25 120.25 120.25 114.55 120.09 114.55 5.7 4.976
1990/12/26 125.27 125.27 120.25 125.27 120.25 5.02 4.1746
1990/12/27 125.28 125.28 125.27 125.27 125.27 0.01 0.008
1990/12/28 126.45 126.45 125.28 126.39 125.28 1.17 0.9339
1990/12/31 127.61 127.61 126.48 126.56 126.45 1.16 0.9174

Table 3: Some data come from China Unicom stock.

Data Closing price Highest price Lowest price Opening price Previous day’s closing price Change Ups and downs
2002/10/09 2.87 3.15 2.86 3.05 2.3 0.57 24.7826
2002/10/10 2.83 2.89 2.79 2.83 2.87 −0.04 −1.3937
2002/10/11 2.94 2.96 2.83 2.85 2.83 0.11 3.8869
2002/10/14 3.01 3.02 2.94 2.96 2.94 0.07 2.381
2002/10/15 2.98 3.01 2.96 3.01 3.01 −0.03 −0.9967
2002/10/16 2.99 3.05 2.98 2.99 2.98 0.01 0.3356
2002/10/17 2.98 3.01 2.97 2.99 2.99 −0.01 −0.3344
2002/10/18 3.01 3.03 2.97 2.98 2.98 0.03 1.0067
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problem of inconsistency in the magnitude of the data.
Finally, an effective dataset can be constructed for the ex-
periment. Data normalization is to scale the data according
to a certain scale and transform it into a specific interval. In
this experiment, the value of data is converted to [0, 1],
which improves the convergence speed and accuracy of the
model. /e transformation function is defined as follows:

x
∗

�
x − min

max − min
, (5)

where max and min are denoted as the maximum value and
minimum value of the sample data, respectively.

5.3. Experiment Setting and Implementation. Many hyper-
parameters are required to be predefined, e.g., the neurons
numbers of different layers, the learning rate, and the number
of iterations. In our experiment, the neurons numbers of three
fully connected layers in Densemodel are set as 128, 32, and 1,
respectively. /e hidden neuron number of each layer in
BiLSTM is all set to 64. /e learning rate is 0.001, and the
number of iterations is 200. Relu function is used as the
activation function. Description of the parameter setting of
the proposed method is shown in Table 5.

In this experiment, Keras is used as the framework of
neural network and Python programming language is
employed to implement network structure. According to the
parameter setting of the proposed network, the specific
CNN-BiLSTM-ECA model structure is shown in Figure 9.

5.4. Evaluation Criterion. In order to analyze the perfor-
mance of the proposed prediction model intuitively and
quantitatively, three evaluation criteria including Mean
Square Error (MSE), Root Mean Square Error (RMSE), and
Mean Absolute Error (MAE) are utilized to evaluate the
prediction results comprehensively.

/e Mean Square Error (MSE) represents the mean of
the sum squares of the errors between the predicted data and
the original data, which is defined as follows:

MSE �
1
n



n

t�1
Xt − Xt
′( 
2
, (6)

where Xt and Xt
′ represent the predicted value and the true

value, respectively.
/e Root Mean Square Error (RMSE) defines the ex-

pected value of the square of the error caused by the predicted
value and the true value, and its range is [0, +∞). When the
predicted value is completely consistent with the true value,
the value of RMSE is equal to 0, which is a perfect model. On
the contrary, when the prediction error is larger, the value of
the RMSE will be larger./e calculation formula is as follows:

RMSE �

�������������

1
n



n

t�1
Xt − Xt
′( 
2




. (7)

Table 4: Some data come from CSI 300 stock.

Data Closing price Highest price Lowest price Opening price Previous day’s closing price Change Ups and downs
2002/1/7 1302.08 1302.08 1302.08 1302.08 1316.46 −14.38 −1.0923
2002/1/8 1292.71 1292.71 1292.71 1292.71 1302.08 −9.37 −0.7196
2002/1/9 1272.65 1272.65 1272.65 1272.65 1292.71 −20.06 −1.5518
2002/1/10 1281.26 1281.26 1281.26 1281.26 1272.65 8.61 0.6765
2002/1/11 1249.81 1249.81 1249.81 1249.81 1281.26 −31.45 −2.4546
2002/1/14 1205.15 1205.15 1205.15 1205.15 1249.81 −44.66 −3.5733
2002/1/15 1186.43 1186.43 1186.43 1186.43 1205.15 −18.72 −1.5533
2002/1/16 1201.88 1201.88 1201.88 1201.88 1186.43 15.45 1.3022

Table 5: Parameters setting of the proposed method.

Description of the parameters Value

CNN

/e filter number of convolution layer in CNN 1
/e kernel_size of the convolution layer in CNN 1

/e activation function in CNN Relu
/e way of convolution layer padding in CNN Same

BiLSTM /e number of hidden units of BiLSTM 64
/e activation function of BiLSTM Relu

Dense

/e layers number of the Dense model 3
/e hidden neurons number of the first Dense

layer 128

/e hidden neurons number of the second
Dense layer 32

/e hidden neurons number of the third Dense
layer 1

/e activation function of Dense model Relu

Other

Time step 10
Batch size 256
Epochs 200

Optimizer Adam
Loss function MSE
Learning rate 0.001
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Figure 9: /e model structure of the proposed CNN-BiLSTM-ECA using Keras to implement.
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/e mean absolute error (MAE) represents the average
of the absolute value of the deviation of all single obser-
vations, which can avoid the problem of mutual cancellation
of errors and accurately reflect the size of the actual forecast
error as below:

MAE �
1
n



n

t�1
Xt − Xt
′


. (8)

5.5. Experiment Results and Analysis

5.5.1. Parameter Analysis. Time step is a key parameter of
the time series neural network, which affects the prediction
performance of the network. /erefore, we analyze the time
step parameters on the three datasets including the Shanghai
Composite Index, China Mobile, and CSI 300. Firstly, the
top 85% of the dataset is used for the training set, and the
remaining 15% is used for the test set. Secondly, we conduct
comparative experiments under the conditions that when
the time steps are set as 5, 10, 15, and 20. /e experimental
results under different parameters are shown in
Figures 10–12. /e prediction error values of each time step
are shown in Table 6.

From these figures, when the time step is set to 5, the
prediction results have a large deviation. It means that the
small-time step setting will ignore the influence of global
factors. When the time step is set to 20, the time setting span
is too large. /erefore, the data have certain fluctuations
resulting in inaccurate prediction results. When the time
step is set to 10, the error of the model is the smallest and the
accuracy is the highest. /erefore, the time step is set to 10;
in other words, the stock data of the previous 10 days is used
as the input layer of the neural unit, and the closing price of
the 11th day is used as the label to train the model.

Table 6 visually analyzes and describes the forecast error
value of each time step. It is found that the error trend
between each time step is consistent with the error trend
between the predicted price curve and the actual price curve
in Figures 10–12./erefore, according to these results, when
the time step is set to 10, the prediction model can achieve
the best performance.

5.5.2. Experimental Results and Analysis. In order to verify
the effectiveness of the proposed model, different
models including CNN [10], LSTM [15], BiLSTM [25, 26],

CNN-LSTM [20], BiLSTM-ECA, CNN-LSTM-ECA, and
CNN-BiLSTM [27] are compared on the three stock datasets
collected from the Shanghai Composite Index, China
Unicom, and CSI 300. /e prediction results are shown in
Figures 13–15. As shown in these figures, the blue curve is
the predicted value of the closing price of the stock, and the
red curve is the true value of the closing price of the stock.
Meanwhile, the x-axis is the time, and the y-axis is the
normalization value of the stock price.

As shown in Figures 13–15, firstly, we can find that the
prediction results of BiLSTM and LSTMmethods are better
than CNN model. It indicates that LSTM and BiLSTM take
the trend of the stock price as time series in consideration,
which is useful to improve the accuracy of the forecast.
Moreover, the performance of BiLSTM is better than LSTM
due to the fact that BiLSTM model can exploit the sub-
sequent information of price stock time series. Secondly,
introducing the CNN model to reduce the noise and
capture nonlinear structure of the stock data well, CNN-
LSTM and CNN-BiLSTM methods can outperform CNN,
LSTM, and BiLSTM. Finally, by integrating the ECA model
into LSTM and BiLSTM to select the important features and
key information, BiLSTM-ECA, CNN-LSTM-ECA, and
CNN-BiLSTM-ECAmethods can achieve better performance
than othermethods. To sum up, the proposed CNN-BiLSTM-
ECA model obtains the best prediction results.

/e prediction errors of different methods on the three
stock datasets are listed in Table 7. As shown in this table,
firstly, the CNN model has the low prediction performance
among all the compared approaches. Since BiLSTM uses
bidirectional information, BiLSTM model can further im-
prove more prediction ability than LSTM. /en, owing to
the deep feature extraction of CNN, CNN-LSTM and CNN-
BiLSTMmodel have higher predictive power. At last, among
all the compared methods, the CNN-BiLSTM-ECA model
can achieve the best performance, which verifies the effec-
tiveness of the CNN-BiLSTM-ECA network model.

In order to show the model performance more clearly,
some prediction results of the LSTM model and the CNN-
BiLSTM-ECA model on the part days of the three datasets
are selected, as shown in Figures 16–18. From these figures,
we can learn that the prediction results of the CNN-
BiLSTM-ECA model are closer to the true value of the stock
price, and the error is smaller. In summary, the experiment
results verify the feasibility and effectiveness of the proposed
network model.
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Figure 11: Continued.
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Figure 10: Comparison of the experimental results of different time steps of the Shanghai Composite Index. (a) Time step� 5. (b) Time
step� 10. (c) Time step� 15. (d) Time step� 20.
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Figure 11: Comparison experiment results of different time steps of China Unicom. (a) Time step� 5. (b) Time step� 10. (c) Time step� 15.
(d) Time step� 20.
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Figure 12: Comparison of experimental results of different time steps of CSI 300. (a) Time step� 5. (b) Time step� 10. (c) Time step� 15.
(d) Time step� 20.
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Table 6: Forecast errors at different time steps.

Time step
Shanghai Composite Index China Unicom CSI 300

MSE RMSE MAE MSE RMSE MAE MSE RMSE MAE
5 6431.222 80.195 70.004 0.044 0.209 0.144 3949.252 62.843 43.987
10 1956.036 44.227 28.349 0.028 0.167 0.103 3434.408 58.604 39.111
15 10162.775 100.811 91.489 0.038 0.196 0.177 5013.827 70.808 51.035
20 4711.037 68.637 58.377 0.035 0.186 0.123 6409.845 80.062 57.951
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Figure 13: Continued.
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Figure 13: /e prediction results of different models on the Shanghai Composite Index. (a) CNN. (b) LSTM. (c) BiLSTM. (d) CNN-LSTM.
(e) CNN-BiLSTM. (f) BiLSTM-ECA. (g) CNN-LSTM-ECA. (h) CNN-BiLSTM-ECA.
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Figure 14: Continued.
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Figure 14: /e prediction results of different models for China Unicom. (a) CNN. (b) LSTM. (c) BiLSTM. (d) CNN-LSTM. (e) CNN-
BiLSTM. (f) BiLSTM-ECA. (g) CNN-LSTM-ECA. (h) CNN-BiLSTM-ECA.
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Figure 15: Continued.

Scientific Programming 15



2000

2500

3000

3500

4000

4500

5000

5500

6000

Cl
os

e v
al

ue
 (p

oi
nt

)

0 500 1000 1500 2000
Time value (day)

True value
Prediction value

(c)

2000

2500

3000

3500

4000

4500

5000

5500

6000

Cl
os

e v
al

ue
 (p

oi
nt

)

0 500 1000 1500 2000
Time value (day)

True value
Prediction value

(d)

2000

2500

3000

3500

4000

4500

5000

5500

6000

Cl
os

e v
al

ue
 (p

oi
nt

)

0 500 1000 1500 2000
Time value (day)

True value
Prediction value

(e)

2000

2500

3000

3500

4000

4500

5000

5500

6000

Cl
os

e v
al

ue
 (p

oi
nt

)

0 500 1000 1500 2000
Time value (day)

True value
Prediction value

(f )

2000

2500

3000

3500

4000

4500

5000

5500

6000

Cl
os

e v
al

ue
 (p

oi
nt

)

0 500 1000 1500 2000
Time value (day)

True value
Prediction value

(g)

2000

2500

3000

3500

4000

4500

5000

5500

6000

Cl
os

e v
al

ue
 (p

oi
nt

)

0 500 1000 1500 2000
Time value (day)

True value
Prediction value

(h)

Figure 15: /e prediction results of different models for CSI 300. (a) CNN. (b) LSTM. (c) BiLSTM. (d) CNN-LSTM. (e) CNN-BiLSTM.
(f) BiLSTM-ECA. (g) CNN-LSTM-ECA. (h) CNN-BiLSTM-ECA.

Table 7: Forecast errors of different network models.

Model
Shanghai Composite Index China Unicom CSI 300

MSE RMSE MAE MSE RMSE MAE MSE RMSE MAE
CNN 8447.149 91.908 79.914 0.037 0.193 0.134 6218.092 78.855 63.981
LSTM 4222.102 64.978 50.585 0.036 0.189 0.128 5809.153 76.218 58.679
BiLSTM 2603.726 51.027 35.419 0.035 0.187 0.132 5091.610 71.356 52.119
CNN-LSTM 2902.648 53.876 39.502 0.030 0.174 0.110 4905.472 70.039 52.457
CNN-BiLSTM 2321.235 48.179 32.289 0.029 0.170 0.110 4643.541 68.144 51.143
BiLSTM-ECA 2184.278 46.736 32.737 0.039 0.198 0.142 4161.203 64.507 46.453
CNN-LSTM-ECA 2200.705 46.911 32.353 0.032 0.180 0.127 4568.808 67.593 51.061
CNN-BiLSTM-ECA 1956.036 44.227 28.349 0.028 0.167 0.103 3434.408 58.604 39.111
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Figure 16: Local prediction results of LSTM and CNN-BiLSTM-ECA models on the Shanghai composite index. (a) LSTM. (b) CNN-
BiLSTM-ECA.
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Figure 17: Local prediction results of LSTM and CNN-BiLSTM-ECA models on the China Unicom. (a) LSTM. (b) CNN-BiLSTM-ECA.
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Figure 18: Local prediction results of LSTM and CNN-BiLSTM-ECA models on the CSI 300. (a) LSTM. (b) CNN-BiLSTM-ECA.
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6. Conclusions

For the stock market, learning the future price is very im-
portant for making investment decisions. /is paper first
proposes a new stock price time series forecasting network
model (CNN-BiLSTM-ECA), which takes the stock closing
price, the highest price, the lowest price, the opening price,
the previous day’s closing price, the change, the rise and fall,
and other time series data as the input to predict the next
day’s stock closing price. /e proposed network model
combines CNN and BiLSTM network models. Firstly, CNN
is used to extract the deep features of the input data ef-
fectively. Secondly, feature vectors are constructed in time
series as inputs to the BILSTM network for learning and
prediction. At the same time, ECA attention model is in-
troduced into the model to enhance the importance of
learning features. /us, the useless features are reduced and
the accuracy of the model is further improved./e proposed
model is compared with CNN, LSTM, BiLSTM, CNN-
LSTM, CNN-BiLSTM, BiLSTM-ECA, and CNN-LSTM-
ECA network models on three datasets. /e experimental
results show that the proposed model has the highest pre-
diction accuracy and the best performance./eMSE, RMSE,
and MAE of CNN-BiLSTM-ECA are the smallest among all
methods, with the values of 1956.036, 44.227, and 28.349,
respectively, for the Shanghai Composite Index. Compared
with single LSTMmodel, the reduction was 53.67%, 31.94%,
and 43.96%, respectively. It can be seen that it is difficult to
achieve high prediction accuracy by using only a single
network, but the complexity of the network can improve its
prediction accuracy. /e CNN-BiLSTM-ECA model pro-
posed in this paper can effectively predict stock prices and
provide relevant references for investors to maximize in-
vestment returns.

/e existing problem is that the input characteristic
parameters of the model selection are relatively single.
/erefore, it can be considered to increase the training
features of the model, such as the emotional or sentiment
features of news events or social media [69], so as to improve
the prediction performance of the model from the per-
spective of feature selection. And then, we further apply our
model on more application fields, such as gold price pre-
diction, oil price prediction, foreign exchange price pre-
diction, novelty detection [70], and optic disc detection [71].
In addition, a graph-based embedding technology will be
introduced to solve the problem of time series prediction
[72].
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)e Legend of the Condor Heroes (LCH) is one of the fifteen well-knownWuxia novels penned by Jin Yong. It portrays a number
of characters in the background of the Southern Song Dynasty. In this research, we attempt to analyze the relationship of
characters in LCH based on social network, including network feature analysis, cluster analysis, and data visualization. Moreover,
the approach can be extended to other literary works because our research provides a general framework for analyzing character
relationships. We first perform lexical analysis on the corpus to extract character names and then utilize co-word analysis to build
a social network of character relationships. We reckon characters as nodes and count the cooccurrences of characters as weights of
links. By applying the social network analysis of created network, we can obtain network features of LCH. Furthermore, a
hierarchical clustering algorithm is implemented to study the structure of LCH network. Both the dendrogram and Venn diagram
are used for data visualization. An improved approach of visualizing the clustering results is advanced in order to display the
group and hierarchical structure better. )e final experimental results demonstrate that the proposed method shows a good effect.

1. Introduction

)e Legend of the Condor Heroes, written by JIN Yong, is
one of the most reputable novels painting the fantasy world
of Wuxia. Based on real historical events, this novel tells the
story of the Southern Song Dynasty. It describes the legend
of Guo Jing, who is destined to shoulder the responsibility of
the country and grow into a hero with the help of Huang
Rong. )e novel portrays about a hundred dramatic
characters.

Relationships of characters can be explored from the
perspective of social network. )is paper tries to build a
character relationship network based on the co-word
analysis. It is well known that the cooccurrence of two
characters’ names in a paragraph or a sentence indicates a
connection between them in some ways. Hence, the co-
word analysis technology can be applied to the con-
struction of character relationship network. At the be-
ginning, textual analysis of LCH corpus is carried out by
natural language processing such as segmentation, part-

of-speech tagging, etc. Utilizing the character names and
their cooccurrences, we are able to build a weighted
undirected network. Many network features are calcu-
lated to describe the characteristics of LCH network
structure. Furthermore, the agglomerative hierarchical
clustering method is implemented to analyze the rela-
tionships of characters. Some interesting conclusions of
the novel can be drawn. Finally, an improved approach by
employing the Venn diagram is proposed to visualize
clustering results. By conducting cluster analysis and data
visualization, not only does this work facilitate the ex-
hibition of character relationships in LCH, but also it
provides a framework for analyzing characters in the
literary work.

)e content of this paper can be presented in the fol-
lowing sections. Related studies are reviewed in Section 2.
Social network construction is elaborated in Section 3.
Section 4 states experimental results, discussions of cluster
analysis, and data visualization. Section 5 gives the con-
clusion and future work.
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2. Related Work

Quantitative research is an effective strategy to analyze lit-
erature, among which co-word analysis attracts the attention
of many scholars. Co-word analysis is an important tech-
nology to build a social network. )e co-word analysis
approach was developed by French bibliographers [1] and
soon introduced to other fields [2–4]. Some researchers [5]
utilized the co-word analysis to study the theme of publi-
cation in the field of scientometrics. )eir research results
suggest that topics of publications often follow hot spots.
Zhu and his team [1] concentrated on the scientific literature
concerning social computing and found some hot research
topics by using the co-word analysis. Gan et al. [6] leveraged
co-word analysis tools to analyze the medical subject
headings (MeSH) terms of epilepsy genetics. Nguyen [7]
paid attention to the interdisciplinary literature on non-
biomedical topics from 1987 to 2017. A large-scale co-word
analysis was exploited for mapping knowledge. Another
research [8] focused on the evolution of medical tourism. It
analyzed the data from theWeb of Science and Scopus based
on co-word analysis and gave a visualization of all subfields.
According to recent research [9], open data were employed
to investigate knowledge areas, themes, and future research
based on co-word analysis. Khaldi and Prado-Gascó [10]
discussed international cooperation issues on migration by
using co-word analysis of articles in Web of Science. )ey
gave some frequent keywords and disclosed that most active
authors in this field came from a few countries, such as the
United States, the United Kingdom, Germany, etc.

Several authors explored the relationships of characters
of literature by utilizing social network analysis, cluster
analysis, and data visualization. Zhao et al. [11] extracted
character relationships from Chinese literary based on social
network. )ey discovered that the character network in
Chinese literature had apparent small-world property and
limited power-law distribution. Wang et al. [12] proposed a
research method to analyze the historical characters in the
Romance of the )ree Kingdoms (RTK). )ey created a
network according to the cooccurrence of character names
and found some interesting phenomena in the RTK. Fan [13]
established a character relationship network of the Dream of
the Red Chamber. )ey calculated the network features and
performed a cluster analysis. Some interesting conclusions
can be drawn through the visualization of experimental
results. Hu [14] made an effort to construct the character
network in Records of the )ree Kingdoms. Natural lan-
guage processing (NLP) tools were taken into account to
handle the text at first. )en segmentation and part-of-
speech tagging were carried out. A custom dictionary was
adopted to process the ancient Chinese text. Anaphora
resolution was also used to determine which character a
pronoun is referring to. Besides, the author applied a
k-kernel decomposition approach to analyze the significant
characters in the work. Xu [15] studied the classical literature
Zuozhuan in the Pre-Qin period from the perspective of
language network and social network. Both ancient and
modern Chinese versions were selected as research objects.
Language network considered the literature as language data

and preprocessed it by NLP technologies, whereas social
network reckoned the work as historical documents and
focused on the character relationships.

3. Creation of Social Network

3.1. Preprocessing of LCHCorpus. We downloaded a full text
of the Legend of the Condor Heroes (LCH) in Chinese
dataset (https://www.uidzhx.com/Shtml604.html). Data
cleansing was done automatically and some punctuation
errors were corrected manually. Also, mistakes of character
names were revised according to the name list of LCH ac-
quired from the Internet. After original dataset preprocessing,
the created corpus can be used for lexical analysis.

)e Chinese lexical analyzer ICTCLAS (http://ictclas.
nlpir.org/) was employed to process the LCH corpus.
Chinese segmentation was performed on each sentence and
parts-of-speech were tagged for segmented words.
Exploiting the results of segmentation and part-of-speech
tagging, we succeeded in extracting the character names
which were used for creating LCH network.

3.2. Construction of LCH Network. When generating nodes
of the network, the full name, given name, and nickname of a
character are regarded as one node. For instance, “Hong
Qigong,” “Qigong,” and “Bei Gai” represent the same
character. )e cooccurrence of two names in a specified area
(a paragraph or a sentence) denotes a link between two
characters. )e corresponding frequency indicates the
weight of a link. In this paper, the contextual area is set as the
paragraph.

We built a weighted undirected network to describe the
relationships of characters in LCH based on co-word
analysis. )e established network incorporates 90 nodes and
1,013 links. A visualized LCH network is depicted in Figure 1
where degrees of nodes are ranked in the top 50.)e size of a
node represents the degree of the node.

3.3. Network Features

3.3.1. Degree Distribution. )e degree of a node is defined as
the count of its neighbors. )e degree of a character means
how many other characters are linked to him or her, thus
implying the significance of a character. In the novel, a
character may be directly connected to other characters or
talked about in others’ conversations.

As can be seen from Figure 1, Guo Jing has the biggest
value of the degree. )e top ten people in degree ranking are
as follows: Guo Jing, Huang Rong, Yang Kang, Qiu Chuji, Ke
Zhene, Wanyan Honglie, Zhu Cong, Huang Yaoshi, Ouyang
Feng, and Tuolei. We calculated the average degree of LCH
network and obtained a value of 22.51. )is number shows
that a character in LCH is linked to an average of other 22.5
characters. )at is to say, characters in LCH network are
highly connected to each other.

Degree distribution p (k) offers the probability that
a node is related to k other nodes [16]. )e degree dis-
tribution of LCH network is presented in Figure 2. A
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power-law distribution cannot be found in LCH dataset
because the novel of JIN Yong often portrays important
characters in the Wuxia world, which is different from the
results of RTK [17].

3.3.2. Average Shortest Path Length. )e shortest path
length [17] measures the number of links that pass
through two nodes with the shortest path. )erefore, the
average shortest path length can be computed as an av-
erage of every shortest path length. )is indicator eval-
uates the reachability of two nodes in the network. LCH
network has an average shortest path length of 1.7958. In
other words, a character is able to reach any other
character with less than two steps. Additionally, the di-
ameter of LCH network is 4. )e diameter is defined as the
largest number in all shortest path lengths. One of the
longest paths is listed as follows: Qu Shagu, Yang Kang,
Qiu Chuji, Tie Muzhen, Hu Duhu.

Figure 3 illuminates the distribution of the shortest path
length for LCH network. According to the figure, about
67.89% of the shortest path is composed of length 2 and over
93.18% ranges from length 1 to length 2.

3.3.3. Clustering Coefficient. )e clustering coefficient [18] is
defined as the average probability that neighbors of one node
are connected. According to Figure 4, the clustering coef-
ficient of node A in Figure 4(b) is larger than the one in
Figure 4(a) because its adjacent nodes are connected to each
other.

Suppose dA represents the degree of nodeA.)e number
of potential links among its neighbors can be calculated by
(1/2)dA(dA − 1). If SA is the number of existing links among
its neighbors, clustering coefficient CA of node A can be
written by the following formula:

CA �
2SA

dA dA − 1( 
. (1)

As a consequence, the clustering coefficient of a
network is the average of all CA, where N is the number of
all nodes.

C �
1
N


A

CA. (2)

In this paper, Erdős-Rényi model [19, 20] is utilized to
create a random network by adopting the same number of
nodes and links as LCH network. According to the exper-
imental result illustrated in Table 1, LCH network has a
relatively high clustering coefficient compared with a ran-
dom network, thereby showing a tendency that characters
incline to cluster together.

3.3.4. Density. )e network’s density is the number of
existing links divided by the number of possible links [21]. If
N and E denote the number of nodes and links in a network,
the density of the network can be given by formula (3).)ere
may be up to 4,005 potential links for 90 nodes, among
which 1,013 links actually exist. Consequently, the density of
the LCH network is 0.2529:

density �
2E

N(N − 1)
. (3)

3.3.5. Centrality. )ree centrality indicators are applica-
tive for measuring the significance of a node, including
degree, betweenness, and closeness centrality. )ey are
often used to discover the most influential people in a
network.

Degree centrality is the node degree divided by the
highest degree in a network. For instance, if the node with
the highest degree owns 100 connected neighbors in a
network, a node with 20 links would have a degree centrality
of 0.2. A node having a high degree is reckoned as a local hub
in the network. )e top ten characters in degree centrality
ranking are listed in the second column of Table 2. )e
centrality value is included in parentheses. Guo Jing has the
largest degree centrality 0.9213, which is consistent with the
result in Figure 1.

For every pair of nodes in a network, there is at least one
shortest path between them.)e betweenness centrality for a
node is the ratio of these shortest paths that pass through the
node. A high-betweenness node is able to control the in-
teractions of other nonadjacent nodes [22]. )e top ten
characters with the highest betweenness centralities are
presented in the third column of Table 2. Tie Muzhen, aka
Genghis Khan, has a high-betweenness centrality even
though his degree centrality is not in the top ten. According
to Figure 5, a heavy-tailed distribution can be seen in the
distribution of betweenness for characters in LCH. )e sum
of the top 10 covers 70.17% of all betweenness centralities.
)e sum of the first 20 betweenness accounts for 85.52% of
the total values.

Figure 1: Data visualization of LCH network (top 50 in node
degree).

Scientific Programming 3



0
5

10
15
20
25
30
35
40
45
50

D
eg

re
e d

ist
rib

ut
io

n

20 40 60 80 1000
Node degree

(a)

0

0.5

1

1.5

2

2.5

3

3.5

P 
(k

): 
fra

ct
io

n 
of

 n
od

es

0.5 1 1.5 2 2.50
k: degree

(b)

Figure 2: Degree distribution of LCH network and its log-log plot.
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Figure 4: A comparison of clustering coefficient for node A.

Table 1: Network features of LCH network and random network.

Number of nodes Number of links Clustering coefficient
LCH network 90 1013 0.7262
Random network 90 1013 0.2524
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Closeness centrality [7] is specified by the reciprocal of the
sum of the length of the shortest paths between the node and
all other nodes in the network. It has the capability to estimate
the degree of closeness for a node to reach other nodes in the
network. )e values of the top 10 closeness centralities in
LCH network are specified in the fourth column of Table 2.
Characters with high closeness centralities may rapidly
communicate with others in the network.

According to Table 2, seven characters appear in the three
columns of centrality ranking.)ey are Guo Jing, Huang Rong,
Yang Kang, Qiu Chuji, Ke Zhene,WanyanHonglie, and Tuolei,
who are considered as the important characters in the novel.

4. Cluster Analysis and Visualization

4.1. Hierarchical Clustering

4.1.1. Cooccurrence Matrix and Similarity Matrix. Two
matrices are raised to provide data for clustering. Given the
frequency that two nodes appear in the same context, the
cooccurrence matrix can be constructed based on co-word
analysis. An example of cooccurrence matrix for six major
characters in the LCH is illustrated in Table 3. )e number
on the diagonal indicates the count of character names
appearing in the novel.

Since the weight of a link is affected by its adjacent nodes’
degrees, we build the similarity matrix by calculating Ochiai
coefficient [22]. Formula (4) gives the similarity of sets X and
Y:

sim(X, Y) �
n(X∩Y)

�����������
n(X) × n(Y)

 . (4)

Here, n(X) represents the frequency of X. n(X∩Y) is
the cooccurrence number of X and Y. By applying the Ochiai
coefficient, the cooccurrence matrix can be transformed into
a correlation matrix, which is a similarity matrix. )e result
of the similarity matrix for the six main characters is pre-
sented in Table 4.

4.1.2. Clustering Algorithm. Hierarchical clustering is uti-
lized to create a tree-like structure. It embraces two strat-
egies: divisive [23] and agglomerative [24] clustering. We
devised an agglomerative algorithm to cluster LCH char-
acters into groups. Similarity matrix based on Ochiai co-
efficient is taken as input dataset of clustering.
Agglomerative method is selected to implement the clus-
tering algorithm. To start with, we regard each character as
one group representing the cluster. At each time, two
clusters that have the largest similarity are merged into a

Table 2: Top 10 characters in centrality ranking.

Ranking Degree centrality Betweenness centrality Closeness centrality
1 Guo Jing (0.9213) Guo Jing (0.2323) Guo Jing (0.9271)
2 Huang Rong (0.7528) Huang Rong (0.0863) Huang Rong (0.7946)
3 Yang Kang (0.6180) Wanyan Honglie (0.0551) Yang Kang (0.7177)
4 Qiu Chuji (0.5730) Yang Kang (0.0484) Qiu Chuji (0.7008)
5 Ke Zhene (0.5730) Yang Tiexin (0.0333) Ke Zhene (0.7008)
6 Wanyan Honglie (0.5281) Ke Zhene (0.0296) Wanyan Honglie (0.6794)
7 Zhu Cong (0.5169) Qiu Chuji (0.0277) Zhu Cong (0.6742)
8 Huang Yaoshi (0.5169) Tuolei (0.0264) Huang Yaoshi (0.6593)
9 Ouyang Feng (0.4944) Tie Muzhen (0.0241) Tuolei (0.6544)
10 Tuolei (0.4719) Hong Qigong (0.0224) Ouyang Feng (0.6496)
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Figure 5: Distribution of betweenness for characters in LCH.
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larger cluster. When all clusters are grouped into one cluster,
the clustering process finishes. In addition, a cluster-stop-
ping threshold can also be set so as to control the final
number of clusters.

4.2. Result of Clustering. )e clustering result of LCH
characters can be visualized through a tree-like structure
called dendrogram [21]. In this paper, we separated the
whole dendrogram into groups with different numbers. A
dendrogram example of LCH characters is depicted in
Figure 6.

According to the figure, six groups are marked by red
lines. Most characters in H1 are from “Quanzhen Taoism,”
such as Ma Yu, Wang Chuyi, Liu Chuxuan, etc. H2 contains
the most important characters of the novel, like Guo Jing,
Huang Rong, Yang Kang, and Mu Nianci. Many martial arts
masters are also included in this group: Huang Yaoshi,
Ouyang Feng, Hong Qigong, and Yideng. H3 incorporates
the “seven heroes” and the “Twice Foul Dark Wind” in the
novel. Both of them are closely linked groups and can merge
into a bigger group. Further, most characters in H4 are from
a gang named “Gai.” )ey are homeless but organized by
some leaders. Characters in the H5 group are from the
Mongolian nation, e.g., Tie Muzhen (Genghis Khan) and
Tuolei (Tolui). Finally, H6 is composed of “Four ghosts of the
Yellow River” and the remainder. Six parts make up the
Wuxia world of LCH.

4.3. Improved Visualization Approach. )e result of hier-
archical clustering is in essence a binary tree. As shown in
Figure 7, a tree can be displayed in the form of a Venn
diagram [25] with the hierarchical structure. )e nodes C,
D, and E are leaf nodes, representing characters in the
novel, whereas the nodes A and B refer to groups with

different sizes. Using the Venn diagram to display hier-
archical clustering results has many advantages. For in-
stance, it can clearly express the group features and
hierarchical structure.

Nonetheless, there may be some disadvantages to this
visualization approach. Since 90 characters appear in the
novel, the number of nodes should be 90 and the number of
groups would be 89. As a result, there will be 179 circles in
the Venn diagram, leading to a bad visualization effect (see
left side in Figure 8).

When displaying the characters, it is not necessary to
draw all group circles in the hierarchy. In order to reduce the
number of group circles, a merge operation is introduced in
this research, which is shown in Figure 8. By removing the
group circle B and G, or even A and F, two forms of diagrams
are obtained in the right side of Figure 8.

In hierarchical clustering, we can control the number
of clusters and merge nodes with the same cluster label. A
visualization of LCH characters in five clusters is given in
Figure 9. Different groups are filled with different colors.
According to the figure, our proposed visualization
approach is capable of showing the hierarchical structure
of clusters in a clear manner. From the visualized
clustering results, we can discover two major groups:
Chinese groups and Mongolian groups. As Guo Jing grew
up in Mongolia, the novel portrays a number of char-
acters in Mongolian groups in the early chapters. In
Chinese groups, the largest group contains the most
significant roles in the LCH. )en, “the seven heroes”
group and the largest group can merge into a bigger one.
As the merge process goes on, the “Quanzhen Taoism”
and “Four ghosts of the Yellow River” groups also joined
the Chinese groups. Finally, characters in both Chinese
and Mongolian groups make up the Wuxia world of
LCH.

Table 4: Similarity matrix of six characters.

Cooccurrence Guo Jing Huang Rong Yang Kang Mu Nianci Huang Yaoshi Ouyang Feng
Guo Jing 1 0.622062 0.157657 0.070658 0.223818 0.275605
Huang Rong 0.622062 1 0.131891 0.12307 0.15342 0.235873
Yang Kang 0.157657 0.131891 1 0.318797 0.040123 0.062929
Mu Nianci 0.070658 0.12307 0.318797 1 0.018252 0.012914
Huang Yaoshi 0.223818 0.15342 0.040123 0.018252 1 0.221157
Ouyang Feng 0.275605 0.235873 0.062929 0.012914 0.221157 1

Table 3: Cooccurrence matrix of six characters.

Cooccurrence Guo Jing Huang Rong Yang Kang Mu Nianci Huang Yaoshi Ouyang Feng
Guo Jing 1995 1197 145 50 242 361
Huang Rong 1197 1856 117 84 160 298
Yang Kang 145 117 424 104 20 38
Mu Nianci 50 84 104 251 7 6
Huang Yaoshi 242 160 20 7 586 157
Ouyang Feng 361 298 38 6 157 860
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Figure 6: Dendrogram of clustering result for LCH network.
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Figure 9: An example of the improved visualization method.
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5. Conclusions

)is paper concentrates on the analysis and visualization of
character relationships in the “Legend of the Condor Heroes
(LCH).” )e Chinese version of LCH was selected as the
research object. At the beginning, Chinese segmentation and
part-of-speech tagging were enforced to preprocess the LCH
corpus. Adopting the technology of co-word analysis,
character names and cooccurrence of names in the context
were thought to be nodes and links in the network. We then
constructed a weighted undirected network of relationships
of characters in LCH. Based on the social network analysis,
computation of network features was completed such as
centrality, clustering coefficient, density, etc. Furthermore,
hierarchical clustering was performed and a dendrogram
was sketched. An improved visualization approach of Venn
diagram was also proposed to exhibit the effect of hierar-
chical clustering. From the experimental result, we can
identify two major groups (Chinese and Mongolian groups)
and the hierarchical structure in Chinese groups.

However, there are some disadvantages in this research.
)e cooccurrence of character names in the context may not
represent the real relationships of characters. Nevertheless,
the proposed quantitative research method provides a new
perspective to analyze the characters in the novel. In the
future, coreference resolution will be taken into consider-
ation to build accurate relationships of characters. More-
over, we expect to explore the semantic analysis of texts to
refine the experimental result.
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With the rapid development of the information age, the development of industrial robots is also advancing by leaps and bounds. In
the scenes of automobile, medicine, aerospace, and public service, we have fully enjoyed the convenience brought by industrial
robots. However, with the continuous development of industrial robot-related concepts and technologies, human-computer
interaction and cooperation have become the development trend of industrial robot. In this paper, the human-machine co-
operation and path optimization of industrial robot in a complex road environment are studied and analyzed. At the theoretical
modeling level, firstly, the industrial robot is modeled and obstacle avoidance is analyzed based on the kinematics of industrial
robot; thus, an efficient and concise collision detection model of industrial robot is proposed. At the algorithm level, in view of the
complex road conditions faced by industrial robots, this paper will study and analyze the obstacle avoidance strategy of human-
computer cooperation and real-time path optimization algorithm of industrial robots. Based on the virtual target point algorithm,
this paper further improves the problem that the goal of the traditional path planning algorithm cannot be fully covered, so as to
propose the corresponding improved path planning algorithm of industrial robots. In the experimental part, based on the existing
industrial robot system, the human-machine cooperation and path planning system proposed in this paper are designed. +e
experimental results show that the algorithm proposed in this paper improves the accuracy of obstacle avoidance by about 10
points and the corresponding convergence speed by about 5% compared with the traditional algorithm and the experimental effect
is remarkable.

1. Introduction

With the rapid development of industrial robots, more and
more kinds of industrial robots come into people’s daily life.
Industrial robots can completely replace human beings to
complete highly repetitive work. At the same time, they also
further liberate productivity and improve production effi-
ciency. However, with the continuous advancement of the
concept of industrial robot and related technologies, the
technology of industrial robot is developing in the direction
of man-machine cooperation. +e new man-machine co-
operation mode will continue to break the boundaries be-
tween traditional industrial robots and workers, leading to
the development trend of industrial robot technology [1–3].
+e industrial robot based on human-computer cooperation
makes it possible to cooperate with human beings without

absolute isolation by safety fence, thus further reducing the
distance between human and machine, reducing the area
required by industrial production, fully combining the ad-
vantages of human and machine, and realizing comple-
mentary advantages. In the actual production activities, let
the robot complete the mechanical work with high re-
peatability, and let the human complete the work with
relatively strong flexibility, which needs continuous opti-
mization by manual work [4, 5]. However, compared with
the traditional industrial robots, the development of human-
computer cooperation has brought about the security
problems of the system.When human beings cooperate with
machines and industrial robots move in the production
place, the collision avoidance between human andmachines,
between machines and machines, and between machines
and other objects can hardly be guaranteed. Industrial robot
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human-computer cooperation and corresponding path
optimization algorithm has become an important research
direction in the development of human-computer cooper-
ation, and it is also the key difficulty to further promote this
technology [6–8].

At present, the research on human-computer coopera-
tion and path planning of industrial robot mainly focuses on
the sensor level, which installs a large number of sensors on
human and industrial robot, so as to realize mutual per-
ception between industrial robot and human [9]. Sensor
sensing of the current mainstream technology mainly used
sensors to collect uncertain or unknown factors in the en-
vironment to capture human action.+rough full analysis of
the captured information, it generates themotion simulation
representation of human and industrial robot and estimates
human behavior by this simulation representation.+en, the
actual distance between human and industrial robot is
further judged, and the distance is summarized into the
collision strategy of human and robot. At this time, when the
corresponding collision risk is confirmed by industrial ro-
bot, the corresponding collision strategy will be activated,
and the corresponding path trajectory of industrial robot
will be generated, so as to realize the obstacle avoidance
processing of human or related objects and machines
[10–12]. In addition to the above-mentioned contact sensor
technology, the current mainstream human-computer co-
operation and path planning technology also includes
contact motion capture system, but such systems often need
to bear high operating costs when applied in actual scenes,
and their customization degree is also high, which is not
conducive to industrial promotion and use [13, 14]. Based on
this, this paper will study and analyze the human-machine
cooperation and path optimization of industrial robot in a
complex road environment. Firstly, the industrial robot is
modeled and obstacle avoidance is analyzed based on the
kinematics of the industrial robot, so as to put forward an
efficient and concise human-machine collision detection
model of industrial robot. In view of the complex road
conditions faced by industrial robots, this paper will study
and analyze the obstacle avoidance strategy of human-
computer cooperation and real-time path optimization al-
gorithm of industrial robots. Based on the virtual target
point algorithm, this paper further improves the problem
that the goal of traditional path planning algorithm cannot
be fully covered and puts forward the corresponding im-
proved algorithm of industrial robot path planning [15]. In
the experimental part, based on the existing industrial robot
system, this paper designs the human-computer cooperation
and path planning system. +e experimental results show
that the algorithm proposed in this paper can achieve the
overall obstacle avoidance of industrial robot more effi-
ciently than the traditional algorithm, and the planned path
is more safe and efficient, which verifies the feasibility and
superiority of the algorithm.

+e structure of this paper is as follows: in the second
section of this paper, the research status of human-computer
cooperation and path planning algorithm of industrial robot
is analyzed. +e third section of this paper will focus on the
optimization algorithm of human-computer cooperation

and path planning of industrial robot, aiming at the research
and analysis of human-computer cooperation and path
optimization of industrial robot in a complex road envi-
ronment. In the fourth section of this paper, the simulation
system is designed based on the algorithm proposed in this
paper, the simulation experiments are carried out, and the
experimental results are analyzed.+e summary is presented
in the final section.

2. RelatedResearch: Research Status ofHuman-
Computer Cooperation and Path Planning
Algorithm of Industrial Robot

At present, the essence of the research on human-computer
cooperation and path planning algorithm of industrial robot
is the safety of human-computer cooperation. Based on this,
a large number of researchers and R&D institutions have
carried out research and analysis on it. At the physical level,
relevant researchers in the United States and Europe have
proposed to use physical materials with absorption elasticity
to develop industrial robots, so as to reduce the damage
caused by the collision between robots and human bodies.
+e robot combines the nonlinear control theory with the
electric drive system to realize the dynamic control of the
industrial robot, so as to further ensure the safety of workers.
With the continuous development of this kind of robot
technology, the new robot has the characteristics of smooth
structure, small size, and lightweight. However, this kind of
robot does not completely solve the safety problem of hu-
man-computer cooperation, it only reduces the corre-
sponding damage, and its corresponding production cost
and maintenance cost are relatively high [16–18]; relevant
scholars have studied and analyzed the control algorithm,
and the main research scope is focused on obstacle avoid-
ance strategy and path planning. Asian scholars have pro-
posed a motion planning algorithm for industrial robots
based on risk index minimization, which divides the robot
motion path and region into safe path planning, online real-
time safe trajectory planning, and real-time obstacle
avoidance control [19, 20]; American scholars have designed
a distributed distance sensor, which combines the risk as-
sessment algorithm of the sensor with the control of in-
dustrial robot and then allows the robot to make
corresponding obstacle avoidance actions, so as to improve
the safety of the system; European scientists propose a
motion control strategy to ensure safety, which mainly uses
camera technology to monitor the working area of robot,
calculates the distance between industrial robot and human
in real time, and then defines various behaviors of robot
based on this distance to ensure production efficiency and
human safety [21, 22]; relevant researchers have focused on
the application of video monitoring technology. Asian sci-
entists used the somatosensory camera technology to track
the position of workers, so as to obtain the three-dimen-
sional coordinates of human joints. At the same time, they
obtained the accurate position information of the target
object through image processing technology and finally
achieved a safe man-machine cooperation relationship [23].
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Based on the somatosensory camera technology, Japanese
scholars proposed further optimization of tracking tech-
nology. +ey developed an algorithm to estimate the dis-
tance between the omnipoint and the obstacle in Cartesian
space and used the truncated cone generated by the pixels in
the depth image to estimate the distance, so as to quickly
calculate the distance between the industrial robot and
human beings, so as to improve the running speed of the
whole system [24, 25].

3. Optimization Algorithm Analysis of Human-
Machine Cooperation and Path Planning for
Industrial Robot

+is section will mainly discuss and analyze the algorithm
optimization of the current industrial robot human-machine
cooperation and path planning level, which mainly includes
the optimization of two core algorithms; the corresponding
are the industrial robot kinematics optimization modeling
analysis and the industrial robot human-machine cooper-
ation security strategy and path planning research. +e
corresponding system framework diagram is shown in
Figure 1. From the diagram, we can see that the ultimate goal
of human-computer cooperation of industrial robot is to
protect the personal safety of the collaborators. +e corre-
sponding diagram contains the algorithm hardware and
software components of the system, as well as the security
strategy of the whole system.

3.1. Kinematics Optimization Modeling Analysis of Industrial
Robot. In order to better solve the problem of human-
computer cooperation and path planning of industrial robot,
this section analyzes the kinematics modeling of industrial
robot. In this paper, we focus on the axis robot as an example
for analysis and research, its specific needs to go through the
industrial robot position description, attitude description,
and link description. In this paper, the collision strategy
between industrial robot and human is considered in the
actual modeling, and based on this, the kinematics opti-
mization of industrial robot is carried out. +e principle
framework of the corresponding industrial robot kinematics
model is shown in Figure 2.

In the corresponding position description part of the
industrial robot, a certain space coordinate system is
established based on three-dimensional space, and the
points on the rigid body of the industrial robot are repre-
sented by three-dimensional Cartesian vector. In the cor-
responding orientation description level, the attitude
representation is mainly based on the relative coordinates of
the coordinate system. Assuming that {Q} is corresponding
to the original coordinate system, then the corresponding
rigid body coordinate system corresponds to {P}, and the
attitude of the rigid body can be expressed as the position of
the coordinate system fixedly connected to the rigid body
relative to the original coordinate system. In the description
of the pose of the corresponding industrial robot, this paper
focuses on its corresponding position and pose. At this time,
the corresponding rigid body feature points such as the

centroid or the center point are usually taken as the origin of
the rigid body coordinate system. Compared with the
original coordinate system {Q}, the corresponding rigid
body coordinate system can be expressed as the following
matrix 1, and the corresponding matrix has been
homogeneous:

Q
B
A �

pi oi pi oi

pj oj pj oj

pz oz pz oz

0 0 0 1

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (1)

In the corresponding linkage description, it is mainly
subject to the structure of industrial robot. +e corre-
sponding structure of conventional industrial robot is spatial
open-chain structure. +e corresponding connecting rod is
processed in series through some column joints. +e first
link of corresponding industrial robot is recognized as the
base of industrial robot by default, and the latter link of the
corresponding group is regarded as the end actuator. +e
corresponding modeling rules of connecting rod parameters
based on this rule are as follows:

(1) +e corresponding z-axis direction in the corre-
sponding linkage system coordinate system is set as
the axis of the joint of industrial robot.

(2) +e corresponding origin is assumed to be the
vertical line corresponding to the z-axis direction.

(3) +e corresponding industrial robot x-axis is set as the
z-axis, and the vertical line of its adjacent z-axis and
the corresponding direction is determined by z-axis.

(4) +e setting of the corresponding y-axis follows the
right-hand rule and is determined by the right-hand
rule.

Based on the preparation of the above-mentioned related
modeling, the collision strategy between industrial robot and
human is considered and the kinematics model of industrial
robot is optimized. In the actual modeling, the obstacles in
the environment are regarded as operators in the collabo-
rative environment, corresponding to the real-time updated
obstacles. Aiming at the attitude and position information
model of the industrial robot and human body established
before, the precise three-dimensional model of industrial
robot and human can be obtained. Based on the above
model, the collision detection model is built based on the
bounding box collision algorithm. +e corresponding
modeling methods are as follows:

(1) +e collision detection of irregular obstacles in the
environment is transformed into collision detection
between corresponding regular geometry and can be
calculated quickly.

(2) According to different types of bounding box al-
gorithms, the corresponding envelope form is set as
the AABB model.

(3) When the corresponding industrial robot envelope is
collected, the images of multiple perspectives are
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collected, and the background is segmented and
filtered, so as to get the segmented images of the
robot from different perspectives.

(4) +e corresponding space segmentation images are
subdivided into several basic elements, and the posi-
tion information of the finite cylinder and the corre-
sponding key nodes of industrial robot are determined
according to the known relevant information.

(5) A complete operational model of industrial robot is
built.

+e flowchart of the corresponding kinematic model of
industrial robot is shown in Figure 3.

3.2. Analysis and Research on Safety Strategy and Path
Planning of Industrial Robot Man-Machine Cooperation.
Based on the above industrial robot kinematics modeling,
considering the core algorithm of the whole system, namely,
the safety strategy algorithm, this section will formulate the
safety strategy based on the accurate movement speed of
industrial robot and human. In the actual development of
the corresponding safety strategy, the corresponding safety
distance is set to 100 cm. When the distance between the
corresponding industrial robot and human exceeds the
safety distance of 100 cm, it indicates that the corresponding
human is outside the working space of the industrial robot,
and the corresponding industrial robot will work at a certain
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Figure 2: Schematic diagram of kinematic model of industrial robot.
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Figure 1: Framework of human-machine cooperation and path planning algorithm system for industrial robot.
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speed v. When the safety distance between the corre-
sponding industrial robot and human is less than 100 cm,
but this kind of data only has a single digit, then the strategy
thinks that the data at this time is the noise data of the
sensor, and the industrial robot still works at a certain speed
v. When the corresponding warning data shows periodic
stability, it is considered that the distance between the in-
dustrial robot and human is too close, and the working speed
of the industrial robot is reduced. When the safety distance
between the industrial robot and human is shrinking, the
industrial robot stops working. +e corresponding real-time
adjustment function of the industrial robot is shown in
formula (2). In the formula, a represents the reduction
percentage of the speed of the industrial robot, d repre-
sents the safe distance between human and industrial
robot, d1 and d2 represent the distance between human
and machine when the industrial robot begins to reduce
the working speed and stops working, and V1 and V2
represent the deceleration function of the industrial robot.
To a certain extent, it controls the speed of industrial
robots.

a(d) �

0 d> dmax 0

(1 − v1(d − 15))

y
dmin < d< dmax v1

1 d<dmin v

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (2)

+e most important of the above-mentioned industrial
robot safety strategies is the precise control of the speed of
industrial robots. In this paper, the auxiliary functions V1
and V2 are used to control the speed of industrial robots in
practice. +is can improve the security of the whole system
and reduce the mechanical wear of the industrial robot. +e

corresponding speed precision control curve used in this
paper is shown in Figure 4. From the figure, it can be seen
that the safety of the system can be maximized by consid-
ering the corresponding speed, inertia, sharpness, and other
attributes of industrial robots.

In the corresponding path planning algorithm level, we
mainly consider improving the traditional form of artificial
potential field. In this paper, the potential function is used to
replace the traditional potential field force method for path
planning of industrial robot, so as to achieve obstacle
avoidance.

+rough observation, analysis, and summary, the
smaller the rotation angle of each joint of industrial robot is,
the lower the probability of collision with human will be.
+erefore, the improved gravitational potential function is
shown in formula (3), where k represents the coefficient of
joint angle distance, q represents the angle of each joint of
industrial robot, and p represents the position of the end
point of industrial robot.

M(p) �
k

2
 ∗ p − pi 

2
  +

k

2
 k∗ 

n

i�1
p − pi . (3)

Aiming at the problem that the traditional path planning
algorithm can not reach the target, this paper introduces the
distance between the end point and the target point of the
industrial robot on the basis of the gravitational potential
function. When the corresponding industrial robot is close
to the corresponding target point, the distance between the
end point and the target point is shrinking, which plays a
drag role on the corresponding repulsive potential field.
+us, the problem of unreachable target is solved. Based on
this, the flowchart of the corresponding path planning al-
gorithm is shown in Figure 5. From Figure 5, we can see that
the corresponding details are as follows:

Collision strategy

Modeling processor

Core factors of
modeling

Establishment process of industrial
robot kinematics model

Real-time update

Attitude and position
information model

Model optimization

The collision detection of irregular obstacles in
the environment is transformed into the collision

detection of regular geometry

Images from multiple perspectives are collected,
and their backgrounds are segmented and

filtered

According to different types of bounding box
algorithm, the corresponding envelope form is

set as AABB model

Image filtering algorithm

Figure 3: Flowchart of industrial robot kinematics model establishment.
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(1) Get the initial joint angle of the industrial robot,
establish the bounding box model through the
corresponding sensor, and determine the corre-
sponding parameters of the improved artificial po-
tential function, the repulsion influence distance,
and the corresponding safety distance threshold.

(2) Combine the corresponding joints.
(3) Using the forward kinematics equation of the in-

dustrial robot, the coordinates of all joints and end
points of the industrial robot under each joint
combination are obtained

(4) Build the bounding box model and test the collision
with the human bounding box.

(5) Substituting the recording distance corresponding to
step 4 into the function formula of gravity and re-
pulsion, the potential energy corresponding to each
combination of industrial robot is calculated and
compared, and the joint angle combined with the
smallest total potential energy is selected.

(6) Path planning based on the above parameters.

4. System Design and Simulation Experiment

In order to verify the superiority of the algorithm, the overall
design of the system is carried out first, and the corre-
sponding overall design architecture is shown in Figure 6. It
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can be seen from the figure that the corresponding system
includes the algorithm part and the hardware sensor part.
+e data acquisition module corresponding to the algorithm
part is mainly responsible for collecting the real-timemotion
coordinate data of human and industrial robot. +e cor-
responding network transmission is mainly responsible for
the data transmission between each module. +e corre-
sponding planning algorithm is mainly responsible for
collision detection between industrial robot and human, and
it also needs to further calculate the next motion angle and
speed of industrial robot in this case. +e corresponding
real-time calculation data in the core control module will be
verified by the virtual simulation and robot control module,
and the real-time motion control of industrial robot will be
completed.

+e corresponding hardware module design level mainly
includes five hardware modules, which are data acquisition
module, network data transmission module, core algorithm
module, virtual simulation module, and robot control
movement module. In the corresponding data acquisition
module, it mainly collects the spatial coordinate information
of industrial robot and humanmovement and sends the data
collected to the corresponding analysis module of the al-
gorithm. +e corresponding data needs to be cached in the
corresponding local species after the acquisition. In the
actual transmission, the latest data is obtained from the local
at a certain time and transmitted to the collision avoidance
path planning program for processing. In the corresponding
network data transmission module, it is mainly responsible
for the transmission of data in each module of the system, so
as to ensure the reliability of data. +e corresponding
transmission mode adopts TCP transmission mode and
socket to connect different data, so as to realize the reliable

transmission of data. +e corresponding algorithm module
includes security strategy algorithm and path planning al-
gorithm. It calculates the joint angle combination and
corresponding motion speed of the next motion of industrial
robot continuously and carries out real-time path planning
processing based on the current corresponding data. At the
corresponding speed control level of industrial robots,
computer control line is mainly used to connect with the
corresponding speed controller of industrial robot. +e
corresponding working flowchart of industrial robot control
module is shown in Figure 7.

Based on the design of the above system, this paper
carries out experimental simulation based on an industrial
robot in the corresponding scene. +e main simulation
experiments of this paper include security strategy simu-
lation and path planning simulation.

4.1. Security Policy Simulation Experiment. In order to
further verify the obstacle avoidance ability of the industrial
robot in the presence of environmental interference, on the
premise that other control environment variables remain
unchanged, observe the curve change of the end point of the
industrial robot in the z-axis of the spatial coordinate in the
interference and noninterference environment, and the
corresponding change trajectory is shown in Figure 8. It can
be seen from Figure 8 that, in the noninterference envi-
ronment, the industrial robot has been moving along the
direction corresponding to the z-axis and finally reaches the
end point. In the corresponding interference environment,
the industrial robot starts to avoid obstacles when it moves
to the 34th step, and its corresponding joint conversion
angle is also smaller and smaller. After successfully
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bypassing the obstacles, it moves to the end point again. +e
corresponding security strategy simulation is mainly the
obstacle avoidance experiment. When the distance between
human and machine is less than 150mm, the corresponding
industrial robot will actively avoid obstacles. +e corre-
sponding industrial robot reaches the specified target lo-
cation after 166 times and 115 times, respectively. +ere is
human interference process in the corresponding envi-
ronment. From the analysis of the figure, we can see that the
corresponding industrial robot motion trajectory is smooth

and continuous, which proves that the algorithm in this
paper is effective and feasible in the actual industrial robot
motion to a certain extent.

Simulation of the robot trajectory in the case of inter-
ference in the above experiment is corresponding three-
dimensional obstacle avoidance diagram of industrial robot.
From the figure, it can be seen that the industrial robot can
effectively deal with the corresponding obstacles in three-
dimensional obstacle avoidance, and the corresponding
curve is relatively smooth, which further verifies the effec-
tiveness of the safety strategy algorithm in this paper.

4.2. Path Planning Simulation Experiment. In order to verify
the advantages of the proposed algorithm in the path
planning of industrial robots, the paper compares the al-
gorithm with the traditional algorithm in the presence of
interference. +e main comparison indexes include the al-
gorithm running time, the length of the algorithm planning
path, and the security comparison of the algorithm. +e
corresponding algorithm average running time comparison
curve is shown in Figure 9(a). From the figure, it can be seen
that the algorithm time proposed in this paper is relatively
short compared with the other two path planning algo-
rithms, the corresponding real-time effect is better, and the
path adjustment can be performed in real time when the
path planning is carried out. Figure 9(b) shows the curve of
the algorithm and the other two traditional algorithms in the
length of the algorithm planning path. From the graph, it can
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be seen that the corresponding planning path of the algo-
rithm proposed in this paper is the shortest and the cor-
responding algorithm is stable. Although the traditional
algorithm has some advantages in time, the corresponding
planning path is longer. Figure 9(c) shows the contrast curve
of the algorithm and the traditional algorithm in the al-
gorithm security. From the figure, it can be seen that the
proposed algorithm can ensure that the distance between the
links and obstacles of industrial robots is greater than the
safety distance compared with the traditional algorithm,
while the distance corresponding to other traditional al-
gorithms will be less than the safety distance. +is will cause
the collision between industrial robot and obstacles or
human beings, which will affect the safety strategy of the
whole system.

Based on the above experiments and analysis, it can be
concluded that the algorithm in this paper has obvious
advantages compared with the traditional algorithm in the
aspect of human-computer cooperation and path planning
of industrial robot, and its corresponding obstacle avoidance
effect is significant, which has high practical promotion
value.

5. Summary

+is paper mainly analyzes the development trend of in-
dustrial robot and the research hotspots of human-computer
cooperation and path planning and gives the development
difficulties of human-computer cooperation and path
planning of industrial robot. In view of the above difficulties,
this paper studies and analyzes the human-machine coop-
eration and path optimization of industrial robot in a
complex road environment. Firstly, based on the kinematics

of industrial robot, the theoretical modeling and obstacle
avoidance analysis of industrial robot are carried out; thus,
an efficient and concise human-machine collision detection
model of industrial robot is proposed. In view of the
complex road conditions faced by industrial robots, this
paper studies and analyzes the obstacle avoidance strategy of
human-computer cooperation and real-time path optimi-
zation algorithm of industrial robots. Based on the virtual
target point algorithm, it further improves the problem that
the traditional path planning algorithm can not fully cover
the target and puts forward the corresponding improved
path planning algorithm of industrial robots. In the ex-
perimental part, based on the existing industrial robot
system, this paper designs the human-computer cooperation
and path planning system. +e experimental results show
that the algorithm proposed in this paper can achieve the
overall obstacle avoidance of industrial robot more effi-
ciently than the traditional algorithm, and the planned path
is more safe and efficient, which verifies the feasibility and
superiority of the algorithm. In the following research, this
paper will focus on the application of the proposed algo-
rithm in large-scale industrial scenes and study the corre-
sponding algorithm consumption and convergence
problems.
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Target tracking is prone to problems such as target loss and identity jump when the target is occluded and the attitude is
changed. In order to solve this phenomenon, this paper proposes the adaptive adjustment object detection algorithm under
multiple mechanisms based on GAN. )is algorithm introduces a gradient penalty mechanism to the discriminator and uses
the relative discriminator structure to reconstruct the discriminator, so as to improve the discriminatory ability of the
discriminator. )en, through the feedback mechanism, the obtained data is fed back to the generator network in time, and the
genetic mechanism is used to speed up the positioning of the key areas of the image. Experimental results show that compared
with other existing algorithms, this algorithm can effectively locate and distinguish under different environments. And, the
target still maintains a high resolution. When the target is occluded, it can effectively avoid the phenomenon of target loss and
identity jump.

1. Introduction

Target detection is one of the important research directions
in the field of computer vision. It integrates technologies
such as positioning, recognition, and classification and is
widely used in fields such as intelligent monitoring and
human-computer interaction. In recent years, the target
detection algorithm has made great breakthroughs. )e
representative target detection algorithms can be divided
into two main categories. One is the R-CNN algorithm (R-
CNN, Fast R-CNN, Faster R-CNN, etc.) [1, 2].)e algorithm
needs to generate the target first. Candidate frame (target
location), and then, classify and regress the candidate frame.
)e other is one-stage algorithms such as Yolo and SSD
[3–5], which use the convolutional neural network (CNN) to
extract image features and establish detection models to
classify and locate targets. After comparison, the second type
of algorithm is faster, but the accuracy is lower. In practical
applications, the target in the image often has problems such
as being occluded and deformed, making the extracted target
feature insignificant or lacking part of the feature infor-
mation, leading to classification errors and tracking failures,

and then prone to the problem of identity jump. )erefore,
we are comparing the advantages and disadvantages of
existing algorithms; this paper adopts the generative con-
frontation network in the second type of algorithm. )is
model is a unique network structure that captures potential
data distribution. )e true and false confrontation error
design based on game theory construction makes it possible
to deal with different types of tasks [6, 7].

Based on the idea of generative confrontation, this paper
proposes a multimechanism adaptive target detection al-
gorithm. First, through the organic combination of the
punishment mechanism, feedback mechanism, and scoring
mechanism, it effectively solves the problems of difficulty in
training and model collapse of the generative confrontation
network. )en, use the relative discriminator structure to
construct the discriminator to improve the probability of the
discriminator in the process of fighting competition. )e
result is sent to the generator network through the feedback
mechanism, and finally, the individual with the optimal
value is obtained through the scoring mechanism, so as to
quickly and effectively locate the key area of the image. After
experiments, the experimental results are basically in line
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with expectations. )e target detection algorithm can ef-
fectively locate and distinguish different objects and still
maintain a high resolution for the occluded target, while
maintaining a low number of missing alarms and false
alarms.

2. Generative Adversarial Network (GAN)

)e generative adversarial network (GAN) was proposed by
Goodfellow. It uses two convolutional neural networks using
game training to generate samples similar to the original
picture [8–10].

By observing the structure of the generative confron-
tation network in Figure 1, GAN is mainly composed of two
parts: generation network (G) and discriminant network
(D). And, it uses a competing mechanism [11–13]; the
purpose is to enable the generator to generate data similar to
the real data distribution, which made the GAN achieve the
effect of being fake. Aiming at the problem of data pre-
diction, the generator is trained to learn the data distribution
and predict the image distribution data. Generated data
distribution and real data distribution are shown in Figure 2.

Because the difference between the generated data dis-
tribution PG and the real data distribution Pdata cannot be
calculated, therefore, the discriminator uses data sampling to
calculate the divergence of PG and Pdata. And, use these to
discriminate the difference between the two data distribu-
tions, and the objective function of the discriminator is

V(G, D) � Ex∼Pdata
[logD(x)] + Ex∼PG

[log(1 − D(x))].

(1)

Among them, E(∗) is mathematical expectation and
D(∗) is the output result of the discriminator. )e objective
function is to maximize the discriminator, equivalent to the
divergence generated data and real data. )e optimal gen-
erator achieves the purpose of prediction by minimizing the
divergence of the distribution between the real image data
and the generated data. )e optimal generator can be
expressed as

G
∗

� argmin
G

max
D

V(G, D). (2)

GAN can generate samples that are similar to the real
data distribution, but it has problems such as difficulty in
training, difficulty in network convergence, and mode
collapse.

3. The Discriminator Network Introduces a
Gradient Penalty Mechanism

In order to make the training of the model more stable and
solve the problem of model collapse, this paper adds a
gradient penalty to the discriminator objective function.
After adding the gradient penalty, the objective function is

V(G, D) � Ex∼Pdata
[D(x)] − Ex∼PG

[D(x)]

− λgpEx∼Ppenalty
∇xD(x)





2 − 1 

2
 .

(3)

Among them, λgp is the weight parameter. Ppenalty is the
probability distribution of the sample for calculating the
gradient penalty. Sampling a point in PG and Pdata, re-
spectively, the method is random sampling. ‖∗ ‖2 is a two-
norm number.

In the proposed data prediction algorithm, the loss
function can reduce the difference in probability distribution
between the predicted data and the real data so that the
predicted data generated by the generator canmore accurately
fit the real data distribution. )e loss function is defined as

L(G, D) � Ex∼Pdata
[D(x)] − Ex∼PG

[D(x)]

− λgpEx∼Ppenalty
∇xD(x)





2 − 1 

2
 .

(4)

Adding a traditional loss function to the loss function of
GAN can improve the accuracy of the data generated by the
generator. )e role of the generator is not only to generate
data that can deceive the discriminator, but the generated
data should be close enough to the real data. Since data
prediction is a regression problem, adding the output result
data of the discriminator to the loss function can punish the
extreme error between the predicted value and the true
value. )erefore, the loss function after introducing the
gradient penalty is

LMSE(G, D) � L(G, D) + λMSELMSE(G), (5)

where λMSE is the weight parameter, and the loss function of
LMSE(G)

LMSE(G) � Ex∼Pdata
‖x − G(x)‖2 . (6)

)rough research, it can be found that LMSE(G) is the
loss function that is only extracted for the generator. Just
considering the generator data to improve the accuracy of
the algorithm is not enough. In GAN, the data generated by
the discriminator corresponds to the generator has a guiding
role.

)erefore, this paper adopts a feedback mechanism for
the data output by the discriminator network based on the
introduction of a gradient penalty mechanism in the gen-
erator.)is improves the accuracy of the loss value LMSE(G).
)e discriminator in this article is constructed with a relative
discriminator structure to estimate the probability that the
real image is more real than the fake image and then pro-
mote the discriminator to obtain better probability results in
the process of fighting competition, thereby increasing the

Random
noise Real data

Generate
network

Generate
samples

Discriminator
network

Real possibility

Fake possibility

Figure 1: Generative adversarial network structure.
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loss of the generator value LMSE(G) to strengthen the net-
work parameter optimization of the generator.

By collecting the real data and false data of the dis-
criminator and estimating the corresponding sample ex-
pectations, the following function is obtained:

DRI Ireal, Ifake(  � σ D Ireal(  − EIfake
D Ifake( (  ,

DRI Ifake, Ireal(  � σ D Ifake(  − EIreal
D Ireal( (  .

(7)

Among them, EIreal
and EIfake

are the sample expectations
of real data and fake data, respectively. )is paper uses the
minimum loss function to calculate.

For the global discriminator, the ideal values of
EIfake

(D(Ifake)) and EIfake
(D(Ireal)) should be close to 0 and 1.

)e expected discrimination result is D(Ireal) � 1 and
D(Ifake) � 0. )erefore, the regression targets of
DRI(Ireal, Ifake) and DRI(Ifake, Ireal) are 1 and 0.

For the generator, its role is to confuse the authenticity
judgment of the discriminator as much as possible, which is
opposite to the return goal of the discriminator. )e re-
gression targets of DRI(Ireal, Ifake) and DRI(Ifake, Ireal) are 0
and 1. )erefore, the adversarial function to obtain the
global discriminator is defined as follows:

LMSE(G) �
1
2
EIfake

DRI Ifake, Ireal( 
2

 

+
1
2
EIreal

DRI Ireal, Ifake(  − 1 
2

 .

(8)

In this paper, by setting the feature-preserving loss
function, the confrontation function LMSE(G) of the global
discriminator is input into the above loss function for feature
error calculation; finally, the loss function is defined as
follows:

L(G, D) � Ex∼Pdata
[D(x)] − Ex∼PG

[D(x)] − λgpEx∼Ppenalty
∇xD(x)





2 − 1 

2
 ,

LMSE(G, D) � L(G, D) + λMSE
1
2
EIfake

DRI Ifake, Ireal( 
2

  +
1
2
EIreal

DRI Ireal, Ifake(  − 1 
2

  .

(9)

By observing Figures 3–5, it can be seen that, after the
reconstruction of the generated network in this paper, the
image is basically effectively repaired, and it has a good real
consistency. Although the repaired part is somewhat unclear
and may have subtle changes, but it basically does not affect
the detection effect.

4. Generating Network Scoring Mechanism

However, for the targets in the video, they are basically in a
state of movement and overlap. We need to quickly and
effectively locate the key areas of the image [14, 15].
)erefore, based on the above formula, this paper proposes a

scoring mechanism for the generative network in the gen-
erative confrontation network. Each iteration of the gen-
erator network is composed of three stages: mutation,
evaluation, and selection so that the generator can quickly
and accurately locate the key areas in the image.

4.1. Variation. Mainly for the input random noise signal z,
the gradient penalty loss function of this article is used in the
new round of update process. )e penalty loss function
L(G, D) for the generating network gradient is calculated
only for noise data, and finally, L MSE(G, D) is obtained
and the network data is updated:

Lz(G, D) � Ez∼Pz
[D(z)] − Ez∼Pz

[D(z)] − λgpEz∼Pz
∇zD(z)





2 − 1 

2
 ,

LMSE(G, D) � Lz(G, D) + λMSE
1
2
EIfake

DRI Ifake, Ireal( 
2

  +
1
2
EIreal

DRI Ireal, Ifake(  − 1 
2

  .

(10)
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Among them, λgp is the weight parameter and Pz is the
distribution of noise data.

4.2. Evaluation. )is stage is the data evaluation stage. )e
network uses the above loss function and selects the best
sample under the feedback of the discriminator, so as to
learn the correct training sample distribution and improve
the stability of model training. )e evaluation mechanism is
as follows.

)is stage is quantified as an adaptability score, which
mainly analyzes the quality of the samples generated by the
network and the diversity of the generated samples. It
evaluates the quality of the generated samples and the

diversity of the generated samples; the adaptability score can
be expressed as

F � Fq + γFd. (11)

Among them,Fq is the quality score of the generated sample
andFd is the diversity score of the generated sample. It is used to
measure whether the generator can fully disperse the generated
samples, which can further avoid mode collapse. c is a super
parameter that balances the proportion of the Fq and Fd.

Calculate the highest fitness score. And, compare it with
the highest score on the network to get the global best score.

4.3. Selection. Select the best individual according to the
evaluation mechanism. Others with lower scores will

(a) (b)

Figure 3: Original image (occluded).

(a) (b)

Figure 4: Generated image.

Cow 0.98

Cow 0.98

(a)

Dog 1.00|
Person 1.00

(b)

Figure 5: Object detection.
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gradually decay so that the generated network has a
certain directionality, and the best value sample is
selected.

)e structure of the article generation adversarial net-
work is shown in Figure 6.

5. Simulation Experiment

)is paper uses the ImageNet dataset and the MOT training
dataset to test the algorithm. All experiments in this paper
are carried out in the same experimental environment, and

Random
noise

Generate
network

Generate
samples

Discriminator
network

Real
possibility

Fake
possibility

Generate network G
(G1, G2, G3, ……, Gi)

Evaluation mechanism
Generate network G1 Generate network G2, ..., Generate network Gi
Adaptation score F1 Adaptation score F2, ……, Adaptation score Fi

Evaluation

Feedback

Mutations

Real data

Choose

Figure 6: )e structure of the article generation adversarial network.
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Figure 7: Effect picture of object detection.
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the data obtained by the article algorithm are compared with
traditional algorithms, YOLO-based target detection, Deep
Sort, and literature algorithms [16] to verify the effectiveness
of the algorithm.

Considering that there is a big difference between ar-
tificial occlusion and occlusion in the real world, this chapter
directly simulates the actual dataset, and the result of target
detection is shown in the figure below.

By observing the target detection effect map in Fig-
ure 7, we can see that the article algorithm can effectively
locate and distinguish different objects and still maintain a
high resolution for the occluded target, even if the
characters in Figures 7(d) and 7(i) are occluded. More
than half of the area can still accurately identify and mark
the target.

5.1. Accuracy Test. )is paper uses the evaluation criteria
in MOTChallenge to evaluate the performance of the
proposed algorithm and compares the measured data
with traditional target detection algorithms and litera-
ture algorithms. Among them, the MOTChallenge
dataset has a comprehensive data type, which includes
different viewing angles, camera movement methods,
and pictures taken in different climates, which can ef-
fectively evaluate algorithms. Standards are shown in
Table 1.

)is article uses evaluation criteria: MOTA, MOTP, IDs,
FP, and FN. By observing the identity jump problem of the
algorithm in the target detection process. )rough the test,
we can obtain the data as shown in Table 2.

By observing the target tracking effect data comparison
table in Table 2, we can see that the MOTA, IDs, and FP in
this paper are better than other algorithms. In terms of
MOTP data, the article algorithm is only 0.4% higher than
the literature algorithm. It can be seen that the article al-
gorithm can preserve better detection accuracy, while per-
forming well in the number of false alarms (FP) and number
of missed alarms (FN). It can effectively prove that the article
algorithm can effectively reduce the problem of identity
jumps.

By observing Figure 8, it can be seen that, under the
same accuracy, the number of identity jumps of the al-
gorithm in this paper is smaller than that of other algo-
rithms. And, in terms of the highest accuracy, the article
algorithm is about 2% higher than the literature algo-
rithm. Observing Figure 9, one can clearly see that the

algorithm in this paper is in the lower left corner of the
image, and the number of missed alarms and false alarms
are the lowest.

Table 1: Evaluation criteria in MOTChallenge.

Measure Better Perfect Description
MOTA Higher 100% Tracking accuracy: it is negatively correlated with the number of FN, FP, and IDs
MOTP Higher 100% Tracking accuracy, matching of GT, and detected bbox overlap
IDF1 Higher 100% F1 introducing track ID
FP Lower 0 )e total number of FPs; false positives are false positives
FN Lower 0 )e total number of FNs; false negatives are also missed
IDs Lower 0 Total number of ID changes
Hz Higher Inf Processing speed, excluding the time consumption of the detector

Table 2: Comparison table of target tracking effect data.

Algorithm MOTA MOTP IDs FP FN
Traditional algorithm 35.9 62.5 923 14332 73122
YOLO object detection
algorithm 70.7 70.9 936 8742 53386

Deep Sort 63.2 81.2 743 11261 62311
Document algorithm 71.2 82.6 257 4410 31001
Article algorithm 72.1 83.0 122 2738 34219
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Figure 8: Comparison of accuracy and number of identity jumps.
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6. Conclusion

)ere are problems such as target loss and identity jump in
current target detection. In response to these phenomena,
we propose a GAN-based multimechanism adaptive target
detection algorithm. )e article optimizes the construction
model of GAN by introducing gradient penalty and feedback
and scoring mechanism into the original GAN, which
achieves an effective improvement in detection accuracy.
Experimental results show that compared with other existing
algorithms, the article algorithm has a more stable training
model, which can effectively reduce the problem of target
identity jump, while maintaining high detection accuracy.
Although the method is effective, there are still areas that can
be improved, such as the use of a more appropriate size
convolution kernel to extract features, which will continue to
be studied in future works.
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In the development process of education informatization, digital teaching resources continue to grow, and how to manage and
organize massive teaching resources has become a key issue for teaching staff. An efficient and accurate search system is an
important part of the teaching resource service system. *e use of intelligent search engines can search teaching resources
comprehensively and efficiently, and the artificial intelligence search engine provides a reliable and convenient solution for the
design and development of intelligent search systems. *e article analyzes the design principles and technical standards of the
intelligent search system, expounds the system’s functional architecture and database design, and introduces the realization
process and principles of the search system. By analyzing the characteristics of basic education resources and existing automatic
abstracting methods, this paper proposes to integrate the calculated feature word weights in the field of basic education into the
algorithm for calculating the weights of abstract sentences and simultaneously examine the sentence position, sentence length, and
other texts. *ere is an automatic summarization algorithm for surface statistics. *is article also introduces the search design
ideas and implementation steps based on artificial intelligence, makes a scientific evaluation and summary of the actual situation
of the automatic abstract system running in the basic education resource search engine, and looks forward to the next
improvement work.

1. Introduction

At present, all kinds of schools in our country attach great
importance to the construction of teaching resource data-
bases and course databases. *ey have independently de-
veloped a large number of teaching resource databases such
as courseware resource databases, course resource databases,
and resource websites [1]. Teachers and students often use
these resource databases to obtain learning resources and
participate in the Internet. Teaching activities can effectively
improve the information collection and processing capa-
bilities of teachers and students. However, there are still the
following problems in the process of using: a large number of
repeated constructions of teaching resources and the
established teaching courseware, electronic teaching plans,
and course videos are insufficient in classification and re-
source organization standardization and perfection. *e

results obtained by learners are often similar or even the
same information when searching. It takes a lot of time to
perform manual secondary retrieval and filtering; learners
have individualized needs for the acquisition of the ex-
pression of teaching resources [2]. It is necessary to quickly
find the target resource through positioning and retrieval.
However, the resource organization structure of various
teaching resource libraries and resources is different or
heterogeneous, the resource manifestation is single, and the
storage format is diverse [3]. *e manifestation of the ac-
quired teaching resources cannot meet the needs of learners
and makes the acquisition of teaching resources more
difficult.

*is paper analyzes the relevant knowledge and technology
of search engines, especially after analyzing some limitations of
search engines, and puts forward an intelligent search engine
model suitable for students in the environment of teaching

Hindawi
Scientific Programming
Volume 2021, Article ID 9924435, 11 pages
https://doi.org/10.1155/2021/9924435

mailto:bxjblue@mail.nwpu.edu.cn
https://orcid.org/0000-0001-8949-8893
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/9924435


resources. *e architecture of the intelligent search engine is
given. In thismodel, the semantic network and intelligent agent
technology in artificial intelligence technology are introduced
to improve the intelligence of search engines. According to the
characteristics of teaching resources, based on the classification
of educational disciplines, the concept of a semantic network is
constructed to realize the expansion of students’ query requests,
including synonymous expansion, related associations, and
conceptual expansion. In order to achieve the purpose of
expanding the scope of retrieval and improving the recall rate
of search engines, by analyzing the feedback information of
students, a personal interest model of students is established on
the structure of the conceptual semantic network, and the
degree of relevance of the concepts is expressed through the
connection between the concepts. *e model can intuitively
reflect the range of students’ personal interests. By establishing
the range of students’ interests, the retrieved documents will be
reordered, so as to improve the ranking of the documents that
students are interested in and improve the accuracy of search
engines.*is paper also tested and verified the intelligent agent
system and gave the test results. *e results show that the
intelligent agent system can effectively improve the ranking of
related documents and provide students with educational re-
sources that interest them.

*is article mainly describes the content of the paper
from five parts. *e specific arrangements of each chapter
are summarized as follows. *e first section is the intro-
duction, which mainly introduces the specific topic back-
ground and research significance of the paper and analyzes
the artificial intelligence search model and educational re-
source retrieval. *e status quo summarizes the main re-
search content and the structure of the paper. *e second
section discusses related work. *e third section introduces
the application of artificial intelligence technology in the
intelligent retrieval of teaching resources. *e fourth section
analyzes the design of educational resource search of the
artificial intelligence search algorithm, and the fifth section
verifies the performance of artificial intelligence search
through experimental simulation. *e sixth section sum-
marizes and looks forward to this article.

2. Related Work

With the continuous growth of information on the Internet,
people have become a way of learning to find what they need
through the Internet [4]. In particular, for students in ed-
ucation, their learning is based on resource learning.
*erefore, obtaining useful subject knowledge is a key issue
for online education students to improve their knowledge.
Artificial intelligence search has gradually become a research
hotspot for scholars at home and abroad [5].*e application
of artificial intelligence search knowledge has received ex-
tensive attention and development in recent years. *e
research on artificial intelligence search knowledge in in-
telligent search of teaching resources is as follows.

Related scholars have conducted research on the on-site
search subsystem and Chinese intelligent search engine in
the online teaching platform.*e guiding ideology of online
teaching activities is a learner-centered educational

philosophy, which aims to improve their own learning
ability through learners’ independent learning and collab-
orative learning. *e emergence and use of online teaching
platforms provide a platform for learners and teachers to
share teaching resources [6]. However, due to the massive
number of teaching resources in the online teaching plat-
form, the content and form of courses, after-school exer-
cises, reference materials, teaching courseware, etc, they
have the characteristics of diversity, which makes them
difficult for teachers and learners to quickly search and apply
resources in teaching activities [7]. How to maximize the
sharing of teaching resources so that learners can quickly
and accurately find the resources they need from their own
resources is the main task of the development of search
engines in the education field, and the development of a
platform that can be applied to online teaching the resource
search tool in is the core to solve this problem.

Related scholars analyzed the characteristics of online
teaching platforms and the characteristics of online edu-
cation, combined with the evaluation standards of online
learners’ learning ability, confirmed the theoretical value of
search tools in online teaching platforms, and fully analyzed
the working principles of search engines, and on the basis of
key technologies, a search framework based on open source
is designed. *e overall architecture of the search system on
the site, the introduction of information push technology
and intelligent knowledge base technology into the frame-
work, has improved the intelligence level of search engines,
in addition, analyzed and compared the shortcomings of the
word segmentation of existing search engines, proposed a
word segmentation optimization plan, and optimized the
search result ranking technology, making the search tool
more suitable for learners to search and query massive re-
sources in the teaching platform, and can quickly locate the
location of the data required by the user [8]. *e search
results of the required resources are fed back to the users to
further improve the search quality of the search engine. In
the process of online teaching, learners mainly obtain the
information resources they need through online media [9].
Whether learners can make full use of the teaching resources
on the Internet is the main factor that affects their knowledge
construction. However, for the current messy network in
terms of teaching resources, learners will inevitably produce
the phenomenon of “information trek”. *ese factors will
indirectly affect learners’ interest and enthusiasm for
learning. For this reason, using search engines to assist
online teaching can improve resource utilization [10]. Search
engines can not only improve the utilization of online
teaching resources but also be one of the key technologies
that need to be used in the development of online teaching.

2.1. Application of Artificial Intelligence Technology in
Intelligent Retrieval of Teaching Resources

2.1.1. Construction of Artificial Intelligence Retrieval Ontology
Model. Ontology is a clear and standardized description of
conceptual models, while domain ontology is an abstract
description of concepts and relationships in specific
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domains. Its functions are similar to relational models, and it
is an organizational framework for information resources in
related domains [11]. Domain ontology is the starting point
of the entire intelligent information retrieval system, and it
also runs through the entire system structure, provides
references and basis for other functional modules, and plays
a pivotal role in the entire system. *e construction of
domain ontology is a complex system engineering, which
requires the participation of many domain experts and a lot
of time investment [12]. Various ontology construction
methods have been proposed. In order to ensure that a
suitable domain ontology can be established, this paper fully
draws on the ideas and experience of software engineering
and proposes a new prototype ontology construction
method based on the spiral model. *e ontology con-
struction process is shown in Figure 1.

2.2. Application of Intelligent Classification Technology in the
ClassificationofTeachingResources. *ere are many kinds of
teaching resources and a large number of them. Most of the
data and information contained in them are in disorder.
*ese data, information materials, and knowledge are
presented in different formats and languages, and the source
of each information resource is also different. In order to
find accurate information, data, and knowledge as soon as
possible, it is necessary to do a good job of processing in-
formation in advance [13]. *e use of intelligent classifi-
cation technology in archive classification management can
effectively manage the messy knowledge, information, and
data in the intelligence of teaching resources. According to
certain standards, the huge and disorderly knowledge, in-
formation, and data can be classified in time to facilitate the
location and acquisition of information data [14]. When
categorizing, you can first divide the knowledge, informa-
tion, and data into several major topics according to the
theme’s standards and then divide each major topic into
several different small topics to construct a hierarchical topic
structure. Teaching resource intelligence can be intelligently
classified with the support of artificial intelligence tech-
nology, pattern recognition, natural language processing,
and machine learning. In the technology of natural language
processing, the text classification technology is based on a
practice text sample library, and this sample library has been
marked. In this sample library, a model that is related to text
types and text attributes is found, and then, the found re-
lational model is used to distinguish new text categories. *e
intelligence of text-based teaching resources can be intelli-
gently classified with the support of text classification
technology [15]. In addition, archivists can also intelligently
distinguish and classify the teaching resources of multimedia
categories by intelligent classification technology composed
of voice recognition, image recognition, and video recog-
nition. *e system structure of intelligent search is shown in
Figure 2.

2.3. Application of Intelligent Search Technology in Intelligent
Retrieval of Teaching Resources. With the continuous de-
velopment of artificial intelligence technology, the types and

quantity of teaching resource intelligence have grown rap-
idly, which has had a huge impact on traditional archival
information resource retrieval [16]. *e disadvantages of
traditional retrieval methods are obvious, and retrieval ef-
ficiency has fallen far short of the requirements of archival
work.*erefore, in order to improve the efficiency of archive
retrieval, it is necessary to use intelligent retrieval technology
to replace traditional archive retrieval methods. Intelligent
retrieval makes full use of various artificial intelligence
technologies such as pattern recognition and natural lan-
guage processing [17]. *e biggest difference between in-
telligent search and traditional search is as follows:
intelligent search can search for the most similar results to
the search content entered by the user and can also arrange
these search results in the most similar order, which can
greatly reduce the search time for users and improve re-
trieval efficiency. In addition to searching for text infor-
mation, intelligent retrieval can also search for multimedia
information such as sound, image, and video. In the current
Internet age where multimedia teaching resources are more
and more intelligent, intelligent retrieval technology has the
advantages that traditional information retrieval technology
cannot compare and has played a huge role in archive re-
trieval work [18]. *e most fundamental purpose of file
classification management is to maximize the use of in-
formation, data, and knowledge in the intelligence of
teaching resources and to manage them efficiently. *e
intelligence, data, and knowledge of teaching resources have
a wide variety and huge amount, and the sources of in-
formation, data, and knowledge are also different, which
creates obstacles for users to search for the useful infor-
mation [19]. *erefore, in order to meet the needs of users
for archive search and want users to find the information
they need in the shortest time, new search technologies must
be introduced. Neural network technology is an artificial
intelligence technology that imitates the behavioral char-
acteristics of animal neural networks to perform distributed
processing of information. In the file classification man-
agement work, the comprehensive introduction of neural
network technology can greatly improve the searchability of
search engines. As long as an intelligent search engine is
developed, an accurate search of information, data, and
knowledge in the intelligence of teaching resources can be
realized, and the problem of information, data, and
knowledge overload can be solved, so as to realize the ef-
fective management of archives classification [20]. *e
application of the intelligent search engine is based on neural
network theory and statistics to quickly analyze massive
information, and quickly classify it, and transmit the in-
formation and data related to the input search content to the
user. In addition, the intelligent search engine can also
automatically grasp the complex concepts in the new in-
formation data, automatically learn the meaning of the
concepts, and then store the new concepts, which is con-
venient for searching and searching for the concepts in the
future [2]. Adding neural network and pattern recognition
to intelligent search will enable intelligent search to locate
and search for information based on the text content,
contextual connection, and meaning. *erefore, the
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intelligent search can quickly find the content which is the
closest and most useful information, and it can also provide
users with an expandable traditional system of information,
data, and knowledge, thus greatly improving the utilization
rate of teaching resource intelligence.*e system framework
of intelligent information retrieval is shown in Figure 3.

*is model is mainly composed of two relatively inde-
pendent parts: an offline processing part and an online
processing part. *e offline processing part is mainly re-
sponsible for the collection of original information, the
establishment of domain ontology, and the processing of
original information. *e online part of the processing
mainly includes obtaining the user’s query request, query
condition coding, querying the semantic index library
through the search engine, sorting the retrieved result set,
and returning the sorted final result to the user. *e offline
processing part is relatively time-consuming, so you can
choose to disconnect the service and the server load is light.

3. Design of Educational Resource Search
Based on Artificial Intelligence
Search Algorithm

3.1. Characteristics of Intelligent Search Engine in Teaching
Platform. Traditional search engines have many problems
in function, such as a large amount of information feedback
in search results and more irrelevant information. *is is
mainly because traditional search engines mainly use key-
word-based mechanical matching methods to achieve users’
search needs [21]. To a certain extent, the ability to un-
derstand and analyze search sentences is not accurate
enough; that is to say, traditional search engines cannot
perform fast and accurate searches for users’ personalized
knowledge and professional knowledge in different fields.
However, with the further development of search engine
technology, the emergence of smart search engines can solve
the above problems [7]. Smart search engines can provide
users with a friendly search interaction interface and can
improve the original resource search based on keyword
search to knowledge understanding. *ey can search for the
most meaningful resources for users from existing resources,
give feedback according to the user’s search request, and can
realize automatic word segmentation technology, synonym
technology, machine learning technology, etc. Intelligent
search engines will have more personalized features, can
gradually understand users’ search preferences based on
information such as resource browsing habits and search
habits of different users, establish corresponding user de-
scription model information for different users, and actively
provide users with relevant information, to bring users a
better search experience [22].

*e in-site intelligent search engine framework pro-
posed in this article is designed for domestic learners of the
teaching platform. *rough the investigation of the use of
the teaching resource library in the online teaching platform,
it is found that most of the resources in the resource library
are documents, mainly including document resources such
as teaching courseware and extracurricular reference

materials in such formats. *erefore, the intelligent search
system in the teaching platform should mainly have the
following five characteristics:

(1) Intelligent and personalized search function: the
intelligence of search engines is mainly reflected in
the ability to obtain users’ search preferences
according to their search habits and then provides
different users with different types of information. In
this article, the search engine should be able to
construct a learner’s interest model according to the
learner’s characteristics and update this interest
model in real time, so as to determine the scope of
the search and provide its professional and per-
sonalized search service

(2) Facing the field of teaching resources and strong
professionalism: at present, general-purpose com-
mercial search engines cannot well meet the per-
sonalized search needs of users in a certain field. *e
in-site intelligent search engine in the teaching
platform realizes the function of quickly searching
for the teaching resources in the platform and ob-
tains the corresponding teaching resources accord-
ing to the theme, which shortens the time for
learners to obtain resources

(3) Good user interface: when designing the user in-
terface, you can refer to the current popular search
engines, combine the functions of the online
teaching platform itself, and add in-site links as
appropriate. For example, you can specify which
courses the teaching resources come from, and
which specific teaching modules in the course, etc.
improve the user’s search experience.

(4) Providing learners with search recommendations:
the on-site teaching resource search engine is a
search engine oriented to a specific field. *e search
tool needs to provide learners with some more
commonly used keyword input prompts related to
teaching resources, use natural language to interact
with learners, and adopt technologies such as se-
mantic web and automatic word segmentation
technology which accurately and quickly under-
stands learners’ search requests

(5) Higher search result accuracy rate: search engines
use information filtering, information mining, and
other technologies to filter the teaching resources in
the network teaching platform and combine the
search sentences to filter the importance of learners
again, so that the feedback search results are more in
line with the learners’ search needs

3.2. Artificial Intelligence Applied to Search Engine Resource
Acquisition. From the above analysis, we can know that the
existing search engine resource acquisition methods are
blind. Relying on width and depth-first algorithms, they
often get a lot of irrelevant information, which leads to the
decline of efficiency and search accuracy. So how can we
improve the efficiency and accuracy of search and how can
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we obtain more valuable information resources at the same
time? If the required information is on the page and the
depth-first search algorithm is used, then the previous must
be traversed; it is the turn to visit the page after a page, the
price paid is very large, but the efficiency is only about 10%.
If the heuristic search is used, generally speaking, it can be
accessed as long as the page is traversed, which is muchmore
efficient than the depth-first algorithm. *e application of
artificial intelligence to web crawlers will enable search
engines to achieve greater success in the acquisition of in-
formation resources [23]. Using heuristic algorithms, web
crawlers can eliminate irrelevant links when traversing links,
and only visit and traverse links that are deemed useful after
the evaluation function are calculated. *is greatly reduces
the number of traversed links, and the obtained pages that
meet the requirements account for a large proportion of the
entire traversed pages. *e accuracy of the collection of
information resources by web crawlers has also improved.
Intelligent agents, also known as agents, are new results of
artificial intelligence research. It can perform various
complicated tasks on behalf of the user according to the
user’s needs without clear specific requirements. *e ap-
plication of intelligent agent technology to search engines
will provide a broad space for the development of a new
generation of more powerful online intelligent search sys-
tems. When accessing a web page link, how to judge the type
of the page is a tricky problem. If you can develop an in-
telligent agent system, let it automatically complete the
classification of documents or judge its type; it would be a
better way. *e main processing steps taken by the artificial
intelligence search algorithm are shown in Figure 4.

*e so-called network information retrieval also refers to
Internet retrieval. With the function of network interface
software, users can query information in various fields on
the terminal. *is retrieval method is mainly based on the
distribution function of the Internet, that is, data distribu-
tion and storage, and a large amount of information is
distributed in the corresponding server. *e user searches
for the dispersedly stored data through the application
terminal system, and any data can be searched and applied

on the network. *e basic structure of the network infor-
mation retrieval system is shown in Figure 5.

First, take the knowledge base as an example. As the part
responsible for long-term memory in the artificial intelli-
gence system, this part mainly stores specialized knowledge.
*is includes established facts and information, as well as
general common sense and rules. Some special systems also
contain databases. *e second is the inference engine. As a
set of programs for performing retrieval tasks, it mainly
includes master control and various task programs. As a
specialized library, it plays an important role in providing
search support. *e user interface mainly includes the
system and the links used by the user to input and convey
relevant information. As a bridge between external infor-
mation and internalization, it can display the final pro-
cessing result to the user and transfer the user’s will to the
computer. *e nonnatural language used in this process can
also reduce the burden and pressure of users in the process of
use. *e intermediate database is also the blackboard we
often say; it is mainly used to store intermediate results and
data in the process of performing tasks and inferences. In the
actual application process, the system will first display the
problem on the blackboard and then display the initial state
of the problem. *en, the expert system makes inferences
based on the knowledge search matching status of the
knowledge base and, at the same time, constantly repairs and
infers the contents of the blackboard. When necessary, we
will also ask customers to make up for and solve the shortage
of knowledge in the knowledge base. *erefore, the black-
board can also be regarded as a dynamic knowledge base to a
certain extent. It plays a very critical role in controlling the
progress of the job. Finally, the knowledge acquisition device
is also called a learner. Its main function is to continuously
repair the content of the knowledge base based on the ex-
perience of system operation.*is is an effective supplement
to ensure the smooth operation of the system. *e inter-
preter is mainly responsible for solving the user’s questions
and is also responsible for explaining to the user the cal-
culation trajectory of the system conclusion. In general,
artificial intelligence technology is a means of science and

Confirm 

Demand
analysis Collect

message

Term
recognition

Formal
coding

Text
message

Internet
connection

Professional
knowledge

C
m

recognitio
Formal
coding

Text
message

In
con

Professional
knowledge

Figure 1: Prototype method of domain ontology construction.
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technology to help people solve some urgent problems in the
form of analogy thinking.

4. Experimental Results and Analysis

4.1. Data Set and Experiment Establishment. In order to
objectively evaluate the abovementioned feature selection
method in the actual situation of basic education text
classification, we select basic education discipline resources
to construct a hierarchical classification system with a two-
tier structure. As shown in Figure 6, there are 12 major

categories and 18 subcategories and manually obtained a
corresponding data set, which includes 8428 training doc-
uments and 1867 open test documents. *e specific dis-
tribution is shown in Figure 6. In the experiments and
discussions later in this article, unless otherwise specified,
they refer to the training set and test set.

*e classification algorithm used in the experiment is the
Roccio algorithm. In the actual application, α� 1 and β� 0 in
the Roccio formula, that is, only positive samples are con-
sidered, and the category vector is the center of the training
text of the category, because in many cases, the effect of
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negative samples on the establishment of the category vector
is limited, and it may even bring more noise. *e classifi-
cation results are evaluated using the microaverage classi-
fication accuracy rate Micro-F and the value evaluation
standard. *e method of composing training documents is
as follows: the training documents of the first-level category
are composed of documents in the subcategories below
them. For the first-level categories, when training a certain
category, the positive example document set is all the
documents of that category, and the negative example
document set is the sum of the documents of other cate-
gories. *e second level of the subcategory training method
is to compare each subcategory under the same category. For
example, for the subcategories of the language category
elementary school language, junior high school language,
and high school language, when extracting the characteristic
words of the elementary school language category, the
normal document set is a document of elementary school
language, and the negative example document set is the sum
of documents of junior high school language and high school
language. *is improves the training speed, and at the same
time, the feature distinction between subcategories is
greater. In the test, a top-down classification method is
adopted; that is, the document is first classified into a certain
category, and then, the document is then classified by each
small category under the category to continue to determine
whether it belongs to a small category.

4.2. Analysis of Correct Rate Results. *e first round of ex-
periments compared six commonly used feature selection

methods of DF, IG, Cross Entry, CHI, WET, and MI. Go to
the second layer, which is the Micro-F of the subcategory,
and the value is shown in Figure 7. It can be seen from the
two figures that, in addition to mutual information, other
algorithms have achieved better classification results.
Among them, the Micro-F of the major category has a very
high value, with the maximum value reaching 97.1%. With
the decrease in the number of features, the overall trend is
declining, but the Micro-F values of various methods are not
much different before 3000 dimensions. *e Micro-F value
of text evidence weight is significantly reduced after 300D
dimensions. Another Micro-F value shows an obvious
downward trend after 1000 dimensions. *e Micro-F value
of the small category is up to 78.2%, which is much lower
than the Micro-F of the large category. *is may be because
the discrimination between the small categories under the
same category is relatively poor, resulting in poor classifi-
cation results, but the overall trend graph is similar to that of
major categories.

In feature selection, the function of feature in classifi-
cation is expressed as the weight to select important features.
In the text description, we need to give weight to the features
to describe the importance of the text features in the text. In
essence, the consideration of feature importance in these two
places is the same, which is based on the classification ability
and description ability of features. However, the scope of
their consideration is different, and the methods adopted are
also different. In the face of the whole data set, the im-
portance of features is for all categories, and the distribution
of features among categories is emphasized.*e latter is for a
single text, and the importance of features is for the content
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of the text. In order to measure the description ability and
classification ability of features in the text, it also needs to be
placed in the global scope to measure accurately.

4.3. Analysis of Classification Results. *e Roccio classifier is
used to perform weighting experiments on 1867 documents
in 12 categories and 18 subcategories of the basic education
text set. In this experiment, no dimensionality reduction

algorithm is used. *e microaverage Micro-F value test is
used for the test results. Figure 8 shows the accuracy of the
microaverage classification of texts classified into major
categories. It can be seen from the figure that TF∗ IDF has the
best classification effect, TF∗Igorot and TF∗X are slightly
worse than TF∗IDF, and TF∗MI has the worst effect, fol-
lowed by TF∗WET and TF∗MIPW. *e overall trend of
TF∗IDF is that as the feature dimension decreases, the
classification effect becomes worse, but at 3000 dimensions,
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the classification accuracy rate slightly increases. Among
them, the Micro-F value is 0.964.

Figure 9 shows the accuracy of the microaverage clas-
sification of texts classified into subcategories. It can be seen
from the figure that TF∗IDF has the best classification effect,
TF∗Igorot, TF∗X′, and TF∗IG are slightly worse than
TF∗IDF, and TF∗MI has the worst effect, followed by
TF∗WET and TF∗MIPW. Except for TF∗MI, the overall
trend of other functions is that as the feature dimension
decreases, the classification effect becomes worse, but the
decline is small before 3000 dimensions, and the decline is
greater after 3000 dimensions. *e Micro-F values of
TF∗IDF, TF∗Igorot, and TF∗X2 are equivalent at 500 di-
mensions. At 3000 dimensions, the Microft value of TF∗IDF
is 0. It can be seen that, compared with the classification
effect of the large class, the classification accuracy of the
small class is still much worse. *is may be because, com-
pared with the features of the large class, some small
characteristics of the class are not clearly distinguished
because of the reasons.

5. Conclusion

With the continuous growth of information on the Internet,
people have become a way of learning to find what they need

through the Internet. In particular, for students in education,
their learning is based on resource learning. *erefore,
obtaining useful subject knowledge is a key issue for online
education students to improve their knowledge. However,
due to the limitations of students’ knowledge and the control
of the Internet, it is difficult to obtain the required
knowledge from a general search. *erefore, the develop-
ment of intelligent search is now increasingly becoming the
focus of search research in teaching. With the development
of artificial intelligence technology, the intelligence of search
engines will become more and more in line with people’s
actual needs. *is article is based on the knowledge in the
field of artificial intelligence as the background; according to
the characteristics of teaching resources, it is beneficial to
search for teaching resources, explore, and build a semantic
network in its retrieval module, aiming to classify the do-
main words in educational resources, so that the retrieval
engine can expand the query request based on this concept.
*is article is to study the use of intelligent search in teaching
resources. It is a preliminary exploration of intelligent search
engines. Although some methods are proposed, there are
still many problems to be studied. *is article uses the word
frequency method to calculate the degree of correlation
between the domain words and the document. It is more
practical under certain conditions, but it cannot objectively

1000 2000 4000 5000500 3000
0

20

40

60

80

100
M

ic
ro

-F
 v

al
ue

(a)

1000 2000 4000 5000500 3000
0

20

40

60

80

100

M
ic

ro
-F

 v
al

ue

(b)

1000 2000 4000 5000500 3000
0

20

40

60

80

100

M
ic

ro
-F

 v
al

ue

(c)

1000 2000 4000 5000500 3000
0

20

40

60

80

100

M
ic

ro
-F

 v
al

ue

(d)

Figure 9: Accuracy of microaverage classification. (a) Classification results of TF∗ IDF. (b) Classification results of TF∗ IG. (c) Clas-
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represent the content of the document. *erefore, how to
understand and express the content of the document has
always been the intelligence of the search engine. *e im-
portant direction of transformation is not only to be able to
extract the main keywords from the document but also to
understand the main content of the document, to auto-
matically locate the document accurately, and truly realize
the understanding of the conceptual level of the document.
With the development of artificial intelligence technology,
the key technology of intelligent search will inevitably be
greatly improved, and the intelligent search will certainly
have broad application prospects in the search field in the
future.
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Hierarchical Temporal Memory is a new type of artificial neural network model, which imitates the structure and information
processing flow of the human brain. Hierarchical Temporal Memory has strong adaptability and fast learning ability and becomes
a hot spot in current research. Hierarchical Temporal Memory obtains and saves the temporal characteristics of input sequences
by the temporal pool learning algorithm. However, the current algorithm has some problems such as low learning efficiency and
poor learning effect when learning time series data. In this paper, a temporal pool learning algorithm based on location awareness
is proposed. +e cell selection rules based on location awareness and the dendritic updating rules based on adjacent inputs are
designed to improve the learning efficiency and effect of the algorithm. +rough the algorithm prototype, three different datasets
are used to test and analyze the algorithm performance. +e experimental results verify that the algorithm can quickly obtain the
complete characteristics of the input sequence. No matter whether there are similar segments in the sequence, the proposed
algorithm has higher prediction recall and precision than the existing algorithms.

1. Introduction

Hierarchical Temporal Memory (HTM) is a new neural
network model that simulates the organization and structure
of cortical cells and the way the human brain processes
information. HTM uses a large amount of sequence data for
training [1]. By extracting and storing the patterns, HTM can
predict the subsequent occurrence of the current input or
detect whether the current input is abnormal. +erefore,
HTM is widely applied in the analysis and processing of time
series data. +e basic unit of HTM is the cell. A number of
cells constitute the minicolumn, and a large number of
minicolumns form the network space of HTM. Spatial pool
learning algorithm (SPL) and temporal pool learning al-
gorithm (TPL) are two important learning steps of HTM.
SPL establishes the mapping relationship between the input
and the minicolumn set to form the sparse distributed
representation (SDR) of inputs. TPL constructs or adjusts
the corresponding dendrite branches among the cells to
form a temporal correlation of inputs [2].

In the process of human learning, the human brain
remembers many things. When given clues, the human
brain can retrieve relevant knowledge with high efficiency.
HTM works by imitating the way the human brain pro-
cesses information. Using the memorized patterns, HTM
can also efficiently obtain the complete pattern informa-
tion by the clues. With SPL, the input can be quickly
located and represented in HTM. TPL uses different
combinations of active cells to express the context of input
and constructs the temporal relationship between inputs
in different environments. When an input enters HTM,
HTM can quickly retrieve all follow-ups by activating all
cells on the active minicolumn. With the continuous
confirmation of the following inputs, HTM can identify
and confirm the patterns containing sequential inputs.+e
retrieval efficiency of this method is much higher than that
of the traditional comparison algorithm. Based on this, the
trained HTM can be regarded as a warehouse of rules,
which can detect whether the test sequence is abnormal. In
this model, if the learning sequences are the rules, it is
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worth discussing how to get all features of the rules quickly
and ensure that the trained HTM has high prediction
recall and precision.

First, TPL uses Hebbian rules to adjust the dendritic
branches of cells to establish the temporal association
between adjacent inputs. When the number of connected
synapses in the dendrite branch of the cell accumulates to a
certain threshold, TPL completes the extraction and
memory of sequence features. TPL needs multiple itera-
tions to memorize the sequence features, which affects the
learning efficiency of TPL. Secondly, TPL gives priority to
enhance the sequence features that have been learned
rather than the current position sequence features, which
affects the learning effect of TPL. In particular, when there
are many continuous same inputs in the sequence, TPL is
easy to fall into the same input cycle training and unable to
obtain all features of the pattern, which affects the learning
effect of TPL. +erefore, it is necessary to design a new
algorithm to improve the learning efficiency and effect of
TPL.

In this paper, a temporal pool learning algorithm based
on location awareness (TPL_LA) is proposed. +e genera-
tion rules of learning cells and active cells based on location
awareness and the adjustment rules of dendrite branches
associated with adjacent inputs are designed. +ree datasets
are used to test the performance of TPL_LA and TPL. +e
main innovations of this paper are as follows.

(1) Using the multiple cells contained in the mini-
column, the generated learning cells and active cells
can accurately express the position information of
the input. In this way, the algorithm can give priority
to learning the current sequence features, reduce the
possibility of self-cycle prediction when learning
continuous same inputs, and improve the learning
effect of TPL.

(2) According to the generated learning cell set and
active cell set, the algorithm adjusts the updating
rules of dendritic branches associated with adjacent
inputs, and a new setting strategy of synaptic value is
designed to improve the learning efficiency of TPL.

(3) According to the generated learning cell set, the
algorithm reduces the scope of active cells to predict
the follow-up more accurately, which reduces the
impact of historical memory on learning

(4) In the open-source framework of HTM, the pro-
totype of TPL_LA is implemented, and different
types of data sets are used to test and analyze it. +e
results verify that TPL_LA could effectively im-
prove the learning efficiency and effect compared
with TPL.

+e remainder of this paper is structured as follows: the
related works for HTM are discussed in Section 2. +en, in
Section 3, the efficient temporal pool learning algorithm
based on location awareness is discussed. Finally, the ex-
periments and analysis are carried out in Section 4. And the
last section concludes our study.

2. Related Works

HTM is a new artificial neural network model based on Jeff
Hawkins’ memory prediction framework [3], and its main
workflow is shown in Figure 1. +e basic network space of
HTM can be described as a region composed of multiple
minicolumns. Regions and regions can have hierarchical re-
lationships.+ere aremany cells on aminicolumn.+e cells on
each minicolumn share a proximal dendrite to receive input
stimuli. Every cell may have many branches of distal dendrites,
which can build relationships with other cells [1]. +e encoder
converts the input into a binary vector of equal length, and the
number of components with 1 in the vector is equal.

+e vector can activate a small number of minicolumns
to express the input content through SPL. TPL selects some
cells on these activated minicolumns to express the input
location information and establishes dendrite branches on
these cells to construct the correlation between inputs. +e
sequence can be learned through the SPL and TPL to form
memory in the network space of HTM. When the input
sequence is consistent with the memorized pattern, the
HTM can predict the next content based on the memory [4].
Two core algorithms, SPL and TPL, are used to construct the
space-invariant and time-invariant features of input se-
quences, which are the key technologies for HTM to dis-
tinguish similar patterns.

For SPL, Ahmad and Hawkins give the characteristic
description of sparse matrix and the expression form of
information in the spatial pool [5], which provides theo-
retical guidance for the following research. Lattner Stefan
uses the vector to study the spatial pool and proposes a
formula for calculating the overlapping values and the
corresponding learning rules [6]. Byrne describes the
structure of HTM formally by using matrixes [7], which
provides a mathematical basis for the derivation of rules.
Leake et al. study and discuss the influence of initialization
parameters on SPL [8]. Mnatzaganian et al. give a com-
prehensive mathematical framework of the spatial pool [9]
so that the follow-up scholars can understand the core
characteristics of SPL and improve the algorithm from a
mathematical point of view. Li et al. propose an improved
algorithm for spatial pool learning, which can make the
training process of the spatial pool more efficient and stable
[10]. In recent years, increasing scholars have begun to study
the hardware implementation of the spatial pool to give full
play to the advantages of HTM architecture [11]. Deliang
Fan et al. propose that the computing blocks for HTM can be
mapped using low-voltage, magneto-metallic spin-neurons
combined with an emerging resistive crossbar network [12].
Krestinskaya et al. develop circuits and systems to achieve
the optimized design of an HTM SP, an HTM TM, and a
memristive analog pattern matcher for pattern recognition
applications [13]. SPL abstracts the input features through a
hierarchical structure [14], which makes HTM have wide-
ranging applications in recognition and classification, such
as data classification [15], face recognition [16], speech
recognition [17], biometric recognition [18], detection of
multiple objects located in clutter color images [19],
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handwriting recognition [20], action recognition [21], gait
recognition and understanding [22], and natural language
processing [23].

For TPL, Hawkins and Ahmad give the formal ex-
pression of learning rules by matrixes [2], which gives a
mathematical description of the rules related to active cells,
learning cells, predicting cells, and synaptic renewal. +is
provides a theoretical basis for the subsequent study of the
temporal pool learning algorithm. Younes Bouhadjar et al.
reformulate the model in terms of a network of spiking
neurons with continuous-time dynamics [24], in which they
discuss how neuronal parameters such as cell-intrinsic time
constants and synaptic weights constrain the sequence-
processing speed. El-Ganainy et al. propose an improved
Hierarchical Temporal Memory that can consider long-term
dependence [25]. Suzugamine et al. propose a self-structured
cortical learning algorithm that dynamically adjusts the
numbers of columns and cells according to the input data
[26]. In this model, the backtracking algorithm proposed by
the author makes the prediction of the temporal pool more
stable. In recent years, some scholars start to implement TPL
on hardware [27]. Many scholars combine SPL with TPL and
apply HTM to many fields with time series data, such as
anomaly detection of time series data [28], heart attack
detection [29], medical data flow prediction [25], hydro-
logical intelligent monitoring [30], abnormal ECG detection
[31], and abnormal detection in crowd management [32].
However, when the sequence data is learned as rules, TPL in
the above research still has some limitations. For example, it
needs multiple iterations to memorize the sequence features,
it gives priority to enhancing the memory of a historical
pattern when learning a sequence, and it is easy to fall into
the same input cycle training when learning the sequence
with many continuous same inputs. When TPL obtains all
features of sequences, these limitations will lead to low
learning efficiency and poor learning effect.

3. The Temporal Pool Learning Algorithm
Based on Location Awareness

In TPL_LA, the learning process of TPL is reconstructed. +e
active cell and learning cell selection rules based on location
awareness are proposed to make TPL_LA more focused on
the current sequence features, which improves the learning
effect of the algorithm.+e dendrite updating rules associated
with adjacent inputs are proposed to improve the learning
efficiency of TPL_LA. +e algorithm reduces the scope of
active cells to predict the follow-up more accurately, which
reduces the impact of historical memory on learning. +e
learning process of TPL_LA is shown in Figure 2.

3.1. Notation. +e following notations are given for the
HTM consisting of N minicolumns and M cells in each
minicolumn:

(1) Wt: the set of active minicolumns in HTM at time t.
+e set includes the identifiers of the activated
minicolumns at time t. Wt is the output of SPL.

(2) At � at
ij : the matrix of active cells at time t. At is a

binary matrix ofM×N. at
ij indicates whether the i-th

cell on the j-th minicolumn is active at the time of t.
A value of 1 indicates an active state and a value of 0
indicates an inactive state.

(3) Πt � πt
ij : the matrix of predictive cells at time t. Πt

is a binary matrix ofM×N. πt
ij indicates whether the

i-th cell on the j-th minicolumn is predictive at the
time of t.A value of 1 indicates a predicted state and a
value of 0 indicates an unpredicted state.

(4) Dk
ij: the matrix of dendrite branch synaptic. Dk

ij is a
binary matrix of M×N. j is the minicolumn’s
number. i is the cell number on the minicolumn. k is
the dendrite branch number of the cell. +e matrix is

Data Classifier Predictions
anomaly detection

Encoder HTM
spatial pool

HTM
temporal pool

……→c→b→a

……

Classifier ……→ c

Input space
Potential connections

Inactive cells

Active cells

Predicted cells

Encoder

0 Inactive inputs

Active inputs1

Sp Tp

Figure 1: HTM workflow.
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used to store the synaptic permanence in the k-th
dendrite branch between i-th cell of j-th minicolumn
and otherm× n−1 cells. Permanence is a scalar value,
and its range is [0.0, 1.0].

(5) D
k

ij: the matrix of dendrite branch connectivity. D
k

ij

is a binary matrix of M×N constructed by the fol-
lowing equation. C_P is the threshold of
connectivity.

d
k

ij �
1, d

k
ij ≥C P,

0, otherwise.

⎧⎨

⎩ (1)

(6) _D
k

ij: the matrix of positive terms of dendrite branch
synapses. _D

k

ij is a binary matrix ofM×N constructed
by the following equation:

_d
k

ij �
1, d

k
ij > 0,

0, otherwise.

⎧⎨

⎩ (2)

(7) _Cell
t

� _cell
t

ij : the matrix of learning cells at time t.
_Cell

t
is a binary matrix ofM×N which is a subset of

At. _Cell
t
contains the cells whose dendrite branches

need to be added or modified in the training process
at time t. When _cell

t

ij � 1, it means that the cell
participates in the learning process of the current
input.

(8) I P: initial synaptic permanence. I P is a scalar with
a value range of [0.0, 1.0], indicating the permanence
of the first connection between two cells.

3.2. Analysis of the Temporal Pool Learning Algorithm.
Each input in the sequence continuously activates the
microcolumns to express itself through SPL. TPL activates
cells in these minicolumns to express the context of current
input and uses active cells to predict the follow-up content.
TPL selects a small number of cells from active cells as
learning cells to reduce the number of dendritic branches on
cells. By adjusting the permanence of dendritic branches
owned by these learning cells, TPL constructs the association
between the input before and after and learns the sequence
features. Active cell generation rule, learning cell generation

rule, and dendritic branch synaptic adjustment method are
important factors affecting the performance of TPL. Next,
from the two aspects of learning efficiency and learning
effect, this paper analyzes the implementation details
existing in TPL, such as the selection rules of learning cells
and active cells and the updating rules of dendritic branches.

3.2.1. Learning Efficiency. In HTM, cells maintain a large
number of dendritic branches, which record the relationship
between cells. With these dendrite branches, HTM can save
the sequence relationship between inputs so that the TPL can
predict the future according to the current input. When a
cell creates a new dendritic branch, its synapses are usually
not connected. After TPL learns the input many times, the
Hebbian rule makes the permanence of the dendrite branch
increase or decrease. +e cell can become the prediction cell
of the associated active cell, and TPL completes the memory
of the sequence only when the connected synapses in the
dendrite branch reach the threshold.+erefore, the sequence
needs to be learned repeatedly before being memorized by
HTM.

Secondly, in the minicolumn activated at time t, TPL
uses the following equation to generate active cells:

a
t
ij �

1, if j ∈W
t and πt−1

ij � 1,

1, if j ∈W
t and 

i

πt−1
ij � 0,

0, otherwise.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(3)

If there are no predictive cells on an activated mini-
column at time t, TPL selects all cells on the minicolumn as
active cells. TPL selects one of the cells as the learning cell to
avoid creating too many dendritic branches in the learning
process. TPL uses the following equation to select the
learning cell on this minicolumn, which is called the best
matching cell.

_cell
t

ij � 1where j ∈W
t and 

i

πt−1
ij

� 0 and∃k _D
k

ij°A
t−1
1

�����

�����>minThreshold 

andmax match _D
k

ij°A
t−1
1

�����

�����1
 ,

(4)
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Figure 2: +e learning process of TPL_LA.
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where max match(‖ _D
k

ij°At−1
1 ‖1) determines whether celli,j

contains a dendritic branch that overlaps with the last active
cells the most among all cells on j minicolumn. +e min-
+reshold is the minimum threshold of overlap values of
dendrite branches, which is used to avoid some invalid
dendritic branches from participating in the calculation.

TPL selects a dendrite branch on the learning cell and
enhances its synaptic value to strengthen its association with
active cells at time t−1. +e selected dendrite branch _D

k

ij

should satisfy the following formula:

_D
k

ij°A
t−1
1

�����

�����1
� max _D

k

ij°A
t−1
1 

������

������1
. (5)

In this case, with the unpredicted activated minicolumn,
the adjusted dendrite branches have the following two
situations:

(1) +e dendrite branch constructs the association be-
tween _cell

t
and _Cell

t− 1
. TPL adjusts the synaptic

permanence to enhance the association between the
current input and the previous input.

(2) +e dendrite branch does not construct the associ-
ation between _cell

t
and _Cell

t− 1
. TPL adjusts the

synaptic permanence to enhance the characteristics
of a historical subsequence.

+e use of equation (4) increases the probability of Case
2, which makes TPL give priority to learning the features of
repeated subsequences. When TPL cannot find the learning
cell with equation (4), TPL will randomly select one with the
least utilization rate as the learning cell on the unpredicted
activated minicolumn. TPL constructs a new dendrite
branch on the cell and establishes the association with the
learning cells at time t−1. In this way, TPL can learn and
memorize the current new sequence feature and add it to the
last learning content. +erefore, TPL needs to learn a se-
quence repeatedly before it can memorize and store all
characteristics, even if TPL directly sets the initial synapse
permanence of the newly created dendritic branch to the
connected state.

3.2.2. Learning Effect. TPL gives priority to learning the
features of repeated subsequences rather than those of the
current input sequence. +erefore, after a round of training
of the input sequence, TPL can only memorize and store the
repeated segments. +ese memories are fragmentary.
Compared with the complete sequence, there are many
breakpoints in memory. Although more iterative training
can repair these memory breakpoints, it also needs more
time. By repairing memory breakpoints, fragment memories
can string into a longer memory, which can be called the
memory axis. However, some sequence fragments will be
memorized again in the new context and form memory
branches on the memory axis. +e following experimental
results can verify this conclusion.

Besides, there may be continuous same inputs in the
sequence. Although the contents of these inputs are the
same, their meanings are different due to their different
positions. TPL selects different learning cells from the

activated minicolumns to represent the different contexts of
input.+e cells associated with learning cells also come from
these minicolumns. When TPL learns the continuous same
inputs, it is easy to make the input cycle predict itself. In this
case, TPL will no longer learn the same new input, which will
affect the training effect.

As shown in Figure 3, HTM has learned b for P times,
and each b has different learning cells due to its different
positions. When TPL learns the subsequent b, the active cells
of the input may be a subset of the predicted cells, i.e.,
At � At°Πt. +is leads to the fact that the modified dendrite
branches only strengthen the memory of history, and TPL
no longer learns new repetitive content. +erefore, TPL
cannot effectively learn repeated inputs, and HTMmay only
form one or more memory segments of the sequence.

When TPL learns a sequence, the memory generated by
HTM usually has memory breakpoints and memory
branches, which will affect the prediction effect. Memory
breakpoints indicate that TPL cannot form a complete
memory of a sequence, and they will reduce the recall of
predictions. Memory branches will reduce the precision of
prediction.

3.3. Cell Selection Rules Based on Location Awareness. In
TPL_LA, the cell selection rules based on location awareness
are designed. +e rules reduce the range of active cells and
no longer use the best matching cells. In this way, TPL_LA
can distinguish the same input in different positions and give
priority to learning the features of the current sequence.

When there are predictive cells on the activated mini-
columns at time t, these cells contain active dendritic
branches. Adjusting these dendrite branches will learn the
sequence characteristics of the current position. TPL_LA
uses the following equation to set the cell as a learning cell.

_cell
t

ij � 1 where j ∈W
t and πt−1

ij � 1. (6)

When there are not predictive cells on the activated
minicolumns at time t, these cells do not contain active
dendritic branches. TPL_LA uses the following equation to
set the cell as a learning cell, where min used(celli,j) de-
termines whether celli,j is the least used cell on jminicolumn.

_cell
t

i,j � 1 wheremin used celli,j and j ∈W
t

 and 
i

πt−1
ij � 0⎛⎝ ⎞⎠.

(7)

TPL_LA adds dendrite branches to the learning cell to
construct the association with _Cell

t− 1
to learn the sequence

characteristics of the current position.
Finally, based on the selected learning cells, TPL_LA uses

the following equation to create active cells.

A
t

� _Cell
t
. (8)

Different from the way TPL generates the learning cells
and active cells, the algorithm no longer selects the best
matching cells but randomly selects the cells with the least
frequency as the learning cells with the unpredicted activated
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minicolumns.+erefore, TPL_LA can accurately express the
context of the current input and learn the sequence features
of the current position. Active cells usually express multiple
contexts of input. +e algorithm generates the active cells
according to the learning cells, so it can accurately express
the current context of the input. Such active cells reduce the
prediction of historical content, which makes TPL learn the
sequence characteristics of the current position and reduces
the occurrence of memory breakpoints and memory
branches. Besides, when TPL_LA learns the same contin-
uous inputs, such active cells can also reduce the cycle
prediction of the input and improve the learning effect of
TPL_LA.+e purpose of the proposed algorithm is to obtain
the complete features of the rule. Every input owns different
cell combinations to express the context through location
awareness. To some extent, this increases the number of
dendritic branches on the cell. +is strategy will take up
more storage space but improve the accuracy of prediction.

3.4. DendriteUpdating Rules AssociatedwithAdjacent Inputs.
In TPL_LA, the updating rules of dendritic branches as-
sociated with adjacent inputs are designed, which makes
TPL_LA quickly complete the learning of sequence features.

By adjusting the active dendrite branches of learning cells
generated by equation (6), TPL_LA can learn the sequence
features of the current position. TPL_LA uses the following
equation to select the dendrite branches to be adjusted. +e
a_T is the activation threshold of dendritic branches.

∀j∈Wt πt−1
ij > 0 and D

k

ij°A
t−1
1 > a T. (9)

Reinforcing the above segments is to decrease all per-
manence values by a small value p− and increase the per-
manence values corresponding to active presynaptic cells by
a larger value p+ [2].

D
k
ij � D

k
ij + p

+ _D
k

ij°A
t− 1

  − p
− _D

k

ij. (10)

By adding the active dendrite branches to the learning
cells generated by equation (7), TPL_LA can establish the
association between the current learning cell and _Cell

t
and

learn the sequence features of the current position. +e
algorithm adds a new dendrite branch Dnew

ij according to the
following equation. I_P is usually greater than the con-
nectivity threshold of synapses.

D
new
ij � _Cell

t− 1
× I P. (11)

According to the above rules, either the selected active
dendritic branches or the newly added dendritic branches
construct the association between learning cells at the time

before and after. All of these make learning aim at the
current sequence and reduce the interference of historical
memory on current learning.When the synapse permanence
is greater than or equal to the connectivity threshold, the
synapse is connected. +erefore, using a bigger I_ P,
TPL_LA can quickly construct the temporal association of
the sequence, extract the features of the memory sequence,
and improve the learning efficiency.

3.5. 4e Pseudocode of the Proposed Algorithm. Based on
Sections 3.3 and 3.4, the pseudocode of TPL_LA is shown as
follows. (Algorithm 1).

TPL_LA modifies the rules of TPL. By sensing the po-
sition information of the input in the sequence, TPL_LA
selects different learning cells to distinguish the same input.
By reducing the range of active cells and no longer using the
best matching cells as learning cells, TPL_LA only learns the
sequence features at the current position. In this way, the
memory of HTM rarely produces memory breakpoints and
memory branches, and the algorithm can memorize all
features of the sequence. +erefore, the learning effect of
TPL_LA is highly improved. By increasing the synaptic
permanence in the new dendrite branch of the learning cell,
TPL_LA can learn the features of the sequences faster.
+erefore, the algorithm not only guarantees the learning
effect but also has high learning efficiency.

4. Experiments and Analysis

In the open-source framework of HTM, the prototype of
TPL_LA is implemented. Different types of datasets are used
to test and analyze it compared to TPL.

4.1. Datasets and Evaluation Indicators. In this paper, three
datasets are used to test and analyze TPL_LA and TPL. Fifty
digits after the π decimal point are used to construct the first
dataset representing a random sequence. A sequence such as
“211111...... 11113” is used as the second dataset to represent
a sequence with continuously repeated inputs, whose length
is set to 50. +e third dataset is the statistical data of New
York taxi passengers. From July 1, 2014, to January 31, 2015,
the number of passengers per 30 minutes of New York taxi is
used to construct the input sequence, with a total of 10320
data.

+ese three datasets are used to train the two algo-
rithms, respectively, and the corresponding datasets are
used for prediction tests. +e test results are used to
evaluate the learning effect of whether the two algorithms
can obtain all features of the sequence. +ree evaluation
indicators, i.e., mean recall (MR), mean precision (MP),
and F1, are used to evaluate the two algorithms. +e
recallt describes whether the input is within the predic-
tion range at time t. +e precisiont describes the pro-
portion of the input in the prediction range at time t. +e
evaluation indicators are calculated using the following
equations:

Abbbbbb…bbbbbbb……bbbbbbc

Learned sequence
P

Figure 3: An example of repeated inputs in a sequence.
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recallt �
1, if At°Πt− 1 > a_T,

0, otherwise,

⎧⎪⎨

⎪⎩

precisiont
�

A
t

����
����

Πt−1����
����
, if recallt � 1,

0, otherwise,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

MR �
1
L

 recallt,

MP �
1
L

 precisiont,

F1 �
1

1/MR + 1/MP
�
2 × MR × MP
MR + MP

.

(12)

L is the length of a sequence. When the values of MR
and MP are both large, it shows that the algorithm has a
high degree of restoration for the input sequence. +e
larger the value of F1, the better the learning effect of the
algorithm.

4.2. 4e Testing with Random Inputs. +e sequence with
random inputs is constructed using dataset 1. Figure 4 is a
graphical representation of each input in dataset 1.

Dataset 1 has a small input range, so the prototype
system uses Table 1 to set the relevant parameters.

4.2.1. 4e Comparison of Testing Results. When learning a
sequence, TPL_LA needs larger initial value synapses.
+erefore, I_P is set to the connectivity threshold of 0.8 and
TPL_LA trains the sequence only once. TPL is tested in two
cases. (1) TPL sets I_P to the connective threshold of 0.8 and
trains the sequence once. (2) TPL sets I_P to the discon-
nected value of 0.7 and trains the sequence one and more
times. Table 2 shows the testing results.

(1) Get Wt of current input from spatial pool:
(2) Get At−1

� ⊓t−1� Cellt− 1 from last time
(3) For j � 0 to N − 1 do:
(4) if j ∈Wt then
(5) for i � 0 to M − 1 do
(6) if π t−1

ij �� 1 then
(7) set the current cell to cellti,j
(8) if (learn) then
(9) reinforce the segment of the cell;
(10) endif
(11) else
(12) select the less used cell to cellti,j
(13) if (learn)
(14) create connected segment between cellti,j and cellt− 1

(15) endif
(16) endif
(17) endfor
(18) else
(19) if π t−1

ij �� 1 then
(20) if (learn) punish the segment of the cell endif
(21) endif
(22) endif
(23) endfor
(24) if (learn) At � Cellt endif
(25) Comput the ⊓t

ALGORITHM 1: TPL_LA.

Table 1: Parameters for a random sequence test.

Parameter Parameter value Meaning
C_D 128 Column dimensions
C_P_C 16 Cells per column
I_P Pending Initial permanence
C_P 0.8 Connected permanence
P_I 0.1 Permanence increment
P_D 0.05 Permanence decrement

1 3 5 7 9 11 13 15 17 19 21 23 25 27 29 31 33 35 37 39 41 43 45 47 49

Input sequence
10

9
8
7
6
5
4
3
2
1
0

Figure 4: A sequence with random inputs.
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+rough F1, it can be seen that TPL_LA is better than
TPL. From the perspective of MR or MP, the results of the
TPL_LA training sequence once are better than those of TPL
in various situations. TPL_LA gives a distinct context to the
input in different positions, so the recall and precision of the
prediction are both the highest. In the learning process of
TPL with connected I_P, repeated content is easy to form
memory breakpoints. In addition, without repeated iterative
learning, these breakpoints are difficult to repair, so the recall
and precision of the prediction cannot reach the high point,
which reduces the value of F1. In the learning process of TPL
with unconnected I_P, nonrepetitive content is easy to form
memory breakpoints. Repeated iterative learning can repair
these memory breakpoints and produce some memory
branches. +erefore, the learning result makes the recall of
prediction very high but reduces the precision of prediction,
which slightly reduces the value of F1. Although the TPL can
also achieve a high approval of recall or precision through
iterative learning, it needs more learning time. +erefore,
TPL_LA has better learning efficiency and learning effect
when learning a random sequence.

4.2.2. 4e Prediction State of Every Step. To better analyze
the results in Table 2, the prediction states of each step when
the two algorithms process dataset 1 are listed in Figure 5.

As can be seen from Figure 5(a), when TPL sets I_P
disconnected and learns the sequence once, HTM only
remembers the repeat patterns. Some patterns do not repeat
in the dataset, which lets the synaptic value between the
inputs of these patterns not reach the connectivity state, so
HTM does not memorize these patterns. Compared with the
complete sequence, there are many breakpoints in memory,
so the recall and precision of prediction are very low. It can
be seen from Figure 5(b) that when TPL sets I_P discon-
nected and learns the sequence 100 times, the memory in
HTM can restore the complete sequence. +rough iterative
learning, TPL strengthens the disconnected synapses be-
tween inputs to the connected state, so these nonrepetitive
patterns are also memorized. At the same time, the repeated
patterns in different positions are given different contexts, so
some memory branches are formed in HTM. +erefore, the
recall of prediction is very high, and the precision of pre-
diction is not high. It can be seen from Figure 5(c) that when
TPL sets I_P connected and learns the sequence once, HTM
memorizes long sequence fragments. However, memory
breakpoints are formed at the position of each repetitive
subsequence. +e memory breakpoint will make the sub-
sequent input have no context, which causes multiple

following predictions. As a result, the recall and precision of
prediction are not very high. It can be seen from Figure 5(d)
that when TPL_LA learns the sequence once, the memory in
HTM can restore the complete sequence. +e algorithm
gives a distinct context to the input in different positions, so
the memory in HTM has few memory breakpoints and
memory branches. +erefore, the recall and precision of the
prediction are both the highest.

4.3. 4e Testing with Repeated Inputs. +e sequence with
continuously repeated inputs is constructed using dataset 2.
+ere are only three input types in the sequence, so the
algorithms still use the parameters in Table 1.

4.3.1. 4e Comparison of Testing Results. For the sequence
with continuously repeated inputs, the test is still carried out
with the plan designed in Section 4.2.1. Table 3 shows the
testing results.

+rough F1, it can be seen that TPL_LA is better than
TPL. From the perspective of MR or MP, the results of the
TPL_LA training sequence once are better than those of TPL
in various situations. TPL_LA also gives a distinct context to
the input in different positions, so the recall and precision of
the prediction are both the highest. In the learning process of
TPL with connected I_P, continuous repeated content can
be seen as the repeated iterative learning, which can repair
the memory breakpoints. However, the continuous repeated
content makes the active cell set the same as the predicted
cell set, which prevents the algorithm from memorizing
longer sequences. +erefore, the recall and precision of the
prediction cannot reach a high point, which reduces the
value of F1. In the learning process of TPL with unconnected
I_P, repeated iterative learning can repair more memory
breakpoints. However, because the active cell set is the same
as the predicted cell set, the algorithm cannot memorize
longer sequences. +erefore, the learning result makes the
recall and precision of the prediction cannot reach the high
point, which reduces the value of F1.+erefore, TPL_LA has
better learning efficiency and learning effect when learning a
sequence with continuously repeated inputs.

4.3.2. 4e Prediction State of Every Step. To better analyze
the results in Table 3, the prediction states of each step when
the two algorithms process dataset 2 are shown in Figure 5.

As can be seen from Figure 6(a), when TPL sets I_P
disconnected and learns the sequence once, HTM only
remembers a segment of the sequence. +e existing algo-
rithms will give priority to strengthening the repeated
patterns. When the previous patterns are memorized, the
algorithm will extend the memory content and increase the
length of thememory axis. Since HTMonly learns part of the
sequence, the recall and precision of prediction are not high.
As can be seen from Figure 6(b), when TPL sets I_P dis-
connected and learns the sequence 100 times, the memory in
HTM still cannot restore the complete sequence. +rough
iterative learning, when the memorized sequence reaches a
certain length, the active cells and prediction cells will be the

Table 2: Test results with random input.

Algorithm I_P Iterations MR MP F1
TPL 0.7 1 0.32 0.25 0.28
TPL 0.7 10 0.90 0.74 0.81
TPL 0.7 50 0.96 0.85 0.90
TPL 0.7 100 0.98 0.89 0.93
TPL 0.8 1 0.82 0.59 0.69
TPL_LA 0.8 1 0.98 0.96 0.97
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same, which leads to the algorithm not learning new re-
peated content. At the same time, the repeated pattern,
especially the “13,” owns different contexts, so somememory
branches are formed in HTM. +erefore, the recall of
prediction is not improved much, and the precision of
prediction is decreased. As can be seen from Figure 6(c),
when TPL sets I_P connected and learns the sequence once,
HTM still only remembers a segment of the sequence. +e
reason is also that when the repeat sequence is memorized to
a certain length, the active cells and the prediction cells will
be the same, resulting in the fact that the algorithm could not

learn new content. +e algorithm learns the sequence “13”
only once, so the pattern has only one context. Compared
with the results of Figure 6(c), the recall and the precision of
the prediction are not much different. As can be seen from
Figure 6(d), when TPL_LA learns the sequence once, the
memory in HTM can restore the complete sequence. +e
algorithm gives different contexts to the input in distinct
positions, so the memory in HTM has few memory
breakpoints and memory branches. +erefore, the recall and
precision of the prediction are both the highest.

4.4. 4e Testing of the Taxi Passenger Flow of New York.
+e real data sequence is constructed by dataset 3. Because
the dataset is much larger than the first two datasets,
TPL_LA and TPL use Table 4 to set the parameters.

In this testing, TPL_LA set I_P to 0.8. TPL is tested in
two cases. (1) TPL sets the I_P to 0.8. (2) TPL sets I_P to 0.7.
Each algorithm only learns the data set once under the
corresponding configuration.

+e dataset has 10320 data and 8090 different numbers.
+is dataset may be seen as the first level dataset, which
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Figure 5: +e prediction processes with a random sequence.

Table 3: Test results with repeated inputs.

Algorithm I_P Iterations MR MP F1
TPL 0.7 1 0.82 0.82 0.82
TPL 0.7 10 0.88 0.82 0.85
TPL 0.7 20 0.90 0.80 0.85
TPL 0.7 50 0.90 0.80 0.85
TPL 0.8 1 0.88 0.86 0.87
TPL_LA 0.8 1 0.98 0.98 0.98
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includes less repeated subsequence. Table 5 shows the testing
results on the first level dataset.

To further study the performance of the algorithm, each
data in the original dataset is divided by 10. In this way, the
number of repeats in the sequence can be increased by
increasing the unit of measurement of the data. +is dataset
may be seen as the second level dataset, which has 10320 data
and 2470 different numbers. Table 6 shows the testing results
on the second level dataset.

Go further, each data in the original dataset is divided by
100.+is dataset may be seen as the third level dataset, which

has 10320 data and 287 different numbers. +e data set
contains more repetitive subsequences. Table 7 shows the
testing results on the third level dataset.

From the indicators in Tables 5–7, it can be seen that
TPL_LA always has the highest MR and MP. TPL_LA gives
different contexts to the input in different positions and can
enable HTM to remember all features of the sequence by
learning them once. +e memory in HTM can completely
restore the content of the sequence, no matter how many
repetitive patterns are included in the sequence. TPL_LA has
good learning efficiency and learning effect. If only learning
the sequence once, TPL with connected I_P can get a good
learning effect on the sequence without repeated content,
but the learning effect will decline when there are repeated
contents in the sequence. In this setting, repeated content is
easy to formmemory breakpoints. On the other hand, if only
learning the sequence once, TPL with disconnected I_P can
hardly remember the characteristics of the sequence without
repeated contents. In this setting, the synapses between data
cannot reach the connected state, and the temporal rela-
tionship between data cannot be formed in HTM. Only
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Figure 6: Processes of the continuous repeated sequence.

Table 4: Parameters for taxi passenger flow testing.

Parameter Parameter value Meaning
C_D 2048 Column dimensions
C_P_C 16 Cells per column
I_P Pending Initial permanence
C_P 0.8 Connected permanence
P_I 0.1 Permanence increment
P_D 0.05 Permanence decrement
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when there are repeated contents in the sequence or HTM
learns the sequence more times can the algorithm extract
and memorize the features of the sequence.

5. Conclusions

+rough the analysis of TPL, the authors explain the reasons
for the low learning efficiency and poor learning effect of
TPL and propose an efficient temporal pool learning algo-
rithm based on location awareness. After one training of
TPL_LA, the sequence can be effectively memorized by
HTM, which shows that the algorithm has good learning
efficiency and learning effect.

In the following research, the authors intend to addmore
input feature information to the TPL_LA and modify the
learning mechanism of the proposed algorithm, which could
enhance the smoothness of the memory, make the predictive
generalization higher, and improve the utilization rate of the
network space of the HTM. In this way, the proposed al-
gorithm can be better used in the intelligent network in the
future.
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[9] J. Mnatzaganian, E. Fokoué, and D. Kudithipudi, “A math-
ematical formalization of hierarchical temporal memory’s
spatial pooler,” Frontiers in Robotics and AI, vol. 3, p. 81, 2017.

[10] L. Li, T. Zou, T. Cai, D. Niu, and Y. Zhu, “A fast spatial pool
learning algorithm of hierarchical temporal memory based on
minicolumn’s self-nomination,” Computational Intelligence

Table 5: +e test results of the taxi passenger flow (first level dataset).

Algorithm INITIAL_PERMANENCE Iterations MR MP F1
TPL 0.7 1 0.0 0.0 0.0
TPL 0.8 1 0.95697 0.95697 0.95697
TPL_LA 0.8 1 0.9999 0.9999 0.9999

Table 6: +e test results of the taxi passenger flow (second level dataset).

Algorithm INITIAL_PERMANENCE Iterations MR MP F1
TPL 0.7 1 0.01337 0.01166 0.01246
TPL 0.8 1 0.67955 0.67142 0.6755
TPL_LA 0.8 1 0.9999 0.9999 0.9999

Table 7: +e test results of the taxi passenger flow (third level dataset).

Algorithm INITIAL_PERMANENCE Iterations MR MP F1
TPL 0.7 1 0.35193 0.0802 0.13063
TPL 0.8 1 0.4718 0.19436 0.2753
TPL_LA 0.8 1 0.9999 0.9999 0.9999

Scientific Programming 11

https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
https://www1.nyc.gov/site/tlc/about/tlc-trip-record-data.page
http://numenta.org/resources/HTM_CorticalLearningAlgorithms.pdf
http://numenta.org/resources/HTM_CorticalLearningAlgorithms.pdf
http://numenta.com/biological-and-machine-intelligence/
http://numenta.com/biological-and-machine-intelligence/
https://arxiv.org/abs/1503.07469
https://arxiv.org/abs/1509.08255,


and Neuroscience, vol. 2021, Article ID 6680833, 13 pages,
2021.

[11] D. Fan, M. Sharad, A. Sengupta, and K. Roy, “Hierarchical
temporal memory based on spin-neurons and resistive
memory for energy-efficient brain-inspired computing,” IEEE
Transactions on Neural Networks and Learning Systems,
vol. 27, no. 9, pp. 1907–1919, 2016.

[12] O. Krestinskaya, I. Dolzhikova, and A. P. James, “Hierarchical
temporal memory using memristor networks: a survey,” IEEE
Transactions on Emerging Topics in Computational Intelli-
gence, vol. 2, no. 5, pp. 380–395, 2018.

[13] O. Krestinskaya, T. Ibrayev, and A. P. James, “Hierarchical
temporal memory features with memristor Logic circuits for
pattern recognition,” IEEE Transactions on Computer-Aided
Design of Integrated Circuits and Systems, vol. 37, no. 6,
pp. 1143–1156, 2018.

[14] D. Maltoni, “Pattern recognition by hierarchical temporal
memory,” SSRN Electronic Journal, 2011.

[15] A. Irmanova, T. Ibrayev, and A. P. James, “Discrete-level
memristive circuits for HTM-based spatiotemporal data
classification system,” IET Cyber-Physical Systems: 4eory &
Applications, vol. 3, no. 1, pp. 34–43, 2018.

[16] T. Ibrayev, U. Myrzakhan, O. Krestinskaya, A. Irmanova, and
A. P. James, “On-chip face recognition system design with
memristive Hierarchical Temporal Memory,” Journal of In-
telligent & Fuzzy Systems, vol. 34, no. 3, pp. 1393–1402, 2018.
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To solve the problems of rough edge and poor segmentation accuracy of traditional neural networks in small nucleus image
segmentation, a nucleus image segmentation technology based on U-Net network is proposed. First, the U-Net network is used to
segment the nucleus image, which stitches the feature images in the channel dimension to achieve feature fusion, and the skip
structure is used to combine the low- and high-level features. .en, the subregional average pooling is proposed to improve the
global average pooling in the attentionmodule, and an attention channel expansionmodule is designed to improve the accuracy of
image segmentation. Finally, the improved attention module is integrated into the U-Net network to achieve accurate seg-
mentation of the nuclear image. Based on the Python platform, the experimental results show that the proposed segmentation
technology can achieve fast convergence, and the mean intersection over union (MIoU) is 85.02%, which is better than other
comparison technologies and has a good application prospect.

1. Introduction

With the development of medicine, more and more medical
imaging images need to be processed, and image processing
technology has become more and more important [1].
Traditional medical imaging image processing and analysis
only rely on the doctor’s experience, which not only wastes
manpower but also affects the accuracy rate because the
doctor’s experience and physical condition affect judgment
result. .erefore, the breakthrough of automated medical
image processing technology has a very critical role in
improving the efficiency of medical diagnosis [2]. Medical
image segmentation is an important task. Moreover, many
other related tasks in medical image processing require
image segmentation in advance. Medical image segmenta-
tion generally refers to the extraction of certain target re-
gions in the entire image in some way, such as cell nuclei, an
organ, or tissue [3, 4]. .e results of medical image seg-
mentation usually have no intersection in each area.
Moreover, each segmented area has a certain similarity in its
interior [5]. Compared with image segmentation of natural

scenes with clear outlines, medical images have great par-
ticularities..e complexity of the medical image itself causes
the separation between its components to be blurred, and the
boundaries between the components are not clear enough
[6].

.e method of medical image segmentation has devel-
oped from the initial manual segmentation to semi-auto-
matic segmentation and then to the most recent fully
automatic segmentation [7, 8]. With the gradual in-depth
study of medical image segmentation by domestic and
foreign researchers, many research results based on tradi-
tional algorithms have been obtained, which can be divided
into three categories [9]. One is an algorithm that uses the
discontinuity of boundary information to perform seg-
mentation, such as surface fitting, parallel differential op-
erator, deformation model, and so on [10]. .e second is an
algorithm for segmentation using the similarity of different
regions of the image, such as region growing algorithm,
threshold method, classification and clustering algorithm,
and statistical-related algorithm [11]. .e third is an algo-
rithm that combines the discontinuity of boundary
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information and the similarity of different regions of the
image [12]. Reference [13] proposed an immune system
programming (ISP) image segmentation algorithm based on
a new evolutionary algorithm combined with region growth
technology. .e ISP algorithm with a tree data structure can
segment medical images better. However, the actual area
growth technology does not consider the complexity of the
image boundary, and the accuracy rate needs to be opti-
mized. Reference [14] proposed an improved multi-level
threshold image segmentation method based on differential
evolution. .e efficiency of different parts of the allocation
differential evolution algorithm is evaluated by measuring
the quality of the candidate solutions, so as to generate the
optimal solution of the allocation population to improve the
efficiency of the algorithm when the number of thresholds
increases. Reference [15] proposed a non-revisited quantum
behavior particle swarm algorithm. Among them, the use of
a refined search method overcomes the shortcomings of the
original search method, reduces the computational cost, and
has better effectiveness and robustness. Reference [16]
proposed an active contour segmentation method for
morphological medical images with an automatic initiali-
zation function. .is method has a low computational cost,
good robustness, and a high degree of automation. However,
the settings before initialization are more complicated, and
the adaptability to different application scenarios is low.

Traditional algorithms have obvious limitations. In re-
cent years, deep learning methods have developed rapidly
and are widely used, such as recurrent neural networks,
restricted Boltzmann machines, and convolutional neural
networks [17]. Reference [18] proposed a deep belief net-
work brain tumor image segmentation method based on
harmonious cuckoo search. By integrating Bayesian fuzzy
clustering and the active contour model, better accuracy is
obtained, but the computational efficiency is not high.
Reference [19] achieved high-precision tumor segmentation
in the segmentation process of the fuzzy mean clustering
algorithm by extracting the features of the gray co-occur-
rence matrix and the grayscale run-length matrix. However,
the steps in the feature extraction stage are more compli-
cated, and the segmentation efficiency needs to be improved.
Reference [20] developed a multi-graph-based tag fusion
high-order feature learning framework. Fusion of the mean-
covariance limited Boltzmannmachine and high-level image
features to segment structural brain images. Reference [21]
used the evolutionary computing power potential of dense
blocks and residual blocks to propose an automatic evolu-
tion model for medical image segmentation. Good results
have been achieved, but there remain some difficulties for
image segmentation of complex nuclei.

Aiming at the fact that the existing segmentation
methods are difficult to apply to the image segmentation of
the nucleus in the medical field, a U-Net-based cell nucleus
image segmentation technology is proposed. Compared with
traditional medical image segmentation methods, its in-
novations are

(1) To solve the problems of poor segmentation of small
nucleus, rough edges, and under- and over-
segmentation, the U-Net network is used for image
segmentation. It stitches feature maps in the channel
dimension to achieve feature fusion and uses a skip
structure to combine low- and high-level features to
ensure the segmentation effect of the nucleus.

(2) Due to the commonly used global mean pooling
method, the extracted channel attention information
is weak in interpretability, and the information is
rough. .erefore, the subregional average pooling
method is used in the attentionmodule instead of the
global average pooling method.

.e structure of this paper is as follows: Section 1 in-
troduces the significance and research status of medical
image segmentation and summarizes the innovation points
of the proposed segmentation network. Section 2 introduces
the U-Net network in detail, as well as the attention
mechanism and its improvement methods, thereby de-
signing a complete nucleus segmentation network structure.
Section 3 conducts experiments and evaluates the results to
demonstrate that the proposed segmentation network has
good feasibility and effectiveness. Finally, the full text is
summarized and prospected.

2. Theory and Method

2.1.U-Net. Because the semantic segmentation effect of fully
convolutional networks (FCN) is relatively rough, and the
U-Net network, as a further extension of the FCN, has
become the cornerstone of medical image segmentation
[22, 23]. U-Net is a semantic segmentation network pro-
posed by Olaf Ronneberger in 2015. In the upsampling
process, the form of downsampling is matched to keep it
consistent [24]. On this basis, a large number of feature maps
in the downsampling stage are added to the upsampling to
fill in the information lost in the calculation process. Its
structure is shown in Figure 1.

U-Net includes a contraction path and an expansion
path. .e left side of Figure 1 is a contraction path, that is,
downsampling, including two 3 × 3 convolutional layers and
a 2 × 2 maximum pooling layer with a stride of 2. .e ac-
tivation function is rectified linear unit (ReLU) [25]. .e
classic image classification network with the fully connected
layer removed is usually used. It performs a convolution
kernel pooling operation on the original input picture,
which can obtain contextual semantic information to solve
the classification problem in image segmentation. On the
right is an expansion path, that is, upsampling, which can
locate segmentation tasks [26]. Up- and downsampling are
symmetrical. First, a 2 × 2 convolutional layer is connected
to reduce the number of feature channels, and then two 3 × 3
convolutions are used. Finally, there is a convolutional layer
of 1 × 1 to map the required number of feature vectors, and
the convolution is an unpadding structure.
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.eU-Net network has a major change in structure, and
it builds more characteristic channels through skip con-
nections during upsampling. Moreover, U-Net and FCN use
different methods for feature fusion. FCN adds the feature
maps point by point, while U-Net splices the feature maps to
make them have more channels..emodel training requires
fewer data sets, can converge on a small amount of data, and
can quickly obtain results when performing image
segmentation.

.e energy function of network training uses weighted
cross-entropy, which is calculated as follows:

E � 
x∈ϕ

w(x)log pk(x)( ,

pk(x) �
exp σk(x)( 


K
k′ exp σk′(x)( 

,

(1)

where σk(x) represents the activation function of the k-th
feature channel at the x-th pixel. k is the number of cate-
gories. pk(x) is the approximate maximum function. ϕ is the
image set. ω(x) is the importance of pixels in the training
composition; the more the importance, the greater the
weight.

U-Net has special advantages in processing medical
images. To solve the problem of the lack of sample images in
medical images, elastic deformation is used to complete data
enhancement. Elastic deformation is a relatively common
type of deformation in actual cells, so it is very suitable for
medical image processing [27, 28]. .e algorithm of data
enhancement is adopted to make the neural network model
learn the invariance of elastic deformation so that the
network can have good elastic deformation adaptability
when the data set is small. It can correctly complete the

segmentation when encountering the elastically deformed
medical image.

2.2. Attention Module. To improve the segmentation speed
of the network, a lightweight network is used as a feature
extraction network, but there is a certain loss in the accuracy.
In order to improve the accuracy, adding an attention
module to the U-Net helps enhance the feature expression of
the model [29, 30]. .is module integrates different infor-
mation and improves the understanding of the model, which
is similar to the attentionmechanism of human vision..ere
are two types of human visual attention mechanisms:
Bottom-up data-driven attention mechanism and top-down
task-driven target attention mechanism [31]. Both mecha-
nisms can learn the parts required by the task from a large
amount of data. .e proposed network uses a bottom-up
data-driven attention mechanism [32]. .e attention
module starts from the relationship between feature chan-
nels and considers the interdependence factors between
feature channels. .rough the self-learning of the network,
the features that have little effect on the current segmen-
tation are effectively suppressed, and the weight of beneficial
features is enhanced. Its module structure is shown in
Figure 2.

.e attention module first performs global average
pooling (GAP) on the feature map of each channel to obtain
the vector of 1 × 1 × K, and then performs two fully con-
nected (FC) layer conversions. To suppress the complexity of
the model, dimensionality reduction and increase are per-
formed between the two FC layer conversions, which is
similar to a “bottleneck”, and Sigmoid and ReLU activation
functions are used.
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Figure 1: U-Net network structure.
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Image semantic segmentation tasks are often aimed at
the processing of complex scenes. .ere are often multiple
objects in the image; the object types and sizes are different;
and the spatial scene distribution is complex. Using GAP
directly means simply treating each channel as a single-
category problem, and GAP has no parameters to learn from
[33]. .e channel information obtained by this method may
be too rough to explain the meaning of the channel better
[34]. To solve the problem and learn the spatial distribution
of the image better, a GAP improvement method is pro-
posed, namely, subregional average pooling (SAP). GAP
directly transforms a channel feature with a dimension of
H × W × 1 into a 1 × 1 × 1 size feature, and the process of
SAP processing is shown in Figure 3.

SAP first transforms a channel feature with a shape of
H × W × 1 into a new feature map with a dimensional shape
of m × n × 1 after an adaptive mean pooling operation so
that the obtained channel feature retains some spatial in-
formation. .en, a convolution operation with a kernel size
of m × n is used to convert the obtained new channel feature
map into a channel feature with a dimension of 1 × 1 × 1.
.e convolution operation can learn the characteristics of
the image after pooling and get its spatial characteristics. It
should be noted that in the experiment, in order to facilitate
the calculation and not increase the amount of calculation
too much, the parameter is set to m � n � 4, and it is better
not to be too large for m and n, generally less than or equal to
7.

In order to allow low-level channel information to be
transmitted to higher-level channels, low- and high-level
channel information are aligned at the same time. An at-
tention channel expansion module CE is designed in the
proposed network, as shown in Figure 4.

Among them, a 1× 1 convolution operation is used to
increase the number of channels, and then the Sigmoid
function is used [35]. .e high-level channel attention
weight and the low-level expanded channel attention weight
are added to obtain the updated channel attention weight.
Finally, the recalibrated channel weight is multiplied by the
high-level features. It should be noted that the range of the
updated channel weight is (0, 2) instead of the usual (0, 1).
.is will allow the weight to not only reduce the original
feature value but also expand the feature value [36].

In order to facilitate the description, the input feature
map is denoted as U � [u1, u2, . . . , uC], ui ∈ R

H×W repre-
sents the i-th channel map in U. f ∈ Rm×n×C represents the
feature map of U after the pooling operation, and its di-
mension is m × n × C. u

g
c ∈ Rh×w indicates that the pooling

operation corresponds to the characteristic subregion g of

the c-th channel graph in U. .e size of the subregion is
h × w. .en the expression of the pooling operation can be
obtained as follows:

f
(m,n)
c �

1
h × w



h

i�1


w

j�1
u

g
c (i, j). (2)

Next, it is a convolution calculation, defining symbol ∗
represents the convolution, dc ∈ R

m×n represents the con-
junction core corresponding to the fc, and the result Fc is
represented as follows:

Fc � dc ∗fc. (3)

.e activation function ReLU is used after batch nor-
malization (BN) for F � [F1, F2, . . . , FC]. Here, φ represents
the BN operation, and σ represents the ReLU function.

F � σ(φ(F)). (4)

.en, the obtained channel feature F is then connected
to the convolutional calculation sr of 1 × 1, and the function
is activated using the Sigmoid, where r ∈ [1, C]. Remember
the Sigmoid function is δ, the output δSAP of the SAPmodule
is as follows:

GAP FC ReLU FC Sigmoid

1 × 1 × K 1 × 1 × K/C 1 × 1 × K/C 1 × 1 × K 1 × 1 × K

W × H × K
Attention module

1 × 1 × K

Figure 2: .e structure of attention module.

Pooling Conv

Figure 3: SAP process.
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Figure 4: Improved channel attention model.
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δsapm � δ1, δ2, . . . , δr, . . . , δC ,

δr � δ 
C

i�1
sr ∗ Fi

⎛⎝ ⎞⎠.
(5)

Finally, the high-order channel attention distribution
obtained by defining SAP module is δ′(·). .e low-order
channel attention distribution of the CE module is δ″(·).
.en we can get the channel attention distribution δF for
updating higher-order features.

δF � δ″(·) + δ′(·). (6)

After the above steps, a recalibrated feature U is
U � UδF.

2.3. Network Structure Design. In the U-NET network, the
improved attention module is integrated for nucleus image
segmentation. Its network structure is shown in Figure 5.

.ree layers of 3× 3 convolution are used in the network;
the last classification layer is removed; and the step size of the
maximum pooling layer is changed from 2 to 1. At the same
time, the ordinary 3× 3 convolution is changed to the ex-
pansion convolution with the expansion rate of 2 so that the
resolution of the output feature map is equal to 1/16 of the
size of the input image. An improved atrous spatial pyramid
pooling (ASPP) module is added at the top of the network,
and its output channel number is 512. After 4 times of
upsampling, the output of the features by ASPP is added to a
low-level feature that has undergone a 3× 3 convolution and
has the same dimension. .en connect a 3× 3 convolution
operation for feature fusion. Finally, it is upsampled to
restore the original image size. Among them, the SAP
module is used to obtain the initial channel weight infor-
mation, and the CE module is used to expand the low-level
channel attention.

Finally, each layer of the network is connected by skip
connections, where connections exist in all layers. And in the
pooling method, ASPP is used. ASPP provides a multi-scale
information model, which adds a dilated convolution with
different expansion rates on the basis of spatial pyramid
pooling to capture a wide range of contexts. SAP is used to
combine image features to increase the global context.

3. Experimental Results and Analysis

.e network is built through the TensorFlow deep learning
framework released by Google. .e GPUmodel used is RTX
2080Ti, and the card memory size is 11 GB. .e main in-
formation of the experiment is shown in Table 1.

3.1. Network Parameter Setting. In the experiment, ASPP
was changed to 4 parallel 3× 3 expansion convolution op-
erations, rates� (1, 6, 12, 18). At the same time, during
network training, random gradient descent (SGD) is used
for parameter optimization. Its momentum parameter is set
to 0.98, and the weight decay rate is 1 × 10− 4. .e learning
rate is a reduction strategy of the initial learning rate c0 �

5 × 10− 3 multiplied by
������
a2 + b2

√
. Among them, power � 0.99

and itercurrent are the current number of iterations, and
itermax is the maximum number of iterations in the training
process. .e number of experimental training is 10,000, the
image pixel size in the experiment is set to 512× 512, and the
training batch size is 2× 8�16. At the same time, during
training, data enhancement measures such as random
cropping, horizontal flipping, vertical flipping, and random
sample scrambling are adopted. In addition, during the
evaluation, the image will be scaled at multiple scales, with a
zoom ratio of 0.55–1.55.

3.2. Experimental Data. .e data used in the experiment
come from the 2018 Data Science Bowl, which is manually
labeled by professional doctors, and contain 670 pairs of
original images with 9 resolutions and annotated segmented
images of each nucleus, as shown in Figure 6.

.e original image in the data set is shown in Figure 6(a).
Each original image corresponds to multiple segmented
images of a marked nucleus, that is, an original picture
usually contains multiple nuclei, and the annotated images
of multiple nuclei are merged as shown in Figure 6(b). When
collecting raw data, different acquisition methods, different
magnification magnifications, and different cell presentation
methods are used. Moreover, the cell types collected are
inconsistent. .is results in the cell images in the data set
with different morphology and distinct light and dark. .e
model needs to have a strong generalization ability and be
able to adapt to a variety of different situations.

SAP
module

CE CE CE

3 × 3 Conv

Conv + BN + ReLU
Conv + BN + ReLU

Conv + BN + ReLU Conv + BN + ReLU
ASPP

Upsample

Upsampling

Output

Conv Input

Downsampling

SAP
module

SAP
module

SAP
module

Figure 5: .e proposed network structure.

Table 1: Experimental environment parameters.

Parameter Configuration
Operating system Ubuntu 16.04
CPU i7-9700Ti
GPU RTX 2080Ti
Internal storage 12G
CUDA 10.1
Python 3.6
TensorFlow 1.3.0
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3.2.1. Image Preprocessing. Due to the influence of various
factors in the original data collection process, there is a large
imaging difference in the cell images in the data set, which
will affect the image segmentation. .erefore, it is necessary
to preprocess it before segmentation. First of all, most of the
pictures in the data set have a resolution of 512× 512.
.erefore, the picture resolution is unified to 512× 512.
.en, most of the data sets are grayscale images, and a few
are color images. To improve the network processing speed,
it is necessary to change the color images to gray scale.

At the same time, the contrast between the image of
some nuclei in the data set and the background is small,
which may make it difficult for the segmentation method to
distinguish the nucleus from the background. .erefore, the
data set needs to be preprocessed for histogram equalization.
After the histogram equalization process, the gray value of
cells and the background has a significant difference in the
image, which helps the network extract more features.

In addition, in the process of collecting images, various
noises are often interfered with and contaminated, resulting
in a decrease in the signal-to-noise ratio of the image, and
the edges of cells and the background become blurred. To
improve the signal-to-noise ratio of the image, it is usually
necessary to preprocess the image by filtering. In the ex-
periment, a Gaussian smoothing filter is used to preprocess
the image, and the filter G(x, y) is calculated as follows:

G(x, y) �
1

2πμ2
e

− (x− l− 1)2+(y− l− 1)2/2μ2
, (7)

where μ is the standard deviation of gray value, and l is the
dimension of Gaussian convolution kernel.

3.2.2. Image Enhancement. To overcome the overfitting
phenomenon of CNN, random shearing, flipping, gray
perturbation, and shape perturbation are used in the ex-
periment. Gray perturbation can transform each pixel in a
small range..e gray value of the CTimage is multiplied by a
random number [0.80∼1.20], and a random number
[− 0.20∼0.20] is added. .e grayscale perturbation in the
training set can improve the stability of the network, thereby
improving the performance of the prediction set network.

.e CT and the contour images are deformed by affine
transformation to form shape disturbance. .e deformation

method is to obtain first the coordinates of the 3 vertices
(upper left, upper right, and lower left). .en each point
moves randomly, and the range of random movement is the
image length. Finally, an affine transformation is performed
on the entire image.

3.3. Evaluation Index. In the experiment, pixel accuracy
(PA), mean pixel accuracy (MPA), and MIoU are used as
indicators to evaluate the performance of the proposed
network. Suppose Npq represents the correct number of
divisions; Npq indicates that the original pixel belongs to the
p category but is divided into the number of q categories;
Nqp represents the number of pixels that originally belonged
to the q category but were divided into p categories. .ere
are τ + 1 categories (including τ categories and an empty
category or background category).

PA is the simplest accuracy measure for semantic seg-
mentation, which represents the proportion of correctly
marked pixels to the total pixels..e calculation is as follows:

PA �


k
p�0 Npp


k
p�0 

k
q�0 Np q

. (8)

MPA calculates the proportion of pixels that are cor-
rectly segmented in each class and then finds the average of
all classes. .e calculation is as follows:

MPA �
1

τ + 1


τ

p�0

Npp


τ
q�0 Np q

. (9)

MIoU calculates the ratio of intersection and union of
two sets..e pixel intersection ratio is calculated within each
pixel category, and then the average is calculated as follows:

MIOU �
1

τ + 1


τ

p�0

Npp


τ
q�0 Npq + 

τ
q�0 Nqp − Npp

. (10)

MIoU is highly representative, efficient, and concise and
has become the current general image segmentation eval-
uation index. .erefore, MIoU is used as the main evalu-
ation index of the experiment.

3.4. Training Process. When training the network, the input
image undergoes local response normalization before the

(a) (b)

Figure 6: Nucleus image segmentation data: (a) original image and (b) annotated segmentation image.
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first layer of convolution. .e objective loss function is
optimized by using the Adam algorithm with an initial
learning rate of 0.005 and iterated until the loss function
converges. .e weight decay is 0.0001, and the number of
iterations is set to 10,000. In the training process, the training
data set is randomly shuffled, and then the batch size is set to
20. Due to the large deviation of the number of pixels in each
category in the data set, the median frequency equalization
method is used to balance between classes.

In the experiment, the proposed network is iteratively
trained for 100 epochs on the data set. .e changes in MIoU,
MPA, and the loss of the validation set during the training
process are shown in Figure 7.

MIoU reached 83% when the network was trained to the
50th epoch. In the subsequent training, MIoU stabilized,
reaching 90%. MPA reached 94% when the network iterated
to 60 epochs. Loss is reduced to about 7% when the network
is iterated to 30 epochs. After 100-epoch iterations, the
model basically converged, and the loss was reduced to
below 4%.

3.5. Comparison of Technical Effects. After the nucleus image
segmentation network converges, it is used to segment the
images on the test set, and its segmentation effect is eval-
uated. In order to demonstrate the segmentation perfor-
mance of the proposed technology, it is compared with
references [14, 21]. .e segmentation result of the nucleus
image is shown in Figure 8.

It can be seen from Figure 8 that reference [14] uses
differential evolution improved multi-level threshold to
achieve image segmentation..e segmentation of the central
part of the nucleus image is very good, but the segmentation
of the edge details and smaller nuclei is not very good.

Moreover, there are certain over- and undersegmentation.
Reference [21] proposed an automatic evolution model to
achieve image segmentation. Similarly, the central part of the
nucleus image is segmented well, and the phenomenon of
over- and undersegmentation is relatively reduced. How-
ever, the result of manual annotation is relatively rough, and
the ability to segment a smaller nucleus is poor. .e pro-
posed technology integrates the improved attention module
into the U-Net network and has a better effect than the
original U-Net for edge detail and smaller nucleus seg-
mentation. .e phenomenon of over- and under-
segmentation is also relatively reduced, which is closer to the
result of manual labeling. .is proves that the proposed
technology has ideal segmentation capabilities.

To quantitatively analyze the performance of the pro-
posed technique, experiments are carried out on the data of
nucleus image segmentation. .ree indexes of PA, MPA,
and MIoU are used to evaluate its segmentation perfor-
mance with references [14, 21]. All test set data are used in
the experiment to calculate the difference between the results
of each technology segmentation and the manual segmen-
tation standard, so as to obtain the evaluation results, as
shown in Table 2.

.e segmentation performance of the proposed tech-
nology is the best, and its MIoU reaches 85.02%. Because the
proposed technology uses the most widely used U-Net
network in the medical field and, at the same time, uses an
improved attention module, the segmentation accuracy is
further improved. Reference [14] realizes image segmenta-
tion based on a multi-level threshold improved by differ-
ential evolution. .e optimal solution of the allocation
population is generated by measuring the quality evaluation
of the candidate solutions. .e segmentation effect is af-
fected by the choice of the larger optimal solution..erefore,
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Figure 7: Curves of MIoU, MPA, and the loss.
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the overall performance is poor; MPA is only 84.17%.
Reference [21] uses the evolutionary computing power
potential of dense and residual blocks to propose an auto-
matic evolutionmodel, which has better image segmentation
results. However, there are still some shortcomings in the
image segmentation of a complex nucleus. Compared with
the proposed technology, its MIoU is reduced by 4.27%.

Briefly, by comparing the experimental results, we can
see that from the traditional segmentation technology in
reference [14] to the deep learning algorithm in reference
[21] and then to the improved U-Net network of the pro-
posed technology, the segmentation effect and robustness of
the nucleus are getting better and better. .e segmentation
effect of edge details and the smaller nucleus is also getting
better and better. .e experimental results show that the
feature fusion method of skip connection and feature
splicing in the U-Net network significantly improves the
effect of U-Net image segmentation. Moreover, the

integration of the improved attention module has also
significantly improved the accuracy of its image
segmentation.

4. Conclusion

Traditional image segmentation algorithms generally need
to extract some features manually in advance, such as the
edges, corners, textures, and lines of the image. .ey have
poor robustness and are easily affected by the environment.
At the same time, the edges of the nucleus are more
complicated, and the target is smaller. For this reason, a
nucleus image segmentation technology based on the U-Net
network is proposed. SAP and CE modules are used to
improve the attention module, and the improved attention
module is integrated into the U-Net network to segment the
nucleus image, which further ensures the accuracy of seg-
mentation. .e 2018 Data Science Bowl data set is used on

(a) (b)

(c) (d)

(e)

Figure 8: Comparison of nucleus image segmentation results: (a) original image, (b) image from reference [14], (c) image from reference
[21], (d) proposed technology, and (e) manual marking.

Table 2: Performance comparison of three image segmentation networks.

% Ref. [14] Ref. [21] Proposed technology
PA 82.54 85.68 89.97
MPA 84.17 87.39 91.35
MIoU 75.69 80.75 85.02
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the Python platform to demonstrate the proposed seg-
mentation technology experimentally. .e results show that
it has better edge detail parts and smaller cell nuclei seg-
mentation capabilities. PA, MPA, and MIoU are 89.97%,
91.35%, and 85.02%, respectively, which are better than
other comparison techniques. It provides certain theoretical
support for the high accuracy segmentation of the nucleus.

Because the offline method is used for image augmen-
tation in the experiment, a larger storage space is required.
In the following research, image augmentation can be added
to the deep learning network to reduce the demand for
storage space.

Data Availability

.e data included in this paper are available without any
restriction.

Conflicts of Interest

.e authors declare that there is no conflict of interest re-
garding the publication of this paper.

Acknowledgments

.e authors wish to express their appreciation to the re-
viewers for their helpful suggestions that greatly improved
the presentation of this paper. .is work was supported by
the Natural Science Foundation of Zhejiang Province (no.
LY18F020002).

References

[1] M. Tofighi, T. Guo, J. K. P. Vanamala, and V. Monga, “Prior
information guided regularized deep learning for cell nucleus
detection,” IEEE Transactions on Medical Imaging, vol. 38,
no. 9, pp. 2047–2058, 2019.

[2] A. Veeramuthu, S. Meenakshi, and K. A. Kumar, “A neural
network based deep learning approach for efficient seg-
mentation of brain tumor medical image data,” Journal of
Intelligent and Fuzzy Systems, vol. 36, no. 1, pp. 1–8, 2019.

[3] G. Wang, W. Li, M. Aertsen, J. Deprest, S. Ourselin, and
T. Vercauteren, “Aleatoric uncertainty estimation with test-
time augmentation for medical image segmentation with
convolutional neural networks,” Neurocomputing, vol. 338,
no. 4, pp. 34–45, 2019.

[4] M. Taheri, M. Rastgarpour, and A. Koochari, “A novel method
for medical image segmentation based on convolutional
neural networks with SGD optimization,” Iranian Journal of
Electrical and Electronic Engineering, vol. 9, no. 7, pp. 37–46,
2021.

[5] U. S. L. U. Fatmatülzehra, C. Bass, and A. A. Bharath, “PERI-
Net: a parameter efficient residual inception network for
medical image segmentation,” Turkish Journal of Electrical
Engineering and Computer Sciences, vol. 28, no. 4, pp. 2261–
2277, 2020.

[6] H. Zheng, Y. Zhang, L. Yang et al., “An annotation sparsi-
fication strategy for 3D medical image segmentation via
representative selection and self-training,” Proceedings of the
AAAI Conference on Artificial Intelligence, vol. 34, no. 4,
pp. 6925–6932, 2020.

[7] D. A. Hasan and A. M. Abdulazeez, “A modified convolu-
tional neural networks model for medical image segmenta-
tion,” Test Engineering and Management, vol. 83,
pp. 16798–16808, 2020.

[8] H. Shang, S. Zhao, H. Du, J. Zhang, W. Xing, and H. Shen, “A
new solution model for cardiac medical image segmentation,”
Journal of ;oracic Disease, vol. 12, no. 12, pp. 7298–7312,
2020.

[9] T. Khin, K. Srujan Raju, G. R. Sinha, K. K. Khaing, and
T. M. Kyi, “Review of optimization methods of medical image
segmentation,” Proceedings of the ;ird International Con-
ference on Computational Intelligence and Informatics,
vol. 1090, no. 1, pp. 213–218, 2020.

[10] L. Fang, X. Wang, and L. Wang, “Multi-modal medical image
segmentation based on vector-valued active contour models,”
Information Sciences, vol. 513, no. 4, pp. 504–518, 2020.

[11] K. Li, L. Yu, S. Wang et al., “Towards cross-modality medical
image segmentation with online mutual knowledge distilla-
tion,” Proceedings of the AAAI Conference on Artificial In-
telligence, vol. 34, no. 1, pp. 775–783, 2020.

[12] J. Junlong Cheng, S. Tian, L. Yu, and H. You, “Multi-attention
mechanismmedical image segmentation combined with word
embedding technology,” Automatic Control and Computer
Sciences, vol. 54, no. 6, pp. 560–571, 2020.

[13] E. Mabrouk, A. Ayman, Y. Raslan, and A.-R. Hedar, “Immune
system programming for medical image segmentation,”
Journal of Computational Science, vol. 31, no. FEB, pp. 111–
125, 2019.

[14] H. Tarkhaneh, “An adaptive differential evolution algorithm
to optimal multi-level thresholding for MRI brain image
segmentation,” Expert Systems with Applications, vol. 138,
no. 6, pp. 112820–112829, 2019.

[15] Z. Yang and A. Wu, “A non-revisiting quantum-behaved
particle swarm optimization based multilevel thresholding for
image segmentation,” Neural Computing and Applications,
vol. 32, no. 16, pp. 12011–12031, 2020.

[16] F. F. Ximenes Vasconcelos, A. G. Medeiros, S. A. Peixoto, and
P. P. Rebouças Filho, “Automatic skin lesions segmentation
based on a new morphological approach via geodesic active
contour,” Cognitive Systems Research, vol. 55, no. 6, pp. 44–59,
2019.

[17] D. Karimi and S. E. Salcudean, “Reducing the Hausdorff
distance in medical image segmentation with convolutional
neural networks,” IEEE Transactions on Medical Imaging,
vol. 39, no. 2, pp. 499–513, 2020.

[18] A. Ratna Raju, S. Pabboju, and R. Rajeswara Rao, “Hybrid
active contour model and deep belief network based approach
for brain tumor segmentation and classification,” Sensor
Review, vol. 39, no. 4, pp. 473–487, 2019.

[19] A. Geetha and N. Gomathi, “A robust grey wolf-based deep
learning for brain tumour detection in MR images,” Bio-
medical Engineering/Biomedizinische Technik, vol. 65, no. 2,
pp. 191–207, 2020.

[20] L. Sun, W. Shao, M. Wang, D. Zhang, M. Liu et al., “High-
order feature learning for multi-atlas based label fusion:
application to brain segmentation with MRI,” IEEE Trans-
actions on Image Processing, vol. 29, no. 3, pp. 2702–2713,
2019.

[21] T. Hassanzadeh, D. Essam, and R. Sarker, “An evolutionary
DenseRes deep convolutional neural network for medical
image segmentation,” IEEE Access, vol. 8, pp. 212298–212314,
2020.

[22] N. Kadoya, “Deformable image registration and auto-seg-
mentation for various medical imaging types,” Igaku Butsuri:

Scientific Programming 9



Nihon Igaku Butsuri Gakkai Kikanshi� Japanese Journal of
Medical Physics: An Official Journal of Japan Society ofMedical
Physics, vol. 39, no. 1, pp. 12–19, 2019.

[23] K. K. Jha and H. S. Dutta, “Nucleus and cytoplasm–based
segmentation and actor-critic neural network for acute
lymphocytic leukaemia detection in single cell blood smear
images,” Medical & Biological Engineering & Computing,
vol. 58, no. 8, pp. 1–16, 2019.

[24] T. Wang, J. Huang, D. Zheng, and Y. He, “Nucleus seg-
mentation of cervical cytology images based on depth in-
formation,” IEEE Access, vol. 8, no. 4, pp. 75846–75859, 2020.

[25] J. C. Caicedo, A. Goodman, K. W. Karhohs et al., “Nucleus
segmentation across imaging experiments: the 2018 data
science bowl,” Nature Methods, vol. 16, no. 12, pp. 1247–1253,
2019.

[26] T. Wan, S. Xu, C. Sang, Y. Jin, and Z. Qin, “Accurate seg-
mentation of overlapping cells in cervical cytology with deep
convolutional neural networks,” Neurocomputing, vol. 365,
no. 6, pp. 157–170, 2019.

[27] H. Zhang, H. Zhu, and X. Ling, “Polar coordinate sampling-
based segmentation of overlapping cervical cells using at-
tention U-Net and random walk,” Neurocomputing, vol. 383,
no. 3, pp. 212–223, 2020.

[28] J. Song, L. Xiao, M. Molaei, and Z. Lian, “Multi-layer boosting
sparse convolutional model for generalized nuclear seg-
mentation from histopathology images,” Knowledge-Based
Systems, vol. 176, no. 15, pp. 40–53, 2019.

[29] N. Ramesh and T. Tasdizen, “Cell segmentation using a
similarity interface with a multi-task convolutional neural
network,” IEEE Journal of Biomedical and Health Informatics,
vol. 23, no. 4, pp. 1457–1468, 2019.

[30] A. A. Mahmoud, W. El-Shafai, T. E. Taha et al., “An efficient
segmentation technique for different medical image modal-
ities,” Menoufia Journal of Electronic Engineering Research,
vol. 30, no. 1, pp. 22–28, 2021.

[31] M. Moirangthem and T. R. Singh, “Brain tumor detection
through content-based medical image retrieval using ROI
segmentation with Harmony search optimization,” Journal of
Green Engineering, vol. 10, no. 10, pp. 8939–8969, 2020.

[32] A. F. A. Fadzil, N. E. A. Khalid, and S. Ibrahim, “Amplification
of pixels in medical image data for segmentation via deep
learning object-oriented approach,” International Journal of
Advanced Technology and Engineering Exploration, vol. 8,
no. 74, pp. 82–90, 2021.

[33] U. Reddy, P. Dhanalakshmi, and P. Reddy, “Image seg-
mentation technique using SVM classifier for detection of
medical disorders,” Ingénierie des systèmes d information,
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,is paper analyzes the overall organic network system integrated by subnetworks, analyzes the network evolution process of the
overall system of the Internet of ,ings (IoT) organization mode network, and analyzes the network through the network scale
measurement, the node growth measurement, the node distribution measurement, and the node association measurement. We
analyze the coordination mode of hardware resources, information resources, financial resources, human resources, organi-
zations, and customer resources from the perspective of resource elements. And we analyze the vertical and horizontal work
collaboration mode from the perspective of work activities. From the perspective of equity, two types of equity-based synergy and
four types of contract-based synergy are proposed. It is proposed that the network stage of the IoTorganization model is different
from the previous stage of the important collaboration model, the platform-based collaborative model, which is analyzed from the
coordination manager software platform and the IoTorganization model infrastructure hardware platform. We use relevant data
to construct a SIM model to measure the synergy of the development of the IoT industry system to quantify the overall col-
laborative development status of the IoT industry system. At the same time, the gray correlation analysis model GM (1, N) is used
to correlate the complex system subsystems.,e research results show that the development of the IoT industry has gone through
a U-shaped development process from the uncoordinated stage to the coordinated development of the industrial system. Each
subsystem has self-development capabilities and exhibits different interaction relationships with each other.

1. Introduction

,e Internet of ,ings (IoT) is based on communication
networks such as the Internet and mobile communication
networks [1]. According to the application needs of different
industries, it uses the perception, communication, and
computing capabilities of agents to automatically obtain
real-world information and connect all physical objects with
independent addressing capabilities, so as to build an in-
telligent information service system that connects people
and things and things and things. ,e IoT in specific ap-
plication areas (smart agriculture, smart cities, etc.) still
mainly stays in the links of environmental information
perception, data transmission, and monitoring [2]. Al-
though sensor technology is used, most of the collected data

are used for display or statistical analysis, and there is no
information linkage with related control equipment. In fact,
scientific decision-making and intelligent control are not
realized. ,e more common applications are perception
without decision-making or decision-making without
control. ,ese applications are single-step applications,
which have not yet constituted the “closed loop” of the entire
link of “sensing-decision-control,” which greatly weakens
the IoT technology [3].

Under the new economic form, there are new devel-
opment forms of the IoT organization model and devel-
opment needs of the IoT organization model. Scholars
supplement and improve the theoretical system of the or-
ganization model of the IoT, combine the current economic
development status and trends, make new interpretations
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and more in-depth studies, and propose the network system
planning and operation methods of the organization model
of the IoT on this basis [4, 5]. It is of great theoretical
significance to enrich and develop the theoretical system of
the subject of the organizational model of the IoT. ,e
network construction optimization model studied in this
paper, as well as the network coordination operation mode
and coordination mechanism, realizes the dynamic sharing
of information and resources of the main body of each
dimension in the network, the coordination and integration
of operation processes, and better specialization and inte-
gration of services for regional economic industries. It is
expected to provide scientific methods and basis for the
Chinese government and enterprises in the IoTorganization
model planning, promote the development of the IoT or-
ganization model industry cluster, optimize the overall
operating performance of the network system, reduce the
overall operating cost of the IoTorganizationmodel network
system, optimize IoT organization model network resource
allocation, reduce process links and time-consuming, im-
prove the degree of cooperation and coordination of the IoT
organizationmodel network system, promote the increase of
the value of the IoT organization model, and have practical
guidance for promoting the development of the IoT orga-
nization model industry significance [6].

Coordinating managers can exist stably and effectively
promote collaborative management work and must pass a
series of institutional guarantees and government support.
First, the establishment of a coordinated management or-
ganization needs to be led by relevant government de-
partments, with the participation of key IoT organizations
and park management committees. ,en, it is responsible
for formulating and implementing the system’s task coor-
dination execution mechanism, information sharing
mechanism, collaborative incentive mechanism, and col-
laborative behavior. ,e supervision data are obtained by
means of information, and the reward and punishment
results and early warning information are output through
the established mechanism model to assist in the imple-
mentation of the mechanism. Based on the measurement of
the degree and status of the development of the IoT in-
dustrial system, a gray dynamic correlation analysis model of
the synergy among the various subsystems within the IoT
industrial system, namely, the GM (1, N) model, is con-
structed according to the gray system theory. At present,
each subsystem has the ability to develop itself. Among
them, the fusion subsystem and the technological innovation
subsystem have a one-way weak synergy relationship.

1.1. RelatedWork. ,e IoT is a very complex heterogeneous
network, which builds a bridge between the physical world
and the virtual world [7]. ,e ultimate goal of all IoT ap-
plications is to provide seamless services without human
intervention. ,e IoT is considered to be the next logical
revolution, which can provide a wide range of services in
smart cities, manufacturing, smart agriculture, smart
healthcare, and smart homes [8, 9]. Autonomous IoT sys-
tems are very important, but there are still many challenges

to be solved. Stankovic mentioned in the inaugural IEEE
“Journal of the IoT” that the IoT should be an important
infrastructure that can run multiple applications and ser-
vices and has integration capabilities [10]. Scholars proposed
a kind of cognitive IoT, including how to deal with het-
erogeneous data and high-dimensional data of the IoT, the
discovery of the semantics of the IoT, and the interpretation
of related technical issues such as the intelligent decision-
making of the IoT and in-depth research on the intelligent
services of the IoT. ,e IoT has quietly entered multiple
smart industries. In today’s advocacy of energy conservation
and environmental protection, the optimization of the re-
source allocation of the IoT has become an urgent problem
to be solved [11]. ,ere are many artificial intelligence al-
gorithms for resource scheduling, but most of them are
developed for specific applications and have certain limi-
tations, which are not suitable for solving the IoT service
problems studied in this paper [12]. As the IoT is a service,
this paper will treat its entire layout as a service system. ,e
solution of the resource optimization allocation problem of
service-oriented networked collaborative equipment is a
very complex problem, which belongs to the typical NP-hard
combinatorial optimization problem [13]. ,e question
studied in this paper is how to reduce resource consumption
and shorten service time, in other words, how to select
multiple optimal services from a large set of candidate
services to meet the above goals. ,is will be a challenging
multiobjective optimization problem.

Many researchers try to solve the multiobjective service
selection problem in Web services [14]. Scholars proposed
the first approximation of multiobjective quality-driven
service selection [15]. Related scholars have carried out
research on multiobjective optimization of service quality.
,ey introduced the Pareto set model for service compo-
sition with service quality perception. Related scholars have
proposed a method to support decision-makers to use
clustering to find robust and QoS-optimized service com-
binations [16]. In our previous research work, we imple-
mented an adaptive Web service composition inspired by
the neuroendocrine-immune system. However, the above-
mentioned research work mainly focuses on Web service
composition based on service quality. IoT services is dif-
ferent from Web services in that they are characterized by
large-scale, heterogeneous, unreliable, and dynamic nature.
An important challenge that needs to be solved in the field of
IoT service composition (also known as service integration)
is to develop efficient service selection algorithms in order to
optimize management of energy consumption and service
quality. In a large-scale IoT environment consisting of
thousands of distributed entities, this issue becomes critical.
Relevant scholars use probabilistic discovery methods to
efficiently find an approximate service set that satisfies a
given request to meet the goals of rapid service discovery and
minimize resource consumption [17]. Related scholars
pointed out that the IoT is a paradigm, in which physical
things in the real world can be connected to the Internet and
provide services through additional computing devices.
Researchers have proposed a three-tier service quality
scheduling model for the service-oriented IoT. Perception as
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a service model is expected to be built on IoT infrastructure
and services. ,en, the service is allocated to the interface
with heterogeneous resources, and the optimal solution is
generated for this NP-hard problem [18].

,e large-scale IoT environment is composed of thou-
sands of distributed entities. Once a service request is de-
tected, it is necessary to immediately calculate and select
multiple (request-service) services with the optimal com-
bination of request-service pair from a large number of
candidate sets to provide the service.,e IoTshould not only
provide services for dynamic concurrent requests but also
reduce energy consumption, reduce service time, and im-
prove information accuracy. In addition, service availability,
bandwidth allocation, and reliability should also be con-
sidered, especially in resource-constrained environments
[19]. ,erefore, service selection is a multiobjective opti-
mization problem. However, the development of effective
service selection algorithms is still challenging and has not
been extensively studied. Recent research results, such as the
use of novel decomposition strategies, heuristic caching
strategies, and heuristic multitask scheduling algorithms, are
applied to the IoT service selection problem, but they have
not been in-depth from the perspective of multiobjective
optimization [20]. ,e optimization of IoT service portfolio
based on resource and QoS awareness and the optimization
of IoT service portfolio based on energy consumption and
QoS achieve dual-objective optimization, but the dynamic
characteristics of the service are not considered [21, 22].
,erefore, the purpose of this paper is to achieve global
combination and multiobjective optimization of ubiquitous
services in a dynamic IoT environment.

2. Core Technology for Decision-
Making Collaboration

2.1. 'e Process of Decision-Making Coordination. ,e ul-
timate goal of autonomous decision-making is to better
conduct penetration testing, that is, detection, intrusion, and
information theft of the target system. After obtaining
important information, it is necessary to use the same
channel and encryptionmethod as legal data for information
transmission through controlled distributed clients and
disguised applications, concealing itself while avoiding se-
curity audits and anomaly detection mechanisms.

Effective and reasonable attack decision-making will
realize the migration of multiple objects. ,erefore, au-
tonomous decision-making needs to have a clear recipient
object and target (including attack range, target effective
value, attack time limit, and damage degree) at specific
stages, the system type, defense mechanism, and security
equipment deployed are comprehensively planned, and the
data collected in the information collection phase are dy-
namically adjusted during the simulation attack phase to
achieve the optimal attack effect, transfer to the next object,
and finally achieve the target system penetration effect.

,is paper mainly involves the decision-making system
and collaboration system, as well as the later development of
the penetration test module. ,e whole working process is
shown in Figure 1.

,e whole system includes three stages: decision-making
stage, collaboration stage, and penetration testing stage. ,e
decision-making stage includes four main functional
modules, namely, authentication module, node selection
module, task expression, and task segmentation. ,e col-
laboration stage is divided into functional modules such as
task distribution, idling, communication, and exit according
to the inherent needs of the collaborative system and the
process of collaborative processing.

2.2. Task Segmentation. In order to increase the effectiveness
of decision-making, the task constraint conditions set up are
expressed with the constrained object as the center. For
example, in the decision-making authentication stage, there
are restrictions on authentication information, including
key/certificate information, version information, and so on.
,e target object usually includes constraints such as op-
erating system, network environment, and application en-
vironment. It is necessary to divide the task into basic
executable tasks. When the task is a compound task, the
“task segmentation and scheduling” must be completed
before the task is executed.

In order to achieve the balance of the system and simplify
the algorithm, it mainly examines the hardware conditions
of the node such as CPU, disk, and memory, as well as the
network information and operating system version of the
node. ,ese characteristics are combined to make node
selection. Different nodes are selected for the decision tasks
of different target hosts. For example, when sniffing and
scanning the hosts in the same local area network, it requires
less resources, but higher requirements are placed on the
network of the node. At this time, the network information
and other parameters of the node are mainly used as the
basis for selection. When the task becomes a password
cracking that requires more hardware resources such as CPU
and memory, the node’s choice of focus is converted to the
node’s hardware as the main reference basis. ,is is because
password cracking attacks often require a lot of local re-
sources. Of course, network resources have also been im-
proved. ,erefore, when designing the node selection
algorithm, we need to combine tasks for node selection. For
this, you can refer to the task type after task segmentation in
the previous section to set the corresponding selection
coefficient.

2.3. Cooperative Communication. ,e design of the coop-
erative communication module is for the communication
between cooperative nodes and between cooperative nodes
and cooperative controllers. ,e protocol interaction
method involves the communication between the two ends
of the C/S. Channel is used to maintain the “channel” in-
formation, including the SOCKET (abstract description) of
the communication and the option information of the
SOCKET. ,e design is based on the support of multiple
operating system platforms. By maintaining the attribute
information corresponding to the socket handle, using
Channel can facilitate other modules to modify these at-
tributes and increase these interfaces. After combining the
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data management, the corresponding implementation re-
sults should meet the model diagram shown in Figure 2.

3. Decisions on the Collaborative Operation
Mechanism of the Network System of the
Multidimensional IoT Organization Model

3.1. 'e Principle and Process of the Orderly Cooperative
Operation Mechanism of Each Subsystem. ,e collaborative
operation of the IoTorganizationmode network is a series of
IoT organization mode activities that are oriented to cus-
tomer needs and revolve around the customer’s IoT orga-
nization mode service tasks. In the IoT organization model
network system, through the coordination management
platform, m customer tasks are accepted and decomposed
into n IoT organization model operations, and the paths of
these operations are optimized and integrated. You collect k
IoT organization model service providers that can provide
service resources through the network IoT organization
model platform and evaluate and match operation re-
sources. From the overall perspective of the system, you
call the resources in the network system, select the optimal
configuration of the resources, and work together to
complete the tasks of the IoT organization mode by the
division of labor selected by these preferred resources.
,is collaborative operation mechanism is based on
customer needs. ,e mechanism enables the resource
distribution of the IoT organization model service pro-
vider to be guided by the overall operation requirements
of the system, continuously optimizing the distribution
and migration and realizing the optimization of the
overall system operation.

,e collaborative operation mechanism of the IoT or-
ganization model network is the core of all other collabo-
rative mechanisms. Node members can carry out
collaborative behaviors such as division of labor and co-
operation in accordance with the rules of the collaborative
operation mechanism and then can further implement the

incentive and supervision mechanism of collaborative be-
havior on this basis. ,e collaborative operation mechanism
studies how to integrate operations and achieve economies
of scale and distance economic effects and how to match
resources to give full play to the respective advantages of the
IoT organization model service providers, reduce vicious
competition, and reduce the return load rate, thereby re-
ducing the overall cost of the network. ,is process mainly
includes the three processes of job grouping, job integration,
and resource matching execution. ,e rules involved in the
three stages include main job sorting rules, job integration
rules, and resource matching selection rules, as shown in
Figure 3.

In the node operation, the operations of the same lo-
cation and the same type are integrated. ,e integration of
transportation operations is more complicated. If the scale
effect is not considered, each operation chooses to take the
shortest path between the starting point and the end point,
but it may lose the opportunity to integrate with other
operations. It is not necessarily the overall best choice. In the
same group of transportation operations, according to the
evaluation of the main operations from high to low, the
shortest paths of the operations are found in turn, and the
nonmain operations are integrated into the path of the main
operations in order to achieve economies of scale.,e step is
to list the shortest path of each job. ,e Dijkstra algorithm
can be used, and the number of iterations is set to K; that
is, K shortest path solutions are listed. ,e second step is to
integrate the operation path and determine which opera-
tions can be integrated into the main operation path. If the
cost saved by the scale effect can offset the detour cost and
transshipment cost, then integrate; if the increased cost
cannot be offset, then do not integrate.

We match the integrated work according to the re-
sources of the nodes and lines and find the resources in the
path according to the previous path plan. According to the
resource situation of the service provider, it can be com-
pleted by a single service provider or multiple service
providers. ,is process is effective recombination of the
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Figure 1: System working process.
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service resources of the distributed IoT organization model.
It is the redesign of the organization model network of the
IoT organization model to quickly respond to market de-
mand for its own process and organization.

According to the published service requirements, the
resource search is performed according to the search con-
ditions, and the information of the candidate companies that
match the conditions is displayed in feedback. You give

Customer task
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Customer task
requirement 2
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coordination
management

platform
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Figure 3: ,e collaborative work process of the IoT organizational model network.
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priority to the resources and success history of the service
provider and then judge whether the resources can complete
the task. When the working capacity Ai of the preferred
service provider is sufficient, the job Ti of the node or the line
can be completed independently. When the existing re-
sources of the service provider cannot meet the demand, the
suboptimal service provider is selected in turn to subcontract
to complete the operation. If the total resources of the service
provider at this point (route) are still insufficient, you apply
to call the idle resources of the service provider of other
nodes (routes).

3.2. Establishment of an Orderly Collaborative Operation
Mechanism Model for Each Subsystem. Suppose that the
network graph of the IoTorganization model is composed of
points and edges, G= (V, L), where V is the set of nodes,m is
the total of points, and L is the set of edges. G becomes the
abstraction of the nodes and traffic connections of the IoT
organization model in the geographic map. Due to the
limitation of transportation capacity of service providers,
each service provider can only transport part of the road
sections in the transportation network. ,erefore, the net-
work diagram of the IoTorganization mode is a mixed road
network diagram, and the side variable Y (vi, vj) = Sk (k= 1,
2, . . ., K), where Sk represents the service provider, indi-
cating that the edge (vi, vj) is the transportation route of the
service provider Sk (k= 1, 2, . . ., K), and the point variable B
(vi) = Sk (k= 1, 2, . . ., K), indicating that vertex vi is the job
node of the service provider Sk. Rij is the number of service
providers between points i and j. Sijk is the k-th service
provider between points i and j.

Suppose that there are N jobs in the network to form job
set Z; Zn (n, Va, Vb, qn, Tmax, Cmax, type) means that the

starting point of the nth job Zn is Va, the end point is Vb,
and the amount of work is qn. For time requirements, Cmax
is the cost budget of the customer; that is, the time for
customer satisfaction cannot exceed Tmax, and the cost
cannot exceed Cmax. Type represents the job type and is used
for the group number of the job.

Suppose that there are a total of K service providers in
the network to form a service provider set S. Sk means that
the operation capacity of the k-th service provider Sk be-
tween the service range Vi to Vj is Aij, the total amount of
work undertaken isQij, ijn the ability to undertake the service
is evaluated as Dij, the service price Cn represents the price
required to complete the transportation operation of Zn, Cn

′
represents the price required to complete the node operation
Zn, Tn represents the completion of the transportation
operation, Tn

′ represents the time required to complete the
node job Zn, and type is the resource type of the service
provider, which matches the type grouping in the job
variable.

Qijk � 
N−1

n�0
ynijk(Rn)•qn−1,

Cn � qn−1•Lij•Cij•Qij,

Cn
′ � qn−1•Cij

′•Qij.

(1)

Among them, Cij(Qij) is the price per unit of distance
per unit of work, which is a descending function or a
segmented discount function. ,e larger the total amount of
work undertaken by the service provider Sk in this segment,
the lower the price per unit of work, which reflects the effect
of scale.

Cij Qij  �

α1cij, Qij > b,

α2 1 − cij , a<Qij < b,

cij, 1<Qij < a,

Tn �
Lij − 1 

Vij




, Tn
′ �

qn − 1( 

Vij
′




.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(2)

3.3. 'e Process of Solving the Orderly Coordination Mecha-
nism of Each Subsystem. ,e two-layer iterative method is
used to solve the problem, and the solving process is shown
in Figure 4. ,e solution is divided into two levels. ,e first
level is job reorganization. First, the main job-based job
boarding method is used for integration and optimization,
so that resource matching is guided by system optimization,
and the service provider selection is the second level
problem. ,e suboptimization problem of the problem can
be solved by using the neighborhood search method.

3.4. Establishment of an Incentive Mechanism Model for
OrderlyCoordinatedBehavior of EachSubsystem. ,e idea of
this mechanism model is mainly to further improve on the

basis of the price management mechanism model and carry
out collaborative gain distribution. ,e synergy gain is the
difference between the system’s optimal return Etotal ∗
and the noncooperative total return Etotal ∗ ∗ . It is as-
sumed that a part of the gain will be distributed to all
members of the IoT organization model service provider
participating in the collaboration, and the other part will
be rewarded to the IoT organization model service pro-
vider with excellent service and active network con-
struction behavior. ,at is to say, the income of the service
provider is divided into the basic subcontracting income
plus the reward income.

Suppose that there are K IoTorganization model service
providers in the IoTorganization model network system, the
annual subcontracting operation volume of the kth IoT
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organization model service provider is qk, and the operation
execution result is Uk� (uk1, uk2, uk3)T. Among them, uk1
is the basic IoT organization mode operation assessment,
including on-time arrival rate and customer service evalu-
ation. uk2 is the information construction index of the
organization model of the IoT, such as the timely rate of
information online, the coding rate of equipment stan-
dardized information, and the investment in information
construction such as EDI. uk3 is the coordination and co-
operation index with other IoT organization model service
providers, such as the completion rate of loading and
unloading preparation and the timely rate of vehicle
preparation; before the arrival of the downstream sub-
contractor’s transport vehicle, we prepare for shipment.
,ese three types of evaluation indicators are integrated
into the 360-degree inspection method; that is, the com-
pany itself, customers, the coordinator of the IoT organi-
zation model platform, and the upstream and downstream
cooperative companies jointly evaluate. Most of the eval-
uation information is automatically entered into the cal-
culation method based on objective work conditions to
reduce management costs brought by incentives. ,e
subcontract of the service provider to improve the orga-
nization model of the IoT is

Sk Uk(  � 

2

i�0
qk•αki uki − uki0


•pk−1, k � 1, 2, . . . , n.

(3)

Among them, the first item is incentive payment, and the
second item is fixed standard payment. uki0 is the up-to-
standard value of each index, and αki is the incentive co-
efficient of each index, which is also the decision variable to
be solved in this section. pk is the fixed payment for com-
pleting the job task and meets the Pi interval range of the
previous section; set

uk1 � ek1 − εk1


,

uk2 � ek2 − εk2


,

uk3 � ek3 − εk3


.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(4)

Among them, εki (i� 1, 2, 3) represents the effort spent
by the k-th IoT organization model service provider in the
i-th type indicator. εki (i� 1, 2, 3) represents the external
objective factors that affect the completion of the i-th type
index of the k-th IoT organization model service provider.
,e external objective factors that affect the operation index
of the IoT organization model include weather conditions,
traffic conditions, and natural disasters; external objective
factors that affect information sharing include the service
conditions of public telecommunication operators and the
information network construction of the IoT organization
model network platform.

Suppose that the benefits brought by the j-th IoT or-
ganization model service provider to the IoT organization
model network system are

Hk Uk(  � 
2

i�0
qk−1•uki•βki. (5)

Among them, βki reflects the contribution of the i-th
index to the system revenue. ,e first category of indicators
is the completion of the organization model of the IoT, the
second category of indicators is the status of information
construction and sharing, and the third category of indi-
cators is the status of coordination and cooperation.

Suppose that the coordination cost between the network
platform coordinator of the IoTorganization model and the
k-th IoT organization model service provider is

Ck �
1
k

• 
2

i�0
e
2
ki. (6)
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Figure 4: Overall solution process of orderly coordination mechanism of various subsystems.
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,erefore, the total benefits of all IoTorganizationmodel
service providers in the IoT organization model network
system to the coordinator are

G � 
K−1

k�0
qk−1• Sk + Ck − Hk


. (7)

4. Evaluation and Analysis of the Synergy
Degree of the IoT Industry System

4.1. Determination of Indicator Weights. ,e degree of in-
fluence of each subsystem in the evaluation index system on
the overall system is not the same, which requires the
corresponding weight to be assigned to each evaluation
index. ,is paper uses the correlation matrix weighting
method to determine the indicator weights. ,e correlation
coefficient reflects the degree of interaction between indi-
cators. ,e larger its absolute value, the closer the rela-
tionship between the indicators. ,e deeper the impact, the
lower the converse. If the overall correlation between an
indicator and other indicators in the evaluation system is
relatively high, it means that this indicator has a greater
impact on the development and changes of other indicators;
that is, it has a greater role in the system. Assuming that the
index system contains n indicators, the correlation matrix
between the indicators is represented by R; let

Rj � 

n−1

i�0
1 − rij , i � 0, 1, . . . n − 1. (8)

,en Ri represents the total impact of the i-th indicator
on other n − 1 indicators in the indicator system. ,e larger
Ri, the greater the impact of the i-th indicator in the in-
dicator system and the greater its weight. ,e corresponding
index weight can be obtained by normalizing Ri; namely,

λi �
Ri


n−1
i�0 Ri

, i � 0, 1, . . . , n − 1. (9)

,e calculated weight of each evaluation index and the
proportion of each index are shown in Figure 5.

4.2. Measurement and Evaluation of the Synergy Degree of the
IoT Industry System. ,e coordination degree of each
subsystem of the IoT industrial system and the coordination
degree of the IoT industrial system are calculated. ,e
weights of the four subsystems are all set to 0.25 when
calculating the coordination degree of the composite system.
,e estimated results are shown in Figure 6.

Figure 7 shows the degree of synergy among the various
subsystems of the IoT industry system. It can be seen from
the figure that the coordination status of each subsystem is
more complicated. ,e degree of synergy of the fusion
subsystem is rising in volatility, and after reaching the peak,
it shows a downward trend to the lowest point. ,e decline
in the degree of synergy of the fusion mechanism shows that
the industrial barriers have not been eliminated, and it is still
hindering the coordinated development of the IoT industry.

After that, it showed a trend of picking up again, indicating
that industrial integration has gradually developed slowly
after experiencing a process of disorderly development. ,e
reason is that the IoT industry chain is long, and the dif-
ferences between different industries have hindered product
interaction to a certain extent. Effective communication
between the information collected by different industries in
this layer is different, so the available sensors are different.
For example, the sensors used for soil monitoring and the
sensors used for environmental monitoring are not uni-
versal. ,e same is true at the information processing level.
,e content they need to analyze and make decisions about
is different from each other. In the current period of de-
velopment, due to the diversified nature and strong cus-
tomization of the industry chain including industries, it is
difficult for IoT technology and industry growth to form a
centralized leapfrog development. After reaching the peak
point, the organizational mechanism synergy showed a
downward trend, indicating that the organizational mech-
anism that can lead the development of the IoT industry has
not yet been perfected.

,e growth synergy degree of the IoT industry system is
shown in Figure 8. From the perspective of the degree of
synergy of the growth system of the IoT industry, the de-
velopment and growth of the IoT industry have gone
through a wave-shaped development process from the
uncoordinated development of the current industrial sys-
tem. IoT-related companies are generally small in scale and
weaker in resisting risks and are more affected by the fi-
nancial crisis. On the other hand, since the development of
the IoT was proposed, it has brought opportunities and
problems to the development of the IoT. With regard to the
IoT, scientific research institutions and local governments
have begun to rush to get a share of government investment.
,is has caused a serious situation of low-level redundant
construction.,e future development of the IoT has a broad
space, but it is separated by many different application
scenarios, forming a large number of small markets with
limited capacity, which has caused a phenomenon that

26%

18%5%

51%

Fusion mechanism
Technological innovation mechanism
Structural adjustment mechanism
Organization mechanism

Figure 5: Proportion of the evaluation index of the synergy degree
of the IoT industry system.
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diversified application scenarios limit the development of
industrialization. ,is phenomenon is mainly manifested in
two aspects. On the one hand, in the initial stage of the
development of the IoT, the technology application and
product development are not yet mature, and some of the
IoT technologies are relatively high-end, and they lack

advantages in price, which cannot satisfy the market’s de-
mand for product functions. It is difficult to obtain product
promotion and large-scale development due to the re-
quirements of sex and price; on the other hand, some of the
current technologies cannot be used to create value and
function by realizing productization. Now they only stay at
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Figure 6: Estimation of the degree of synergy in the IoT industry system.
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Figure 7: Changes in the degree of synergy among the various subsystems of the IoT industry.
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the level of laboratory and simulation, which is difficult to
form. Large-scale applications cannot promote the im-
provement of the industrialization level. For example, based
on the application of sensors and sensor networks, the
conflict between application scale and industrialization is
very obvious. For example, the country does not have the
ability to produce sensors for detecting soil and water
quality. From the comparison of the order degree of the four
subsystems, it can be seen that the organizational mecha-
nism changes more frequently and the order degree shows a
downward trend, which is the main reason why the IoT
industry cannot develop in a coordinated manner. ,e
development of industrial system synergy has contributed a
lot.

4.3. Evaluation of theCollaborativeDevelopmentRelationship
of theVarious Subsystems of the IoT Industry. On the basis of
the overall collaborative measurement analysis of the IoT
industrial system, a dynamic correlation analysis model of
the synergy of the various subsystems within the IoT in-
dustrial system is constructed according to the gray system
theory, namely, the GM (1, N) model.

4.3.1. Establishment of the Basic Data Sequence of Gray
Evaluation of the Industrial System of the IoT. Based on the
index data of the four subsystems of the IoT industrial
system, this paper establishes the basic index data column of
the gray system dynamic evaluation model. Based on the
calculation of the index weights above, the dimensionless
development sequence values of the four subsystems are
calculated. ,is is the basic data column of the model.
According to the basic data sequence method of establishing
the gray dynamic evaluation model, the basic data sequence
of the development of each subsystem of the IoT industry is
obtained, as shown in Figure 9.

4.3.2. Analysis of the Development Capability of Each Sub-
system of the IoT Industry. ,e coefficients a11, a22, a33,
and a44 are the self-development coefficients of the inte-
gration, technological innovation, structural adjustment,
and organizational mechanism of the IoT industrial system.
Among them, the self-development coefficient of the fusion
subsystem a11> 0 indicates that the fusion subsystem has
the ability of self-development. ,e main reason is that the
basic data of the fusion subsystem is showing a gentle
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upward trend, which also verifies the upward trend of the
orderliness of the fusion subsystem. ,e self-development
coefficient of the technological innovation subsystem a22> 0
indicates that the subsystem has a good self-development
ability, which verifies the rapid development trend of the
technological innovation subsystem’s orderliness, and the
development level of the system’s orderliness is higher than
the other three subsystems. ,e order of science and
technology expenditure and the order parameters of in-
tangible assets has shown a rapid upward trend, mainly due
to the continuous development of technological innovation
in the IoT. ,e self-development coefficient of the structural
adjustment mechanism subsystem a33> 0 indicates that the
structural adjustment mechanism subsystem has the ability
to develop itself, but this ability is relatively weak. ,e or-
ganization mechanism subsystem a44> 0 indicates that the
organization mechanism subsystem currently has the ability
to develop itself, and the order of system development is
gradually improving. ,e gray model coefficients of each
subsystem of the IoT industry are shown in Figure 10.

5. Conclusion

After establishing various mechanism models and solving
them, this paper puts forward the conclusions of various
mechanisms and application countermeasures based on the
results of the solution and specially introduces a coordi-
nation manager who asks for the remaining system coor-
dination gains to be responsible for the implementation of
this series of coordination mechanisms. ,e system coor-
dination manager should allocate the synergy gain to the
members scientifically and induce the members to help each
other through the incentive mechanism. At the same time,
behavior supervision and information sharing supervision
mechanisms are also needed. If the lack of supervision
mechanism leads to poor service quality, customers will not
choose the service provider of the network system but
choose other IoTorganizationmodel enterprise services, and
the operational stability of the IoT organization model
network system will also be affected. After the orderliness of
the structural adjustment mechanism reached its lowest
point, it began to rise gradually. In the structural adjustment
mechanism, the labor structure has the largest impact,
followed by the technical structure. ,en increasing the
introduction of talents and expanding intellectual support
will play a role in improving the orderliness of the structural
adjustment mechanism. ,e orderliness of the organiza-
tional mechanism shows a downward trend after reaching
the peak, indicating that the organizational mechanism that
can lead the development of the IoT industry is not yet
perfect. Improving the performance of industrial organi-
zations and improving profitability have a greater effect on
the orderliness of organizational mechanisms. We analyze
the development capabilities of the subsystems themselves
and the relationship between them through the gray dy-
namic correlation analysis model. At present, each sub-
system has the self-development capability, and the fusion
subsystem and the technological innovation subsystem have
a unidirectional weak synergy relationship.
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With the rapid development of radar industry technology, the corresponding signal processing technology becomes more and
more complex. For the radar with short-range detection function, its corresponding signal mostly presents the characteristics of
wide bandwidth and multiresolution. In the traditional data processing process, a large number of signals will interfere with the
signal, which makes the final signal processing difficult or even impossible. Based on this problem, this paper proposes a principal
component linear prediction processing algorithm based on clutter suppression processing on the basis of traditional signal
processing algorithm. According to the curve characteristics of the data returned by the target detected by the signal, through
certain image signal measurement and transformation, the clutter can be effectively suppressed and the typical characteristics of
the corresponding target curve can be enhanced. For the convergence problem of signal processing and the corresponding image
chromatic aberration compensation problem, this paper will realize the chromatic aberration compensation of the corresponding
target echo image based on the radial pointing transverse mode algorithm and enhance the convergence speed of the whole
algorithm system. In the experimental part of this paper, the optimization algorithm proposed in this paper is compared with the
traditional algorithm. +e experimental results show that the algorithm proposed in this paper has obvious advantages in the
convergence of signal processing and antijamming performance and has the promotion value.

1. Introduction

With the rapid development of information technology and
electronic technology, radar technology has been further
developed. +e range resolution of common low altitude
detection radar mainly depends on the bandwidth of the
transmitted signal, the corresponding broadband data signal
processing technology and antijamming technology [1–3].
At present, the traditional stepped frequency multi-
resolution digital signal processing technology in low alti-
tude radar detection technology mainly focuses on the
theoretical level, and the efficient and reasonable digital
signal processing technology is still the problem of low
altitude radar signal processing [4, 5]. At present, the factors
that affect the signal echo of low altitude detection radar
include the direct coupling of signals between antenna
transceivers of low altitude detection radar, the large re-
flection on the ground and underground of the signal
generating place, and a variety of irresistible reflection
sources near the transmitting place, and the interference

transmitting source mainly comes from the complex and
huge DSP printed board. +e corresponding data signal
needs to be converted between different frequency domains
when processing the corresponding data signal, which will
cause the sidelobe blocking phenomenon between the
corresponding signals, thus forming a strong interference
[6–8].

+e traditional stepped frequency multiresolution digital
signal processing mainly focuses on the system hardware
design optimization and echo signal optimization process-
ing. In the corresponding hardware level, it is not the key
problem to be considered in this paper. For the digital signal
processing level, it mainly deals with the close range digital
clutter. +e corresponding traditional processing methods
include average method digital signal processing algorithm,
digital signal principal component analysis algorithm, and
corresponding digital signal linear prediction algorithm
[9–11]. In the corresponding digital signal average pro-
cessing algorithm, it is limited by the detection environment,
which requires the corresponding detection environment. If
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it is the ground, it requires the ground to be as smooth as
possible. When the detection environment is low altitude, it
requires less interference. After meeting the relevant envi-
ronmental requirements, it averages the corresponding ele-
ments of the echo, so as to filter a large number of clutters. In
essence, it is to arrange and combine a large number of original
data returned by echo in a certain logical order and form a two-
dimensional sequence, corresponding to each element in the
sequence minus the average value one by one [12]. +e cor-
responding digital signal principal component analysis algo-
rithm assumes that the clutter presents a Gaussian distribution
during detection. Under this assumption, the signal is
decomposed by wavelet, so as to reduce the clutter component
of radar detection signal. For the principal component of digital
signal, it is decomposed by two-dimensional determinant, and
finally the related clutter is suppressed [13]. For the digital
signal linear prediction processing algorithm, it mainly uses the
autoregressive average algorithm to process. In the process of
processing, it takes the related signal as the reference signal and
predicts the expected output of other signals. Under the cor-
responding mathematical model, it transmits the corre-
sponding reference signal to the input of the digital signal
processing algorithm. In this way, we can maximize the cor-
relation between the corresponding algorithm processing
ability and the corresponding processing effect [14]. Based on
the above situation, it can be seen that the traditional digital
signal processing technology has some problems, especially in
the convergence and anti-interference degree of the algorithm
which can not achieve a certain compromise. Based on this, this
paper proposes a principal component linear prediction pro-
cessing algorithm based on clutter suppression processing
according to the curve characteristics of the data returned by
the target detected by the signal, the clutter can be effectively
suppressed, and the typical characteristics of the corresponding
target curve can be enhanced through certain image signal
measurement and transformation. For the convergence
problem of signal processing and the corresponding image
chromatic aberration compensation problem, this paper will
realize the chromatic aberration compensation of the corre-
sponding target echo image based on the radial pointing
transversemode algorithm and enhance the convergence speed
of the whole algorithm system. In the experimental part of this
paper, the optimization algorithm proposed in this paper is
compared with the traditional algorithm. +e experimental
results show that the algorithm proposed in this paper has
obvious advantages in the convergence of signal processing and
antijamming performance and has the promotion value.

+e structure of this paper is as follows: in the second
section, the current research status of stepped frequency
multiresolution digital signal processing algorithm is ana-
lyzed and discussed. In the third section of this paper, we will
focus on the analysis of stepped frequency multiresolution
digital signal processing algorithm, mainly on the analysis of
principal component linear prediction processing algorithm
based on clutter suppression processing and radius pointing
transverse mode algorithm. In the fourth section of this
paper, we will make a comparative experiment on the al-
gorithm. Finally, this paper is summarized.

2. Related Work Analysis: Research Status of
Stepped Frequency Multiresolution Digital
Signal Processing Algorithm

+e main technical difficulty in the field of stepped fre-
quency low altitude radar detection is digital signal pro-
cessing algorithm. Stepped frequency radar mainly transmits
a group of wideband pulse signals by carrier frequency
hopping. +e corresponding echo signal processing tech-
nology becomes the difficulty of digital signal processing
[15, 16].+rough the research and analysis of a large number
of scientific research institutions and military research in-
stitutes, there are three main frequency step multiresolution
digital signal processing algorithms, which are corre-
sponding to the mean value method, digital signal principal
component analysis algorithm, and corresponding digital
signal linear prediction algorithm.+e emphasis of the three
algorithms is different, and the corresponding data signal
processing technology has its own advantages and disad-
vantages. In the corresponding level of digital signal pro-
cessing, it mainly includes digital signal average method,
which is the so-called two-dimensional sequence processing
algorithm, digital signal prediction algorithm, and other
mainstream digital signal processing algorithms. +e details
of the corresponding algorithms are as follows: in the al-
gorithm of digital signal average method, it is limited by the
detection environment. If the detection environment is the
ground, the ground should be as flat as possible. When the
environment to be detected is low, less interference is
needed. After meeting the relevant environmental re-
quirements, the corresponding elements of the echo are
averaged to filter out a large number of clutters. In essence, a
large number of raw data returned by the echo are arranged
and combined in a certain logical order to form a two-di-
mensional sequence. Each element in the corresponding
sequence is subtracted from the average one by one. +e
algorithm has strong antijamming performance, but it has
more strict requirements on the experimental environment,
and most detection environments are complex and
changeable [17–19]. +e corresponding algorithm of digital
signal principal component analysis assumes that the clutter
presents Gaussian distribution in the corresponding de-
tection. Under this assumption, the signal is decomposed by
wavelet to reduce the clutter component of radar detection
signal. +e main components of digital signal are decom-
posed by two-dimensional determinant to suppress the
correlated clutter. +e algorithm has simple requirements
for the environment and strong anticlutter processing
ability, but the corresponding calculation is relatively
complex, leading to serious convergence problems [20, 21].
For the linear prediction processing algorithm of digital
signal, the autoregressive average algorithm is mainly used.
In the process, the correlation signal is used as the reference
signal to predict the expected output of other signals. In the
corresponding mathematical model, the corresponding
reference signal is transmitted to the input of digital signal
processing algorithm, so as to maximize the correlation
between the corresponding processing capacity and the

2 Scientific Programming



corresponding processing effect. +e algorithm still has the
problem of convergence [22–24]. +erefore, on the basis of
the above analysis, combined with the actual situation of low
altitude detection processing, it is of great significance to
optimize the frequency step multiresolution digital signal
processing algorithm.

3. Analysis and Research on Optimization
Algorithm of Stepped Frequency
Multiresolution Digital Signal Processing

+is section mainly analyzes and studies the stepped
frequency multiresolution signal processing algorithm.
+e main core algorithms are the principal component
linear prediction processing algorithm and the radius
pointing transverse mode algorithm. +e corresponding
algorithm architecture is shown in Figure 1. +e corre-
sponding algorithm architecture can be seen from the
figure, and the corresponding algorithm hardware module
architecture is also shown in the corresponding archi-
tecture diagram. As shown in Figure 1, the core algorithm
is mainly based on the traditional signal processing al-
gorithm, and the principal component linear prediction
processing algorithm based on clutter suppression pro-
cessing is proposed. According to the curve characteristics
of the data returned by the target detected by the signal,
through certain image signal measurement and trans-
formation, the clutter can be effectively suppressed, and
the typical characteristics of the corresponding target
curve can be enhanced. So it gets rid of the disadvantages
of single mean algorithm, principal component algorithm,
and linear prediction algorithm. For the convergence
problem of signal processing and the corresponding
image chromatic aberration compensation problem, this
algorithm is mainly based on the radial pointing trans-
verse mode algorithm to realize the chromatic aberration
compensation of the corresponding target echo image and
enhance the convergence speed of the whole algorithm
system. In the corresponding hardware design level, this
paper mainly discusses the selection and configuration
circuit design of FPGA and DSP and discusses the related
design of auxiliary circuit.

In the corresponding experimental level, this paper first
carries out the accurate modeling of the echo data signal and
then carries out the experiment based on the correlation
modeling. In the experimental part, this paper not only
carries out the comparative experiments of four different
algorithms for the processing of stepped frequency multi-
resolution digital signal, but also simulates the convergence
and convergence speed of the four different algorithms based
on MATLAB and the corresponding modeling. +e simu-
lation and experimental frameworks are shown in the figure.

3.1. Principal Component Linear Prediction Processing Algo-
rithm Based on Clutter Suppression Processing. At the clutter
suppression level, this section is mainly based on the linear
prediction of principal components for clutter suppression.
At the level of principal component processing, it mainly

analyzes and processes the collected echo signal from the
perspective of two-dimensional determinant. At the level of
principal component, the corresponding core processing
ideas are as follows: based on the perspective of two-di-
mensional determinant analysis, it constructs and calculates
the corresponding unrelated secondary fields, so as to an-
alyze the relationship between the weights of the secondary
fields. Taking the echo data as an example, the principal
component analysis is carried out. Assuming that the cor-
responding echo data is Data1, the corresponding data is
deconstructed based on the principal component. Formula
(1) is the corresponding deconstruction formula. In the
deconstruction formula, the corresponding mathematical
symbol n represents the label of the corresponding data
sampling point, the mathematical symbol m represents the
number of data decomposition channels, and the corre-
sponding Ai represents the ith target vector.

Da tan � Ai−ma
T
i−m � A1a1 + A2a2 + A3a3 + ...Amam,

(1)

Based on formula (1), the determinant of echo data is
processed with covariance. +e corresponding q represents
the projection size of the corresponding determinant in the
corresponding direction after the corresponding echo data
conversion, which represents the fluctuation degree of the
echo data determinant in the corresponding direction and
the corresponding energy size.

zi �
s

T
i si

m
, i � 1, 2, 3...m. (2)

Based on this, the corresponding principal component
processing algorithm mode is determined as shown in
Figure 2. From the figure, we can see that the corresponding
processing details are as follows.

Step 1: take the corresponding echo data as the cor-
responding processing object, and the corresponding
processing matrix calculation formula is shown in
formula (3), where the corresponding n represents the
corresponding echo data sampling points, and the
corresponding m represents the corresponding echo
data number.

Zi−m �

s1

s2

...

sn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

�

z11 ... ... z1m

z21 ... ... z2m

... ... ... ...

zm1 zm2 ... zmm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (3)

Step 2: use the traditional mean algorithm to process
the echo data, and preprocess the corresponding echo
data.
Step 3: based on the corresponding two-dimensional
processing matrix, the corresponding echo data is
processed by covariance matrix.
Step 4: analyze the corresponding eigenvalues and ei-
genvector values of the matrix after processing the
corresponding echo data.
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Step 5: select the corresponding principal component
for processing and analysis, and reconstruct the cor-
responding echo data.

Based on the corresponding eigenvalues and eigenvector
values obtained by the above principal component algorithm
as the reference data of the linear prediction algorithm, the

Echo data
input:Data1...Data n

Pretreatment part

The main component processing
algorithm module is finished

As the corresponding
processing object, the echo data

is processed based on the
corresponding core formula

The traditional mean algorithm
is used to process the echo data,
and the corresponding echo data

is preprocessed

Calculation formula of
processing matrix

Based on the corresponding
two-dimensional processing

matrix, the corresponding echo
data is processed by covariance

matrix

N represents the corresponding number
of echo data sampling points, and M

represents the corresponding number of
echo data

The corresponding eigenvalues
and eigenvector values of the
matrix are analyzed based on
the corresponding echo data

The corresponding principal
component after processing is selected

for processing and analysis, and the
corresponding echo data is

reconstructed

...

............
......

......

...

zmmzm2zm1

z1mz11

sn

s1

zi–m = [ s2 ]T z21= [ z2m]

Figure 2: Algorithm operation flowchart of principal component processing algorithm module.

Software algorithm
architecture

Linear prediction

Algorithm architecture of stepped frequency multiresolution
signal processing

Clutter suppression
algorithm

According to the curve characteristics of the
data returned by the target detected by the

signal, the clutter can be effectively
suppressed and the typical characteristics of

the corresponding target curve can be
enhanced through certain image signal

measurement and transformation

Fast convergence
algorithm

Color difference
compensation of

echo image

Speed convergence
of the algorithm

Algorithm hardware
module architecture

FPGA and DSP selection and
configuration circuit design

Design of auxiliary circuit

Four different algorithms for stepped frequency multiresolution
digital signal processing contrast experiments and

convergence and convergence rate simulation experiments
Experimental verification

Hardware
algorithm

architecture

Principal component

Accurate modeling of echo data signal

Algorithm 1 Algorithm 2

1 2

Simulation platform MATLAB

Figure 1: Architecture of stepped frequency multiresolution signal processing algorithm.
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corresponding echo data is further processed and analyzed,
which mainly realizes the prediction of the current mea-
surement data. Based on this, the corresponding core
processing formula is shown in formula (4).

Z(i) �

a11 ... a1m

... ... ...

am1 ... amm

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦∗ i i − 1 ... i − m . (4)

For the complex interference factors faced by close range
detection, the mathematical model is defined based on the
above formula and the corresponding close range envi-
ronmental factors, and the corresponding mathematical
model is shown in Figure 3.

+e echo data processed based on the principal com-
ponent is taken as the corresponding reference data, and the
corresponding bilateral data of the echo data matrix is se-
lected as the linear prediction data of the current radar scan,
and the number of corresponding reference data is set to
W. When the number of reference data is small, the cor-
responding reference range will narrow, and the corre-
sponding prediction effect will be greatly reduced. When the
number of reference data is large, the detection difference of
the corresponding radar in the corresponding area will be
large. In this way, the corresponding data will lose its
representativeness. +erefore, when dealing with the
number of reference data, this section filters based on the
data eigenvalues after the principal component pre-
processing, so as to solve the problem of the number of
reference data. In this section, the actual selection is gen-
erally between 10 and 20. Based on the above principle
analysis, the corresponding linear prediction algorithm flow
based on principal component preprocessing is shown in
Figure 4. From Figure 4, the corresponding processing steps
are as follows.

Step 1: recombine the collected data after preprocessing
the corresponding principal components, rename the
corresponding data matrix, and reanalyze all the new
matrices.
Step 2: select a reasonable subspace from the above
analysis results and recombine the corresponding in-
formation data.
Step 3: conduct linear bilateral processing analysis on
the data in step 2 above, and the number of corre-
sponding linear bilateral processing data is set to 6 (12
in total).
Step 4: use the least square method to predict the above
data, so as to finally obtain the measured value and the
corresponding estimated value, and based on the
measured value and the estimated value, reduce the
difference.

In order to solve the coupling interference between the
equipment antennas corresponding to the short-range de-
tection system, eliminate the external interference factors of
nonalgorithm factors, so as to further optimize the above
algorithm; this section designs the auxiliary design of an-
tenna coupling interference elimination. +e coupling

between antennas mainly exists in the fixed and stable clutter
between the transmitting antenna and the receiving antenna.
Based on the characteristics of this clutter, this section uses
the air acquisition as the actual reference and subtracts the
actual collected data.+e corresponding processing steps are
as follows.

Step 1: set up the corresponding short-range detection
equipment, debug the corresponding parameters, and
keep the interval between the receiving and transmit-
ting antennas constant.
Step 2: shoot the corresponding equipment antenna to a
clean environment without clutter interference, and
collect data for the corresponding clean environment.
Step 3: preprocess the collected data to remove the in-
terference of the corresponding target source. +e col-
lected echo data ismainly themutual coupling direct wave
between the receiving and transmitting antennas.
Step 4: average and store the corresponding data. +e
current reference data should be subtracted from the
subsequent collected echo data so that the cleaner data can
be obtained in the actual data processing of this algorithm.

3.2. Radius Pointing Transverse Mode Algorithm. In order to
improve the convergence speed of the whole linear prediction
algorithm and solve the unipolarity problem of the corre-
sponding image problem, this section proposes the radius
pointing transverse mode algorithm based on independent cell
analysis algorithm. When the corresponding echo data is
preprocessed by principal component, part of the signal is
preprocessed at the same time. +e corresponding transverse
mode algorithm is used to iterate the corresponding data. +e
corresponding iteration termination condition is set as the
absolute value threshold. Based on this, the inverse matrix of
the corresponding echo data can be obtained. Based on the
inverse matrix obtained above, the radius pointing transverse
mode algorithm is used for depolarizationmultiplexing, so that
the processing of echo data can get fast convergence. Based on
this, the corresponding algorithm flow chart is shown in
Figure 5. It can be seen from the figure that the corresponding
algorithm flow details are as follows.

Step 1: preprocess and analyze the collected echo data.
Step 2: based on constant modulus algorithm, the
preprocessed data are processed iteratively.
Step 3: repeat step 2 until the iteration condition is
terminated (a certain threshold is met) to obtain the
corresponding inverse matrix of echo data.
Step 4: based on the inverse matrix of echo data, the
radius pointing transverse mode algorithm is used for
depolarization multiplexing to achieve fast
convergence.

3.3. Algorithm Hardware System Design. +e corresponding
hardware system is designed based on the above algorithm,
and the corresponding hardware system architecture is
shown in Figure 6. It can be seen from the figure that the
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Detected area of short
range detection radar

Short range ground
penetrating radar model

Prediction processing area of
short range detection radar

Undetected area of
short range detection

radar

Reference
position before

echo signal

Back reference
position of echo

signal

Target area

Detection radar

0

–10

–20

–30

–40
0 10 20 30 40 50

Scanning direction of short range

Real target

Jammer

Figure 3: Mathematical model of linear prediction algorithm.

6 Scientific Programming



Echo data input

Echo data input
preprocessing

The corresponding data are
processed iteratively

Based on constant
modulus algorithm,

the preprocessed
data are processed

iteratively

Repeat the above steps
repeatedly until the

iteration condition is
terminated (a certain

threshold is met) and the
corresponding inverse

matrix of echo data is obtained

The fast convergence
of the whole frequency
step multi-resolution

digital signal
processing is realized

Principal component
linear prediction algorithm

Independent unit
analysis algorithm

Design of antenna coupling
interference aided elimination

Cleaner echo data signal
Detected area of short
range detection radar

Set the absolute value threshold of iteration
termination condition

Details of echo signal
preprocessing

Detection scene

Detection signal
transmission

Echo signal receiving
and processing

0

–10

–20

–30

–40
0 10 20 30 40 50

Jammer

Real target

Figure 5: Flowchart of radius pointing transverse die algorithm.

ADC module

DAC module

CAN module

Serial port
module

DSP circuit
part

FPGA circuit
part

Realization of IFFT
by Xilinx Stratix II

chip

Independent
program bus,
data bus, and

DMA bus

Two 2K∗32-bit RAM
modules and two 16K
∗32-bit RAM modules

Design of power on reset
circuit

Manual reset design
circuit

Design of command
reset circuit

Digital processing part

Hardware platform auxiliary power circuit part

Auxiliary circuit

SDRAM memory
chip

Auxiliary supply circuit 1 Auxiliary supply circuit 2 Auxiliary supply circuit 3

Figure 6: Hardware system architecture of stepped frequency multiresolution digital signal processing algorithm.

Scientific Programming 7



corresponding hardware modules include FPGA data pro-
cessing module, DSP data processing module, and auxiliary
data processing module. +e corresponding data processing
module mainly uses the Xilinx chip for data processing. At
the same time, the whole data processing unit is configured
with two SDRAM memory chips and two flash chips. +e
corresponding front-end signal acquisition module mainly
uses the multichannel ADC module and the corresponding
FPGA interface module.

In the corresponding data acquisition level, the relevant
chips of ad company are mainly used, and the main models
include ad9042, ad9631, ad8138, and ad4938. For the circuit
composed of ad9631 and its related resistance and capaci-
tance, its main function is DC coupling circuit, and its
corresponding circuit needs to be equipped with emitter
follower composed of operational amplifier. Its main
function is to draw out the internal bias voltage corre-
sponding to ad9042, and the adjustment of bias voltage is
still mainly carried out through operational amplifier. In the
ADC system, bias correction is needed. +e corrected bias
voltage and the input echo digital signal are synthesized by
the broadband low noise operational amplifier and used as
the analog input of ad9042. In the design of the above data
acquisition circuit, the power supply part of the digital
circuit should be separated from the analog part to prevent
its impact on the ADC conversion speed.

+e implementation of IFFT in the key FPGA circuit of
the corresponding digital processing part mainly realizes
FFT operation through the IP core designed by Altera
company. In the aspect of selecting the corresponding DSP,
this paper mainly selects the TMS320C3X series of Texas
Instruments. Its corresponding structure is relatively simple,
and the corresponding peripheral devices are relatively few.
At the same time, it has the advantages of high-quality
floating-point, low power consumption, rich registers, and
so on. At the same time, the corresponding hardware re-
sources of the processor are also very rich. It has two 2K∗32-
bit RAM modules and two 16K∗32-bit RAM modules. Its
independent program bus, data bus, and DMA bus enable
the processor to realize parallel processing.

In the above hardware architecture system, the corre-
sponding auxiliary circuit design mainly includes power
management circuitmodule, clock circuit design part, and reset
circuit design part. +e design of the corresponding power
management module mainly considers the power supply to the
corresponding FPGA and the correspondingDSP processor. In
the aspect of clock design, the corresponding DSP, FPGA,
ADC, and all kinds of memory circuits in the hardware board
are homologous with the external clock. Considering the self-
test function of the whole system, crystal oscillator is set in the
corresponding printed circuit board. +e corresponding reset
circuit design level mainly includes three types of reset design:
power on reset design, manual reset design, and corresponding
command reset design.

4. Signal Modeling and Experimental Analysis

4.1.EchoSignalModeling. In order to better analyze the echo
signal and prepare for the following experiments, this

section will model and process the echo signal. +e theo-
retical analysis shows that the echo signal is mainly com-
posed of three parts: external interference clutter, external
interference noise, and the corresponding short-range target
signal. When the corresponding equipment collects the echo
data signal, it can be directly reflected in the signal spectrum.
According to practical experience, the corresponding clutter
signal can be attributed to the clutter interference directly
coupled from the near air or ground underground. To a
certain extent, the modeling of echo signal can be under-
stood as the modeling of clutter signal, which corresponds to
the clutter in the near air, underground, and ground. It is
mainly caused by the debris in the near environment. +e
characteristic of this kind of clutter signal is that its change in
the corresponding amplitude point is not very large. +e
corresponding clutter hidden in the ground or in the air is
closely related to the target signal source. +e corresponding
clutter is often caused by the serious distortion of the un-
derground or near space environment or the uneven dis-
tribution of the media in the corresponding cavity. +e
corresponding clutter is a rapidly changing process.
+erefore, the model corresponding to this kind of clutter is
random. +e signals generated by the corresponding target
source are usually signals with small amplitude. +e cor-
responding other types of clutter are usually random clutter,
which are generally set as the standard Gaussian white noise
mathematical model, and are basically processed and ana-
lyzed by this model in the actual model processing. +e
corresponding coupling signals between antennas are pre-
processed by subtraction algorithm. Based on the above
analysis, the corresponding mathematical model of echo
signal is established as shown in the following formula:

D � N1 + N2 + dN3. (5)

+e experimental environment is set as follows: the
experimental data is collected by a research institute, the
corresponding experimental environment is a close ground,
and there are holes and small stones of different specifica-
tions on the corresponding ground. +e experiment is based
on the same hardware system, and the data is collected along
the test site in the way of horizontal movement, and the
corresponding moving speed is set to uniform. In the actual
comparative experiment, the experimental condition vari-
ables of the two algorithms are kept unchanged. In exper-
iment scenario 1, the signal-to-noise ratio (SNR) is
introduced to distinguish the experimental results. As shown
in Table 1, the SNR values of different algorithms are shown.
From the table, it can be seen that the algorithm proposed in
this paper has obvious advantages over the single mean
algorithm, principal component algorithm, and linear
prediction algorithm. It has higher clutter suppression effect
and higher SNR in scenario 1.

In experiment scenario 2, metal interferences are added
on the basis of experiment scenario 1, and the corresponding
radar hardware equipment continuously detects the detected
target for five times in the test area. +e amplitude accu-
mulation diagrams of corresponding different algorithms
are shown in Figures 7(a)–7(d). It can be seen from the figure
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Table 1: Calculation results of SNR of different algorithms in scenario 1.

Digital signal processing algorithm Signal-to-noise ratio
Raw data 1 −15.345
Mean method 8.987
Principal component algorithm 10.427
Linear prediction algorithm 15.293
An improved algorithm is proposed in this paper 30.114
Raw data 2 −20.351
Mean method 18.086
Principal component algorithm 22.135
Linear prediction algorithm 25.901
An improved algorithm is proposed in this paper 41.231
Raw data 3 −22.131
Mean method 20.861
Principal component algorithm 22.904
Linear prediction algorithm 25.619
An improved algorithm is proposed in this paper 33.891
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that compared with other algorithms, the algorithm pro-
posed in this paper can obviously process five peak targets.

+e SNR calculation table based on experimental sce-
nario 2 is shown in Table 2. It can be seen from the table that
the algorithm proposed in this paper has obvious advantages
over the single mean algorithm, principal component al-
gorithm, and linear prediction algorithm. It has higher
clutter suppression effect and higher SNR in scenario 2.

In order to verify the convergence rate of the algorithm,
the simulation is carried out based on the simulation
framework shown in Figure 8 below, and the corresponding
simulation tool is MATLAB. +e simulation architecture
shown in the figure is used to simulate and analyze the
convergence of different algorithms.

In the corresponding simulation architecture diagram,
the simulation is mainly divided into four channels, cor-
responding to mean value method, principal component

method, linear measurement method, and the algorithm
proposed in this paper. In the actual simulation process,
the principle of control variable method is followed, and
the corresponding data source is guaranteed to be the
same, and the corresponding data processing link is
guaranteed to be the same. +e only difference is the data
processing module.

+e convergence speed diagram of the four algorithms
simulated based on the above simulation frame diagram is
shown in Figure 9. From the figure, it can be seen that the
convergence speed of the algorithm in this paper is faster
than that of the other three algorithms. +e algorithm
proposed in this paper can reach the convergence point
faster than the other three algorithms. At the same time, the
curve trend in the graph can be seen. With the increase of
data quantity, the convergence speed advantage of the
proposed algorithm will be more obvious.
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Table 2: SNR calculation results of different algorithms in scenario 2.

Digital signal processing algorithm Signal-to-noise ratio
Raw data 1 −11.547
Mean method 4.111
Principal component algorithm 5.192
Linear prediction algorithm 8.361
An improved algorithm is proposed in this paper 20.324
Raw data 2 −15.339
Mean method 8.774
Principal component algorithm 15.934
Linear prediction algorithm 20.331
An improved algorithm is proposed in this paper 25.143
Raw data 3 −20.302
Mean method 11.213
Principal component algorithm 18.201
Linear prediction algorithm 21.354
An improved algorithm is proposed in this paper 30.119
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Based on the data results of scenario 1 and scenario 2, we
can draw the following conclusions: the single mean algo-
rithm, principal component analysis, and linear prediction
algorithm can filter most of the clutter when removing the
clutter of the echo signal, but it still has the situation that the
clutter can not be filtered in the face of complex environ-
ment, and it is subject to the relatively large correlation level.
Compared with the single algorithm mentioned above, the
algorithm proposed in this paper has obvious clutter filtering
advantages, and its corresponding convergence speed is also
very fast.+erefore, based on the above experimental results,
the proposed algorithm has obvious processing advantages
and convergence advantages.

5. Conclusions

+is paper mainly analyzes the current situation and dis-
advantages of stepped frequency multiresolution digital
signal processing technology. Based on the traditional signal
processing algorithm, this paper proposes a principal
component linear prediction processing algorithm based on
clutter suppression processing. According to the curve
characteristics of the data returned by the target detected by
the signal, through certain image signal measurement and
transformation, the clutter can be effectively suppressed and
the typical characteristics of the corresponding target curve
can be enhanced. For the convergence problem of signal
processing and the corresponding image chromatic aber-
ration compensation problem, this paper realizes the
chromatic aberration compensation of the corresponding
target echo image based on the radial pointing transverse
mode algorithm and enhances the convergence speed of the
whole algorithm system. In the experimental part, the
proposed optimization algorithm is compared with the
traditional algorithm.+e experimental results show that the
proposed algorithm has obvious advantages in the con-
vergence of signal processing and antijamming performance
and has the promotion value. +is paper will focus on the
optimization of convergence and antijamming for large-
scale echo data.
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In today’s increasingly severe network security situation, network security situational awareness provides a more comprehensive
and feasible new idea for the inadequacy of various single solutions and is currently a research hotspot in the field of network
security. At present, there are still gaps or room for improvement in network security situational awareness in terms of model
scheme improvement, comprehensive and integrated consideration, algorithm design optimization, etc. A lot of scientific research
investments and results are still needed to improve the form of network security in a long and solid way. In this paper, we propose
a network security posture assessment model based on time-varying evidence theory for the existing multisource information
fusion technology that lacks consideration of the problem of threat occurrence support rate over time and make the threat
information reflect the law of time change by introducing a time parameter in the basic probability assignment value. /us, the
existing hierarchical threat posture quantitative assessment technique is improved and a hierarchical multisource network
security threat posture assessment model based on time-varying evidence theory is proposed. Finally, the superiority of the
proposed model is verified through experiments.

1. Introduction

With the popularity and development of computer and
network technology, various network systems have been
deeply embedded in the daily production and life of society
and individuals [1]. In recent years, network attacks, in-
formation leakage, and other ongoing security incidents
have exposed the serious problems facing network security
[2]. /ere are many factors that cause the deterioration of
the form of network security, both internal and external
causes [3]. /e first and foremost of the internal causes is the
construction level of the network system, which varies with
the level of practitioners, the complexity of the system, and
whether financial services are involved [4]. For example, in
January, the user names and passwords of many network
service companies, such as Tianya Community, were made
public in clear text, leading to the leakage of a large number
of user password habits and e-mail addresses [5–10]. Various

security loopholes, such as cross-site attacks, injection,
hijacking, and other problems are rife in the network ser-
vices, and even strong international companies are not
immune [11]. In addition to the problems arising from the
construction of the network system, deeper problems come
from the system platform and some important service
programs have been found to have major security vulner-
abilities one after another. Use to the use of third-party
operating systems or service programs (such as servers and a
series of service software), system builders usually cannot
and do not have the ability to discover all potential problems
and can only rely on software providers or even open source
organizations [12–16].

Not to mention that some open source organizations are
slow to respond to security and slow to update. Even the
system vulnerabilities released by Microsoft are threatened
by “zero-day attacks.” Many attackers use the time interval
between vulnerability releases and system updates to
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successfully implement a large number of attacks. Various
sources of threats make various network systems, whether
corporate intranet or public network services, full of risks
[17]. Globally, the Internet is frequently attacked, network
paralysis occurs from time to time, and the security of
network systems is constantly under serious threat; in China,
the types and numbers of various network attacks continue
to grow, especially the proliferation of Trojan horses is the
most serious [18]. Network theft, network economic crimes,
and large-scale network attacks have posed serious security
threats to China’s network infrastructure and important
network systems, greatly restricting national economic de-
velopment and even endangering social stability and na-
tional security. Network Security Situation Evaluation
(NSSE) is a key technology in network security situational
awareness, and the processed security situational elements
data will be entered into the network security situational
evaluation model for comprehensive evaluation. /e eval-
uation needs to consider comprehensiveness, multiple
granularity, and so on [19].

However, due to technical limitations, market expecta-
tions, funding, and other issues, most products can solve a
single threat or in some cases have better results against
certain attacks. But overall there is no unified management
and scheduling mechanism and they are unable to cooperate
with each other, unable to communicate effectively, and
unable to track multiple data sources. /is cannot cope with
more complex attacks or long-term, potential, and gradual
infiltration attacks that cannot be captured. Some interre-
lated attacks are lost in the tens of thousands of management
logs of different products, and a large number of “false
positives” have made administrators numb and ignore
valuable information./erefore, the industry has produced a
more secure and effective global grasp of the theory of cyber
security conditions, and tools are urgently needed. It is
hoped that by integrating all aspects of safety information,
the current qualitative and safety information can be
extracted and calculated. It even quantifies the value of
network security status to help administrators take timely
remedial and preventive measures. /e time decay function
is used in the model to solve the dynamic problem of trust,
and the stability and scalability of the model are enhanced
through the trust prediction mechanism. Finally, the model
is applied to the protocol, and the experimental simulation is
carried out. /e result verifies the safety and effectiveness of
the model. /e research in this area has also become a hot
concern direction, and this paper has done a lot of research
work based on this and achieved certain results.

2. Related Work

Here, we present some related work, which combines both
external information of monitoring devices and network
system environment information to form a situational value
that can reflect the network system. It is a comprehensive
technology with high requirements for both mathematical
method application and network model. At present, the
general assessment methods mainly include the following
analysis methods: gray evaluation method, fuzzy analysis

method, hierarchical analysis method, Delphi expert
method, and so on [20]. In another work, based on a large
amount of past data information, researchers used the
connectivity between them to predict the future security
trends in a certain period of time [21]. Just as network at-
tacks follow certain steps and patterns, the same situation
exists for network security situations [22]. In addition,
scientific methods are used to discover links and laws, ac-
curately predict various network attacks, protect network
system security management, achieve a reasonable level of
security control before security incidents occur, and conduct
targeted preprocessing [23]. Situation prediction techniques
mainly include the gray theory prediction method, Bayesian
inference-based prediction, autoregressive moving average
model prediction, machine learning algorithm prediction,
and neural network prediction.

In another case, researchers are mainly to facilitate
network administrators to intuitively understand the op-
erating status and development trend of the entire network
and to give people a more intuitive feeling [24]. It uses
computer graphics and image processing technology to
convert static data into dynamic images. /e graphics are
displayed on the computer screen to realize the interactive
connection between the maintenance personnel of the
network system and the security data behind. For example,
the NGSOC situational awareness platform released by
domestic 360 security company and the Cloud Shield sit-
uational awareness released by AliCloud provide good ex-
amples of network security situational visualization [25].

A network security situational awareness framework is a
macro representation of the whole picture of situational
awareness. It expresses the functional tasks of each aspect of
situational awareness in abstract and general semantics,
which helps to show the flow and development of the whole
security posture. A good situational awareness framework
not only carries the whole process of technology pointing
but also shows a clear outline for the next step of devel-
opment. According to the situational awareness foundation
model, a more comprehensive reference model for network
security situational awareness currently combines different
aspects and types of security systems such as network
firewalls, intrusion detection systems, and security audit
systems.

2.1. Network Security Posture Framework System. From the
collection of information elements, data preprocessing can
understand the current network security situation and, at the
same time, analyze and predict the future trend of network
security changes. /e rational analysis of the security situ-
ation combines system equipment and resources to achieve
effective control, thereby bringing an intuitive and com-
prehensive response to decision makers. A typical NSSA
framework is shown in Figure 1.

In this framework, the NSSA implementation is com-
posed of five levels (stages), starting with security infor-
mation collection work, understanding events through
subsequent processing steps, in which the system provides
real-time control feedback, and finally visualizing and
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analyzing the security posture based on human-computer
interaction. Five of these processing levels are as follows:

Level 0 (data preprocessing): it includes a large amount
of unstructured data, optional preprocessing levels for
structured data and agile data, and obtains necessary
data by obtaining contextual elements; it will become a
part of nonuniform data preprocessing operations, such
as data desensitization, cleaning, and impurity filtration.
Level 1 (event extraction): after obtaining the relevant
element information, the information is extracted to
form standardized events, as well as the rules and
features of unified events.
Level 2 (situation assessment): correlation and data
fusion operations are performed on the collected
multisource data, and information events are under-
stood using existing assessment algorithms to form a
comprehensive security situational analysis report,
which provides supplementary information for sub-
sequent managers.
Level 3 (impact assessment): according to the previous
period of the situation, analyze the possible future
trends of change, combine the full range of resources
and control of the network system, introduce expert
experience into the decision, and give an evaluation
strategy for the impact of future changes in the
situation.
Level 4 (resource management, process control, and
optimization): selecting objects for system monitoring,

real-time scheduling and allocation of occurring situ-
ation events, rational use of system resources, and
maximizing efficiency.

2.2. Network Security Posture Indicator Construction
Principles. Security posture indicator construction is an
indispensable and fundamental part of the NSSA process,
which is an indicative sign reflecting the security attributes
of the perceived object and provides the basis for mea-
surement and assessment for network security posture
understanding and prediction. /ere are numerous indi-
cators that can have an impact on the network posture, and
screening out the posture indicators with typical data forms
the data source for subsequent posture sessions and can
provide reliable data support for the next step of assessment
and prediction. /e network security posture indicator
system is a collection of indicators that can fully reflect the
characteristics of network security, and the indicators are
intrinsically linked to each other and play a complementary
role, which is the basis for forming standardized objective
quantitative analysis conclusions on network security
evaluation, and it can reflect the basic appearance, quality,
and level of network security of the perceived object.
/erefore, the construction of network security posture
indicators is of great significance for network security
posture perception./e construction of the indicator system
needs to refer to certain principles, specifically the con-
struction of the network security posture indicator system
from different dimensions.
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Figure 1: Typical NSSA framework.
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(1) Hierarchical classification principle: network secu-
rity posture indicators are hierarchical (some are for
the local network and some are for the large-scale
network); these indicators have their different
meanings in different environments, and the pro-
cessing process varies, so they should be considered
in a hierarchical classification.

(2) Similarity principle: in a large macronetwork, there
are many influencing factors to be considered, but
there is no lack of similarity and cross-measurement
data. For example, the distribution of data packets,
the distribution size of data packets, and similar
indicators should all be taken into consideration.

(3) /e principle of the combination of dynamic and
static: because the index itself has its own charac-
teristics, such as the distribution of network assets
and equipment within a certain period of time, the
network topology is not easy to change, while the
network traffic information is always required to be
processed, filtered, and collected.

/erefore, the indicators of these two categories should
be treated differently and combined with the indicators’ own
characteristics for the corresponding combination. In a
comprehensive consideration of network security, the na-
ture of three aspects is usually used to describe the network
security posture, specifically: network base operation, net-
work vulnerability, and network threat level, as shown in
Figure 2. When the computing device factor is in the locked
state, it is determined that all secure data can be decrypted by
any one or more applications located on the computing
device.When the computing device is in the locked state, if it
is determined in the determining step, there is at least some
secure data. If it can be decrypted by at least one or more
applications, the first indicator is displayed. /ese three
aspects represent three dimensions, which basically cover all
parts of the entity constituting the information network and
can reflect the security posture of the network in a more
comprehensive way, and many researchers and commercial
organizations currently use this approach.

2.3. Network Security Prediction under Fuzzy Logic 1eory.
/ere are a large number of fuzzy phenomena in nature, that
is, there are things that are not so easy to make distinctions,
for example, young and old, fat and thin, tall and short, and
long and short; there will be a certain degree of fuzziness
among these concepts. For these fuzzy concepts and phe-
nomena, in recent years, with the development of the field of
mathematics, gradually formed a modern applied mathe-
matical science to solve fuzzy problems: fuzzy mathematics.
/is theory was proposed by Professor L. Zadeh of the
University of California, a famous American scholar. Fuzzy
logic is the key part of fuzzy mathematical theory, which uses
the affiliation function instead of the classical Boolean truth-
value logic, abandoning the traditional deterministic two-
valued truth proposition in the tradition and generalizing
this problem to affiliation, which will be more conducive to
making innovations in uncertain and fuzzy problems. And

fuzzy logic has been widely used in related scientific fields
and brings new directions for industrial development. A
fuzzy set is defined as follows: for a general set U, any
mapping µÃ from U to the interval [0, 1] can determine a
fuzzy subset of U, called a fuzzy set Ã on U, where the
mapping µÃ is called the affiliation function of the fuzzy set
Ã, and for an element x onU, µÃ (x) is called the affiliation of
x to the fuzzy set Ã, which can also be written as Ã (x).

μA: U⇒ [0, 1] forx �
1
μA

(x), (1)

where U is called the theoretical domain of the fuzzy set A,
μA is the affiliation function of this fuzzy set, any element x
on U no longer has only two cases of belonging to A and not
belonging toA, and each element x has an affiliation μA for A
(x). /e degree of affiliation μA represents the degree, and a
higher value of it indicates a higher degree of x belonging to
A, while the opposite indicates a lower degree of x belonging
to A. /e fuzzy set is transformed into a normal set when the
μA value domain takes the two endpoints of the closed
interval [0, 1].

If the theoretical domain U� {x1, x2, · · · , xn}, then the
fuzzy set Ã on U can be expressed as

A �


n
i�0 μA aii( 

qij + pij

, (2)

where µÃ (xi) (i� 1, 2, ... n) is the affiliation degree and xi is
an element in the domain of the argument. When the af-
filiation degree is 0, the item can be omitted. When the
theoretical domainU is a continuous set, then the fuzzy setÃ
on U can be expressed as

A � 
n

i�0
∯

i�0,j�1
μA xij . (3)

It should be noted that summation and integration here
are not in the original sense and are special representations
of fuzzy sets. If the affiliation of all elements on the domain
of the argument is given, it can be represented in a similar
way to the classical mathematical set, also called here as the
sequential pair representation.

A �

������
∩iqXII



xi

, (4)

where each sequential pair consists of an element x and its
corresponding affiliation µÃ (x) and the fuzzy set Ã contains
all combinations thereof.

Since the fuzzy set and its affiliation function form a one-
to-one correspondence, the operation of the fuzzy set is also
inscribed and represented by the operation of the affiliation
function.

Empty set: it is the set whose affiliation function is 0 for
all elements x, denoted as ∅, i.e.,

AxII
� 

q

i�1
χii⇔ μA(x) � 0. (5)
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Equal sets: consider two fuzzy sets Ã, B̃; if their affiliation
functions are equal for all elements x, then Ã̃̃̃, B̃ are also
equal, i.e.,

A � B � 

q

i�1
μii(x)⇔ μA(x) � 0. (6)

Subsets: in the fuzzy sets Ã, B̃, Ã being a subset of B̃ or Ã
being contained in B̃means that for all elements x, there is µÃ
(x)≤ µB(̃x), denoted as Ã ⊆ B̃, i.e.,

A ∈ B⇔ μA(x)> 0. (7)

Concatenation: for the concatenation set C of the fuzzy
sets A, B, the affiliation function can be expressed as µc̃ (x)�

max [µÃ (x), µB(̃x)], i.e.,

Q � A∪ B⇔ μA(x) � max ϖA(x)( > 0. (8)

Of course, the basic properties of fuzzy set operations
(such as ordinary sets and fuzzy sets) also satisfy the power
law, the exchange law, the union law, the absorption law, the
distribution law, and the Morgan theorem. Ordinary set
relations can only indicate that two factors are either related
or unrelated, while fuzzy relations introduce uncertain
quantities such as close relations, defined as follows: the
direct product space X×Y� {(x, y), x ∈X ∈Y} of fuzzy

relations is a fuzzy set R on X×Y, and the affiliation function
R̃ of R̃ (x, Ry) represents the degree of relationship between
element x on X and element y on Y. /e above fuzzy relation
is also the simplest binary fuzzy relation, but of course it can
be extended to form an n-element fuzzy relation. 50 counters
are randomly distributed in an area of 1000×1000, of which
10% are malicious binary. /e converter uses a mobile
model. /e router’s communication has a range of 250m.
/e data source generator sends 4 cBR streams with a size of
512 B per second, the network bandwidth is 2Mbps, and the
simulation time is 300 s. If R (x, y) takes the value of 0 or 1
special point, the fuzzy relation also degenerates to the
ordinary set relation, as shown in Figure 3.

2.4. Neural Networks Predict Cybersecurity. Artificial neu-
rons are the basic information processing units for ANN
operation. Figure 4 represents the schematic diagram of the
composition of ANN neuron, which has three main com-
ponents: weighted adder, linear dynamic system, and
nonlinear mapping function. xi denotes the input from other
neurons, u (-) denotes the adjustable network connection
weight, θ is the offset signal as the threshold, yi denotes the
output of the neuron, (-) represents the basis function, which
is a multiple-input single-output function, and f (-) repre-
sents the activation function, which is a nonlinear mapping

Application layer

Network layer

Perception layer

Public middleware 
information open

Heart Control

Internet

Collaborative information 
processing technology

Sensor middleware 
technology

Ad hoc network 
technology

Communication module

Smart device Actuator RFID

2D barcode Multimedia information

Remote 
control

Cloud computing service support 
platform

Figure 2: Network security influencing factors.

Scientific Programming 5



of the output signal u of the basis function and is trans-
formed into the specified range.

Sigmoid function: this function, also called S-shaped
function, is most widely used in the ANN field. It is a strictly
monotonic increasing function with smoothness and as-
ymptotic characteristics. Its function expression is

fij(x) �

e
dQi/dt− dQj/dt( 

,
dQi

dt
<
dQj

dt
,

e
dQ∗/dt− dQj/dt( 

,
dQ
∗

dt
<
dQj

dt
.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(9)

Among them, the parameter λ is the gain of the sigmoid
function, which controls the slope of the function curve;
generally, the larger the value of λ, the steeper the function

curve, and the function value domain is (0, 1), which is often
applied to the binary classification problem; however, this
function also has the disadvantage that it is easy to over-
saturate and produce the gradient disappearance phenom-
enon, which cannot complete the deep network training.
Secondly, the mean value of the output of the function is not
0, which affects the operation efficiency of gradient descent.

Bipolar sigmoid function: the tanh function solves the
problem of the existence of some unipolar S-shaped func-
tions; it will transform the function value domain from (0, 1)
to (−1, 1); compared with the original function, the con-
vergence speed is faster, and the output average value is 0, as
shown in Figure 5. Its function expression is

y � f(x) �
exp μA(x) + μB(x)( 

exp μA(x) − μB(x)( 
. (10)

Neural networks are composed of neurons as the basic
unit. If a large number of neurons are connected in a to-
pological structure according to certain rules to form a
parallel distributed computing structure, the structure of
neural networks as we know it in daily life is formed. In the
following, several typical structures of neural networks are
introduced according to the neural network connection
pattern.

(1) Single-layer perceptron: the single-layer perceptron
is one of the simplest neural networks proposed by
Frank Rosenblatt in 1957 and is mainly a structural
model for binary classification problems. /e
function and mechanism of the single-layer per-
ceptron is very simple and can be used to model
simple logic functions with relatively few applica-
tions. /e input layer as the perception layer in the
figure has n neuron nodes, which are only respon-
sible for the collection of external information but
have no information processing capabilities. /e
input layer has n input signals, which constitute the
input column vector X. /e output layer, called the
processing layer, is more specific in that each neural
unit has information processing capability and the
output constitutes the column vector Y. /e con-
nection weights between the input signals and the
processing units are represented by the column
vector Wj.

(2) Feedforward network: feedforward neural network is
the most widely used neural network structure
model. It has the typical characteristics of the uni-
versal neural network structure; this network con-
sists of three layers, which are the input layer, hidden
layer, and output layer. In this network, the input
signal is transmitted in one direction from the input
layer to the output layer, the neurons in each layer
are only connected to the neurons in the previous
layer, there is no connection between the neurons in
the same layer, and the whole network has no
feedback, as shown in Figure 6.

(3) Feedback-type network: feedback-type neural net-
work establishes another connection between input
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and output, that is, the signal of the output layer of
the network is re-entered into the input layer
through a feedback loop. Compared with the feed-
forward neural network, this network has stronger
computational ability and associative memory abil-
ity. /is type of network can be used in real-time
signal processing, system control, and other sce-
narios that require real-time adjustment according to
the system state. Feedback-type neural networks can
be further divided into full-feedback networks and
partial-feedback networks.

/e learning of neural networks also refers to the
training process of the network structure parameters,
through continuous learning to adjust and correct the pa-
rameters of the network in time to optimize its own per-
formance and efficiency, so as to achieve the equilibrium
conditions to adapt to the changes in the external envi-
ronment. /e learning methods of neural networks can be

divided into supervised learning and unsupervised learning.
/e training of neural networks mainly consists of forward
propagation training and backward propagation training.
Forward propagation training refers to the entire process
from the input layer of the neural network, multiple hidden
layers, and then the output layer to the output signal; the
backward propagation mainly refers to the process of
passing the error signal obtained from the output layer to the
input layer in reverse order from back to front. Back-
propagation mainly uses the gradient descent and error
backpropagation (EBP) algorithms to adjust the weights of
the network. In turn, the system error is obtained by
comparing the output signal with the desired output signal,
and the error of the latter layer is propagated forward layer
by layer using chain derivatives to obtain the error signal of
each layer, according to which the training network struc-
ture is adjusted, and the whole process of continuous cyclic
training is the process of neural network learning. /e
training process can be terminated by artificially setting the
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termination conditions, either by setting the maximum
number of iterations or by selecting the network conver-
gence to a certain degree. If the number of iterations set is
too small, as shown in Figure 7, it may cause the function to
not converge well and the neural network to not fit well; if
the number of iterations set is too large, it is easy to cause the
function to overfit, resulting in insufficient generalization.

3. Analysis of Experimental Results

In order to verify the convergence efficiency of the PSO-
LSTM prediction algorithm, the RNN prediction algorithm
and LSTM prediction algorithm are combined here to train
on the same test set and check their error convergence
performance. /e difference between the three algorithms is
depicted in Figure 8. It can be found that the RNN has a large
initial error, a large fluctuation in error convergence, and a
long convergence time to the optimal error value during the
training process, requiring more than 250 iterations. /e
LSTM algorithm with more hidden layers has a smaller
initial MSE and faster convergence than RNN, requiring
150–200 iterations, but with more parameters, it is easy to
fall into the problem of local optimum, and the error per-
formance is only better than that of RNN overall. In contrast,
the PSO-LSTM algorithm starts with a smaller error, and the
subsequent convergence speed is significantly better than the
previous two, with faster convergence time and higher
stability. /erefore, it can be judged that introducing the
particle swarm optimization algorithm into the LSTM
neural network can indeed improve the convergence per-
formance of the network.

In order to verify the prediction accuracy of the PSO-
LSTM prediction algorithm, the three prediction methods
are also analyzed and compared here, and Figure 9 shows the
normalized posture prediction curves of the three for the
next 50 days. /e physical signal strength of the observation
group decreases with time, while the control group is op-
posite and increases accordingly./rough the comparison, it
is found that all three prediction algorithms have better
prediction effect on the security posture in the future period,
but PSO-LSTM can better track and analyze the security
posture trend, overcoming the problem that the original
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algorithm itself is easy to fall into local optimum, which is
mainly due to the fast global search ability of PSO algorithm
in parameter search and the fastest speed to select the best
parameters.

/e actual prediction of the three prediction algorithms
is tested in detail here. For the RNN network, the test points
on the training set are selected, and the RNN residual
distribution is drawn as in Figure 10. After the analysis, it can
be found that the first 200 training sample data can show the
horizontal band pattern of the residuals well, but the cor-
responding error’s allowed range is floating between −1 and
1. /is is due to the “forgetting” problem of the RNN
prediction algorithm over a long period of time, and the
overall error is found to be relatively large under RNN
training. In terms of NSSP, a network security posture
prediction algorithm based on PSO-LSTM neural network is
proposed to address the problems of poor applicability and
low accuracy of traditional network security posture pre-
diction algorithms. Firstly, the recurrent neural network
(RNN) is used to predict the security situation, and the
LSTM neural network with “gating” structure is adopted to
address the problems of insufficient memory of RNN, easy
“forgetting” and gradient disappearance during the training
process. /e gradient disappearance was solved by rea-
sonably controlling the ratio of input information to current
memory information, and the training prediction results
were significantly improved. However, it is difficult to select
the parameters of the LSTM network during the training
process, and it is easy to fall into the local optimum, so the
particle swarm optimization algorithm is introduced to
achieve the global optimum quickly, reduce the training
time, and improve the efficiency. /e accuracy and effec-
tiveness of the PSO-LSTM prediction algorithm proposed in
this paper are demonstrated through experimental analysis
and comparison.

After the training of the PSO-LSTM neural network
prediction algorithm, it was tested on the test set individually
and the relative error of each sample was obtained. It is
found that the accuracy of the proposed prediction algo-
rithm in the test set is slightly lower than that in the training
set, but the overall prediction accuracy is still acceptable, and
the average relative error is stable at about 5.07% (only 30
samples are listed here). At the same time, the security

posture prediction curves on the test set are plotted, and the
real values of the posture are compared with the predicted
values of the PSO-LSTM algorithm, and the results show
that the prediction algorithm proposed in this paper can
predict the network security posture in the future period
better. In terms of NSSE, a hierarchical situational assess-
ment model based on alert verification and fuzzy inference is
proposed to address the problem that the current network
security situational assessment model only uses a large
amount of IDS alert information without effectively com-
bining the target system configuration information, asset
value information, and vulnerability information. And the
evaluation system indicators suitable for this model are
determined; secondly, the alarm verification process based
onmultilayer fuzzy mathematical evaluation is implemented
to reduce the influence of false alarms, make each alarm
message more targeted, and obtain alarm success rate in-
formation; then, the fuzzy inference process is applied to
achieve a nonlinear mapping of the three alarm elements to
synthesize the alarm posture values; then, the alarm posture
values are obtained through different levels at the service
level; finally, the security posture values are quantitatively
calculated at service level, host level, and network system
level through different levels, and the threat status at each
level is displayed in a hierarchical manner. /e assessment
model can obtain more comprehensive assessment infor-
mation and more accurate assessment results than tradi-
tional methods.

4. Conclusion

In this paper, we focus on network security situation pre-
diction and propose a PSO-LSTM neural network-based
network security situation prediction algorithm. Particle
swarm optimization (PSO) is an evolutionary computation
technology (evolutionary computation). /e basic idea of
particle swarm optimization algorithm is to find the optimal
solution through collaboration and information sharing
between individuals in the group. In order to solve the
problem of insufficient memory and the disappearance of
the gradient of the recurrent neural network (RNN); the
LSTM neural network with gating structure is used to
reasonably control the ratio of input information to current
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memory information, and the gradient disappears. LSTM
(long short-term memory) is specially designed to solve
long-term problems. All RNNs have a chain form of re-
peating neural network modules. In a standard RNN, this
repeated structural module has only a very simple structure,
such as a tanh layer. In order to solve the problem of difficult
parameter selection of LSTM network and easy to fall into
local optimum, particle swarm optimization algorithm is
added in the network training to achieve global optimum
quickly, reduce the training time, and improve the efficiency.
Finally, the three prediction algorithms are compared by
experimental analysis, which proves the accuracy and ef-
fectiveness of the PSO-LSTM prediction algorithm proposed
in this paper, and its application in the field of situational
prediction has good results.
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Network information propagation analysis is gaining a more important role in network vulnerability analysis domain for
preventing potential risks and threats. Identifying the influential source nodes is one of the most important problems to analyze
information propagation. Traditional methods mainly focus on extracting nodes that have high degrees or local clustering
coefficients. However, these nodes are not necessarily the high influential nodes in many real-world complex networks.+erefore,
we propose a novel method for detecting high influential nodes based on Internet Topology Dynamic Propagation Model
(ITDPM). +e model consists of two processing stages: the generator and the discriminator like the generative adversarial
networks (GANs). +e generator stage generates the optimal source-driven nodes based on the improved network control theory
and node importance characteristics, while the discriminator stage trains the information propagation process and feeds back the
outputs to the generator for performing iterative optimization. Based on the generative adversarial learning, the optimal source-
driven nodes are then updated in each step via network information dynamic propagation. We apply our method to random-
generated complex network data and real network data; the experimental results show that our model has notable performance on
identifying the most influential nodes during network operation.

1. Introduction

Nowadays, from various telecommunication systems to
power grid systems, it can be seen that everyone’s lives are
affected and dominated by today’s real-world complex
networks [1–5]. However, although various emerging net-
work technologies have brought about more and more
convenience to humans in many fields, the network is also
vulnerable to potential risks and threats. +e research of the
information propagation such as spreading of rumors, in-
fluence diffusion, packet forwarding, and epidemic pro-
portions has a long tradition in network science including
social network analysis, Internet topology analysis, and
complex biological network analysis. Identifying the influ-
ential source nodes that make the information propagates as
quickly as possible is one of the most important problems in

network science, and many researchers did hard works on
finding such influential nodes [6–11].

With the classic infectious disease models including SI,
SIS, and SIR model proposed, researchers began to pay
attention to the impact of the network structure on the
propagation behavior. However, most analyses of the
propagation are directed to macroscopic statistical charac-
teristics of network structures, ignoring the actual con-
nection of links. Research on influential nodes’ identification
has to be based on the clear network structure, and the
optimal influence problem is shown to be NP-hard [12].
Artificial intelligence emerging in recent years aims to solve
the difficult problems using machine learning such as the
generative adversarial network (GAN) [13]. +e ideal of the
GAN is to optimize the results of the generator through
constant confrontation between the generator and the
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discriminator. +e process of generator optimization could
be regarded as a kind of generative adversarial learning
[14, 15]. +erefore, with the mature complex network theory
and new artificial intelligence methods, the problems of the
influential nodes’ identification could be solved efficiently.

In this paper, we propose an Internet Topology Dynamic
Propagation Model (ITDPM) to find the influential nodes in
the Internet topology. +e model consists of two parts: the
generator and the discriminator like the GANs. +e gen-
erator aims to identify the influential nodes that make the
information propagate as quickly as possible in the Internet
topology at the current stage. Two famous theory methods in
network science are used and modified to be adaptive to the
characteristics of the Internet topology: network control-
lability and node importance parameters. +e discriminator
is designed to simulate the information propagation and
evaluate the performance based on the influential nodes that
the generator generates.+e performance of the propagation
will be fed back to the generator to help the model update the
set of influential nodes. +e propagation rate and the cov-
erage are used as the general parameters to evaluate the
performance of the generator and determine the stopping
conditions of the model. Experiments on routing attack
propagation are conducted based on both simulated and
real-world network topology to show the performance of
ITDPM on the influential nodes’ identification. +e ex-
perimental results show notable performance in identifying
the optimal influential nodes to make the information
propagate as quickly as possible through our model.

+e main contributions of the present research are
summarized as follows:

(1) According to the minimum input theorem, we can
discover the minimum set of driving nodes in the
Internet topology to ensure that the speed and
breadth of information propagation from these
nodes can reach the fastest speed.

(2) +is paper utilizes ITDPM as an effective tool to
identify the optimal influential nodes in Internet
topology. +e model consists of two processing
stages: the generator and the discriminator like the
GANs.

(3) +e experimental results show that, compared to
traditional methods, our approach effectively iden-
tifies the optimal influential nodes in Internet to-
pology and is also useful for improving network
security management by enhancing critical nodes’
security policy.

+e rest of this paper is organized as follows: Section 2
briefly surveys the related work of network vulnerability
analysis and GAN. Section 3 introduces the preliminaries
and problem definition of critical node detection in Internet
topology. +e framework of using the ITDPM for the op-
timal influential node identification is discussed in Section 4.
Section 5 presents the experiments on information propa-
gation and simulated routing attack. Finally, Section 6 gives
the conclusions and presents possible future work.

2. Related Work

+e study on epidemics offers powerful models for analyzing
the information propagation, such as the SI, SIS, and SIR
model [16, 17]. However, those models do not care about the
specific structure of the networks. +erefore, the problem of
influential nodes’ identification based on the actual structure
of the networks has become a significant issue in recent
years. In [6], the problem to find the minimal set of in-
fluential nodes was mapped onto optimal percolation in
random networks, which were arisen by minimizing the
energy of a many-body system, where the form of the in-
teractions is fixed by the nonbacktracking matrix of the
network. In [18], the influential nodes were identified
through the family of H-indices. +e convergence to
coreness could be guaranteed even under an asynchronous
updating process, allowing a decentralized local method to
calculate a node’s coreness in large-scale evolving networks.
In [19], the optimal percolation theory was used to predict
and subsequently target nodes that are essential for global
integration of a memory network in rodents. In [20], a node
information dimension is proposed by synthesizing the local
dimensions at different topological distance scales. In [21],
the spreading capacity of the focal node was accurately
characterized by assigning different weights for each class of
neighbors and summing up the neighbors’ contributions.

However, the GAN in the field of artificial intelligence is
widely used to solve difficult problems in various disciplines
[22]. In [23], the GAN was used to predict socially plausible
futures and encourage diverse predictions with a novel
variety loss. In [24], a novel method to fuse two types of
information using a GAN was proposed, termed as
FusionGAN. In [25], a new GAN-based model was pre-
sented to calculate for each large transfer probability that it is
fraudulent, such that the bank can take appropriate mea-
sures to prevent potential fraudsters from taking the money
if the probability exceeds a threshold. To the best of our
knowledge, few works of the GAN are applied on the In-
ternet topology or the complex structure.

3. Problem Definition

In the real-world Internet topology, network packets are
delivered based on the specific routing protocol, such as
BGP, TCP, and ICMP. +e forwarding path of the packets
can be used as propagation path of the information because
the packets themselves can be the carriers of network in-
formation propagation or somemalicious attacks.+erefore,
we can model the forward path of the Internet topology to
form a complex network with nodes and edges. Figure 1
shows the routing example of the real word by the CAIDA
research institute [26]. +e definition is shown as follows.

Definition 1. Internet Routing Propagation Network. Given a
directed network G � <V, E> , where V refers to the set of
nodes and E refers to the set of directed edges among nodes,
the routers and hosts are abstracted as the nodes inG and the
forwarding path for router i to router j is abstracted as the
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edge eij meaning that node i points to the node j. +e di-
rected network G denotes the Internet routing propagation
network.

Figure 2 shows a graph model example of the Internet
routing propagation network built based on the data from
CAIDA [27]. +e hosts are hidden for the visualization.
+ough the real-world forwarding paths based on the In-
ternet topology are abstracted as the theoretical network,
they cannot be processed directly by the machine or par-
ticipate in computing operations. In network science, the
adjacency matrix addresses the problem as a two-dimension
matrix to represent the network. +erefore, we use the
adjacency matrix to describe the directed Internet routing
propagation network, denoted as follows.

Definition 2. Transfer AdjacencyMatrix. Given an adjacency
matrix AN∗N of directed network G, where N refers to the
number of nodes in G, the elements aij � 1 if there is an edge
pointing from node i to node j and otherwise aij � 0. +e
adjacency matrix AN∗N is donated as the transfer adjacency
matrix only if it is the adjacency matrix of the Internet
routing propagation network. +e element aij refers to the
packets forwarding path between the routers or the hosts.

+e Internet routing propagation network could be
abstracted as a complex network and be represented through
the transfer adjacency matrix. Our goal is to find the source
nodes that make the information propagates as quickly as
possible. +erefore, a propagation model has to be built to
simulate and analyze the propagation process. Since the
router protocol is updated regularly during a specific in-
terval, ideally, we assume that information is propagated
through each update.+erefore, our main problems could be
summarized as follows.

Problem 1. Propagation Model Construction. Given the
Internet routing propagation network G and its transfer
adjacency matrix A, the first problem is to build a propa-
gation model to simulate the propagation process of the
information. +e information is assumed to propagate
through each specific interval of the routing update.

Problem 2. Influential Nodes’ Identification. Given the
propagation model, the problem is to find a set of optimal
source nodes that make the information propagate as
quickly as possible. Such a set of source nodes is denoted as
the set of influential nodes R.

With the two problems, we build the ITDPM as the
propagationmodelM to identify the influential nodesR.+e
detailed model is discussed in the next section.

4. Internet Topology Dynamic
Propagation Model

In this section, a detailed description of our ITDPM is given.
+e main idea of the ITDPM is based on generative
adversarial learning. It consists of two parts, including the
generator and the discriminator like the GANs. However,
there is no network in the model. +erefore, the generation
and discrimination process could be regarded as a kind of
generative adversarial learning. +e components of ITDPM
are shown in Figure 3.

+e two main components of ITDPM are the generator
and discriminator. +e task of the generator is to analyze the
Internet routing propagation network and identify the in-
fluential nodes that make the information propagate as
quickly as possible. +e methods of influential nodes’
identification combine the network controllability and node
importance parameter in the complex network. Both the-
ories have been modified to be adaptive to the characteristics
of the Internet topology. +e discriminator aims to simulate
the information propagation process and compute the
spreading parameters to evaluate the performance of the
generator. +e remaining topology will be fed back to the

Figure 1:+e routing example of the real word by CAIDA research
institute.

Figure 2: +e graph model of the Internet routing propagation
network.
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generator to find other better source nodes. +ere are two
situations that cause the feedback: (1) the performance
dissatisfies the requirements including slow propagation
speed and low coverage; (2) the propagation stops due to the
structure of the directed network. +ese two situations will
lead to the stagnation of information dissemination in the
Internet.

+e ITDPM gets the optimal influential nodes R after
several times of generating and discriminating. +e outputs
of the generator are the influential nodes in each propa-
gation stage. +e outputs of the discriminator are the pa-
rameters that could evaluate the performance of the
information propagation based on the influential nodes
from the generator. Two general parameters are used in the
ITDPM: the propagation rate curve and the coverage. Other
discriminant parameters could be added to the discrimi-
nator to evaluate the performance of the generator and
determine the stopping conditions of the model, such as the
propagation delay and packet loss rate in the routing attack
propagation network. +e ITDPM will stop and output the
final optimal influential nodes.

4.1. 1e Generator Stage. +e generator aims to identify the
influential nodes in the Internet routing propagation network.
Given a directed Internet routing propagation network G, the
primary task is to identify the source routers for the packet
forwarding.+e second task is to filter the optimal nodes from
the source routers that could make the information propagate
as quickly as possible. +erefore, two well-known theoretical
methods in network science are used and modified to be
adaptive to the characteristics of the Internet topology: net-
work controllability and node importance parameters. We
first give the details of the two theories in the generator.

4.1.1. Network Controllability. +e network controllability is
also known as the structural controllability [28]. In the most
real-world network system, the topology structure is the only

known condition, and the weights of the connection are
usually unknown. +e structural controllability is to study
how to identify the minimum number of driver nodes to
control the whole network under the unknown strength of
the interaction among nodes.+erefore, the minimum input
theorem is proposed to get the driver nodes. It is proved that,
in order to fully control a directed network G, the minimum
number of input nodes (or equivalently the minimum
number of driver nodes) is related to the size of a maximum
matching in G. +erefore, we first introduce the concept of
the network matching.

4.1.2. Network Matching. M is an independent edge set
without common nodes. A node is matched if it is incident to
an edge in the matching. For a directed network, an edge
subset M is matching if no two edges in M share a common
starting node or a common ending node. A node is matched
if it is an ending node of an edge in the matching.

In both networks, the matching of maximum size is
called maximum matching. In general, there could be many
different maximum matchings for a given network. A
maximum matching is called perfect if all nodes are
matched. +erefore, to analyze the structural controllability
of the network, the directed network G needs to be trans-
ferred to the bipartite graph set B. +e bipartite graph
contains two sets of nodes: the set of starting nodes S and the
set of end nodes D.+e edges only exist between the nodes in
different two sets. +e unmatched nodes and matched
starting nodes in the maximum matching of the bipartite
graph are the driver nodes. +e process of bipartite graph
transfer and matching is shown in Figure 4.

+e driver node set contains two categories: the source
nodes of the propagation links and the nodes on the branch
links. +e source nodes of the propagation links are our
target nodes. +erefore, the minimum input theorem is
changed to only get the root nodes in the maximum
matching of the bipartite graph shown in Figure 4. It is easy
to find the root nodes because each matching edge consists
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of the starting node and the end node. +e root node of the
link could be traced back by finding the matching between
the starting node and the ending node of the two edges.

+e root nodes found through the modified minimum
input theorem are the source nodes of the directed links in a
directed network. In the Internet routing propagation
network, those nodes are the starting nodes of the packet
forwarding. In other words, they are the source nodes of
information propagation, denoted as set S.

4.1.3. Node Importance Parameter. With the development of
network science, several parameters that describe the im-
portance of nodes are proposed in the past decades. In this
paper, two node importance parameters that best match the
characteristics of the Internet topology are used to measure
the influence of the source nodes S. +e influence here refers
to the impact of the source nodes on the information
propagation rate and coverage of the entire Internet to-
pology. +ese node importance parameters are the be-
tweenness centrality and k-shell. +e basic conception of the
two parameters is as follows.

Betweenness centrality is a parameter of the influence
measurement of a node over the links of information be-
tween every pair of nodes under the assumption that in-
formation primarily propagates over the shortest paths
between them, denoted as follows:

BCi � 
s≠ i≠ t

n
i
st

gst

, (1)

where gst refers to the number of shortest paths from node s

to node t and ni
st refers to the number of all shortest paths

from node s to node t through node i.
K-shell decomposition is an extension of the importance

ranking of nodes based on the node degree.+e process of k-
shell decomposition is to iteratively remove the nodes of
which degree equals k until there is no such node in the
network from k � 1. +e k-shell nodes consist of the re-
moved nodes at k times.

Figure 5 shows the betweenness centrality and k-shell.
+e betweenness centrality is consistent with the require-
ments of most routing protocols such as RIP and OSPF for
the shortest path propagation. +e k-shell matches the hi-
erarchical structure of the Internet topology. +e nodes with
large k-shell tend to be the core routers in the Internet
topology. +erefore, the information carried by the packet

forwarding can be propagated faster from nodes with both
high betweenness centrality and k-shell.

In order to measure the influence of the nodes in the set
of source nodes S, the normalization equation of the two
node importance parameters is used to describe such in-
fluence I, denoted as follows:

IS � α∗BCi + β∗ ki−shell, (2)

where α and β are the coefficients that balance the weights of
the two parameters.

4.1.4. 1e Process of the Generator Stage. When computing
the influence Is of each source node s in S, the i-step in-
fluential nodes Ri could be defined as the top-k influence
source nodes in the set of source nodes S. At each step of the
propagation, the current optimal influential nodes are
generated through the improved methods in network sci-
ence and transferred to the discriminator to get the simu-
lated performance of the propagation. +e influential nodes
are updated after the discriminator sends a new network
topology.

4.2. 1e Discriminator Stage. +e main task of the dis-
criminator is to simulate the information propagation and
evaluate the performance based on the influential nodes that
the generator generates.+e performance of the propagation
will be fed back to the generator to help themodel update the
set of influential nodes. Our ITDPM assumes that the in-
formation is propagated through each update of the router
protocol during a specific interval. +erefore, each interval
could be regarded as a time unit of propagation. +e in-
formation is propagated from one node to another over a
time unit. With the ideal hypothesis, it is easy to simulate
and evaluate the performance of the propagation process.
We first introduce the two general parameters for the
propagation evaluation.

4.2.1. Evaluation. +e two parameters are the propagation
rate and the coverage rate. Both parameters only require the
basic abstracted nodes and propagation links. +ey do not
require any other specific requirements such as node at-
tributes and edge weights. +erefore, the two parameters are
the general measurements for the evaluation.

Propagation rate refers to the number of nodes that are
propagated per time unit, denoted as

1

s1

d2

d3

d4

s3

2 3

4

Matched starting nodes: { 1 }

Matched ending nodes: { 3 4

Unmatched ending nodes: { 2 }

Figure 4: +e process of the bipartite graph transfer and matching.
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vr �
dNp

dt
, (3)

where Np is the number of nodes that are propagated. +e
average propagation rate va � Np/t.

Coverage rate refers to the ratio of the number of
propagated nodes to the total number of nodes in the
network, denoted as

cr �
Np

N
. (4)

+e propagation rate describes the speed of the prop-
agation, and the coverage rate stands for the breadth of the
propagation. +e two parameters comprehensively evaluate
the propagation process in a general sense. To some specific
situation, some other parameters could be used to evaluate
the performance such as the propagation delay and packet
loss rate in the routing attack propagation.

4.2.2. 1e Process of the Discriminator Stage. +e discrim-
inator will determine whether it is a successful propagation
according to the value of the propagation rate vr and cov-
erage rate cr. If both vr and cr are larger than the specified
thresholds, the decision parameter D will be 1 to show that it
is a successful propagation. Otherwise, the decision pa-
rameter D will be 0, and the generator will update the
propagation roots based on the remaining network structure
which consists of those nodes not propagated.

5. Experimental Results

In order to show the performance of our ITDPM on the
influential nodes’ identification, experiments on the routing
attack propagation are conducted based on both simulated
and real-world network topologies. It is assumed that the
attack could cause the routers unworkable and the attack will
be carried on the updated packets of the routing protocol.
+e simulated network topology is generated by NS-3
simulator with 3,000 nodes and 4,513 directed edges. +e
forwarding paths are computed through the router table of
each router in the simulated network topology. +e real-
world network topology is generated based on the data from
SNAP. It is the AS Internet topology from CAIDA and
contains 26,475 nodes and 27,562 edges. Table 1 shows the
detailed topological parameters of simulated data and real-
world data. Both networks are directed. +e simulated
network topology is like a local network topology of the
small scale and the AS Internet topology is the global net-
works of a large scale.

Two methods are compared with our ITDPM to identify
the influential nodes that make the attack propagate as
quickly as possible: the random identification (RI) and the
maximum out-degree identification (MDI). +e RI selects n
nodes randomly as the root nodes to propagate the attack
information. +e MDI is to select the top-n nodes with the
largest out-degree. +e number of influential nodes is
limited to 0.5% of the total number of nodes in the network
topology. +erefore, in the simulated network topology, n is

(a)

k = 3

k = 2

k = 1

(b)

Figure 5: +e schematic diagram of betweenness centrality and (k)-shell: (a) the red node is with the highest betweenness centrality; (b) the
nodes with darker color refer to the larger (k)-shell.
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no larger than 15, and in the real-world AS topology, n is
smaller than 130. To make the two methods get the most
optimal influential nodes, the value of n is selected as the
upper bound of the range.

+e coverage curve is used to evaluate the performance
of the propagation. +e coverage curve describes the cov-
erage of propagated nodes at time unit. +e derivative of the
curve is the propagation rate. +e curve can be computed in
both simulated network topology and real-world AS to-
pology. Particularly, in the simulated environment, two
parameters could be computed to describe the influence of

the attack: packet loss rate and propagation delay. +e two
parameters could describe the degree of damage to the
network topology. +erefore, two parameters are computed
to evaluate the simulated network topology as the additional
measures.

+e comparison results of the coverage curves in both
simulated network topology and real-world AS topology are
shown in Figure 6. Both results show the better performance
of our method. In the simulated network topology with
1,000 nodes, the attack could be propagated nearly all nodes
in 4 time units with our method and in 7 and 11 time units,

Table 1: Topological parameters of simulated data and real-world data.

Name Number of nodes Number of edges Avg. deg. Diameter K-shell layers
NS-3 data 3,000 4,513 2.75 15 3
CAIDA data 26,475 27,562 2.08 18 5
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Coverage curve comparison of real-world AS topology
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Figure 6: +e comparison results of the coverage curve in both simulated network topology and real-world AS topology.

Packet loss rate comparison of simulated network topology
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Propagation delay comparison of real-world AS topology
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Figure 7: +e comparison results of packet loss rate and propagation delay in simulated network topology and real-world topology.
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respectively, with the MDI and RI. In the small-scale net-
work, it only needs one iteration for our ITDPM to find the
optimal influential nodes, which demonstrates the effec-
tiveness of the algorithms in the generator. In the real-world
AS topology with 26,475 nodes, after 100 time units, the
coverage rate of all methods is nearly linear. Before 100 time
units, the result of ITDPM keeps the fast propagation rate.
Each jump of the red curve represents the antagonism be-
tween the generator and the discriminator. +e propagation
rate will jump after the generator updates the set of the
influential nodes.

+e comparison results of the packet loss rate and the
propagation delay in simulated network topology are shown
in Figure 7. +e two parameters evaluate the performance of
the attack. As shown in experiment results, our ITDPM
shows the best performance among all three methods. +e
packet loss rate and propagation delay show a strong cor-
relation with the coverage rate shown in Figure 6.+e packet
loss of ITDPM reaches a quite high point at the second time
unit, which means that the attack based on our ITDPM
breaks the topology fast and completely. After 4 time units,
all packets are lost under nearly 100% coverage rate of the
propagated nodes. With the increase of the packet loss rate
and coverage rate, the propagation delay based on our
ITDPM grows exponentially to very high at the third time
unit. After that, it becomes positive infinity because most of
the nodes are unreachable.

6. Conclusion and Prospection

+e results of both general parameters and specific pa-
rameters show a notable preference on the information
propagation analysis and influential nodes’ identification of
our ITDPM. +e rapid coverage rate demonstrates that our
method can find the source nodes that make the information
propagate as quickly as possible. +e process of the an-
tagonism between the generator and the discriminator could
update the influential nodes based on the current network
topology structure to help the information propagate faster.
Our ITDPM works effectively on the attack propagation of
the Internet routing topology based on the results of the
packet loss rate and the propagation delay. +e specific
parameters indicate that the Internet topology is effectively
broken based on our ITDPM.

In general, our ITDPM is a theoretical model of prop-
agation analysis and influential nodes’ identification based
on generative adversarial learning. It can be used for any
propagation problem based on the practical network
structure, such as the spread of influence and rumors in
social networks. +e basic task for our model is to find the
influential nodes that make the information propagate as
quickly as possible. Our future work is dedicated to im-
proving both generator and discriminator to get a more
effective model in information propagation analysis.
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[18] L. Lü, T. Zhou, Q. M. Zhang et al., “+e H-index of a network
node and its relation to degree and coreness,” Nature Com-
munications, vol. 7, no. 1, pp. 1–7, 2016.

[19] G. Del Ferraro, A. Moreno, B. Min et al., “Finding influential
nodes for integration in brain networks using optimal per-
colation theory,” Nature Communications, vol. 9, no. 1,
pp. 1–12, 2018.

[20] T. Bian and Y. Deng, “Identifying influential nodes in
complex networks: a node information dimension approach,”
Chaos: An Interdisciplinary Journal of Nonlinear Science,
vol. 28, no. 4, Article ID 043109, 2018.

[21] C. Li, L.Wang, S. Sun, and C. Xia, “Identification of influential
spreaders based on classified neighbors in real-world complex
networks,” Applied Mathematics and Computation, vol. 320,
pp. 512–523, 2018.

[22] X. Wu, K. Xu, and P. Hall, “A survey of image synthesis and
editing with generative adversarial networks,” Tsinghua Sci-
ence and Technology, vol. 22, no. 6, pp. 660–674, 2017.

[23] A. Gupta, J. Johnson, L. Fei-Fei et al., “Social gan: socially
acceptable trajectories with generative adversarial networks,”
in Proceedings of the IEEE Conference on Computer Vision and
Pattern Recognition, pp. 2255–2264, Salt Lake, UT, USA, June
2018.

[24] J. Hou, D. Zhang, W. Wu, J. Ma, and H. Zhou, “A generative
adversarial network for infrared and visible image fusion
based on semantic segmentation,” Entropy, vol. 23, no. 3,
376 pages, 2021.

[25] Y.-J. Zheng, X.-H. Zhou, W.-G. Sheng, Y. Xue, and
S.-Y. Chen, “Generative adversarial network based telecom
fraud detection at the receiving bank,” Neural Networks,
vol. 102, pp. 78–86, 2018.

[26] D. Clark and K. Claffy: Knowledge of Internet Structure:
Measurement, Epistemology, and Technology https://www.
caida.org/projects/kismet/.

[27] K. Claffy: Center for applied internet data analysis, http://www.
caida.org/home/.

[28] Y.-Y. Liu, J.-J. Slotine, and A.-L. Barabási, “Controllability of
complex networks,” Nature, vol. 473, no. 7346, pp. 167–173,
2011.

Scientific Programming 9

https://www.caida.org/projects/kismet/
https://www.caida.org/projects/kismet/
http://www.caida.org/home/
http://www.caida.org/home/


Research Article
A Method of Amino Acid Terahertz Spectrum Recognition
Based on the Convolutional Neural Network and Bidirectional
Gated Recurrent Network Model

Tao Li ,1 Yuanyuan Xu ,2 Jiliang Luo,2 Jianan He,3 and Shiming Lin 4

1School of Mechanical Engineering, Hebei University of Technology, Tianjin 300401, China
2College of Information Science and Engineering, Huaqiao University, Xiamen 361021, China
3Central Laboratory of Health Quarantine,
Shenzhen International Travel Health Care Center and Shenzhen Academy of Inspection and Quarantine,
Shenzhen Customs District, Shenzhen 518033, China
4School of Informatics, Xiamen University, Xiamen 361005, China

Correspondence should be addressed to Yuanyuan Xu; yyxu@hqu.edu.cn and Shiming Lin; xmulsm@xmu.edu.cn

Received 22 April 2021; Accepted 24 May 2021; Published 29 May 2021

Academic Editor: Yi-Zhang Jiang

Copyright © 2021 Tao Li et al. ,is is an open access article distributed under the Creative Commons Attribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

In order to improve the accuracy of amino acid identification, a model based on the convolutional neural network (CNN) and
bidirectional gated recurrent network (BiGRU) is proposed for terahertz spectrum identification of amino acids. First, we use the
CNN to extract the feature information of the terahertz spectrum; then, we use the BiGRU to process the feature vector of the
amino acid time-domain spectrum, describe the time series dynamic change information, and finally achieve amino acid
identification through the fully connected network. Experiments are carried out on the terahertz spectra of various amino acids.
,e experimental results show that the CNN-BiGRU model proposed in this study can effectively realize the terahertz spectrum
identification of amino acids and will provide a new and effective analysis method for the identification of amino acids by terahertz
spectroscopy technology.

1. Introduction

Terahertz (THz) waves are electromagnetic waves spanning
frequencies between 0.1 THz and 10THz, occupying most of
the electromagnetic spectrum between microwaves and
infrared light waves [1]. ,e combination of the vibration
and rotation frequency transition of biomolecules is in the
terahertz band, and thus, the terahertz spectrum can reflect
the subtle changes in molecular species and structure; this is
called molecular fingerprinting [2]. ,e energy of terahertz
photons is low, and the photon energy of the electromag-
netic wave with a frequency of 1 THz can be set to about
4.1meV, which can directly detect biological samples
without destroying their structure. Compared with other
detection methods, terahertz spectroscopy can realize the
label-free, fast, and nondestructive detection of biomolecules

[3].,erefore, it has great application potential in the field of
biomedicine, and terahertz radiation has recently been used
to study DNA, RNA [4, 5], amino acids [6], proteins [7], and
other biomolecules [8].

Amino acid is the basic building blocks of proteins, and
various proteins in living organisms are composed of 20
basic amino acids. Amino acids can be used not only as a
marker for diseases but also as a therapeutic drug. Amino
acids are representative biomolecules, and their rapid
nondestructive detection and quantitative analysis are
particularly important [9].

,e terahertz fingerprint spectra of a large number of
substances are superimposed on each other, which make the
qualitative and quantitative analyses based on the spectra
extremely difficult. Researchers mainly use machine learning
or multivariate analysis (stoichiometry) to achieve
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qualitative and quantitative identifications of biological
samples [10]. Such methods include multiple linear re-
gression (MLR), principal component analysis, and partial
least squares [11, 12]. Ueno et al. [13] conducted a quan-
titative analysis on a mixture of different amino acids in
2006. In 2016, Lu et al. used partial least squares (PLS) and
interval partial least squares (IPLS) regression to quantita-
tively analyze binary amino acids [9]. In order to improve
the accuracy of quantitative analysis, some research groups
have proposed the use of machine learning methods [10, 14].
Yuan et al. [14] performed a spectral classification of three
fluoroquinolones based on the back propagation neural
network (BPNN) and obtained an accuracy rate of 80.56%.
Meanwhile, Peng et al. [15] used wavelet filtering combined
with support vector machines to quantitatively analyze the
main components of brain tissue; the root mean square error
of this approach was 0.4%. Furthermore, Liu et al. [16] used
the random forest (RF) algorithm to distinguish genetically
modified rice seeds from nontransgenic rice seeds, and the
classification accuracy of their model reached 96.67%.

Methods based on machine learning have a common
problem, the need to manually extract features. ,is process
is complicated and cumbersome, and some methods have
limited nonlinear fitting capabilities, resulting in the lack of
hidden information in the extracted features. In contrast,
deep learning is very suitable for terahertz signal recogni-
tion, and they do not need manual extraction of features.

Among the deep learning algorithms, the bidirectional
gated recurrent network (BiGRU) is a type of the bidirec-
tional recurrent neural network model that can fully express
the relationship between the current output of a sequence
and previous information [17]. However, the characteristic
dimension of the amino acid time series is too high, and the
BiGRU is directly used to process the amino acid sequence
parameters, which results in low efficiency. In addition, the
convolutional neural network (CNN) has powerful feature
extraction capabilities. To a certain extent, the more the
layers, the more advanced the extracted features, the more
the information contained, and the better the final classi-
fication result. In addition, the CNN requires fewer
hyperparameters, has low computational complexity, and is
widely used in image processing, semantic segmentation,
and recognition.

Based on this, the present study uses the representative
CNN and BiGRU to establish a CNN-BiGRU recognition
model and makes full use of the advantages of the two
networks to classify amino acids. First of all, we use the CNN
to extract the abstract features of amino acid time series and
then use BiGRU’s dynamic timing information modeling
ability to process the feature vectors of amino acid
sequences.

Finally, experiments are carried out on the terahertz
spectra of various amino acids. ,e experimental results
show that the CNN-BiGRU model proposed in this study
effectively realizes the terahertz spectrum identification of
amino acids and avoids the tedious steps of artificial feature
extraction, selection, and dimensionality reduction. More-
over, it demonstrates itself as a suitable terahertz spectrum
technology for the identification of amino acids.

2. Methodology

2.1. CNN. Deep learning can ensure effective information
extraction and feature expression and can complete tasks
such as image recognition, time series prediction, and text
prediction. Typical deep learning networks include the
CNN, deep belief network, and recurrent neural network.
Among them, the CNN can automatically learn filters and
has developed into a mature feature extractor.

,e CNN was proposed by Lecun et al. [18], and it is a
feedforward multilayer neural network. It uses convolution
operations to greatly reduce the dimensionality of the data
and can achieve abstract expression of the original data
[19, 20]. ,e basic structure of a CNN includes input,
convolution, pooling, fully connected, and output layers, as
shown in Figure 1.

,e essence of the CNN is to construct multiple filters
that can extract data features and the topological structure
features hidden between the data using layer-by-layer
convolution and pooling operations on the input data. Fi-
nally, these abstract features are merged through a fully
connected layer, and the classification problem is solved
through a Softmax or sigmoid activation function [21].

,e convolution layer convolves the information in the
receptive field by designing a convolution kernel of a suitable
size and abstractly expresses the original data. When in-
putting data X, the feature map of the convolutional layer
can be expressed as follows:

C � f(X⊗W + b), (1)

where ⊗ is the convolution operation, W is the weight
vector of the convolution kernel, b is the offset, and f(·) is
the activation function, which can be tanh or ReLU.

,e pooling layer downsamples the convolution output,
extracts strong features and removes weak features, reduces
the number of parameters, and prevents overfitting.

,e fully connected layer performs regression classifi-
cation on the features extracted from the previous layer.
,rough the weighted summation of the output of convo-
lution and pooling layers and then through the response of
activation function, the following formula is obtained:

x
l

� f w
l
x

l− 1
+ b

l
 , (2)

where xl is the network weight coefficient.

2.2. BiGRU. ,e BiGRU is a new type of the bidirectional
recurrent neural network model. ,e recurrent neural
network (RNN) effectively solves the problem that there is
no operational connection between inputs in the hidden
layer of traditional neural networks and can be used for the
prediction of time series data and text semantic data. Its
structural diagram is shown in Figure 2. However, the RNN
uses a back propagation algorithm. When learning a long
time sequence, the RNN may have gradient disappearance
and gradient explosion problems, and thus, it is unable to
grasp the nonlinear relationship of complex time series data
with a long time span.
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When the recurrent neural network processes time series
data, the transmission of its state is from front to back.
However, in most complex time series data, the output at the
current moment is not only related to the previous state but
also related to the subsequent state. Schuster [22] proposed
the bidirectional RNN (BiRNN) to solve the above problems.
,e basic idea is that each training sequence is completed by
two forward and backward recurrent neural networks, and
these two RNNs are connected to the same output layer. ,e
output layer contains the complete information of the past
and the future of each point in the input sequence, forming a
double-loop network structure. ,e BiRNN brings a certain
improvement compared with the ordinary RNN [23].

,e bidirectional gated recurrent unit is a BiRNN based
on the gated recurrent unit. In the BiGRU, two GRU inputs
in opposite directions are provided at the same time at each
time t. GRUs in the two directions are not directly con-
nected, and the output is jointly determined by two uni-
directional GRUs. ,e BiGRU model has good prediction
performance in nonlinear time series data [24, 25]. ,e
structure of the BiGRU is shown in Figure 3.

In the forward layer, we calculate the forward direction from
time 1 to time t and obtain and save the output ht of the forward
hidden layer at each time. In the backward layer, the reverse
calculation is performed from time t to time t− 1, and the output
ht
′ of the backward hidden layer at each time is obtained and

saved. Finally, the final output ot is obtained by combining the
output results of the forward layer and backward layer at each
time. ,e mathematical expressions are presented as follows.

(1) In the forward layer, the output ht from front to back
is

ht � f w1xt + w2ht−1( . (3)

(2) In the backward layer, the output ht
′ from back to

front is

ht
′ � f w3xt + w5h

’
t−1 . (4)

(3) Combining the forward layer and the backward
layer, the final output of the BiGRU is

ot � g w4ht + w6ht
′( , (5)

where w1, w2, w3, w4, w5, and w6, respectively,
represent the weights corresponding to the forward
and reverse hidden states.

2.3. Model Building. Deep learning-based models have the
ability to automatically extract features. CNNmodels usually
rely on the convolution kernel of the convolutional layer to
extract features. However, the existence of the convolution
kernel limits the long-term dependency problem of the CNN
when processing time series data [26]. In this study, the
introduction of the BiGRU can effectively solve this prob-
lem, and we can capture the dependencies before and after
the time series. In view of the high feature dimension of
amino acid time series, we first use the CNN to extract the
features of amino acid time series. ,en, the BiGRU is used
to process the feature vector of the amino acid sequence.
Finally, amino acid sequence identification is achieved
through the fully connected network. ,e model structure is
shown in Figure 4.

,is model is composed of three modules: the CNN, the
BiGRU, and the recognition network. ,e CNN consists of
five convolutional layers and five average pooling layers. ,e
two-way long- and short-term memory network is com-
posed of three layers of BiGRUs, and each layer is composed
of 512, 256, and 96 hidden units. ,e identification network
consists of one discarding layer (the discarding rate pa-
rameter is set to 0.35), one fully connected layer, and one
Softmax. Finally, an amino acid recognition model is
obtained.

3. Experimental Equipment and Samples

3.1. Experimental Equipment and Sample Preparation.
,e experimental device uses a fiber-type terahertz time-
domain spectroscopy system (THz-TDS) with a signal-to-
noise ratio of up to 70 dB, as shown in Figure 5. ,e device
consists of a femtosecond laser, an antenna that excites and
detects terahertz radiation, a delay line, and a lock-in am-
plifier. ,e center wavelength of the ultrashort pulse fiber
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Figure 1: Structural diagram of the CNN.
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laser pulse is 1560 nm, and the repetition frequency is
100MHz. In order to obtain higher resolution, the mea-
surement time is 53 ps.

,e three amino acid samples of glutamic acid, gluta-
mine, and asparagine were provided by Shanghai Aladdin
Reagent Company. ,e samples were baked for 24 h at 50°C
and then ground with agate. ,e particle size was less than
80 μm to reduce the scattering effect. Samples were then
mixed with high-density polyethylene powder in different
proportions (30 different proportions), and tablets with a
diameter of 13mm were put under a pressure of 20MPa
[20]. ,e weight of each sample is 120mg, and the thickness
is about 1.2mm. Each sample was measured at different
times to obtain 10 terahertz spectra.

3.2. Evaluation Index. ,is study uses three evaluation in-
dicators, that is, accuracy, recall, and precision, to evaluate
the performance of the model. Accuracy is the proportion of
amino acids correctly classified in the total test sample.
Accuracy is the most intuitive way to evaluate the perfor-
mance of the model.

Recall is the true-positive rate (TPR), that is, recall is the
proportion of real positive samples to all positive samples
that are currently classified into the positive sample category:

R �
tp

tp + fn
. (6)

Precision is a measure of accuracy, which represents the
proportion of examples that are divided into positive
examples:

P �
tp

tp + fp
. (7)

F-score is the weighted harmonic average of precision
and recall:

F �
a
2

+ 1 P∗R

a
2
(P + R)

, (8)

when α� 1, then the F-score is F1:

F1 �
2PR

P + R
. (9)

Area under curve is defined as the area under the receiver
operating characteristic (ROC) curve and surrounded by the
coordinate axis. For the ROC, the abscissa is the false-
positive rate (FPR), and the ordinate is the TPR; therefore,
when the TPR is larger and the FPR is smaller, the classi-
fication result is better.

4. Results and Discussion

In order to verify the effectiveness of the CNN-BiGRU
model proposed in this article, we use the BiGRU [27], PCA-
SVM [28], PCA-LSTM [29], and CNN-LSTM [30] for
comparison. In the experiment, the training and validation
sets totaled 1000, including 80% of the training set, 10% of
the validation set, and 10% of the test set. ,e accuracy rate,
recall rate, precision rate, and F1-score for each model are
given in Table 1.

,e ROCs of each model are shown in Figures 6–9.
,e nonlinear fitting ability of the traditional machine

learning method is very limited, and it may not be able to
extract high-level and high-resolution features accurately.
On the contrary, it will omit important information in
denoising and feature extraction. At the same time, the effect
of the SVM in classification is general, and thus, the PCA-
SVM model is the worst in all indicators.

LSTM is specially designed for time series, but LSTM
alone does not achieve good results because it overfits the
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sequence characteristics of amino acids. ,e main reason
why PCA-LSTM is better than LSTM is that PCA com-
presses features and eliminates most redundant data.

,e CNN-BiGRU model was used to input the amino
acids after a simple pretreatment. ,e morphological fea-
tures of basic acids were extracted by the CNN, and then, the
temporal features of amino acids were extracted by the

BiGRU.,e two features were combined to mine the hidden
deep information in amino acids. ,e average accuracy of
classification test results was 99.16%. It can be seen from
table that our model achieved the best results in all indi-
cators. ,e main reason for this is that the CNN can provide
more features, and the BiGRU can consider the relationship
between features.

Table 1: Summary of evaluation indices of each model.

Model/index Accuracy rate Recall rate (%) Precision (%) F1-score (%)
PCA-SVM 68.35% 68.35 68.35 56.08
BiGRU 91.56% 91.56 91.56 97.82
PCA-LSTM 97.89% 97.89 97.89 97.82
CNN-BiGRU 99.16% 99.16 99.16 99.17
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Figure 6: PCA-SVM ROC.
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5. Conclusion

Because it is difficult to conduct a large number of exper-
iments in the experimental environment, the number of
samples of various amino acids is small in the present study,
which has a certain impact on the experimental results.
However, the relative effect of the tested models is not af-
fected. In future, we will conduct more experiments and
provide samples of more types of amino acids.
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With the development of Artificial Intelligence, the auxiliary diagnosis model based on deep learning can assist doctors to a certain
extent. However, the latent information in medical images, such as lesion features, is ignored in most of the traditional methods.
)e extraction of this information is regarded as a learning task within the network in some recent researches, but it requires a
large amount of fine-labeled data, which is undoubtedly expensive. In response to the problem above, this paper proposes an
Adversarial Lesion Enhancement Neural Network forMedical Image Classification (ALENN), which is used to locate and enhance
the lesion information in medical images only under weakly annotated data so as to improve the accuracy of the auxiliary
diagnosis model. )is method is a two-stage framework, including a structure-based lesion adversarial inpainting module and a
lesion enhancement classification module. )e first stage is used to repair the lesion area in the images while the second stage is
used to locate the lesion area and use the lesion enhanced data during modeling process. In the end, we verified the effectiveness of
our method on the MURA dataset, a musculoskeletal X-ray dataset released by Stanford University. Experimental results show
that our method can not only locate the lesion area but also improve the effectiveness of the auxiliary diagnosis model.

1. Introduction

In December 2012, a study [1] showed that musculoskeletal
diseases, such as arthritis and back pain, are the second-
leading cause of disability as well as the fourth-leading factor
to the health of the world population, affectingmore than 1.7
billion people worldwide. According to data from theWorld
Health Organization [2], there are more than 150 diseases
caused by the musculoskeletal (exercise) system. Although
diseases generated by different reasons (for example, exer-
cise, genetics, or poor lifestyle) have little difference in visual
perception, there is a big difference among the disease types,
so it requires different diagnosis and treatment options.
)erefore, the detection of musculoskeletal abnormalities
appears particularly important. )e abnormalities of mus-
culoskeletal are mainly reflected in the basic diseases of
bones, joints and soft tissues [3, 4]. Among them, basic bone
diseases include osteoporosis, osteomalacia, bone destruc-
tion, osteosclerosis, periosteal proliferation, chondral

calcification, osteonecrosis, bone deformity, etc. Basic joint
diseases include swelling of joint, destruction of joint, de-
generation of joint, ankylosis of joint, dislocation of joint,
etc. Basic soft tissue diseases include soft tissue swelling, soft
tissue mass, myophagism, etc.

Bone is the tissue with the highest density in the human
structure, which has a clear contrast with surrounding
tissues. Meanwhile, there also exists an obvious contrast
between the cortex and cancellous bone of the bone itself so
that the conventional X-ray examination can be used for
general bone diseases diagnosis. In addition, due to the
advancement of imaging technology and the upgrading of
imaging equipment, various hospitals have produced a
large amount of medical imaging data, and these precious
data are helpful for many researches.)erefore, it is of great
research significance to use computer-aided diagnosis
technology to quickly and accurately classify musculo-
skeletal diseases based on a large number of existing
medical images.
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Many machine learning methods have been applied to
medical image data classification tasks, including K-Means
clustering [5, 6], decision tree [7], support vector machine
[8], and random forest [9]. However, the number of features
extracted by traditional machine algorithms is limited, and
only artificially preset features can be classified. )erefore,
traditional machine learning algorithms perform poorly on
medical image classification. With the continuous devel-
opment of deep learning technology, deep learning algo-
rithms, including CNN (convolutional neural networks) [10]
and GAN (generative adversarial networks) [11], are widely
used in classification tasks. )rough the fine-grained an-
notation from a large number of professional doctors, the
CNN model can automatically extract features and can
extract more feature information through a deeper and
wider network architecture. But the difficulty of medical
image annotation makes it more expensive to improve CNN
model performance. In addition, most of the existing CNN
models use benign and malignant labeling information as
the last layer of supervision information on the network, and
they cannot dig out more hidden features through coarse-
grained benign and malignant labeling to reuse and merge
key features.

Based on the problems above, this paper proposes an
Adversarial Lesion Enhancement Neural Network for
Medical Image Classification (ALENN), which automati-
cally recognizes the lesion area in the image only through the
supervision of category annotation, and enhances and op-
timizes the prediction accuracy of the auxiliary diagnosis
model. )is method is a two-stage model. )e first stage is a
structure-based lesion adversarial inpainting module, which
is used to repair the lesion area in the image; the second stage
is a lesion enhancement classification module, which is used
to identify the lesion area and apply the data after the en-
hanced lesion to assist the modeling process of the diag-
nostic model. )e core of the first stage is structural
information, which represents the relatively fixed semantics
of human body structure in medical images. We believe that
better restoration results can be obtained by splitting the
image restoration process into structural semantic restora-
tion and texture detail restoration. )e core of the second
stage is sliding window. )rough the sliding of the occluded
area, the most significant abnormal area in the image can be
found. Finally, we verified the effectiveness of this method
on the MURA dataset [12], a musculoskeletal X-ray film
dataset released by Stanford University.

)e related works of traditional and latest auxiliary
diagnosis as well as the related researches on the MURA
dataset are introduced in the second section of this paper.
)emethod proposed in this paper is introduced in the third
section. )e experimental results and analysis are shown in
the fourth section. )e summary and prospects of the work
are given in the fifth section.

2. Related Work

CNN-based medical image analysis method has shown
excellent performance in many challenging tasks (disease
classification [13], lesion detection [14], fine-grained lesion

segmentation [15]), among which it has deepest research and
is most widely applied in disease classification. X-rays ex-
amination is one of the most common radiology exami-
nations in the clinical diagnosis of chest diseases. How to
combine a large number of existing medical images with the
rich clinical experience of professionally trained radiologists
is of great significance for the diagnosis of chest diseases.
Wang et al. [16] proposed a novel text-image embedding
network (TieNet) to extract images and corresponding text
representations. It employs an end-to-end trainable CNN-
RNN architecture embedded with a multi-level attention
model to highlight important image regions and their
corresponding text words, and then use image features and
text embeddings extracted from related reports to classify
the chest X-rays. Coronary angiography is the gold standard
for computer-aided diagnosis (CAD), so it is essential to
describe in detail the position and the degree of stenosistext
through coronary angiography for classifing the severity of
CAD. Wang et al. [17] used recursive capsule network
(RCN) to extract the semantic relationship between clini-
cally named entities in the coronary angiography text, so as
to automatically find out the maximum stenosis degree of
each lumen, and finally inferred the coronary artery severity
according to the improved Gensini method.

)e MURA dataset is the largest public musculoskeletal
image dataset available currently. Many scholars have
conducted numerous experimental studies on this dataset,
including the use of traditional machine learning methods
and deep learning algorithms. Among them, Pawan et al.
[18] used support vector machine (SVM), linear SVM, lo-
gistic regression, and decision tree algorithms to detect
musculoskeletal anomalies, and introduced a gray-level co-
occurrence matrix (GLCM) to preprocess the original
musculoskeletal images, comparing them on five evaluation
indicators of sensitivity, specificity, precision, accuracy, and
F1-score in the end. Pranav et al. [19] designed a 169-layer
baseline model DenseNet to solve the musculoskeletal ab-
normality detection. On the MURA data and above, Den-
seNet’s performance is lower than the worst radiologist in 5
of the 7 basic studies, and the performance of the overall
model is also lower than the best radiologist. Subsequently,
Dennis et al. [2] proposed the idea of ensemble learning to
integrate the well-trained classification models Dense-
Net201, MobileNet and NASNet-Mobile, and designed the
ensemble200 model. Finally, its Cohen Kappa score is 0.66,
which is lower than the DenseNet169-layer model. But the
F1-score of ensemble200 is better than that of DenseNet
model, and the Cohen Kappa score variance of different
parts is even lower. Due to the sensitivity of CNN to extract
features, when the image undergoes transformations, such as
rotation and misalignment, the performance of CNN rec-
ognition will be greatly reduced. To solve this problem, SAIF
et al. [20] introduced the capsule network architecture.
)rough its powerful dynamics routing mechanism, an
output vector containing many feature information (in-
cluding spatial direction, vector amplitude) can be obtained
to achieve abnormal detection of musculoskeletal X-ray
films, and this method only applies to a small number of
network layers to use 169 densely connected CNNs Kappa
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coefficient of the model. Although the CNN model has
shown good performance on many datasets, it performs
poorly on some subsets. Luke et al. analyzed that the reason
is that the model cannot fully describe the complete changes
in the dataset, and he defined this problem as hidden
layering.)erefore, Luke et al. [21] evaluated several possible
techniques for measuring the effect of hidden stratification
and found that hidden stratification can occur in unrec-
ognized low prevalence, low label quality, subtle dis-
tinguishing features, and it can lead to more than 20%
relative performance difference of the models.

3. Method

Due to the inadequate utilization of lesion information by
current deep learning models based on medical image
datasets (e.g., MURA) and the inexplicability of deep
learning itself, there is still much room for the reliability and
credibility of auxiliary diagnosis models to improvement.
Aiming at the problems above, this paper proposes an
Adversarial Lesion Enhancement Neural Network for
Medical Image Classification (ALENN). )e method in-
cludes two main modules: a structure-based lesion adver-
sarial inpainting module and a classification module based
on lesion information fusion.)e overall two-stage structure
diagram is shown in Figure 1. )e LE represents the lesion
enhancement.

3.1. Structure-Based Lesion Adversarial Inpainting Module.
)e X-ray image of the elbow reflects the density difference
among the different tissues of the elbow, and the density
distribution in the negative data is obviously different from
that in the positive data, as shown in Figure 2. )e difference
of the distribution is reflected in the lesion area in the
positive data. )is paper assumes that, in the positive data,
the tissue density distribution outside the lesion area is
similar to the negative data. )erefore, this distribution
difference can be fully utilized to find the location of the
lesion in the image, thereby providing additional informa-
tion for the fusion of the lesion area. If there is a generator
that only uses negative data for training, that is, it fits the
distribution of negative data under ideal conditions, it can
theoretically restore the lesion area in the positive data to the
data distribution of normal tissue. In other words, the re-
stored image can be regarded as a piece of pseudo-negative
data with a distribution similar to the negative data. Hence,
this module is based on the idea of the generative adversarial
network to generate positive data into negative data, and
regard the relative error between the data as important
information for subsequent enhancement of the lesion area.

At the same time, in order to better restore the original
semantic information of the image, considering that medical
images often contain relatively fixed human structural
features-bones and muscles, this module extracts the
structural information of the data so that the model pays
more attention to the relatively fixed structure, not limited to
susceptible texture information. Consequently, inspired by
the research [22], this paper adds the models generation and

learning process of structural information on the basis of the
generative adversarial network.

3.1.1. Structure Information. For the extraction of structure
information, we assume that the image is composed of
structure and texture and uses the relative total variation
(RTV) in [23] to distinguish the structure and texture in the
image. )e input image is defined as I, the pixel index in the
image is defined as p, and the structure in the image is
defined as S. Consequently, the process of using a secondary
penalty to strengthen the structural similarity between input
and output in the TV-L2-based model can be expressed as

argmin
s


p

1
λ

Sp − Ip 
2

+ (∇S)p



 , (1)

where ∇ represents the first-order difference operation,
(Sp − Ip)2 is used to maintain the similarity between the
structure and the input image, and |(∇S)p| can be divided
into two directions: x direction and y direction:


p

(∇S)p



 �  zxS( p



 + zyS 
p



 . (2)

However, the authors of [23] found that the total var-
iation regularizer has limited ability to distinguish between
strong structural edges and texture. )erefore, in order not
to target a certain type of texture structure image, the overall
task can be rewritten as

argmin
s


p

Sp − Ip 
2

+ λ ·
Gx(p)

Nx(p) + ε
+

Gy(p)

Ny(p) + ε
 ,

(3)

where λ is the weight and ε is a small positive number, which
should avoid being divided by zero. G(p) represents a
general pixel-wise windowed total variation measure and
N(p) represents a novel windowed inherent variation,
which can be expressed as

Gx(p) � 
q∈R(p)

gp,q · zxS( q



,

Gy(p) � 
q∈R(p)

gp,q · zyS 
q



,

Nx(p) � 
q∈R(p)

gp,q · zxs( q




,

Ny(p) � 
q∈R(p)

gp,q · zyS 
q
,




,

(4)

where q is the index of all pixels in a square area centered on
point p and gp,q is a weighting function defined according to
spatial affinity. However, due to the fact that objective
function is non-convex and its solution cannot be obtained
directly, a numerically stable approximation of the solution
needs to be obtained by decomposing the nonlinear part and
the quadratic part.
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3.1.2. GAN. In the architecture of this paper, the role of the
generative adversarial network is to provide the lesion area
in the elbow X-ray image for the final classification model.
We additionally assume the MURA data: the distribution
difference between the positive data and the negative data in
the image results from the lesion. If the lesion area in the
positive image is completely occluded, the part of the image
that is not occluded at this time is similar in distribution to
the negative data. )e structure information obtained in
Section 3.1.1 plays a significant role in GAN, which forces the
generator to ignore the local interference caused by texture
information, and then reconstruct the physiological struc-
ture information inside the image. And it fills and repairs the
detailed texture on the basis of reconstructed structure in-
formation. More specifically, the image structure is used as
the supervision information firstly, and the GAN is trained
through the negative image repair task occluded by the
random mask, so that the generator first fits the structure
distribution of the bone and muscle in the negative data. On
this basis, the original image is used as supervisory infor-
mation to train GAN, so that the generator gradually fills in
the detailed texture information on the basis of the structure.
In the process of training the generator, the discriminator is
also trained at the same time to judge the authenticity of the
generated image and fight against the generator. Finally, the

positive data is used as the test data, and the lesion features in
the image are repaired on the premise of preserving normal
tissues, and then restored to pseudo-negative data.

)is section follows the definitions of I and S in Section
3.1.1 and adds other definitions: generator G, discriminator
D, and binarized matrix mask M. In addition, the image I is
further expressed as I � Ip ∪ In, where Ip represents the
positive sample of the lesion in the image, and In represents a
negative sample. Similarly, S � Sp ∪ Sn. Based on this, the
output of the GAN used to repair the image structure in-
formation in the first step can be expressed as

S � G
I⟶5

E In, M( , E Sn, M( ( , (5)

where E(x, M) � x⊙M represents the occlusion operation;
that is, the area with the value of 0 in M is occluded in the
corresponding input data x. ⊙ denotes element-wise
product. At the same time, the discriminator needs to judge
the authenticity of the image and conduct adversarial
training with the generator, and its output can be expressed
as TS � DS(S) and TS � DS(S).

In addition to training the generator to make the overall
model capable to reconstruct structural information, it is
also necessary to train the generator, so that the overall
model has the ability to gradually repair texture information
through structural information. And because this paper
assumes “image� structure + texture,” after the texture in-
formation is supplemented and perfected on the basis of the
structure information, it can be regarded as the overall
restoration of the image. )erefore, the output of the gen-
erator GS⟶I can be expressed as

I � G
s⟶f

E In, M( , S . (6)

Same as the repair structure stage, the discriminator still
needs to predict the authenticity of the generator output
image, and the output at this time is expressed as TI � DI(I)

and TI � DI(
I).

3.1.3. Loss Function. )e GAN in this paper requires two-
step training. In other words, the training model firstly
repairs the structure image with complex texture semantics
removed. After the repair process is smooth, the training
model will repair the detailed texture information based on
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Figure 1: )e overall structure of the two-stage ALENN module.
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the structure. In the first training step, in order to fit the true
distribution of the image structure Sn, we apply the idea of
confrontation to the framework of the generative model.)e

adversarial loss of the generator and the discriminator can be
written as

L
G,I⟶S

� ‖S − S‖1, (7)

L
D,S

� −  p(S)log q(S) � E log TS(   + E log 1 − TS  

� E log DS(S)(   + E log 1 − DS G
I⟶S

E In, M( , E Sn, M( (    .
(8)

Similar to the first training process, the loss function for
the repair process of training GAN on texture details is as
follows:

L
G,S⟶I

� ‖I − I‖1, (9)

L
D,I

� −  p(I)log q(I) � E log TI(   + E log 1 − TI  

� E log DI(S)(   + E log 1 − DI GS⟶I
E In, M( , S    .

(10)

)e two stages of adversarial losses are combined
through hyper-parameters α and β, respectively, and go
through the final optimization process:

LS � αL
G,I⟶S

+(1 − α)LD,S, (11)

LI � βL
G,S⟶I

+(1 − β)LD,I. (12)

We set α � 0.8 and β � 0.85 in this paper.

3.2. Lesion Fusion Classification Module. )is section will
introduce the second stage of ALENN, which is the medical
image-assisted diagnosis module based on lesion informa-
tion enhancement. If there is an auxiliary diagnosis model
based only on the original data modeling, this model can
well complete the auxiliary diagnosis task. However, due to
the inexplicability of deep learning itself, the model can
easily fall into a local optimal value. In addition, there also
exist certain limitations on the convergence speed of the
model, which depends on the model’s initialization pa-
rameters and optimization strategies. Hence, the relative
error between the positive data and the negative data and the
similarity between the positive data are used to artificially
amplify this distribution difference at this stage. More
specifically, after the restoration of the positive data in the
first stage, the corresponding pseudo-negative data is ob-
tained, while the real negative data can still be regarded as
negative data after being repaired. Based on this, we can
enhance the lesion area in the data and then use it as the

modeling data for the auxiliary diagnosis model, making the
model sensitive to differences in distribution.

)e lesion fusion assisted diagnosis proposed in this
paper is an overall framework, and the optimization of the
specific network structure is beyond the scope of this paper.
In other words, the method proposed in this paper is ap-
plicable to most classification networks. )erefore, we select
the most basic model VGG-19 as the backbone of this
framework. Next, we will gradually introduce the overall
process of lesion information fusion in the second stage. In
order to facilitate the presentation, we define the subsequent
variables. Input image I, where W and H represent the width
and height of the image, respectively. Set the sliding window
set D � ∪ iwindowi for each input sample; the window size
of the sliding window is w and h, which is a hyper-parameter
set according to a priori. Similarly, the step size of the sliding
window d is the hyper-parameter. Generally, we set d<w so
that each pixel in the input sample can get as many repair
results as possible to reduce the impact of generation errors.
From this, we can conclude that the number of sliding
windows for an input sample is approximately
N � ((W − w) × (H − h))/d2. )e lesion location algorithm
based on sliding window is shown in Algorithm 1.

Consequently, under the supervision of category labels,
we have completed the extraction of lesion information in
medical images based on the difference of conditional
probability distribution P(I|positive) and P(I|negative).
Naturally, the artificial enhancement of this information
makes the final auxiliary diagnosis model more sensitive to
the difference in distribution between positive and negative

Scientific Programming 5



data. From another perspective, the enhancement of this
lesion information can be seen as a priori attention to the
lesion area to a certain extent. And this “prior” is not su-
pervised, let alone man-made, but calculated from the dif-
ference in conditional probability distribution on image-
level annotations.

4. The Experimental Results

4.1. Dataset and Training Setting. )e MURA dataset is the
largest public dataset of musculoskeletal image currently,
jointly released by the Department of Computer Science,
Medicine and Radiology of Stanford University. It con-
tains a total of X training sets and X verification sets. )e
dataset selected 40,561 multi-view X-rays images of 12,173
patients from Stanford Hospital from 2001 to 2012 as
sample data and was marked as normal or abnormal by
professional radiologists. )e result showed that 62% of
the images were normal data while 38% were abnormal
ones. )e dataset consists of research types of finger,
elbow, hand, humerus, forearm shoulder, and wrist. )is
paper only uses elbow data for experimental verification.
And in order to show the experimental results fairly, the
unified optimizer Adam is employed in this paper and the
learning rate is initialized to 0.0001 with the batch size set
to 16.

4.2. Evaluation Metric. In order to better evaluate the
method proposed in this paper, we use peak signal-to-noise
ratio (PSNR) coefficient and structural similarity (SSIM) to
evaluate the performance of the repair module. )e larger
the value of the two indicators, the more similar the two
images. And the accuracy, sensitivity, specificity, recall, F1-
score, and Kappa score are applied to evaluate the perfor-
mance of the classification module.

PSNR coefficient and SSIM are the most widely used
objective measurement methods for evaluating repaired
images. )e calculation formula is as follows:

PSNR � 10 · log10
MAX2

I

MSE
 , (13)

SSIM(x, y) �
2μxμy + c1  2σxy + c2 

μ2xμ
2
y + c1  σ2xσ

2
y + c2 

. (14)

In this formula, μx is the average of x and μy is the
average of y. sigma2x is the variance of x, sigma2y is the
variance of y, and sigmaxy2 is the variance of x and y. c1 �

(k1 L)2 and c2 � (k2L)2 are used to maintain stability. L is
the dynamic range of pixel values. k1 � 0.01 and k2 � 0.03.
)e range of structural similarity is 0 to 1. When the
two images are exactly the same, the value of SSIM is equal
to 1.

In addition, if FP, FN, TP, and TN represent the false
positive rate, false negative rate, true positive rate, and true
negative rate, respectively, the calculation formulas for ac-
curacy, recall, precision, F1-score, and Kappa score are as
follows:

accuracy �
TP + TN

TP + TN + FP + FN
, (15)

recall �
TP

TP + FN
, (16)

precision �
TP

TP + FP
, (17)

F1 � 2 ·
precision + recall
precision + recall

, (18)

Kappa �
po − pe

1 − pe

. (19)

In this formula, po is the sum of the number of samples
correctly classified in each category divided by the total
number of samples, which is the overall classification ac-
curacy. Assuming that the number of real samples in each
category is a1, a2, . . . , an, respectively, and the predicted
number of samples in each category is b1, b2, . . . , bn, re-
spectively, and the total number of samples is n, then
pe � (a1 · b1 + a2 · b2 + . . . + an · bn)/(n · n).

4.3. 3e Results of Lesion Enhancement. In order to verify
the effectiveness of the first stage of the two-stage lesion
enhancement classification method proposed in this paper,
firstly it is necessary to qualitatively analyze the repair effect
of the generated adversarial network. )is section will
perform visual analysis on the negative data and positive
data of elbow data in MURA. Since the GAN in this paper is
modeled based on negative data, in theory, GAN will ap-
proximate the distribution of negative data. On the contrary,
when positive data is used as the input of GAN, GAN will
repair the “abnormal” area in the positive data according to
the negative data. )e results of repair and visualization of
negative and positive data are shown in Figure 3, in which
the Difference indicates the difference between the original
images and the restored ones and LE represents that the
difference area is enhanced and displayed in the form of a
heat map. )e last column combines LE with the original
images for more intuitive observation to the effectiveness of
this method.

After qualitative analysis, we will quantitatively analyze
the differences between the two data types, as shown in
Table 1. It can be clearly seen that the repair effects of GAN are
different for the two distributed images. However, this dif-
ference in distribution is directly reflected on the image and
enhanced in this paper so as to provide clear guidance for
auxiliary diagnosis of the two types of data in the next stage.

4.4. 3e Results of Classification. In order to prove the ef-
fectiveness and excellent adaptability of the method pro-
posed in this paper, this section applies this method to each
classification network. VGG-19, ResNet-50, DenseNet-121,
and Inception-v3 are used to conduct related experiments
and analyze the results. )e experimental results are shown
in Table 2.
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It can be seen that the results are unsatisfactory com-
pared to the method using only the classification network
and the LE information. For each backbone, this method can
increase the accuracy by about 1.67% on average. Moreover,

the method in this paper is the best one to lift VGG-19. )e
ROC curve of ResNet and VGG can explain this problem
from another aspect, as shown in Figure 4. It is probably
caused by the network structure of VGG itself. In other

(a) (b) (c) (d)

Figure 3: )e results of repair and visualization of negative and positive data. (a) Original image. (b) Difference. (c) LE. (d) Color map.
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words, compared to VGG with a simple straight-line con-
nection, ResNet and other networks have a more compli-
cated network structure, such as short connections. It may
help the modeling process to better find the lesion area to a
certain extent. However, more in-depth theoretical proofs
and related experiments are required to prove this.

5. Conclusion

With the gradual improvement of deep neural network
technology recently, there are more methods focusing their
researches on exploring the hidden information inside data.
Taking computer vision as an example, many studies have
bundled the task of exploring the semantic information
inside the image with the optimization of the neural network
structure. Among them, medical imaging has become one of
the important objects of image semantic mining due to its
high semantic consistency. However, the interpretability of
deep learning itself has always been a topic still under
studying; that is, the characteristics learned by neural

networks cannot be explained intuitively. In other words, the
correlation between the optimization of neural network
structure and the effectiveness of semantic information
mining remains to be verified.)erefore, this paper proposes
an Adversarial Lesion Enhancement Neural Network for
Medical Image Classification, which takes the extraction of
this hidden semantics as a separate stage, separating it from
the auxiliary diagnosis model. )e purpose of this is to (1)
clearly show the effectiveness of semantic information ex-
traction, (2) use this method as a portable auxiliary diag-
nostic module with high adaptability, and (3) complete the
lesion positioning with only coarse-grained labels. Finally,
this paper proves the effectiveness of the first stage structure-
based lesion adversarial inpainting module on the public
datasetMURA.Meanwhile, on this basis, it is proved that the
combined use of two-stage modules can improve the aux-
iliary diagnosis model. However, there is also a shortcoming
in this method, that is, the relatively high time complexity of
the sliding window, which is also one of the optimization
directions of this research in the future.
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A large number of nonlinear loads have an impact on the stable operation of the power system. To solve this problem, this article
proposes a nonlinear load harmonic predictionmethod based on the architecture of Power Distribution Internet of)ings. Firstly,
this method integrates the characteristics of edge computing technology and Power Distribution Internet of )ings technology
and proposes a Power Distribution Internet of )ings framework applied to nonlinear load harmonic prediction, which provides
top-level design for subsequent harmonic prediction methods of Power Distribution Internet of )ings; then, considering the
electrical characteristics of the typical nonlinear load, the mathematical model of nonlinear load data is constructed based on the
harmonic coupling admittance matrix model on the edge side. At the same time, a nonlinear load harmonic prediction model
based on dynamic time warping and long-term and short-term memory network (DTW-LSTM) is established in the cloud
computing center to realize high accuracy and high real-time prediction and analysis of nonlinear load harmonics. Finally, the
simulation results based on the general data set show that the MAE evaluation index of the proposed method is less than 5% in the
experimental group, which shows good generalization ability, and has some advantages over the current method in
operation efficiency.

1. Introduction

With the rapid development of electrical technology and the
electronicmanufacturing industry, power electronic rectifying
devices with nonlinear characteristics have been widely used
in household appliances [1–3], such as energy-saving lamps,
battery car chargers, and other electrical appliances, the
harmonic distortion rate can reach more than 100%, and the
harmonic distortion rate of the low-voltage side of the resi-
dential distribution network is nearly 20%, which makes the
residential load become a new type of harmonic source [4].

As a small power nonlinear load, household appliances
have the characteristics of large number and wide distri-
bution and are an important harmonic component in
residential distribution network [5–7]. )e measured data
show that the total demand distortion coefficient of har-
monic current on some residential distribution feeders can

reach 12%, which makes the residential load become a very
important harmonic source [8]. )e harmonics generated
by harmonic source will lead to the increase of harmonic
loss in the residential distribution network, overload of
transformer and neutral line, increase of failure probability
of electronic equipment, and other problems, which will
cause great difficulties in power quality evaluation and
stable operation of distribution network [9–11]. )erefore,
in order to ensure the sustainable and stable energy supply
of distribution network side, it is necessary and urgent to
study an efficient and reliable nonlinear load harmonic
prediction method.

)e traditional load harmonic prediction method adopts
a linear modeling method, but it ignores the nonlinear and
time-varying characteristics of the actual load [12, 13] and
can not describe the nonlinear load harmonic variation law,
which makes the prediction result deviate greatly.
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)anks to the continuous promotion and development
of the Power Distribution Internet of )ings, edge com-
puting technology has made good progress in distribution
network situation awareness and operation control [14–16].
In the Power Distribution Internet of )ings, the distri-
bution cloud master station can decentralize certain com-
puting power to the edge side intelligent distribution
terminal [17], realizing the preliminary processing of user
state data at the edge side; in the distribution cloud master
station, based on big data technology and artificial intelli-
gence technology [18, 19], through iterative training and
learning of multilayer network model, accurate state analysis
and decision control of power system can be realized.
)erefore, the combination of Power Distribution Internet
of)ings and artificial intelligence technology can effectively
improve the performance of harmonic prediction and
analysis for nonlinear load in the distribution system.

2. Related Work

Nonlinear load is an unstable source in power grid; when a
large number of harmonic currents are injected into the
power grid, it will cause voltage flicker, frequency fluctua-
tion, three-phase voltage, and current imbalance, which
seriously affect the transmission efficiency and the operation
safety of equipment [20, 21]. Scientific and reasonable
prediction and analysis of nonlinear load harmonics can
effectively help power companies to formulate corre-
sponding effective transmission strategies and ensure the
stable and efficient operation of the distribution system [22].
At present, academic and industrial circles have given full
attention to nonlinear load harmonic prediction.

Traditional harmonic load forecasting is mainly based on
the circuit structure and electrical parameters of power load
for mathematical modeling and analysis, such as the
equivalent circuit analysis method [23, 24]. )e equivalent
circuit modeling and analysis method is mainly used to solve
the analytical relationship between harmonic voltage and
harmonic current by determining the simplified equivalent
circuit of load and then deduce the equivalent harmonic
model of load. However, it should be noted that the user load
in the actual scene has the characteristics of diversity and
complexity, so the power supply circuit structure is complex,
which makes the equivalent circuit difficult to obtain and the
circuit parameters difficult to estimate. )ese problems also
lead to difficulties in modeling and low prediction accuracy
in circuit analysis.

As a product of artificial intelligence technology, big data
analysis technology plays a certain role in applying big data
decision-making processing, such as power grid operation
status monitoring and power transmission and distribution
control [25]. Meanwhile, for the distribution network
nonlinear load harmonic prediction, its essence is also for
the power grid to collect big data to realize calculation and
analysis, so some researchers have carried out some research.

In [26], considering the time series characteristics of
power grid data, a new method of power grid harmonic
prediction and analysis based on long-term and short-term

memory network model is proposed. )rough multilevel
network training and fitting learning of power grid state
data, the efficient analysis of power quality is realized. In
[27], the load current harmonics injected into the microgrid
are predicted based on the Nonlinear AutoRegressive neural
networks with eXogenous input (NARX), and the current
harmonics caused by the nonlinear load are identified and
isolated by the network training and learning of the mea-
sured grid data. In [28], a load harmonic analysis method
based on a data-driven neural network is proposed.)rough
the analysis and modeling of load data in the time domain
and frequency domain, it can effectively realize the research
and analysis of nonlinear load long-term forecasting. In [29],
in order to solve the problem of low load forecasting ac-
curacy caused by the nonlinear characteristics of power load,
an improved support vector machine model based on
empirical mode decomposition and genetic algorithm is
proposed to realize accurate load forecasting.

In view of the existing load forecasting research work,
this article proposes a nonlinear load harmonic forecasting
method based on the Power Distribution Internet of )ings
architecture. )e main contents of this article are as follows:

(1) )e traditional centralized computing mode of
distribution network with the main station as the
core has the problem of low efficiency. )is article
constructs a “cloud, edge, end” three-tier architec-
ture of Power Distribution Internet of )ings
combined with edge computing technology. Based
on the demand of power consumption behavior
analysis, the load harmonic prediction analysis
framework in the Power Distribution Internet of
)ings is further proposed, and the data transmis-
sion, data processing, and task control mechanisms
in the proposed prediction framework are sorted out
in turn, which provides complete framework support
for the subsequent nonlinear load harmonic pre-
diction method based on deep learning network.

(2) In order to improve the real-time performance and
accuracy of nonlinear load forecasting analysis in the
distribution system, the harmonic coupling admit-
tance matrix model based on measured data is used
to build amathematical model of user side load at the
edge of Power Distribution Internet of )ings to
solve the problem of difficult modeling caused by
complex electrical structure and parameters. Based
on dynamic time warping and long-term and short-
term memory network (DTW-LSTM) deep learning
network model in the cloud side, the nonlinear load
harmonic prediction and analysis can be realized,
which can reduce the number of load prediction
models to be constructed, make the predictionmodel
have strong generalization ability, and realize the
high-precision and low delay prediction of nonlinear
load harmonic in the distribution system.

)e rest of this article is organized as follows. )e third
section introduces the collaborative architecture of distri-
bution system, including the edge computing architecture of
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Power Distribution Internet of )ings and the nonlinear
load harmonic prediction architecture. In the fourth section,
the nonlinear load harmonic prediction method based on
deep learning is introduced, including the mathematical
modeling of nonlinear load harmonic electrical character-
istics on the edge side and the load harmonic prediction
method based on DTW-LSTM network model on the cloud
side. )e fifth section introduces the simulation analysis of
the feasibility of the proposed method based on the EUNITE
network dataset. )e sixth section is the conclusion of this
article.

3. System Architecture

3.1. Edge Computing Architecture of Power Distribution In-
ternet of ,ings. )anks to the concept and technology of
edge computing, Power Distribution Internet of)ings with
“cloud, edge and terminal” three-tier architecture is con-
structed, as shown in Figure 1.

Among them, “cloud” refers to the cloud-based power
distribution master station platform, that is, the distribution
cloud master station, which has a variety of global decision-
making services deployed on the cloud. “Edge” refers to the
edge power distribution device, which is close to the end side
equipment or data source, and provides edge intelligent
services nearby. )ere are many microapplications deployed
in it (based on the intelligent terminal, the application
program that realizes specific business functions through
independent development of software, imitating the concept
of smartphone). “Terminal” is the main body of state aware
and executive control in the Power Distribution Internet of
)ings architecture, which can monitor, collect, and per-
ceive the basic data such as the operation environment,
equipment status, and electrical quantity information of
distribution equipment.

Edge computing technology is the core link of the three-
tier architecture of power distribution networking. It is an
open platform between data collection, computation, and
application integration between intelligent terminal and
distribution cloud master station. It is the carrier and key link
of “intelligent terminal self-organization and terminal cloud
self coordination.” With “edge cloud collaboration and edge
intelligence” as the core feature, “edge cloud and cloud
gateway” as the main landing form, and “software micro
application” as the implementationmode, cloud computing is
the extension and evolution of the sink node outside the data
center, with the functions of collection, communication,
calculation, analysis, and control. )rough the deployment of
microapplications in the edge power distribution device, we
can flexibly upgrade and expand the terminal distribution
business functions, make full use of the edge computing
architecture advantages of local computing, develop high-
value microapplications, and reflect the application value of
the distribution Internet of things.

Referring to the functional architecture of industrial
Internet platform, in order to better serve the power dis-
tribution industry, the edge layer is further designed into

three layers: Edge Computing Infrastructure as a Service
(EC-IaaS), Edge Computing Software as a Service (EC-SaaS),
and Edge Computing Platform as a Service (EC-PaaS), and
the edge power distribution device is taken as the platform
carrier.

EC-IaaS layer is the platform layer, which is the basic
open platform of edge computing nodes, including hardware
platform, operating system, container open platform,
communication open platform, and AI engine. It provides
unified computing, storage, communication, and system
service capabilities for edge intelligent distribution business.

EC-PaaS layer is the software layer, which provides a
backplane for all kinds of software operation, realizes data
interaction and management, and supports application
management monitoring, microapplication services, mes-
sages and events, data storage, and management software. At
the same time, in order tomeet the technical requirements of
the “plug and play” of distribution network equipment, the
plug and play service is used as the software layer to provide
the basis for other applications.

EC-SaaS layer is the application layer, which is a
microapplication service developed and deployed according
to the demand of the distribution business. It is a specific
way to implement the edge computing technology of dis-
tribution network. )rough data collection or data cloud,
end-to-end collaboration meets the operation and mainte-
nance and power demand and provides data agent services
for data interaction.

)e edge power distribution device on the edge side
mainly consists of two functional layers, namely, the
management layer and the security layer. )e management
layer of the edge power distribution device is responsible for
supporting remote and local software upgrade, user setting,
password policy configuration, log audit configuration,
management configuration of the edge computing node, and
supporting system status monitoring and query.)e security
layer is responsible for controlling the access rights of system
users, controlling the local or remote access of data, and
verifying the legitimacy and integrity of the data source of
the update package during software upgrade.

Distribution cloud master station

Data
acquisition

Operation
management

User
services

Data
processing

Data center Plug and play
service

App
management

Distribution terminal equipment

EC-SaaS

EC-PaaS

EC-IaaS

Network
cloud

Network
edge side

Network
terminal

Resource virtualization
Basic platform

Edge distribution device

Figure 1: )e architecture of Power Distribution Internet of
)ings.
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3.2. Nonlinear Load Harmonic Prediction Framework.
Based on the analysis of the network characteristics of the
current distribution network, we can see that the amount of
power distribution equipment is quantified, and the distri-
bution monitoring data is also high-dimensional. )is re-
quires efficient edge devices to realize data preprocessing
before uploading to the cloud, which can ensure real-time and
efficient analysis of power consumption behavior in the cloud,
so as to support the steady-state operation of the increasingly
large Internet of )ings. )is coincides with the analysis
concept of “cloud, edge, end” architecture of Power Distri-
bution Internet of )ings proposed in the previous content.

)e specific network model architecture of nonlinear
load harmonic prediction analysis framework is shown in
Figure 2. )e load forecasting model of Power Distribution
Internet of )ings is divided into three layers: distribution
Infrastructure layer on the terminal side, intelligent distri-
bution equipment layer on the edge side, and distribution
cloud master station.

Among them, the network terminal side of the Power
Distribution Internet of )ings includes the power con-
sumption equipment and monitoring equipment in the
distribution network, which mainly involves the collection
and transmission of sensing data and load data near the user
side. )e network edge side of Power Distribution Internet
of )ings is set as the edge network facilities of smart grid,
such as smart substation, which carries out centralized
preprocessing for the data uploaded by power terminal
equipment. )e cloud is the data center, which can carry out
large-scale load harmonic prediction and analysis in its
intelligent algorithm to support the steady-state operation of
an intelligent distribution network.

In order to better support the harmonic prediction of
nonlinear load in the distribution network, this article will
elaborate and analyze three mechanisms of distribution
network data transmission, data processing, and task
control:

(1) Data transmission mechanism: data transmission
mainly focuses on data acquisition and screening of
load forecasting. A large number of IoT sensing de-
vices are deployed in the power distribution IoT
system [30]. )erefore, these sensing devices can
transmit the temperature, humidity, weather condi-
tions, and other data to the edge power distribution
device to achieve multitime and multistate load data
recording. )e essence of an edge power distribution
device is an edge computing node, which not only
undertakes the function of collecting sensing data but
also can sense and classify the content of data. )e
edge power distribution device transmits the pro-
cessed data and the data that need to be transferred to
the cloud side to the distribution cloud master station
and realizes the task of big data storage and data
operation on the cloud side. At the same time, the
distribution cloudmaster station will also transmit the
historical data needed by the edge side calculation to
the edge power distribution device.

(2) Data processing mechanism: data processing mainly
studies the data processing of load forecasting in the
Power Distribution Internet of things under the
cloud side architecture. )e direct prediction of the
load at any time will cause the number of neurons in
the hidden layer to be too large, resulting in reduced
computation efficiency. )erefore, a short-term load
forecasting method based on deep learning is pro-
posed. In the edge computing environment, the data
processing tasks with low energy consumption and
high delay requirements are deployed on the edge
side of the Power Distribution Internet of )ings
(such as mathematical modeling of load electrical
characteristics), and the data processing tasks with
high energy consumption and low delay require-
ments are deployed on the cloud side of the main
station (such as load forecasting and analysis be-
havior). Based on the cloud edge collaborative
processing method, the computing tasks are dis-
tributed to the edge power distribution device, which
can not only reduce the data transmission but also
make the edge power distribution device closer to
renewable energy, which can achieve more efficient
and accurate load forecasting analysis.

(3) Task control mechanism: task control mainly focuses
on the scene of load forecasting task of edge power
distribution devices and distribution cloud master
station in the Power Distribution Internet of )ings.
By scheduling the load forecasting tasks, the delay
and power consumption of the forecasting system
can be reduced to improve the performance of the
forecasting system.

4. NonlinearLoadHarmonicPredictionMethod
Based on Deep Learning

In order to achieve high accuracy harmonic prediction for
user’s nonlinear load, firstly, based on the admittance matrix
model, the mathematical model of harmonic electrical
characteristics of nonlinear load is established at the edge
side. )en, based on the harmonic prediction architecture of
Power Distribution Internet of )ings, the deep learning
algorithm is used to achieve efficient prediction and analysis
of user’s load harmonic at the cloud side.

4.1. Modeling of Harmonic Electrical Characteristics of Edge
Side Nonlinear Load

4.1.1. Harmonic Characteristic Analysis of Nonlinear Load.
In order to study the harmonic generation of nonlinear loads
of household appliances, the data of 21 loads and 28 different
operation modes are measured, as shown in Table 1.

In order to classify the measured household loads, total
harmonic current distortion (ITHD) and rate of harmonic
decay (RHD) are used as the measurement indexes. )e
calculation formula of RHD is as follows:
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Ih �
I1

h
RH D

, (1)

where Ih is the h-th harmonic current amplitude; I1 is the
fundamental current amplitude; hRHD is the harmonic at-
tenuation rate of the h-th harmonic. Due to the variety and
irregularity of current waveforms of household nonlinear
load, this article obtains the RHD of each load based on the
measured data of load.

)e load of household appliances is further classified as
follows: (1) power electronic household load with single-
phase rectifier bridge (RHD is 0.32∼ 0.8, current waveform
is generally spike pulse shape); (2) the current waveform
does not have typical characteristics (RHD is 0.8∼1.2, the
current waveform does not have typical characteristics); (3)
the motor household load supplied by single-phase rectifier
bridge (RHD is 1.2∼ 2.73, current waveform is similar to
triangle wave). For multistate nonlinear load, each state can
be modeled according to the actual data.

4.1.2. Mathematical Model. Based on the above analysis, it
can be seen that different types of nonlinear household loads
have large differences, and it is difficult to model the
nonlinear load data by using the circuit model analysis
method because of the complex electrical structure and the
difficulty in unifying the parameters.

In the past, the constant current source model was used
to simplify the influence of the supply voltage on the load
harmonic current so that the spectrum of the harmonic
source cannot follow the change of the supply voltage.
)erefore, the harmonic load sensitive to the supply voltage
will produce large errors, especially the load of household
appliances with rectifier and inverter. )e higher the dis-
tortion rate of harmonic current is, the more serious the load
is affected by the distortion of the supply voltage. )erefore,
in order to accurately evaluate harmonics, a harmonic
coupled admittance matrix (HCAM) model is proposed,

which can consider the influence of supply voltage fluctu-
ation and harmonic distortion.

Compared with the traditional constant current source
model or Norton model, the HCAM model can reflect the
harmonic generation of load more accurately. )e specific
form of the HCAM model is shown in

Table 1: Harmonic characteristics of nonlinear load for residential
users.

Load ITHD/% RHD
Agricultural machinery washing 170 0.40
Washing machine 48 1.31
Drying of washing machine 81 0.61
Refrigerator insulation 23 1.49
Refrigerator refrigeration 21 1.49
Refrigerator defrosting 129 0.51
Air conditioning heating 88 0.91
Air conditioning insulation 21 1.48
Air conditioning refrigeration 26 1.91
Microwave oven rotation 11 2.14
Microwave oven heating 42 1.02
Bread machine 68 0.89
Router 171 0.39
Fluorescent lamp 81 0.66
LED light 71 0.64
CFL 92 0.71
TV set top box 139 0.53
Floor sweeping robot 131 0.51
Air cleaner 146 0.49
Air humidifier 139 0.55
Notebook computer 151 0.41
Desktop computer 43 0.87
Television 11 1.74
CRT TV 141 0.49
Plasma TV 4 2.61
Water purifier 16 1.71
Battery car charger 121 0.66
Treadmill 162 0.51

Network
terminal Network cloudNetwork edge

Edge distribution device II

Power
terminal Distribution cloud

master station

Perception 
data

Historical
data

Load data

Perception
data

Edge distribution device I

Data interaction

Figure 2: Nonlinear load harmonic prediction framework.
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(2)

where _Ii and _Vj are the phasor values of the i-th harmonic
current and the j-th harmonic voltage, respectively; Yij

represents the contribution of the j-th harmonic voltage to
the i-th harmonic current; i � 1, 2, . . . , H, j � 1, 2, . . . , H

and the highest harmonic is H.
HCAM model can accurately represent the harmonic

coupling characteristics of nonlinear load, but the structure
and parameters of the load equivalent circuit need to be
known for modeling. However, most uncertain load
equivalent circuit structures are complex and parameters are
unknown, so the model elements of the harmonic coupling
matrix can be estimated by using measured power con-
sumption data.

In the process of establishing the model, it is found that
because the Y matrix is the full rank matrix, and there are
many model elements and multiple collinearity, which leads
to matrix ill-conditioned phenomenon in the process of
solving element parameters. In order to overcome this
problem, based on the amplitude characteristics of matrix
elements, it is found that the coupling between harmonic
voltage and current with the same harmonic number and
adjacent ones is the strongest. )erefore, it is proposed to
consider only the first column elements of Y matrix, the
main diagonal elements, and the adjacent elements of the
same row of main diagonal elements, as shown in the fol-
lowing formula:
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.

(3)

Among them, the first column element is the interaction
between fundamental voltage and each harmonic current,
and the main diagonal element is the interaction between
each harmonic voltage and the same harmonic current or
two adjacent harmonic currents. Equation (3) can be further
divided into the effect of fundamental voltage and the effect

of each harmonic voltage. As shown in equation (4), it is the
proposed nonlinear load harmonic coupling dominant
component model.
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)e current source represents the interaction between
the fundamental voltage and the h-th harmonic current.
Using the measured voltage and current of load, the current
source and Ymatrix elements in the model are obtained. For
the fundamental parameters, by taking the load voltage and
current at multiple times, we can get the following results:
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where t1, t2, . . . , tm is the different voltage and current data
of m groups.

)e third harmonic parameters in the model can be
calculated according to
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)e calculation of the h′(5≤ h′ ≤ (H − 2))-th harmonic
parameter can be obtained by
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(7)

)e highest order harmonic parameters can be obtained
by

6 Scientific Programming



_IH t1( 

_IH t2( 

⋮
_IH tm( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

�

1 _V(H−2) t1(  _VH t1( 

1 _V(H−2) t2(  _VH t2( 

⋮ ⋮ ⋮

1 _V(H−2) tm(  _VH tm( 

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

·

_ISH

YH(H−2)

YH

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⇒ _IH � BHXH.

(8)

In combination with equations (5) to (8), the h-th
(1≤ h≤H) harmonic parameters are obtained by using the
least square method:

Xh � BhB
T
h 

− 1
B

T
h

_Ih. (9)

)e load harmonic current calculated by harmonic
coupling dominant component model can vary with the
fluctuation of supply voltage, and the influence of supply
voltage fluctuation and distortion on load harmonic
current is considered; Moreover, the HCAM model in-
tuitively reflects the coupling effect between harmonic
voltage and harmonic current and more accurately reflects
the harmonic generation characteristics of load, which
can be used for the aggregation analysis of harmonic
current when multiple harmonic source loads work
together.

At the same time, the constant powermodel of linear and
nonlinear load is established under the fundamental fre-
quency by using the multiplier principle.

In this article, the exponential model is used to calculate
the fundamental power, as shown in

P � P0
V

V0
 

np

,

s.t. np ≈
2 × Zp + 1 × Ip + 0 × Pp

Zp + Ip + Pp

,

(10)

where P is the load active power when the voltage is V; P0 is
the rated active power of the load; V0 is the rated voltage
amplitude of the system; Zp, Ip, andPp are the constant
parameter to be solved.

Considering the influence of harmonic voltage variation
and the coupling relationship between voltage and current
on power, based on the above harmonic model and equation
(10), the real-time harmonic power of residential load can be
obtained as follows:

Ph(t) � 
H

h�1
Uh(t)Ih(t)cos φh(t)( , Qh(t)

⎧⎨

⎩

� 
H

h�1
Uh(t)Ih(t)sin φh(t)( ,

(11)

where Uh(t), Ih(t), and φh(t), respectively, represent the h-
th harmonic voltage, harmonic current, and phase angle
difference between harmonic voltage and current of load at
time t and H represents the highest harmonic considered.

4.2. Nonlinear Load Harmonic Prediction Based on Deep
Learning in Cloud Side. Due to certain time series charac-
teristics of power consumption data in the distribution
network, in order to better mine the characteristics of
nonlinear load data in the distribution system, this article
uses the improved long-term and short-termmemory neural
network based on dynamic time warping to train and learn
the load electrical characteristics data in the cloud side of
Power Distribution Internet of )ings and then realizes
accurate and efficient nonlinear load harmonic prediction.

4.2.1. Dynamic Time Warping. Dynamic time warping
(DTW) is a method to measure the similarity of two time
series with different lengths [31]. DTW algorithm can ensure
that when a peak value of the curve moves forward for a
small period, it can still effectively find its similarity through
the extension of time dimension, thus reducing the number
of load forecasting models to be constructed.

Assume that the load electrical characteristic series of
two users are, respectively, X and Y, where X � x1, x2, . . . ,

xN}, Y � y1, y2, . . . , yN . Define the regular path matrixM
[24∗ 24], matrix element (m, n) represents the distance
between xm and yn, and the value of matrix element (m, n) is
d(xm, ym) � (xm − ym)2. )e total cost of dynamic regu-
larization between load series X and Y is as follows:

cp(X, Y) � 
K

k�1
d xmk

, ymk
 . (12)

Definition 1. Dynamic regularization path sequence
P � (p1, p2, . . . , pk), where pk � (mk, nk) and max(m, n)≤
K<m + n − 1.

Definition 2. Dynamic time warping distance of X and Y.

DTW(X, Y) � cp(X, Y), (13)

where P∗ � argmin cp(X, Y) takes the weekly average DTW
distance of two users as the clustering distance in the lower
clustering algorithm, then

DTW(X, Y) �
1
7



6

t�0
DTW Xt, Yt( , (14)

where Xt and Yt , respectively, represent the load curve of
the two users on day t.

Given a series of user daily load curvesX and the number
of clustersD, users are clustered into classD according to the
DTW distance of load curve, and class d, belonging function
Cd, and cluster center λd are obtained to minimize sum Sc

within the cluster.

Sc � 
D

d


x∈Cd

DTW X, λd( . (15)

)en, the same type of user data is pooled to establish a
unified load forecasting model, which is helpful to enhance
the generalization ability of the model and improve the
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accuracy of the forecasting model. )e specific steps of
pooling method are as follows: Firstly, the ID tag is added to
the user in the form of virtual variable; then the user data is
divided into training set R and test set T; finally, all the
training data are merged to build the training pool, and the
test pool is built through the same process.

4.2.2. Long-Term and Short-Term Memory Neural Network.
)e cloud side uses long-term and short-term memory
(LSTM) model to predict the user’s load for the new user
data set after preprocessing. )e internal structure of the
LSTM neural network is shown in Figure 3. In order to
establish time connection, LSTM defines and maintains an
internal memory unit state cell state Ct in the whole cycle,
and then updates, maintains, or deletes the information in
the cell state through three gate structures: forgetting gate ft,
input gate it, and output gate ot. )e forward calculation
process is as follows:

ft � σ Wf · ht−1, xt  + bf ,

it � σ Wi · ht−1, xt  + b( i,

Ct � tanh Wc · ht−1, xt  + bc( ,

Ct � ft · Ct−1 + it · Ct,

ot � σ Wo · ht−1, xt  + bo( ,

ht � ot · tanh Ct( ,

(16)

where Ct and Ct−1 represent the cell state of the current time
and the previous time, respectively, and Ct represents the
candidate state of the input; ft, it, and ot, respectively,
represent forgetting gate, input gate, and output gate; Wf,
Wi, Wc, Wo, bf, bi, bc, and bo represent Sigmoid and hy-
perbolic tangent activation functions, respectively. Firstly,
the coefficients of the forgetting gate, the input gate ht−1, and
the output gate xt are calculated by the above formula; and
the candidate states of the current neuron Ct are obtained by
the formula of the last hidden layer output ht−1 and the
current output xt; then, the proportion of the last hidden
layer output Ct−1 and the current hidden layer output Ct in
the current cell state is determined by the forgetting gate and
the input gate and the output value of the current hidden
layer ht is calculated by the formula.

)e harmonic prediction model based on LSTM is
trained by time backpropagation algorithm. )e error term
between the output value of each LSTM neuron and the real
value is calculated. According to the corresponding error
term, the gradient of each weight is calculated, and the
weight is updated by the gradient optimization algorithm.

Due to the periodicity of power load data, the historical
load data of the day before the load forecasting day, the week
before the load forecasting day, and the month before the
load forecasting day are weighted by a fully connected
network and then used as the training dataset T of LSTM
forecasting network.

In the test part, the test load curve is sent to the trained
LSTM network. Suppose that the load curve data set after
data cleaning is Ψ1, and the test households are listed in the

set D � d1, d2, . . . , dd . )en, we need to determine the
network configuration parameters of LSTM, using L and H
to represent the network depth (number of layers) and the
number of hidden units, respectively. )rough these pa-
rameters, the LSTM prediction network is initialized, and
the network configuration parameters are established, i.e.,
network depth L, number of hidden layers H, and batch size
C. )en, after the network is started, the program runs the
training iteration period until the network is well trained.

In each training cycle, the training data are randomly
selected from the training data pool and then input to the
feedforward neural network for network training. Each
training batch consists of two matrices with a fixed size,
namely, input matrix with C × I size and output matrix with
C × O size. )e time cost and iteration times of the training
process depend on the size of the feedback data sequence J,
the optimization method selected, the size of the network
(M, I), and the size of the training batch C. In order to
achieve a good balance between training efficiency and ef-
ficacy, the training batch size C is variable in the training
process.

)e specific flowchart of the distribution network
nonlinear load harmonic prediction method based on the
DTW-LSTM algorithm is shown in Figure 4.

5. Simulations and Results

In order to verify the feasibility and practicability of the
proposed method, the simulation hardware environment is
Lenovo Xiaoxin pro14, Intel Core i5 1135g7 four-core/eight-
thread processor, 16GB memory, NVIDIA Geforce mx450
independent graphics card; the software environment is
Chinese Windows 10, English Microsoft Visual Studio 2012.

In this article, Caffe deep learning framework is used to
test the open dataset of EUNITE network. EUNITE network
dataset is the real power load data with sampling interval of
15minutes, that is, 96 sampling points per day, a total of
28800 load points. )e sampling time was from August 1,
2016, to August 7, 2016. )e EUNITE network dataset is
divided into training sample set and test sample set in the
ratio of 3 :1.

Before the algorithm test, this article preprocesses the
load data to ensure the quality of the data, uses the mean

Tanh

Ct–1

ht–1

ft ft ot

xt

ht

Ct

ht

LSTM

C~t

σ

σ σ σ

Figure 3: Internal structure of LSTM neural network.
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value to make up the missing value, and judges the ab-
normal value. At the same time, in the process of training,
this article uses the Adam method to update the param-
eters. In order to prevent the model from overfitting, the
dropout value is set to 0.5. Set the value of the maximum
time step Nmax to 30.

5.1. Evaluation Index. Because the improved LSTM deep
learning network harmonic prediction model is essentially a
regression model, root mean square error (RMSE) andmean
absolute error (MAE) are selected as the performance
evaluation indexes based on the characteristics of the model.
Among them, RMSE and MAE indicators represent the
fitting deviation of the prediction model for the real pa-
rameter data, and the smaller the index value is, the more
accurate the fitting result is, which can provide error vi-
sualization based on percentage. )e calculation formula of
RMSE and MAE is as follows:

RMSE �
1
n

�����������



n

i�1
yi − yi( 

2




,

MAE �
1
n



n

i�1

yi − yi




yi

× 100%,

(17)

where n is the number of forecast points, yi is the real load
value of the i-th forecast point, and yi is the forecast value of
the i-th forecast point.

5.2. Analysis of Experimental Results

5.2.1. DTW-LSTM Network Model Parameter Analysis.
As an important parameter of the LSTM model, the value of
the learning rate has an important influence on the effect of
nonlinear load harmonic prediction. )erefore, it is nec-
essary to determine the learning rate parameters of deep
learning network model before load forecasting research and
analysis. In this article, the training sample set data are used
to optimize the learning rate parameters of the DTW-LSTM
model, and the test results are shown in Figures 5 and 6.

From Figures 5 and 6, we can see that when the learning
rate is 0.00015, the network jumps back and forth in the local
optimum, the loss function and the accuracy of the model
have obvious oscillation phenomenon, and the network
cannot reach convergence after the set 200 iterations. On the
contrary, when the learning rate is set to 0.0015, the network
convergence speed is slow, the loss value and accuracy are
not as good as when the learning rate is 0.015, the loss
function value convergence is about 0.1 higher than when
the learning rate is 0.015, and the model accuracy is reduced
by 0.085. Obviously, the learning rate of 0.015 is the best, and
the loss function converges to 0.168 when iterating to 23
times; the accuracy of the model converges to 0.964 after 23
iterations, and it is stable after 80 iterations, which can
ensure that the network convergence is more stable and the
convergence result is better.

5.2.2. Analysis of Harmonic Prediction Results. In order to
verify the feasibility and superiority of the prediction
method proposed in this article, [26], [27], and [29] are used
as comparative methods to train and predict the EUNITE
network dataset and the prediction accuracy of each method
is analyzed based on the model evaluation indexes RMSE
and MAE. Figure 7 shows the simulation results of different
methods on the EUNITE network dataset.

It can be seen from Figure 7 that the DTW-LSTM
prediction method proposed in this article has obvious
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Figure 5: Loss rate of different learning rates.
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Figure 4: Flowchart of nonlinear load forecasting method based on
deep learning network.
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advantages over the other three methods in prediction
performance. )e seven-day average RMSE index obtained
by this method is 5.84, which is 6.91, 10.06, and 22.53 higher
than that of [26], [27], and [29], respectively. At the same
time, the average value of MAE on the seventh day was
3.83%, and the maximum value of MAE on the sixth day was
4.87%, which was still within 5%. It is confirmed that the
performance of the DTW-LSTM method presented in this
article is stable in 7 consecutive days.

It should be noted that in the dataset used in this article,
6 and 7 days are weekend rest days, and the RMSE and Mae
values of the proposed method in these two days are sig-
nificantly different from those in the working days from
August 1 to 5; However, using the prediction method of [29]
to predict the nonlinear harmonics of rest days and working
days, the evaluation index values differ greatly, which shows
that the prediction method used in this article has good
generalization ability.

5.2.3. Operation Efficiency Analysis. In order to analyze the
efficiency of nonlinear harmonic load forecasting, the
training time and test time of nonlinear harmonic load
forecasting modeling are used as evaluation indexes to count
the training time and test time of nonlinear harmonic load.
)e results are shown in Table 2.

From Table 2, we can see that the training time and
running time of the proposed method for EUNITE Network
load dataset are 114.22 s and 51.43 s, respectively, which is
obviously faster than that of [26] and [27]. However, it is noted
that the processing time of the training process of the sample
dataset in [29] is 0.33 s shorter than that of the proposed
DTW-LSTM method, and the processing time of the non-
linear load harmonic prediction experiment of the EUNITE
network data set is 1.89 s longer than that of the proposed
method. At the same time, combined with the above com-
parison of the prediction accuracy of the two methods based
on the model evaluation indexes RMSE and Mae, it can be
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Figure 7: )e prediction results under different methods: (a) RMSE and (b) MAE.
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seen that the proposed method has obvious advantages in
terms of stability and generalization, although the processing
time is close to that of [29]. )erefore, our method is still
superior to the existing methods.

To sum up, compared with other methods, the proposed
nonlinear load harmonic prediction method based on Power
Distribution Internet of )ings architecture has better
performance in load harmonic prediction of distribution
system and has better load harmonic prediction results than
the existing methods under the premise of ensuring certain
processing efficiency.

6. Conclusion

In order to meet the demand of high accuracy and real-time
for nonlinear load harmonic prediction and analysis in the
distribution system, this article proposes a nonlinear load
harmonic prediction method based on the combination of
distribution Internet of things and deep learning network.
With the support of the architecture of Power Distribution
Internet of )ings based on nonlinear load harmonic
prediction, this method uses the harmonic coupling ad-
mittance matrix model based on measured data at the edge
of Power Distribution Internet of )ings to realize the
mathematical modeling of user side load data and solves
the modeling problems caused by complex electrical
structure and parameters; At the same time, the DTW-
LSTM algorithm is used to build the load harmonic pre-
diction and analysis model on the cloud side of the net-
work, which can effectively reduce the number of load
prediction models, ensure the strong generalization ability
of the prediction model, and realize the efficient analysis of
nonlinear load harmonic in the distribution system. Fi-
nally, based on the general dataset, the high-efficiency
performance of the proposed method for nonlinear load
harmonic prediction is verified, which proves that the
proposed method has obvious advantages in processing
accuracy and speed.

)ere are still a few data errors or data missing in the
existing historical load data, so future research direction
should focus on the nonlinear load harmonic prediction
analysis based on the blockchain technology in the Power
Distribution Internet of things under the scenario of data
uncertainty.
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With the increase in the number of tags, an efficient approach of tag identification is becoming an urgent need in Industrial
Internet of *ings (IIoT). However, the identification performance of existing Aloha-based anticollision schemes is limited when
the initial frame size is seriously mismatched with the actual tag population size. *e performance will degrade further when IIoT
is deployed in the error-prone channel environment. To optimize the identification performance of RFID system in an error-
prone channel environment, we propose an efficient early frame breaking strategy based anticollision algorithm (EFB-ACA) with
channel awareness. *e EFB-ACA divides the whole tag identification process into two phases: convergence phase and iden-
tification phase. *e function of convergence phase is to make the adjusted frame quickly converge to an appropriate size. *e
early frame breaking strategy is embedded in the convergence phase. Numerical results show that the proposed EFB-ACA
algorithm outperforms the other methods on efficiency and stability in the error-prone channel. In addition, EFB-ACA algorithm
also outperforms the other methods in the error-free channel.

1. Introduction

RFID is a key enabler of the Internet of*ings (IoT), playing
a crucial role in connecting low-/nonpowered devices to IoT
environments. EPC C1 Gen2 [1] is the standard UHF RFID
protocol devised to meet the demands and requirements of
such applications. An RFID reader can communicate with
hundreds of passive RFID tags within seconds, even at a
distance of several meters away from the tags. *e most
remarkable virtue of the Gen2 standard is its lightweight and
universality. Due to the shared nature of communication
channel, a passive RFID system requires a collision arbi-
tration protocol to serialize tag responses and mitigate
collisions between the tag responses.

Recently, there have been three types of collision arbi-
tration protocols to cope with tag identification, namely,
Aloha-based [2–5], query-tree-based [6–8], and tree-split-
ting-based [9, 10] protocols. In Aloha-based protocols, the
reader uses tag quantity estimation and frame size

adjustment strategies to identify tags. Specifically, the reader
sends a query command containing a parameter F (F denotes
the number of slots per frame) to allow the tags to return the
IDs. *e reader decodes the responses in each slot and
distinguishes their states: collision, empty, and singleton.
According to slot statistics in a frame, the reader can esti-
mate the cardinality of unread tags and update the new
frame for the next round. According to the analysis in
previous works, the maximal system throughput of Aloha-
based protocols is 0.368 [2–5]. In query-tree-based protocols
[6–8], the reader queries the tags through probe commands.
Each tag is required to be equipped with a prefix matching
circuit, and it will respond only when the tag ID matches the
prefix of the probe command. Once a collision is detected,
the reader will update the query prefix according to the
position of collision bits. *en, the reader uses the updated
prefixes to interrogate the tags until all of them are suc-
cessfully identified. In tree-splitting-based protocols, the
reader continues to group the colliding tags with a
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separation probability of 0.5, until a certain group contains
only one tag.

In existing Aloha-based anticollision algorithms, tag
population size estimation is a critical issue because it can help
the reader to achieve the maximum efficiency when the frame
size is the same as the tag population size. *e authors in
literature [11] utilized minimum distance to estimate the tag
population size and adjusted the frame size based on the
estimated tag cardinality. Schoute [12] concluded that the
unread tag population size should be approximately 2.39
times of the number of collision slots. Chen in [13] proposed a
feasible and easy-to-implement anticollision (FEIA) algo-
rithm. In FEIA algorithm, when the first slot is an empty slot,
the identification efficiency will be seriously constrained. *e
study in [14] firstly presented a subframe-based dynamic
frame slotted Aloha (SUBF-DFSA) algorithm, which intro-
duces a fixed early breaking scheme to tag identification
process. However, the error-prone channel is not considered
in above methods. Moreover, when the initial frame size is
mismatched with the actual number of tags, the identification
efficiency of these algorithms will be seriously affected.

Nowadays, RFID tags can be assembled almost any-
where. Considering environmental factors, RFID systems
may not be able to maintain highly reliable communications
[15]. *e signal quality of RFID systems will be affected by
the communication distance between the reader and tags
[16]. *e reader may not be able to successfully decode the
weak signal returned by the tag; and it will cause the wrong
statistical information of slot types in a frame [17]. Ac-
cordingly, the performance of anticollision algorithm will be
severely weakened. *erefore, when designing an anticol-
lision algorithm, the adaptability of the algorithm to the
channel environment should be considered.

To cope with the above challenges, we propose an effi-
cient early frame breaking strategy based anticollision al-
gorithm (EFB-ACA) with channel awareness. *e proposed
EFB-ACA divides the tag identification process into two
phases: convergence phase and identification phase; and
various collision ratios are applied to identification phase to
improve the identification efficiency. *e core contributions
of this paper can be summarized as follows:

(1) An efficient and channel-aware anticollision algo-
rithm is proposed. It can derive the actual number of
singleton slots and collision slots in each frame based
on the successful transmission possibility of iden-
tified tags, which indicates that EFB-ACA can be
utilized in a variety of channel environments.

(2) In our proposed EFB-ACA, the identification pro-
cess can be divided into convergence phase and
identification phase, where Bayesian estimation and
various average collision ratios are utilized to im-
prove the estimation accuracy of tag population
sizes.

(3) *is paper reviews the most appropriate break point
of the frame in detail. Our proposed approach makes
full use of the early breaking strategy. It can not only

accelerate the convergence of frame sizes but also
improve the stability of anticollision algorithm.

2. The Proposed Algorithm

In this section, we present the proposed algorithm in detail.
Table 1 summarizes the notations used in the paper.

Due to the uncertainty of the channel, a singleton slot
may be misjudged as a collision slot. *erefore, an error
resilient method is required to improve channel adaptability
of anticollision algorithms. EPC C1 Gen2 specifies the
communication link between a reader and tags. *e tags
respond by reflecting the electromagnetic wave from the
reader. Assume that the wavelength is λ and that the distance
between the reader and the tag is d. *e channel coefficients
of the downlink and uplink are defined as hd and hu, re-
spectively. Considering the large-scale fading, the downlink
attenuation |hd|2 can be expressed as

hd



2

�
λ

4πd
 

2

. (1)

*e uplink attenuation |hu|2 is equal to |hd|2 because the
distances are equal. Let η denote the tag reflection loss.
Assume that the transmitting power of the reader is defined
as Pt, and the receiving power can be written as

Pr � Pt hd



2η hu



2
. (2)

Let N denote the noise power, and the signal to inter-
ference plus noise ratio (SINR) can be calculated as

PSINR �
Pr

N
. (3)

Since the passive RFID system adopts PR-ASK modu-
lation, the bit error ratio (BER) can be expressed as

RBER �
1
2

erfc

�����
RSINR



2
 , (4)

where erfc() is the complementary error function. Consider
that the packet length is L, and the probability that a tag
response can be successfully decoded by the reader can be
expressed as

Pd � 1 − RBER( 
L
. (5)

Accordingly, the reader can estimate the distance away
from the tag based on the fixed transmitting power. When a
tag is identified successfully, the reader can obtain the
distance and calculate Pd. After identifying all tags, the
reader can obtain the average successful probability Pd. *e
actual number of singleton slots can be estimated as

S �
Sd

Pd

. (6)

*en, the actual number of collision slots can be esti-
mated as
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C � Cd −
1 − Pd( Sd

Pd

. (7)

Due to the estimation of channel quality, the proposed
algorithm can improve robustness and identification effi-
ciency over the previous work.

To accelerate convergence and improve estimation ac-
curacy, early breaking strategy and Bayesian estimation are
utilized in convergence phase. When the first m slots are
collision slots, the actual tag population size is probably
much larger than current frame size. *e following slots are
very likely to be collided. It can be viewed as current frame
size is seriously mismatched with the actual tag population
size. In this case, it is necessary to end the frame and adjust
the frame size in advance. If early breaking strategy is used,
the break point needs to be determined. *e tag population
size is a random variable N, which follows a discrete
probability distribution. *e number of tags in a subframe is
also a random variable Nsub. Due to randomness of a tag to
choose a slot, the relation between Nsub and N is

Nsub �
Msub

M
 N. (8)

*en, the total number of tags NE is written as

NE �
M

Msub
 Nsub, (9)

and E(NE) is the estimated tag population size, which is the
expected value of NE. D(NE) is the variance of NE. *e error
of expected value can be calculated as

ErrorE �
E NE(  − E(N)




E(N)
. (10)

*e error of variance is

ErrorD �
D NE(  − D(N)




D(N)
. (11)

Assume that the maximum error of variance is ε, and we
can have

ErrorD ≤ ε. (12)

*en, we can obtain

�����������

M
2
D Nsub( 

(1 + ε)D(N)



≤Msub ≤
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M
2
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. (13)

*erefore, given a probability distribution and ε, the
break points can be calculated. As Figure 1 shows, in the tag
identification process, the distribution of tag population size
is close to normal distribution. To obtain appropriate break
points, we choose the normal distribution N(M, (M/16)2)

as the distribution of N and set ε� 0.03. *en, the break
points shown in Table 2 can be derived.

At the breaking point of a frame, the distribution of tag
population size needs to be updated based on Bayesian
estimation. *e updating function is

P(N|E, S, C) �
P(N)P(E, S, C|N)

P(E, S, C)
, (14)

where P(N|E, S, C) is the updated distribution and P(N) is
the previous distribution. Conditional probability
P(E, S, C|N) can be calculated by

P(E, S, C|N) �
M!

E!S!C!
P(E)P(S|E)P(C|E, S). (15)

where P(E) is the probability of E empty slots; P(S|E) and
P(C|E, S) are the conditional probability of S successful slots
and C collision slots. P(E, S, C) can be considered as a
constant. It can be ignored during updating distribution.
When the distribution is updated, normalization should be
completed for the probability distribution. Since the iden-
tified tags are no longer involved in the following identifi-
cation process, P(N − S|E, S, C) will be the new probability
distribution P(N) of the random variable N in the next
frame. *e number of rest tags will be estimated as the
expected value E(N). We limit the maximum adjustment
multiple of frame sizes as 8 for the consideration of stability.

Since the frame sizes are restricted to the power of 2,
various tag population sizes may be matching with the same
frame size. *e corresponding relation between the number
of tags and optimal frame size is shown in Table 3.

Once the frame size is matching with the estimated tag
population size, the proposed algorithm will enter identi-
fication phase, where the frame size will almost match with
the tag population size all the time.*e aim of this phase is to
improve identification efficiency. In such phase, the early
breaking strategy is no longer utilized. For the sake of es-
timating the tag population size, it is needed to compute the
number of tags in a collision slot. *e average collision ratio
Rc can be calculated by

Rc �
1

Nmax − Nmin + 1( 


Nmax

N�Nmin

N − Ns

Mc

. (16)

where Nmax and Nmin are the maximum and minimum
number of tags corresponding to the current frame size. Ns
is the average successful tag population size, which is
written as

Ns � N 1 −
1

M
 

N− 1
. (17)

Table 1: Notations used in the paper.

Symbol Description
F Frame size
Fsub Subframe size
N Number of tags waiting to be identified
Nest Estimated number of remaining tags
E Number of empty slots in a frame
S Number of actual singleton slots in a frame
C Number of actual collision slots in a frame

Sd
Number of slots where the tag response is successfully

decoded in a frame

Cd
Number of slots where the tag response fails to be

decoded in a frame
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Mc is the expected collision slots, which can be obtained
by

Mc � M − Ns − M 1 −
1

M
 

N

. (18)

*en, the number of tags in the collision slot can be
derived. *erefore, the number of rest tags will be estimated
as Rc times of the actual collision slot population size C.
*en, the corresponding optimal size of the next frame will
be confirmed.

Tag identification process enters the convergence phase
first and transfers to identification phase when the frame size
becomes matching with number of rest tags. In the con-
vergence phase, early breaking method is utilized to accel-
erate the convergence process. At the check slot of each
frame, whether current frame size is matching with the
estimated tag population size or not will be examined. If not,
current frame will break and update the distribution of the
tag population size. *en, the reader launches a new round
with an appropriate frame size. If the current frame size is
matching with the estimated tag population size, the frame
will continue and enter identification phase at the end of the
frame.

In the identification phase, simple tag estimation is used
to improve the efficiency and reduce the complexity. After
each frame, the related information of the frame will be
recorded. According to the current frame size and the
number of collision slots, the number of rest tags will be
accurately estimated. *en the optimal frame size can be
determined. *e above procedures will be repeated until
there are no collisions.

3. Experimental Study

*is paper evaluates the performance of our proposed EFB-
ACA algorithm, SUBF-DFSA, ERE-ABS, DS-MAP, and LC-
DFSA in the error-prone channel. To maintain the con-
vergence, Monte Carlo method is used in the simulations
[18–21]. Figure 1 compares the convergence phase duration
of various algorithms in error-prone channel. Benefiting
from the early breaking strategy and Bayesian estimation
method, the proposed EFB-ACA can quickly pass the
convergence phase and choose an appropriate frame size.
Due to the fixed break points, the convergence speed of
SUBF-DFSA is slower than that of the proposed algorithm.
Because LC-DFSA andDS-MAP adjust the frame size only at
the end of each frame, they will consume more slots to
obtain an optimal frame size. As for ERE-ABS, it consumes
most number of slots to enter into identification phase,
resulting into the worst convergence speed among these
algorithms.

Figure 2 shows the efficiency in the identification phase
of various algorithms in the error-prone channel. *e initial
frame sizes of various algorithms are varied. *e proposed
algorithm estimates the number of rest tags by different
collided ratios, which leads to the accurate estimation result.
It has the highest identification efficiency among these al-
gorithms. *e other methods are affected by the error-prone
channel. *e efficiencies of ERE-ABS and LC-DFSA are
relatively less affected by initial frame size; and SUBF-DFSA
is relatively more affected by initial frame size. *e reason is
as follows. In an error-prone channel environment, an in-
appropriate frame size will cause a large difference between
the collision probability and the empty probability, leading
to inaccurate estimation results of tag cardinality.

Figure 3 presents the identification efficiency of different
algorithms in the error-prone channel. We can find that the
proposed algorithm can identify the same amount of tags
with the least slots. It fully utilizes early break scheme and

Table 3: Optimal frame sizes for various tag population sizes.

Tag population size Frame sizes
2–5 4
6–11 8
12–22 16
23–44 32
45–88 64
89–177 128
178–354 256
355–709 512
710–1419 1024

Table 2: Breaking point.

Frame size Subframe size
16 16
32 16
64 16
128 16
256 16
512 32
1024 32
2048 32
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Figure 1: Performance comparison of the convergence phase in
error-prone channel.
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Bayesian estimation. *en, it achieves the highest identifi-
cation efficiency in both convergence stage and identifica-
tion stage. However, for the other reference methods, the
inaccurate information of singleton and collision slots leads
to the estimation accuracy deterioration. *en, the identi-
fication efficiency will be affected.

Figure 4 presents the effect of different initial frame sizes
on the access efficiency in the error-prone channel. *e
number of tags is set as 1,000. As we can see from the results,
the proposed algorithm can achieve stable and high access
efficiency no matter the initial frame size is. *e efficiency is

not affected by the initial frame size because of the rea-
sonable early break scheme. When the initial frame size is
small, SUBF-DFSA can realize stable efficiency. However,
the stability will be worse as the initial frame size further
increases due to its fixed early points. Because the early break
method is not utilized in ERE-ABS and LC-DFSA, the initial
frame size greatly affects the identification efficiency; and
when the initial frame size is close to the number of tags, it
can achieve higher identification efficiency.

4. Conclusion

In order to improve tag identification efficiency and channel
adaptability of anticollision algorithms in RFID systems, a
Bayesian estimation and early break based anticollision al-
gorithm with channel awareness is proposed. We model the
communication links between the reader and tags and carry
out theoretical analysis of the proposed algorithm. *e
reader can estimate the link condition through the fixed
transmitting power. It helps to obtain the real slot status; and
the whole tag identification process is divided into two
stages: convergence stage and identification stage. *e main
purpose of convergence stage is to make the frame size
quickly converge to an appropriate value; and the tag
identification is mainly performed in identification stage.
Early break scheme and Bayesian estimation are applied to
the convergence stage to accelerate convergence and im-
prove the estimation accuracy. Different collided ratios are
used in the identification stage, which can improve the
identification efficiency. *rough our simulations, we can
find that the proposed algorithm outperforms the other
algorithms on both stages in the error-prone channel; and
the initial frame size has little effect on efficiency of the
proposed algorithm. Besides, even in the error-free channel,
the proposed algorithm can also outperform the other al-
gorithms. *e identification efficiency of the proposed
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Figure 3: Comparison of identification efficiency in error-prone
channel.
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algorithm can reach 0.36, which is close to the theoretical
optimal performance.
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(e construction of smart cities has promoted the process of urbanization and sustainable urban sprawl, which may accelerate
regional coordination by enhancing the spatial correlation among the cities. Firstly, this paper built the mechanism for the impact
of urban sprawl and smart city construction on regional coordination and adopted the corrected night light data as the index of
economic measurement, using the dynamic fixed effect spatial Dubin model to test theoretical mechanism. It is found that urban
sprawl has strongly promoted the regional coordination, which is especially obvious among the neighboring cities. However, the
construction of smart cities is not conducive to regional coordination, only when interacting with urban sprawl. (e results of
robustness check and endogenous treatment are consistent with the baseline regression. Further research shows that urban sprawl
restricts the positive effect of industrial agglomeration but could promote economic growth and regional coordination through
smart city construction. (e policy enlightenment lies in that smart city construction should be promoted, so as to improve
economic growth, and smart city network and urban sprawl should be synchronously promoted to accelerate
regional coordination.

1. Introduction

China’s economic development has achieved remarkable
achievements in the process of reform and opening up.
However, with the inflow of production factors to the east,
the difference among eastern coastal areas and inland areas is
gradually widening. More seriously, the location advantage
of the eastern area is still potential driving force for attracting
production factors (Liu [1]). Meanwhile, the level of ur-
banization has been rapidly improved, which has led to the
continuous expansion of the urban space, experiencing
rapid, discontinuous and low-density expansion (Liu et al.
[2]). (e research shows that China’s urban space increased
by 43.5% from the year of 2000 to 2010, and the land ex-
pansion was significantly faster than the improvement of
population, leading to the typical characteristics of in-
creasing urban population and decreasing population
density (Jiang and Xi [3]). Figure 1 shows the mutative trend

of urbanization rate and regional difference from 1978 to
2018. It could be found that the urbanization level increased
rapidly after 1998, while regional differences tended to be flat
around 1998, which shows obvious downtrend around
(2004).

(is paper focuses on the relationship between urban
sprawl and regional coordinated development based on the
impact of smart city construction. Smart cities are formed by
the continuous development and evolution of digital cities. It
is an inevitable stage for the level of urbanization rising to a
certain degree, which has become an important driving force
for the development of urbanization in China (Lv et al. [4]).
(e path of smart city construction is to improve human
resources, information infrastructure, and urban innovation
capabilities. (rough the widespread use of smart applica-
tion platforms, the government’s urban management ca-
pabilities and service levels could be improved, which could
connect different regions and promote the spread of urban
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space (Lu and Yang [5]). We try to explore how smart city
construction affects the process of urban sprawl, and the
impact of urban sprawl and smart city construction on
regional coordination.

(e remainder of the study is organized as follows.
Firstly, we intend to review the relevant literature on smart
city, urban sprawl, and regional coordination systematically.
Secondly, we explain the mechanism of how smart city
construction affects urban sprawl, which might promote
regional coordination. (irdly, based on the process of
modifying the urban night light data, we intend to measure
the level of urban sprawl combined with LandScan pop-
ulation dynamics statistics. Fourthly, we intend to use spatial
Durbin dynamic panel model with fixed effect for empirical
analysis, and urban surface roughness is used for endoge-
nous treatment. Finally, robustness test of the empirical
results is conducted, and we try to interpret the mechanism
between urban sprawl and regional coordination by medi-
ating effect test through dynamic industrial agglomeration.

2. Literature Review

With the rapid development of new generation of infor-
mation technology, the concept of smart city proposed by
IBM has become new idea for urban development. Smart
city construction has become an important driving force of
urbanization in China. It is required not only to solve
economic problems in the process of urban development,
but also to improve social, cultural, and environmental is-
sues in urban governance. Domestic and foreign research on
the evaluation index system of smart city construction
mainly focuses on the dimensions of network and other
infrastructure, economic development and industrial ad-
justment, social management and services, and value
guidance and realization (Xu et al. [6]). Chen et al. [7] found
that smart city is formed by key elements such as organi-
zation, technology, governance, policy environment, com-
munities, economy, infrastructure, and natural
environment. Smart city construction is required to provide
efficient governance and service systems, upgraded

industrial structure, and comfortable and superior living
environment (Chourabi et al. [8]; Alawadhi et al. [9]).

(e phenomenon that goes hand-in-hand with the
construction of smart cities is urban sprawl. Urban sprawl is
featured by dynamic evolution of urban spatial structure,
manifested by the feature of geographical space expansion
and population density decrease, making the urban structure
more decentralized and polycentric (Glaeser and Khan [10]).
Liu et al. [2] explained the causes of urban sprawl from the
perspective of market uncertainty. Due to spatial dispersion
of elements and decreasing level of industrial agglomeration,
urban sprawl may incur efficiency losses (Lee and Gordon,
[11]). (e literatures are also more inclined to support the
conclusion that urban sprawl may restrict the process of
production efficiency improvement or economic growth.
(e mechanism lies in the decline of industrial agglomer-
ation caused by sprawl, which intends to increase the cost of
“face-to-face” communication (Fallah et al. [12]; Farber and
Li [13]; Di Liddo [14]; Qin and Liu [15]). (erefore, the
positive effect of industrial agglomeration is weakened.
However, for cities with too large scale, which may lead to
uneconomic agglomeration, urban sprawl could reduce the
production cost and housing cost in turn, which is con-
ducive to economic or productivity improvement. In ad-
dition, some studies focused on public welfare, and
ecological environment under the influence of urban sprawl
(Sun and Wan [16]; Jiang [17]).

Since urban sprawl and smart city construction could
change the spatial distribution of elements and accelerate the
flow of elements, it could be inferred that the process at-
taches impact on regional coordination. (e literatures of
research on regional coordination have accumulated plen-
tiful achievement, among which different results are pre-
sented. In the early studies, it is intended to believe that there
is no convergence throughout the whole country, showing
conditional convergence, or club convergence (Lin and Liu
[18]; Xu and Li [19]). In recent years, it is more likely to agree
that there is stronger convergence across the country. (e
characteristics of club convergence are prominent due to the
development of urban agglomerations (Tan et al. [20]; He
and Chen [21]). However, few studies believe that there is no
obvious convergence in China, among which expansion of
differences exists (Shi and Ren [22]). With the application
and development of spatial methods, most studies need to
consider spatial spillover effects among the regions. It is
found that the regions showed stronger convergence trend
under the condition of spatial effect. Ignoring spatial effect
may even lead to diametrically opposite conclusions. In
addition, the research on regional productivity synergy
emerged in the latest years, with the increasing contribution
of total factor productivity on economic growth (Yu [23]).

(rough literature review, we find that smart city
construction is the type of upgraded urbanization, and how
could urban sprawl and smart city construction affect re-
gional coordinated development needs more evidence and
further explanation. (e following parts focus on the
mechanism about the impact of urban sprawl and smart city
construction on regional economic coordination, and the
empirical test based on the city-level data.
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Figure 1: (e evolution trend of urbanization rate and regional
differences from 1978 to 2018.
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3. Mechanism Model

(e theoretical model on the impact of urban sprawl on
economic convergence is built based on the neoclassical
growth model, which is expanded by the model of Mankiw
et al. [24] and López et al. [25]. Firstly, the simple economic
growth model could be expressed as

Y(it) � A(it)K(it)
τk H(it)

τh L(it)
1− τk− τh , (1)

in which τk and τh indicate the share of physical capital and
human capital, respectively. (ere is spatial spillover effect
on the economic growth of cities and neighboring spatial
units, and there are centripetal force and centrifugal force
featured by nonlinear change among the cities, which could
affect the spatial balance. We assume that technology A(it)
with shared characteristics depends on the technology level
of the cities and neighboring areas, and as the scale of
neighboring cities expands, the spillover effect presents a
nonlinear change among the cities. It could be expressed as

A(it) � Δit k
τk

ρith
τh

ρit 
sc

, (2)

in which Δit indicates the exogenous parameters, and kρit
and hρit indicate the unit physical capital and human capital
of adjacent spatial areas, respectively. Sc indicates the spatial
spillover effect, in which s represents the level of urban
sprawl, and c indicates the level of urban intelligence. Both
sizes are between (0, 1). We can derive model (3) by putting
(2) into (1), which is expressed as

y(it) � Δitk(it)
τk h(it)

τh k
τk

ρith
τh

ρit 
sc

. (3)

According to the equilibrium of the neoclassical growth
model, we derive the following formulas (4) and (5):

gk �
_k

k
� skk

− 1− τk( )h
τh k

scτk

ρ h
scτh

ρ − (n + g + δ), (4)

gh �
_h

h
� shk

τk h
− 1− τh( )k

scτk

ρ h
scτh

ρ − (n + g + δ), (5)

in which n indicates the population growth rate, and g

indicates technological progress. sk and sh indicate the
output share of physical capital and human capital, re-
spectively, and δ indicates the capital depreciation rate.
When _k(t) and _h(t) are equal to zero, and the hypothesis of
τk+ τh< 1 is satisfied simultaneously, the steady-state capital
stock k∗ and h∗ could be deduced as

k
∗

�
s
1− τh

k s
τh

h k
sc 1− τh( )
ρ h

srτh
ρ

n + g + δ
⎛⎝ ⎞⎠

1/ 1− τk− τh( )

,

h
∗

�
s
τk

k s
1− τk( )

h k
scτk
ρ h

sc 1− τk( )
ρ

n + g + δ
⎛⎝ ⎞⎠

1/ 1− τk− τh( )

,

(6)

and formula (7) could be derived, combining with formula
(3):

y
∗

�
s
τk

k s
τh

h k
scτk
ρ h

scτh
ρ

(n + g + δ)τk+τh

⎛⎝ ⎞⎠

1/ 1− τk− τh( )

. (7)

It is derived that the per capita output that reaches the
long-term equilibrium state is related not only to the share of
capital gains, but also to the share of capital in neighboring
units and sc which is used to measure the impact of the size
of neighboring cities. According to the neoclassical growth
model, the relationship between actual average output and
steady-state output could be expressed as

d ln(y(it))

dt
� λ ln y

∗
(it)(  − ln(y(it)) , (8)

in which λ � (n + g + δ)(1 − τk − τh).
(e economic growth equation could be expressed as

formula (9), which is Taylor expansion of formula (8):

ln(y(it)) − ln(y(0)) � ε −
1 − e

− λt
 s

c

1 − τk − τh

ln y(0) +
1 − e

− λt
 s

c

1 − τk − τh

yρ(0) + s
c
gyρ

+
1 − e

− λt
 

1 − τk − τh

τk ln sk + ln(n + g + δ)(  

+ τh ln sh + ln(n + g + δ)( ,

(9)

in which ε � (1 + sc)g − (1 − e− βt)(1 − sc/1 − τk − τh)

(ln Δ0 + gt).
According to (1 − e− λt)sc/1 − τk − τh in formula (9), we

could draw the proposition that the convergence trend could
be strengthened together by urban sprawl and the smart city
construction.

4. Data, Indicator, and Modeling

4.1. Data. Gross domestic product (GDP) is an important
indicator that is used to measure economic development or
growth. However, the biggest limitation lies in the statistical
comparison among the regions. In addition, local officials
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may have strong incentives to falsify data under China’s
administrative assessment system linked to GDP. (us,
some research began to use the global night light data re-
leased by the National Oceanic and Atmospheric Admin-
istration (NOAA), in order to achieve the comparability and
reflect the level of economic development (Henderson et al.
[26]). NOAA has published data from 1992 to 2013, in-
cluding the satellites of F10, F12, F14, F15, F16, and F18,
forming a total of 34 images, as well as thirty-four data
images. (e spatial light resolution is 30 seconds, and the
gray value interval is (0, 63). (e data needs to be corrected
since the original night lights are not stable, and there are
two sets of satellite observation data in some years. We take
the average value when there are different satellite obser-
vations, and we uniformly set the value as zero when the
satellite DN observation value is zero in any year, attributed
to the abnormal fluctuation of light.

Due to the large instability of night light data, there are
two sets of light data in individual years.(e data needs to be
corrected concerning the aging and switching of observing
satellites may reduce the comparability of data in different
years.

4.1.1. Baseline Correction. Since the light data is observed by
multiple groups of satellites, it is necessary to set reference
point for mutual correction. We take the city of Hegang in
Heilongjiang province as the reference area and take the data
of F18 satellite as the benchmark. (e correction model is
expressed as

SPi � 0.5∗ LPi − HPi(  + 0.5. (10)

(e values of a, b, and c could be simulated by equation
(10), in which DNHG, F18-2013 represents the Hegang grid
value observed by the F18 satellite in 2013, while DNHG, F-T
indicates Hegang grid values observed by different satellites
in other years. (rough the equation, thirty-three estimated
values of a, b, and c could be obtained, to bring the estimated
values a, b, and c into function (11) composed by the in-
dependent variables of the F18 observations of different
cities in 2013, so as to obtain the corrected light values.

4.1.2. Outlier Value Handling. Since there are two sets of
satellite observations in specific year, it could be treated by
taking averaging value. In addition, the value is set as zero if
the DN value is zero, even if another group of observing
satellites shows nonzero value. (e reason lies in that an-
other set of nonzero value might be caused by abnormal
fluctuations.

4.2. Indicator

4.2.1. Urban Sprawl Indicator. Referring to the method of
Fallah et al. [27], the index for measuring urban sprawl is set
as follows:

SPi � 0.5∗ LPi − HPi(  + 0.5, (11)

in which LPi is the ratio of population density, which is lower
than the national average density, while HPi represents the
ratio of the population density that is higher than the na-
tional average density. However, it is necessary to concern
land expansion since urban sprawl is reflected not only in
population expansion, especially under the background that
the land urbanization is faster than population urbanization
in China. (us, we further modify the urban sprawl index as
follows, referring to Qin and Liu [15]:

SAi � 0.5∗ LAi − HAi(  + 0.5, (12)

in which LAi is the ratio of land density, which is lower than
the national average density, while HAi represents the ratio
of the land density that is higher than the national average
density. (e new indicators for urban sprawl could be
further synthesized based on equations (11) and (12):

Sprawli �
��������
SPi ∗ SAi


. (13)

(e urban sprawl value interval constructed by equation
(13) is (0, 1), and the closer the value to 1, the higher the
sprawl level. LandScan global population dynamics statistics
provide valuable dataset for obtaining the population dis-
tribution since there is no detailed domestic population data
in the cities. In addition, we integrated the two databases of
night light data and LandScan global population dynamics
data, so as to extract grids with DN value greater than 10 and
population density greater than 1000 people/km2.

4.2.2. Dynamic Industrial Agglomeration. We incorporate
the urban geographic area into the construction of ag-
glomeration index, in order to reflect the impact of urban
sprawl. In addition, the level of industrial agglomeration
should also be reflected in the process of firms’ entering or
exiting, since the research is usually limited to the stock level
when constructing industrial agglomeration indicators. (e
industrial agglomeration index is built as follows.

Step 1. Taking the firms f in different industries added up to
the city-industry level from three dimensions of labor,
capital, and output and then divided by geographic area so as
to obtain the spatial intensity in city-industry dimensions,
the formula could be formed as

decit � 
f

employmentfcit

areact

,

dacit � 
f

assetfcit

areact

,

docit � 
f

outputfcit

areact

,

(14)

in which c represents the city, and i is the urban industry.
decit, dacit, docit indicate employment, asset, and output,
respectively.
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Step 2. To integrate the process of firms’ entry and exit into
the index, we use (1 + pcit) as the weight to add up the spatial
intensity of the previous year, in which pcit is the net increase
share of industry i. (e formula could be formed as

adecit � 1 + pcitl( ∗ decit− 1,

adacit � 1 + pcita( ∗ dacit− 1, and,

adocit � 1 + pcito( ∗ docit− 1,

(15)

in which pcitl, pcita and pcito indicate the net increase share of
employment, asset, and output, respectively.

Step 3. To calculate the share of industry i in city c in
different dimensions, the final industrial dynamic agglom-
eration index in three dimensions could be obtained as

density adlct � 
i

adacit ∗ slcit,

density adact � 
i

adacit ∗ sacit, and,

density adoct � 
i

adocit ∗ socit,

(16)

in which slcit, sacit and socit indicate the total share of em-
ployment, asset, and output, respectively.

In addition to the database of night light data and
LandScan global population dynamics data, China industrial
enterprise database and China City Statistical Yearbook are
used to calculate the indicator.

4.3. Spatial Estimation Model. (ere are spatial correlations
among neighboring regions according to the “First Law of
Geography,” and ignoring spatial factors may lead to de-
viations in empirical results. We use Moran index to test the
spatial correlation of cities, and Table 1 gives the results of
estimation. It could be found that there is positive spatial
correlation among the cities from 2000 to 2013.

In general, we intend to measure regional coordination
from the perspective of spatial convergence. We rejected the
hypothesis that the spatial Durbin model could be simplified
to spatial lag model or spatial error model by LR test.
(erefore, the spatial Dubin fixed effects model is used as the
baseline regression equation combined with Hausmann test.
(e equation is formed as

Lnltit − Lnltit− 1 � λWn Lnltit − Lnltit− 1(  + cLnltit− 1 + βLnsprawlit + θWn ∗ Lnsprawlit + cLnXit + ηWnLnXit + μi + ζt + ξit,

(17)

in which Lnltit is indicated as night light data, Lnspawlit is
used to represent urban sprawl, and Xit are other control
variables. μi and ζt represent the fixed effects of cities and
time, and εit is random error term. Particularly, Wn could
be separated into three dimensions of weight matrix,
including space weight matrix of adjacency space, physical
distance, and economic distance. (e construction of the
adjacent space weight matrix is related to whether the
cities are adjacent to each other. If two cities are adjacent
to each other, the weight is assigned to 1, or it is 0. Al-
though the adjacent space weight matrix has been widely
used in spatial econometric analysis, the assumption that
there is no correlation among nonadjacent cities is rather
not reasonable. (erefore, this paper takes the reciprocal
of the shortest road distance between the two cities as the
weight of the spatial matrix, so as to further measure the
location relationship among the cities. (e formula could
be written as wd

ij � 1/dij. It is worth noting that the space
weight matrix of physical distance ignored the economic
connection among the cities. (e spatial connection
among the cities is not only related to distance or whether
they are adjacent, but also related to the economic ties.
(e space weight matrix of economic distance could be
written as

w
e
ij � w

d
ijdiag

Y1

Y
,
Y2

Y
, . . . ,

Yn

Y
 , (18)

in which wd
ij is the space weight matrix of physical distance,

and Yi is the average value of city lights, which could be
written as Yi

−

� 1/(Tmax − Tmin + 1) 
Tmax
Tmin

Yi. Y is the unique
average value of city lights, which could be written as
Y � 1/n(Tmax − Tmin + 1) 

n
i�1 

Tmax
Tmin

Yi.
Xit indicates the other control variables that affect

economic coordination, such as savings rate. We take the
compound expression of (n +g+ d) as the control variable
according to (Yu [23]), in which n represents the population
growth rate, g represents technological progress rate, and d
represents depreciation rate. (e calculation method of
technological progress rate and depreciation rate is reported
in Appendix. In addition, according to Xie and Wang [28],
the construction of road infrastructure could influence the
spatial distribution of firms, and the interdistrict trans-
portation infrastructure connecting cities could promote the
flow of production factors among the regions, thus pro-
moting the coordinated development of regions. So, we take
paved road area per capita to measure the level of road
infrastructure. Meanwhile, due to the research of Yuan and
Zhu [29], smart city is evaluated from three dimensions of
information, human capital, and urban innovation activity.
Limited to data availability, we take telecom business income
as the index of cities’ promotion of information technology
and take the number of college students per ten thousand
population to evaluate the level of human capital. In ad-
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dition, Kou and Liu released the report of China’s urban and
industrial innovation, so that we could adopt the data to
measure the level of urban innovation. (e interactive items
of three indicators are built to evaluate the construction of
smart cities. Table 2 shows the statistical description of
related variables.

5. Empirical Test

5.1. Baseline Regression Results. Table 3 presents the baseline
results on how urban sprawl affects economic coordination,
where Lnltit− 1 (Impact) is used to indicate the variable of
Lnltit− 1 after introducing control variables. (e result shows
that the value of the coefficient Lnltit− 1 (Impact) increased
significantly after introducing the variable of sprawl, indi-
cating that the process of urban sprawl is beneficial to re-
gional coordination. In addition, the value of Lnltit− 1
coefficient is the largest corresponding to the adjacent space
weight matrix, indicating that the economic synergy among
adjacent cities is stronger. Furthermore, the value of the
coefficient Lnltit− 1 corresponding to the adjacent space
weight matrix showed most obvious change under the
impact of urban sprawl, reflecting more significant con-
vergence among neighboring cities. However, the corre-
sponding W ∗ Lnsprawlit coefficient is significantly negative,
indicating that the spatial spread of neighboring cities is not
conducive to their own growth, which shows vicious
competitive relationship.

5.2. Regression Results Based on Smart City Construction.
Table 4 shows the regression result based on smart city
construction. We adopt the variable of Lnsmartit to indicate
smart city construction, which is the interactive items of
Lninformation, Lnlabor, and Lninnovation. In addition, the
result is reported under the condition of space weight matrix
of economic distance. Different from the baseline result, the
absolute value of coefficient Lnltit− 1 shows decreasing trend
after considering the influence of smart city construction,
indicating that smart city construction is not conducive to
promotion of economic coordination. However, smart city
construction could promote regional economic growth due
to the positive coefficient of Lnsmartit. (e interaction terms
of urban sprawl and smart city construction are introduced
to test the interactive effect. (e result shows that the ab-
solute value of coefficient Lnltit− 1 has been greatly improved
after introducing the interactive item. In addition, the
negative coefficient of Lnsprawlit and positive coefficient of

Lninteractionit indicate that urban sprawl is not conducive
to regional economic growth but shows positive effect
through the interaction with smart city construction. (e
comparison among the results suggests that the conditions
of interaction between urban sprawl and smart city con-
struction could promote regional coordination, and the
process of smart city construction could reduce the negative
effect on economic growth, which is consistent with theo-
retical mechanism. Moreover, vicious competitive rela-
tionship still exists due to the negative value of W ∗
Lninteractionit.

5.3. Robustness Test. Suburbanization index is used to test
the robustness of empirical results according to Liu et al. [2].
(e method of suburbanization index is measured by the
proportion of the population, which is three kilometers away
from downtown.(is paper takes night light data to identify
the city center and delimits the three-kilometer range.
Meanwhile, Landscan dataset is used to extract areas that
include the lighting threshold and population density at the
same time, so as to measure the level of suburbanization.
Table 5 presents the robustness test, which shows no dif-
ferent conclusion from baseline result. (e result suggests
that the suburbanization could promote regional coordi-
nation. What needs to be emphasized is the negative effect
on economic growth, which is more significant for subur-
banization. (e reason lies in that the calculation method of
suburbanization emphasizes the expansion of land or
population, especially excluding areas within three kilo-
meters of the city center. However, smart city construction
reduced the negative effect on economic growth and could
impact positive effect on regional coordination.

5.4. Endogenous Processing. Although the spatial model
could reduce the endogenous error by introducing spatial
weight matrix, the generalized spatial two-stage least square
method is used to deal with the endogenous term in order to
avoid the deviation caused by the possible mutual influence
between urban sprawl and economic growth. According to
Burchfield et al. [30], in the areas with more uneven terrain,
the difficulty of spatial expansion is increasing.(erefore, we
use the reciprocal of urban surface roughness as an in-
strumental variable for urban sprawl. (e surface roughness
is obtained from the national urban digital elevation data,
and the urban surface raster is extracted by Arc GIS software.
(e urban surface roughness could be obtained by

Table 1: Spatial correlation test.

year Moran’s I value year Moran’s I value
2000 0.312∗∗∗ (6.021) 2007 0.232∗∗∗ (8.066)
2001 0.211∗∗∗ (8.921) 2008 0.215∗∗ (2.014)
2002 0.212∗∗∗ (7.321) 2009 0.202∗∗∗(5.054)
2003 0.243∗∗∗ (2.832) 2010 0.205∗∗∗ (2.811)
2004 0.258∗∗∗ (6.031) 2011 0.208∗∗∗ (5.587)
2005 0.206∗∗∗ (7.067) 2012 0.366∗∗∗ (9.054)
2006 0.218∗∗∗ (7.954) 2013 0.404∗∗∗ (9.065)
∗∗∗, ∗∗ , and ∗∗ indicate significance at the 1%, 5%, and 10% level. Z values are reported in parentheses.
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measuring the standard deviation of the surface slope.
Meanwhile, we take one period lagged smart city con-
struction to reduce the endogenous error. Table 6 represents
the endogenous processing result, suggesting that the

economic coordination under the effect of urban surface
roughness is more obvious compared with the coefficient of
Lnsprawlit. In addition, the interaction between urban
sprawl and smart city construction is conducive to economic

Table 2: Statistical description of related variables.

Variables Sample size Mean value Minimum value Maximum value Standard deviation
Lnlt 3696 1.669 − 1.790 4.781 1.172
Lnsprawl 3696 − 0.856 − 1.649 − 0.268 0.219
Lnagg 3696 5.360 0.018 10.450 1.358
Lnngd 3696 − 1.890 − 7.142 − 0.168 0.735
Lns 3696 − 0.595 − 1.115 − 0.199 0.215
Lnroad 3696 1.961 − 1.966 4.686 0.642
Lninformation 3696 12.289 10.044 15.554 0.845
Lnlabor 3696 − 4.017 − 6.986 − 1.476 1.059
Lninnovation 3696 − 0.733 − 4.605 6.503 1.811

Table 3: Effect of urban sprawl on economic coordination.

Matrix
classification OLS Adjacent space weight

matrix
Space weight matrix of physical

distance
Space weight matrix of economic

distance

Lnltit− 1
− 0.014∗∗ ∗

(− 4.31) − 0.072∗∗ ∗ (− 8.60) − 0.067∗∗ ∗ (− 7.62) − 0.063∗∗ ∗ (− 7.59)

Lnltit− 1 (impact) − 0.013∗∗ ∗
(− 3.85) − 0.076∗∗ ∗ (− 7.96) − 0.070∗∗ ∗ (− 5.79) − 0.065∗∗ ∗ (− 7.27)

Lnsprawlit 0.023∗∗ ∗ (6.42) 0.012∗ (1.88) 0.008 (1.19) 0.002 (0.34)
Lnsit 0.013 (1.58) 0.002∗∗ (2.52) 0.002∗∗ (2.54) 0.002∗∗ ∗ (2.91)
Ln (n+g+ d)it 0.004∗∗ ∗ (4.09) 0.019∗∗ (2.25) − 0.009 (− 0.95) 0.004 (0.72)
W ∗ Lnsprawlit − 0.022∗∗ (− 2.04) − 0.014 (− 1.13) 0.046∗∗ (2.48)
W ∗ Lnsit 0.002 (1.51) 0.002 (1.19) − 0.001 (− 0.26)
W ∗ Ln
(n+g+ d)it

− 0.021∗∗ (− 2.07) 0.013 (1.04) 0.084∗∗ ∗ (5.21)

Fixed effects Yes Yes Yes Yes
λ 0.553∗∗ ∗ (24.59) 0.604∗∗ ∗ (26.28) 0.145∗∗ ∗ (3.67)
R2 0.229 0.706 0.691 0.611
Observations 3696 3696 3696 3696
∗∗ ∗ , ∗∗ , and ∗ indicate significance at the 1%, 5%, and 10% level. Z values are reported in parentheses.

Table 4: Effect of smart city construction on economic coordination.

Variable Impact of smart city Impact of urban sprawl Impact of interaction
Lnltit− 1 − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59)
Lnltit− 1 (impact) − 0.062∗∗ ∗ (− 7.56) − 0.065∗∗ ∗ (− 7.27) − 0.066∗∗ ∗ (− 7.38)
Lnsmartit 0.001∗ (1.78) 0.002 (1.54)
Lnsprawlit − 0.002 (− 0.34) − 0.004∗ (− 1.91)
Lninteractionit 0.0006∗ (1.72)
W ∗ Lnsmartit − 0.0007∗∗ (− 2.31) − 0.001∗ (− 1.68)
W ∗ Lnsprawlit 0.046∗∗ (2.48) -0.015 (− 0.66)
W ∗ Lninteractionit − 0.0002∗∗ ∗ (− 3.21)
Control variable Yes Yes Yes
Fixed effects Yes Yes Yes
Λ 0.156∗∗ ∗ (4.56) 0.145∗∗ ∗ (3.67) 0.136∗∗ ∗ (2.67)
R2 0.702 0.611 0.543
Observations 3696 3696 3696
∗∗ ∗ , ∗∗ , and ∗indicate significance at the 1%, 5%, and 10% level. Z values are reported in parentheses.
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growth, as well as coordination, which is consistent with
baseline result.

6. Further Research

Some studies have shown that urban sprawl tends to restrict
economic growth through changing the level of industrial
agglomeration but ignored the effect of construction of
smart city (Liangfeng and Li, [31]). According to the studies,
urban sprawl weakened the effect of industrial

agglomeration by expanding the scope of space. However, it
could be expected that smart city construction could reduce
the negative effect of space expansion. We incorporate the
geographic change into the construction of agglomeration
index, in order to reflect the impact of urban sprawl. We
introduce the variables and interactive items to test the
interactive effect of industrial agglomeration, urban sprawl,
and smart city construction on regional coordination. (e
benchmark model is revised to the following equation:

Lnltit − Lnltit− 1 � λWn Lnltit − Lnltit− 1(  + cLnltit− 1 + βLnsprawlit + κLnaggit + φLnsprawlit ∗ Lnaggit + μi + ζt + ξit. (19)

(e result presented in Table 7 shows that the absolute
value of Lnltit− 1 has been reduced to a certain extent, when
introducing the impact of the dynamic industrial agglom-
eration. It implies that the regions with higher economies are
more attractive to the industrial inflows. In addition, the
smart city construction tends to widen the gap among the
regions. (e reasonable explanation lies in that smart city
construction could accelerate the flow of factors and attract

high quality resources in more developed areas. Meanwhile,
the interaction term of Lnsprawlit∗ Lnaggit is negative, in-
dicating that the sprawling urban structure weakens the
industrial agglomeration effect, which also has attached
negative impact on economic growth. (e reason lies in that
the mismatch between the land supply and factors inflow in
the eastern and central western cities has provided rea-
sonable explanation for the result (Lu et al. [32]). (e faster

Table 5: Robustness test.

Variable Impact of smart city Impact of suburbanization Impact of interaction
Lnltit− 1 − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59)
Lnltit− 1 (impact) − 0.062∗∗ ∗ (− 7.56) − 0.065∗∗ ∗ (− 7.27) − 0.068∗∗ ∗ (− 5.76)
Lnsmartit 0.001∗ (1.78) 0.001∗∗ (1.88)
Lnsuburbanizationit − 0.013∗∗ ∗ (− 3.62) − 0.011∗∗ ∗ (− 2.91)
Lninteractionit 0.006∗ (1.73)
W ∗ Lnsmartit − 0.0007∗∗ (− 2.31) − 0.003 (− 1.09)
W ∗ Lnsuburbanizationit − 0.013 (− 1.32) − 0.009∗∗ (− 2.04)
W ∗ Lninteractionit − 0.003 (− 1.26)
Control variable Yes Yes Yes
Fixed effects Yes Yes Yes
Λ 0.107∗∗ ∗ (2.89) 0.113∗∗ ∗ (2.87) 0.116∗∗ (2.12)
R2 0.609 0.612 0.601
Observations 3696 3696 3696
∗∗ ∗ , ∗∗ , and ∗indicate significance at the 1%, 5%, and 10% level. Z values are reported in parentheses.

Table 6: Endogenous processing result.

Variable Impact of smart city Impact of urban sprawl Impact of interaction
Lnltit− 1 − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59)
Lnltit− 1 (impact) − 0.060∗∗ ∗ (− 8.45) − 0.064∗∗ ∗ (− 7.37) − 0.065∗∗ ∗ (− 7.16)
Lnsmartit− 1 0.001∗∗ (2.36) 0.001∗ (1.91)
Lnroughnessit 0.003∗ (1.83) − 0.002 (− 1.21)
Lninteractionit 0.011∗ (1.66)
W ∗ Lnsmartit− 1 − 0.001∗∗ (− 2.32) − 0.001 (0.75)
W ∗ Lnroughnessit − 0.007∗∗ (− 2.28) − 0.004∗ (− 1.66)
W ∗ Lninteractionit − 0.008∗∗ (− 2.21)
Control variable Yes Yes Yes
Fixed effects Yes Yes Yes
λ 0.145∗∗ ∗ (4.42) 0.145∗∗ ∗ (3.67) 0.142∗∗ ∗ (2.67)
R2 0.609 0.611 0.610
Observations 3696 3696 3696
∗∗ ∗ , ∗∗ , and ∗indicate significance at the 1%, 5%, and 10% level. Z values are reported in parentheses.
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Table 7: Mediation effect test from dynamic industrial agglomeration.

Variable Impact of industrial
agglomeration

Interaction effect of smart city
construction and agglomeration

Interaction effect of urban
sprawl and agglomeration

Interaction effect of
triple factors

Lnltit− 1 − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59) − 0.063∗∗ ∗ (− 7.59)
Lnltit− 1 (impact) − 0.062∗∗ ∗ (− 6.09) − 0.061∗∗ ∗ (− 4.92) − 0.062∗∗ ∗ (− 4.06) − 0.064∗∗ ∗ (− 3.98)
Lnaggit 0.002∗∗ (2.37) 0.001 (1.50) 0.001 (1.37) 0.001 (1.10)
Lnsmartit 0.001∗ (1.71) 0.001 (1.22)
Lnsprawlit − 0.004∗ (− 1.91) − 0.002 (− 1.54)
Lninteractionit 0.0006∗ (1.82) − 0.007 (− 1.06) 0.0003∗ (1.75)
W ∗ Lnaggit − 0.002 (− 1.28) − 0.001 (− 1.58) − 0.001 (− 1.51) − 0.001∗ (− 1.83)
W ∗ Lnsmartit − 0.001∗∗ (− 1.98) 0.001∗ (1.66)
W ∗ Lnsprawlit 0.001 (1.09) 0.001∗ (1.66)
W ∗
Lninteractionit

− 0.0004 (− 0.87) 0.0001∗∗ (2.21) 0.0001∗ (1.77)

Control variable Yes Yes Yes Yes
Fixed effects Yes Yes Yes Yes
λ 0.152∗∗ (2.56) 0.135∗∗ ∗ (2.67) 0.102∗∗ (2.03) 0.187∗∗ (2.34)
R2 0.521 0.598 0.534 0.492
Observations 3696 3696 3696 3696
∗∗ ∗ , ∗∗ , and ∗ indicate significance at the 1%, 5%, and 10% level. T values are reported in parentheses.

Table 8: Depreciation rates in different provinces.

Region Depreciation rate Region Depreciation rate (%)
Beijing 9.90 Henan 10.85
Tianjin 10.10 Hubei 10.38
Hebei 10.66 Hunan 9.58
Shanxi 10.28 Guangdong 10.08
Inner Mongolia 10.37 Guangxi 10.49
Liaoning 10.46 Hainan 9.36
Jilin 11.49 Chongqing 9.19
Heilongjiang 10.46 Sichuan 9.53
Shanghai 10.06 Guizhou 9.57
Jiangsu 11.49 Yunnan 9.29
Zhejiang 10.33 Shanxi 9.50
Anhui 10.38 Gansu 9.95
Fujian 10.14 Qinghai 9.46
Jiangxi 10.78 Ningxia 10.36
Shandong 10.93 Average 10.19

Table 9: Result of stochastic frontier model.

Variable Coefficient Regression Variable Coefficient Regression
lnLit β1 0.132∗∗ ∗ (0.011) tlnLit β8 0.003∗∗ ∗ (0.000)
lnKit β2 − 0.455∗∗ ∗ (0.016) tlnKit β9 − 0.017∗∗ ∗ (0.001)
T β3 0.018∗∗ ∗ (0.003) σ2 0.001∗∗ ∗ (0.000)
(lnKit)2 β4 0.385∗∗ ∗ (0.062) η 0.025∗∗ ∗ (0.003)
(lnLit)2 β5 0.003∗∗ ∗ (0.001) c 0.698∗∗ ∗ (0.018)
t2 β6 0.001∗∗ ∗ (0.000) Log likelihood 8.979

lnKitlnLit β7 − 0.079∗∗ ∗ (0.011) Log likelihood-ratio test of
sigma-u� 0 7908

∗∗ ∗ , ∗∗ , and ∗ indicate significance at the 1%, 5%, and 10% level. Standard deviation values are reported in parentheses.
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land supply in the western region weakened the agglom-
eration effect, which further increased the regional disparity.
(e interaction of triple factors shows positive effect on
economic growth, as well as regional coordination. (e
reason lies in that smart city construction tends to accelerate
the flow of factors, while urban sprawl could weaken the
boundary effect created by the distance among the cities.

7. Conclusion and Policy Implications

(e rapid improvement in urbanization has promoted
discontinuous and low-density spatial expansion. Smart city
construction has become an important driving force for the
development of urbanization in China. (is paper takes the
objective and corrected urban night light data as proxy
variable of economic growth, combined with LandScan
global population dynamics statistics to measure the level of
urban sprawl. It is found that urban sprawl is conducive to
promoting the coordinated development, which is more
obvious among neighboring cities. Further research shows
that smart city construction is conducive to economic
growth other than regional coordination. (e endogenous
treatment using urban surface roughness as instrumental
variable shows no significant difference. Further research
shows that smart city construction together with urban
sprawl and dynamic industrial agglomeration could pro-
mote economic growth, as well as regional coordination.

(e findings are relevant from public policy. (e em-
pirical result shows that urban sprawl could strengthen
coordination among neighboring cities, but vicious com-
petition relationship restricts the process. Meanwhile, smart
city construction is beneficial to economic growth, but not
for other cities.(ere is amount of evidence showing that the
formation of the smart infrastructure network has gradually
blurred the geographical boundaries among the cities but
highlighted the existence of administrative barriers (Tang
[33]).(erefore, it is necessary to promote the infrastructure
construction, and to explore the feasibility of integrated
administration on the basis of integrated infrastructure. (e
government should strengthen the construction of coop-
eration mechanism in the process of integration in physical

space and promote the coordinated development among the
regions.

(e policy implications also lie in improving the market
mechanism and continue to deepen the regional coordinated
strategy. (e empirical results show that there is discon-
nection between urban sprawl and industrial agglomeration,
which is not conducive to economic growth and regional
coordination. It suggests that the government should deepen
the regional coordinated development strategy, improve the
market mechanism, and optimize the land supply structure,
so as to promote the coordinated relationship of urban
sprawl and industrial agglomeration, in addition to accel-
erating the cross-regional flow of factors through the con-
struction of smart cities.

Appendix

A. Depreciation rate

Limited by the availability of data, it is difficult to obtain the
depreciation rates at the city level. However, taking the same
depreciation rate for all cities tends to cause additional error.
(erefore, we estimate depreciation rates at the provincial
level and take the same value for cities in the same province.
According to the “Depreciation Period Table of Fixed Assets
of State-owned Enterprises,” we set the depreciation periods
of the construction industry and production equipment as
forty years and sixteen years, respectively. It is conven-
tionally assumed that the residual value rate of fixed assets is
5%, and the geometric decline calculation formula is spe-
cifically expressed as wτ � (1 − δ)τ, in which τ � 0, 1, 2, . . .,
T. (e total depreciation rate of each province could be
calculated by multiplying the depreciation rate by the cor-
responding investment weight of construction industry and
production equipment. Table 8 shows the result of depre-
ciation rates in different provinces.

B. Technological Progress Rate

We adopt the stochastic frontier model to measure tech-
nological progress rate, which could be expressed as tran-
scendental logarithmic production function:

ln Yit � β0 + β1 ln Lit + β2 ln Kit + β3t + 0.5β4 ln Kit( 
2

+ 0.5β5 ln Lit( 
2

+ 0.5β6t
2

+ β7 ln Kit ln Lit + β8t ln Lit

+ β9t ln Kit + vit − uit.
(B.1)

in which Y is the cities’ total output, L indicates the labor
force, and K is the cities’ capital stock. Both Y and L could be
collected in the Statistical Yearbook of Chinese cities, while
the capital stock of cities needs to be measured. Perpetual
inventory method is used for calculation of capital stock.

(Table 9) shows the regression results of stochastic frontier
model, and the technological progress rate could be cal-
culated by equation (B.2).

(e total factor productivity, as well as the decompo-
sition indices of scale efficiency, rate of technological
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progress, and technological efficiency could be calculated,
using Kumbhakar and Lovell’s decomposition method,
which is expressed as follows:

FTPit � β3 + β6t + β8 ln Lit + β9 ln Kit. (B.2)

Data Availability

(e underlying data could be found at https://ngdc.noaa.
gov/eog/dmsp/downloadV4composites.html. In addition,
China industrial enterprise database and China City Sta-
tistical Yearbook are used for empirical test. (e data could
be required through e-mail address: haousts@usts.edu.cn.
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*is paper explores and studies recommendation technologies based on content filtering and user collaborative filtering and
proposes a hybrid recommendation algorithm based on content and user collaborative filtering. *is method not only makes use
of the advantages of content filtering but also can carry out similarity matching filtering for all items, especially when the items are
not evaluated by any user, which can be filtered out and recommended to users, thus avoiding the problem of early level. At the
same time, this method also takes advantage of the advantages of collaborative filtering. When the number of users and evaluation
levels are large, the user rating data matrix of collaborative filtering prediction will become relatively dense, which can reduce the
sparsity of the matrix andmake collaborative filtering more accurate. In this way, the system performance will be greatly improved
through the integration of the two. On the basis of the improved collaborative filtering algorithm, a hybrid algorithm based on
content and improved collaborative filtering was proposed. By combining user rating with item features, a user feature rating
matrix was established to replace the traditional user-item rating matrix. K-means clustering was performed on the user set and
recommendations were made. *e improved algorithm can solve the problem of data sparsity of traditional collaborative filtering
algorithm. At the same time, for new projects, it can also predict users who may be interested in new projects according to the
matching of project characteristics and user characteristics scoring matrix and generate push list, which effectively solve the
problem of new projects in “cold start.”*e experimental results show that the improved algorithm in this paper plays a significant
role in solving the speed bottleneck problems of data sparsity, cold start, and online recommendation and can ensure a better
recommendation quality.

1. Introduction

*e recommendation system excavates the resources that
users may be interested in or need according to the interest
characteristics of different users from the mass information
and makes recommendations [1]. As a BI [2] platform based
on massive data mining, it is considered to be one of the
most effective tools to solve the information explosion. In
essence, the recommendation system evaluates the likes of
some products that the user has never touched by analyzing
the resources selected by the user and feedbacks the products
with the highest likes among the predicted results to the user.

Nowadays, most recommendation systems tend to
sacrifice recommendation quality in order to meet users’

requirements for real-time recommendation. However, the
long-term unsatisfactory recommendation quality will re-
duce users’ satisfaction with the website. In addition, some
core algorithms of the recommendation system also have
problems such as sparse data, narrow application scope [3],
and cold start [4]. For a website with a large number of items,
users will only have comments on a small part of them, and
different users will choose different categories of items for
evaluation, which leads to the sparsity of the user evaluation
item matrix and seriously affects the quality of recom-
mendation. In addition, the recommendation algorithm is
mostly based on the user’s evaluation items to make pre-
dictions, so for newly registered users, because there is no
historical information, the system could not know their
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interests and hobbies to make recommendations. For newly
launched projects, because no users have made comments
on them, they will not be pushed by the system. *is is what
we call the cold start problem.

In order to solve the above problems and better serve
users, this paper studies the recommendation system based
on the hybrid algorithm of content and collaborative fil-
tering and its core algorithm, which solves the speed bot-
tleneck and data sparsity problems to a certain extent,
ensures the recommendation quality, and promotes the
development and application of the recommendation
system.

2. Related Work

At present, there are quite a few e-commerce systems using
recommendation technology to improve the revenue of
enterprises. According to the recommendation technology
adopted, the e-commerce recommendation system can be
divided into two types: rule-based recommendation system
and information filtering recommendation system, and the
information filtering recommendation system can be di-
vided into content-based filtering recommendation system
and collaborative filtering recommendation system.

*e rule-based recommendation systems, such as IBM
Web Sphere [5], allow system administrators to formulate
rules according to users’ static characteristics and dynamic
attributes. In essence, a rule is an if-then statement, which
determines how to provide different recommendation ser-
vices under different circumstances.*e advantage of a rule-
based system is that it is simple and direct, but the disad-
vantage is that the quality of rules is difficult to guarantee
and cannot be updated dynamically. In addition, as the
number of rules increases, the system will become more and
more difficult to manage. Content-based filtering systems
such as Personal WebWatcher [6], Syskill & Webert [7],
Letizia [8], Citese [9], IFWEB, WebACE [10], Elfhis, and
WebPersonalizer use similarity between resources and user
interests to filter information. *e advantages of the system
based on content filtering are simple and effective, but the
disadvantages are that it is difficult to distinguish the quality
and style of the content of resources, and it could not find
new resources that users are interested in, but can only find
resources similar to users’ own interests. Collaborative fil-
tering systems, such as WebWatcher [11] and Let us Browse
[12], use the similarity between users to filter information.
*e advantage of the collaborative filtering system is that it
can find new information of interest for users. Failures are
two very difficult problems to solve. One is sparse, that is,
when the system starts to use, due to system evaluation,
resources have not yet received enough system, and it is
difficult to use evaluation to find similar users. *e other is
scalability. As the number of users and resources of the
system increases, the performance of the system will become
lower and lower.

*e specification of the corpus provided by TREC can be
used [13]. *ey extract feature vectors from the topic de-
scription and cases in the document as the initial user de-
mand model and interact with the training set for each topic

to set the initial threshold. *en, you use the test set to
determine whether the documents in the test set are greater
than a certain topic of the Fujian value condition (if the
condition is met). *en, feature vectors are extracted from
the positive and negative example document sets to update
the initial model, and a filtering system based on the vector
model is established [14]. *e research on Chinese text
filtering technology uses vector space model, demand, and
text matching technology based on user demand example
keywords in the Chinese text filtering model they proposed
and uses vector angle cosine as the similarity coefficient [15].
Based on the text representation of the text, starting from the
information of the text logic level, the text structure analysis
technology is introduced to improve the matching efficiency
of documents and queries in the retrieval of text fragments
[16]. In addition, they combined the content-based filtering
method with the collaborative filtering method to build a
hybrid model of text filtering, so as to make better use of user
evaluation information. It proposes an information filtering
model based on Bayesian network BMIF, describes the basic
structure of information filtering, and provides 6 kinds of
nodes to describe the relationship between information
filtering events [17]. On this basis, it provides a variety of
BMIF usages, uses the vocabulary knowledge represented by
BMIF, combines automatic learning with manual interac-
tion, and combines collaborative filtering with content
filtering.

*e recommendation algorithm, as the key of the rec-
ommendation system, is the target of researchers’ in-depth
study. *e excellent algorithm not only requires stable and
accurate operationbut also must contact the application
environment with a certain universality, so it can meet the
needs of the user key to see the effective use of the algorithm,
because the method recommended by the algorithm will be
different, which requires researchers to study rational se-
lection through the experiment and targeted trade-off for the
field. After 20 years of development of the recommendation
system, scholars have made use of knowledge in different
fields to improve the recommendation algorithm from
multiple perspectives and put forward different recom-
mendation algorithms [18]. At present, the recognized
recommendation algorithms include collaborative filtering
recommendation, content-based recommendation, knowl-
edge-based recommendation, and hybrid recommendation
algorithm [19]. *e collaborative filtering recommendation
algorithm is the earliest recommendation algorithm [20].
*e characteristic of this algorithm is to find similar users of
target users and then recommend products or information
for target users by using similar users. *e recommendation
advantage of the collaborative filtering algorithm is that,
under the condition of relatively dense rating data, collab-
orative filtering can bring better recommendation effect for
users than other algorithms. However, the resource required
by this algorithm is the user-project rating data, so it does
not need to know the user information or make clear the
project information. Because the information of the user and
the project is not easy to obtain, the algorithm has a low
complexity table and a wide range of application fields [21].
However, the reliance on scoring also becomes a defect of the
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collaborative filtering algorithm. When the scoring matrix is
sparse, the recommendation effect is greatly reduced. In view
of the imperfection of the collaborative filtering recom-
mendation algorithm, scholars began to improve collabo-
rative filtering from multiple perspectives. *e LDA topic
model was introduced into the collaborative filtering algo-
rithm [22], and the potential factor vectors of users and
projects were obtained by using the LDA topic model. *e
sparse matrix was reduced by dimensivity reduction of the
scoring matrix, and then, the similarity between users and
projects was calculated in the low-dimensional space. Col-
laborative filtering is improved by defining the similarity of
user attributes in social networks [23] and giving the cal-
culation method of attribute similarity. Considering the
length and dimension of the space vector comprehensively,
the improved cosine similarity is used to find similar users
[24]. Based on practical experience, the expert trust factor of
users is introduced into the algorithm [25]. Considering the
structural relationship between users, a modeling method
for time-series behavior among users is proposed [26]. Some
scholars seek similar users by effectively analyzing the trust
relationship between users [27]. Some other scholars use
relevant theories and methods to cluster items and predict
unrated items in the same category to densify the scoring
matrix in order to mitigate the adverse impact of scoring
sparsity on the collaborative filtering algorithm [28].

Aiming at the problems of the current recommendation
system and combining the advantages and disadvantages of
content filtering and collaborative filtering, a content-based
filtering is proposed. In the hybrid mode based on the
combination of collaborative filtering recommendation
technology, the recommendation filtering technology is fully
utilized. *e advantages of the two recommendation tech-
nologies make up for each other's shortcomings, improve the
performance of the recommendation system, help compa-
nies improve the quality of customer service, enhance the
cross-selling capabilities of the e-commerce system, improve
corporate competitiveness, and provide customers with
more accurate and personalized services. Using the col-
laborative filtering recommendation method recommended
by the user data set and then based on the content reuse
recommendation method, the recommended data set is
filtered by establishing a model interested in the recom-
mended data set. In order to realize that the content-based
recommendation method is used to optimize the results of
collaborative filtering recommendation, the purpose of this
hybrid is recommended, but the purpose is very strong.

3. Hybrid Recommendation Algorithm and
Recommendation Strategy Based on Content
and Collaborative Filtering

3.1. Research on the Hybrid RecommendationModel Based on
Content and Collaborative Filtering. *e schema framework
of the hybrid mode recommendation algorithm based on
content and collaborative filtering is shown in Figure 1.

*e whole recommendation is divided into two
modules, namely, content filtering recommendation

module and collaborative filtering recommendation
module, both of which are invisible to users. *e prep-
aration process of the dataset of the recommendation
algorithm is as follows: first, the user’s interest is extracted
from the shopping history data of the user and the topic
vector and feature vector preprocessed by the network log,
and the data processing is established based on the rec-
ommendation module of content filtering. *en, based on
user interest characteristics, user rating data, and current
access sequence data, a recommendation module based on
collaborative filtering is constructed to extract the nearest
neighbors of the user and the nearest neighbors of the
current access sequence (item). *en, it integrates two
recommendation weighted sum calculation modules for
the similarity calculation model of mixed recommenda-
tion (i.e., recommendation processing) to generate the
recommended top visit sequence. *e web server rec-
ommends the sequence to the user and accesses the
recommendation sequence on the user, the adaptive ad-
justment of the recommended model, and the idle speed
value of the feedback information to obtain the best
recommendation data.

In order to realize personalized recommendation service,
we must first collect the user’s personal information and
establish the user’s interest characteristic description model.
*e ratio of the time spent browsing a web page to the
number of characters on the page can effectively reveal the
user’s interest, which is related to the categories of infor-
mation, and these categories are determinable and relatively
stable. Users browse the Web information including each
page clicks, stay time, access, and order, and each page URL
can be found in the Log of the proxy server, and the user
visited Web pages can be found in the Cache of the proxy
server, so you can go through theWeb mining way to get the
user’s interest.

*e optimal feature items are those words with the
largest mutual information amount with the related text set
Rel (Q). *e logarithmic mutual information amount be-
tween the words and the related text set is calculated by the
following formula:

log NI(α, rel(Q)) � log Q α|α ∈
rel(Q)

Q(α)
  . (1)

*e cosine similarity between user preference document
and project document is

sim β, ej  � cos ej, ec  �
iαiεij
��

α2i
 ��

ε2ij
 . (2)

*e higher the calculated similarity, the more preference
the users have for this feature. *e biggest problem facing
TF-IDF is the choice of features. *e content category of
users is based on the similarity between user interests, that is,
the similarity between user feature vectors. Here, the
commonly used method of cosine of included angle is se-
lected. *e similarity of user interests is
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Clustering is carried out according to the similarity
between user feature vectors so that users with similar in-
terests can be classified into one group for easy processing.
Meanwhile, for new product information documents, a list
of recommended users can be obtained by judging their
categories. It is assumed that the classification of user sets is
controlled manually, so the recommender system clustering
method can be adopted.

After the initial recommendation model has been
established and the threshold has been set, the similarity
between the text about the product introduction in the
product information database and the model vector of a
user’s interest topic can be calculated. If the similarity value
is greater than or equal to fujian, it is considered to be
associated with the user’s interests. You can recommend to

the user through the Web server and then determine
whether the recommendation is valid. *e user can adap-
tively modify the model vector or adjust the proximity value
according to the judgment result so that the recommended
performance can be realized. *e system is continuously
improved to better serve the user.

If the recommended access sequence is judged to be
related to the user’s interest, it will browse its relevant in-
formation, and then, the recommended access sequence will
become the current access sequence. When adjusting the
model vector, the interest topic vector can be extracted from
the current access sequence, and the feature vector can be
extracted from the user’s shopping history data and the Web
log (the Web log has changed accordingly). *e new model
vector is obtained by the weighted sum operation of the topic
vector and feature vector. Let the weights be A′, B′, C′, and
D′, respectively, then

pf(Q) � A′ ∗pf0(Q) + B′ ∗pf1(Q) + C′ ∗pf2(Q) + D′ ∗pf3(Q). (4)

Further, the more the items are rated by two users, the
more similar their preferences would be if both users rated
them higher or lower than the average rating of the two users.
To put it simply, the more items both users like and dislike,
themore similar the two users’ interests and preferences are to
some extent. For example, Table 1 shows the rating of some
users on items. *e scoring rule is 5-point scale, and the
higher the rating, the greater their preference for the item.
Now, let us calculate the rating prediction of User3 on Item3.

We consider a user’s rating of an item greater than or
equal to its average rating as a favorite and a user’s rating less
than its average rating as a dislike. *e reason why the
average score is chosen is that some users’ score above 3
points means they like it, while some users’ score above 4
points means they like it. *erefore, compared with the
average score, it can better reflect the user’s liking degree.
*erefore, user interest similarity can be integrated into the

traditional similarity calculation, and the improved simi-
larity formula of user u and user v is defined as follows:

sim(u, v) � α∗PCsim(u, v) +(1 − α)∗ Interest(u, v). (5)

3.2. Improved Content and Collaborative Filtering Algorithm
Recommendation System Based on K-Means Clustering. A
collaborative filtering recommendation algorithm based on
K-means clustering is proposed. *e new algorithm has two
components: offline and online. When offline, first of all,
users are clustered according to their characteristic data to
form several clustering clusters. When online, the clustering
cluster to which the target user belongs to is determined
according to the similarity between the target user and each
clustering center, so as to find the nearest neighbor in the
cluster. *en, based on the preference of the nearest
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Figure 1: Schematic diagram of a hybrid recommendation model based on content and collaborative filtering.
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neighbor group to the project, we can predict the interest
preference of the target users and finally get the
recommendation.

*e specific idea is to apply K-means clustering to
collaborative filtering. For the whole user space, the simi-
larity between users and the clustering center is calculated
according to users’ purchasing habits and scoring charac-
teristics (that is, the user-item scoring matrix), and the
clustering cluster is assigned to users according to the
principle of nearest distance, thus the whole user space can
be divided into several small groups. Based on the scoring
characteristics of all users in each cluster, a virtual user is
generated for each cluster. As the representative of all users
in the cluster, the rating of the virtual user to the project can be
the average of all users in the cluster to the project. At this
point, the project ratings of all virtual users form a new search
space (virtual user-project rating matrix), which replaces the
original user-project rating matrix. When online recom-
mendation is made, it only needs to calculate the similarity
between target users and all virtual users, determine the cluster
to which the target users belong according to the similarity
level, search for neighbors in the cluster, and generate rec-
ommendation. *e algorithm flow is shown in Figure 2.

For a large recommendation system, there will be a lot of
user and project data. However, osnly a small fraction of the
total project space has been evaluated by users, which is
known as the data sparsity problem. By clustering, the data
dimension can be greatly reduced. After neighborhood users
are identified, the degree of preference of target users for
unrated items can be predicted based on neighborhood
users’ preferences. *e prediction scoring formula for the
project is as follows:

pre � cα +
 cij − ci ∗ sim(α, i)

 sim(α, i)
. (6)

When the hybrid recommendation algorithm starts to
run, this article first uses the judgment conditions to process
the user score data on the item. *e total score of the project
is less than 20 users. It is recommended to use them directly
based on the content filtering method, which is also con-
sidered to be collaborative. *e filtering recommendation
algorithm for low-scoring data is effective in the fact that
there are few user recommendations. *e content-based
recommendation algorithm is directly used to recommend
similar items for users through item feature matching. *is
will result in mediocre recommendations, but it will also
avoid the risk of invalid recommendations due to collabo-
rative filtering of similar users not being able to find them. Of
course, the value of 20 here is not fixed. In practical ap-
plication, it can be adjusted according to the situation.

In addition, in the process of establishing the hybrid
algorithm model proposed in this paper, the calculation

method is not rigid with the traditional algorithm, but
improved or innovated on the basis of the traditional cal-
culation method, which is mainly reflected in the following
points:

(1) A method to optimize the user similarity calculation
formula by using project heat was proposed

(2) In order to present users’ preferences more stereo-
scopic, the table-oriented feature extraction is carried
out in the content-based recommendation algorithm,
and the square-one method for calculating users’
similarity using the interest model is presented

(3) According to the characteristics of the algorithm in
this paper, a method to derive the weight coefficients
of different features by using variance is proposed

*e purpose of the content-based recommendation al-
gorithm is to effectively filter out the third category of users
whose interests are different from those of the target users,
and the work required in this process generally includes
three steps. *e first step is to extract project features. *e
second step is to establish the user interest model.

3.2.1. Extract Project Features. For nonliterary items, it is a
difficulty to propose item features, but it is also the key to the
effectiveness of the algorithm. Tags have the characteristics
of complete classification and concise description.*erefore,
the choice of labels as the feature description of the project
can mark the characteristics of the project well from the
point of view of user preferences and can also properly
reflect the user’s interest demands. In order to better de-
scribe the project, this paper first extracts a number of
general attributes of the project, then, on this basis, refines
the different attributes, and gets the different project
characteristics of each attribute; the same kind of project
features are included in the same project attribute.

After extracting the features of the project, the next step
is to construct the user’s interest model, which can also be
said to be the interest vector that represents the user’s in-
terest and is composed of the project attributes and the
project features contained in the attributes.

3.2.2. Establish User Interest Model. *e user’s interest
model is composed of the project attributes and the features
contained in the attributes, so for the user, what kind of
project can be used to establish their interest model is a
question. At this point, the user-project scoring matrix
comes in handy. To build a user interest model, it is nec-
essary to count the items that users like and extract their
signature features.

3.2.3. Calculate the Similarity between Users. After
extracting item features and establishing the interest model
for users by using item features and scoring matrix, the next
step is to consider how to use the user interest model to
calculate the similarity between users. *e calculation of
similarity can often be transformed into distance visually.

Table 1: User rating data.

Item 1 Item2 Item3 Item4 Item5
Userl 3 4 4 6
User2 2 5 2 4 2
User3 1 3 1 3 2
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Euclidean distance can be used to calculate the distance
between points in the multidimensional space.

Replace all the features of the items that users like in the
user’s interest model with the corresponding number of
movies containing this feature. *at is, a new representation
of the user interest model is obtained by summarizing the
user-item attribute preference vector directly.*e reason for
this is that you do not need to consider what features the user
prefers in the following steps, just what the user likes and
dislikes about the project. *e new form is shown in Table 2.

4. Test Experiment

In this paper, we use theMovieLens dataset and the scientific
literature experimental dataset to test the performance of the
mixed mode recommendation algorithm, the user-based
collaborative filtering recommendation algorithm, and the
content filtering recommendation algorithm, respectively.

We selected 12,500 scoring data from the user rating da-
tabase as the experimental dataset, which contained 248 users
and 1120 movies in total, among which each user rated at least
20 movies, with the score value being an integer from 1 to 5.
*e higher the value, the higher the user’s preference for the
movie. Each record in the dataset describes information such as
user ID, item ID, user rating value of the item, and timestamp.
Different user ID numbers represent different users, and dif-
ferent item ID numbers represent different movies.

In order to measure the sparsity of the entire dataset, we
introduce the concept of the sparsity level, which is defined
as the percentage of unrated items in the user rating data
matrix.

Experiment 1. Using the MovieLens dataset, check the
performance comparison of the two algorithms under

different training set test set proportions, that is, considering
different data sparsity degrees. *e number of nearest
neighbor users is set to 30. *e experimental results are
shown in Table 3 and Figure 3.

From the experimental results, the average absolute
deviation of the MAE value of the mixed mode recom-
mendation algorithm is smaller than that of the collaborative
filtering recommendation algorithm based on user values. In
the line chart of the MAE line of the mixed mode recom-
mendation algorithm based on the user collaborative fil-
tering algorithm, it is below theMAE line. As the training set
data increases, the gap between the two continues to shrink.
*is means that the recommendation effect of the mixed
mode recommendation algorithm is better than that of the
recommendation algorithm based on user collaborative
filtering, but this advantage decreases with the increase of the
training set.

Experiment 2. Using the MovieLens dataset, check the
performance comparison of the two algorithms under the
condition that the proportion of the training set test set is
constant, i.e., the sparsity degree, and the size of the nearest
neighbor set is different, and consider the influence of the
size of the nearest neighbor set on the algorithm
performance.

When the partition coefficient x� 0.8 was selected (it can
be seen from Experiment 1 that the prediction effect was
better when x� 0.8), the experimental results are shown in
Table 4 and Figure 4.

It can be found from the experimental results that the
average absolute deviation MAE value of the mixed mode
recommendation algorithm is smaller than theMAE value of
the recommendation algorithm based on user collaborative
filtering, and the MAE broken line of the mixed mode
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Figure 2: Recommendation system optimization diagram of the hybrid algorithm.
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recommendation algorithm is also below the MAE broken
line of the recommendation algorithm based on user col-
laborative filtering, which also indicates that, under the

condition of the same data sparse degree, the recommen-
dation effect of the hybrid mode recommendation algorithm
is better than that of the user collaborative filtering

Table 2: Numerical representation of the user interest model.

Number of attributes/features/users Attribute 1 Attribute 2 . . .. Attribute m
User 1 23 13 9 6 21 13 14 8 . . . 6 2 3 4
User 2 17 11 12 8 12 13 9 8 . . . 6 4 2 4
. . . . . . . . . . . . . . .

User n 14 9 7 2 8 5 5 3 . . . 6 7 5 4

Table 3: Experimental results of different data sparsity degrees.

Proportion of training set (x)
Mean absolute deviation MAE

Recommendation algorithm based on user collaborative filtering Mixedmode recommendation algorithm
0.2 0.8345 0.7868
0.3 0.7981 0.7653
0.4 0.7753 0.7575
0.5 0.7591 0.7382
0.6 0.7493 0.7297
0.7 0.7383 0.7242
0.8 0.7304 0.7204
0.9 0.7252 0.7144
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0.7

0.72

0.74

0.76

0.78

0.8

0.82

0.84

M
ea

n 
ab

so
lu

te
 d

ev
ia

tio
n

0.3 0.4 0.5 0.6 0.7 0.8 0.90.2
Specific weight of training set

Figure 3: Experimental results of different data sparsity degrees.

Table 4: Experimental results of different sizes of nearest neighbor sets.

Proportion of training set (x)
Mean absolute deviation MAE

Recommendation algorithm based on user collaborative filtering Mixedmode recommendation algorithm
10 0.7265 0.7163
20 0.7233 0.7117
30 0.7212 0.7103
40 0.7235 0.7115
50 0.7274 0.7152
60 0.7322 0.7227
90 0.7451 0.7284
160 0.7263 0.7164
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recommendation algorithm. With the increase of the
number of the nearest neighbor sets, the recommendation
effect will decrease, indicating that the more accurate pre-
diction value can be obtained within a small range of the
nearest neighbor values.

In the optimization process of the nearest neighbor
selection, the filter parameters of similarity are set to
eliminate the users or items that are not very similar, and
then, the best value of the filter parameters is determined by
combining the improvement of the score prediction part.
Figure 5 shows the effect of similarity filter parameters on
recommendation quality.

As can be seen from Figure 5, if the filter value of
similarity is too small, that is, the filter parameter of simi-
larity is too small and does not filter the nearest neighbor, it
does not significantly improve the recommendation per-
formance. With the increase of similarity filtering, the MAE
value gradually increases, indicating that the similarity fil-
tering parameter has gradually started to play a role in
filtering out users who are not very similar. When the pa-
rameter is set to 5, the MAE value reaches the maximum and
then begins to decline, that is, the recommendation per-
formance is getting higher and higher. *e collaborative
filtering recommendation algorithm based on content rec-
ommendation quality is slightly higher than that of the
collaborative filtering recommendation method. If the
content filter-based recommendation method is not used in
the case of “false neighbors,” it is also effective to find similar
users by optimizing the Pearson correlation coefficient;
therefore, introducing heat project to optimize the Pearson
correlation coefficient method is effective.

*e following four experiments were used to compare
the performance of the three algorithms under different
sparsity degrees, and the training set and test set were
randomly selected from the dataset according to a certain
proportion. Here, the number of nearest neighbors is chosen
as 4 to test the performance of MAE values of the three
algorithms under different sparsity.

Figure 6 shows the comparison of the recommendation
quality of the three algorithms under four experiments.
Green represents user-based CF, blue represents item-based
CF, and red represents the hybrid algorithm proposed in this
paper. As can be seen from the figure, under the same other
conditions, MAE values of the three algorithms are con-
tinuously decreasing with the decrease of dataset sparsity in
the four experiments, that is, recommendation quality is
continuously increasing. If we carefully look at the figure
above, we can find that, in Experiments 1 and2, the opti-
mization degree of the hybrid algorithm proposed in this
paper is higher than that in Experiments 3 and 4. *at is to
say, the more sparse the dataset is, the more obvious the
advantage of using the hybrid algorithm is.

It serves as a reference in the collaborative filtering al-
gorithm and fixes the relationship between M and N. As-
suming that compared with the number of neighbors [FI N
and the change of parameter M], for M = 2N/3, the col-
laborative filtering recommendation algorithm and the
proposed hybrid recommendation method have a change in
recommendation effect. In addition to comparing the effects
of hybrid algorithms and collaborative filtering algorithms,
the purpose of this step is also recommended. It also includes
finding the optimal value of the number of users N as a fixed
value, so as to obtain the relationship between M and N
through further experiments. *e experimental results are
shown in Figure 7.

As can be seen from Figure 7, the recommendation
accuracy of the hybrid algorithm proposed in this paper is
better than that of the collaborative filtering algorithm.
Moreover, with the increasing number of neighbors, the
recommendation quality of the two recommendation
algorithms both shows a trend of first increase and then
decrease. When N � 4, MAE of the collaborative filtering
recommendation algorithm is the minimum, and the
quality of the recommendation algorithm is the best.
When the relationship between M and N is fixed and
M � 2N/3, the recommended quality is the best. *e
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Figure 4: Experimental results of different sizes of nearest neighbor sets.
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reasonable selection of the number of similar users has
great influence on the recommendation quality of the
recommendation algorithm.

As can be seen from Figure 8, among the three mixed
recommendation algorithms, the recommendation algo-
rithm proposed in this paper has the lowest MAE value, that
is, the validity of the recommendation algorithm is the best.

Moreover, with the increasing number of neighbors N, the
advantage becomes more and more obvious. In addition,
after the MAE of the three algorithms reaches the lowest, the
IV1AE bar graph of the hybrid algorithm proposed in this
paper rises more gently, indicating that compared with the
other two recommendation methods, the hybrid recom-
mendation algorithm proposed in this paper is insensitive to
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Figure 5: Influence of similarity filtering on user recommendation quality.
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the change of the number of neighbors, and the recom-
mendation is more stable.

5. Conclusion

Combining the advantages and disadvantages of content
filtering and collaborative filtering, we proposed a hybrid
recommendation technology based on content filtering and
collaborative filtering and studied the workflow, user
characteristic description, data processing algorithm, and
recommendation strategy of the hybrid recommendation
technology in detail. *is method not only makes use of the
advantages of content filtering but also can carry out sim-
ilarity matching filtering for all items, especially when the
items are not evaluated by any user and can be filtered out
and recommended to users, avoiding the problem of early
level. At the same time, this method also takes advantage of
the advantages of collaborative filtering. When the number
of users and evaluation levels are large, the user rating data
matrix of collaborative filtering prediction will become more
dense, which can reduce the sparsity of the matrix and make
collaborative filtering more accurate.*e performance of the
mixed mode recommendation technology based on content
and collaborative filtering is verified. We designed experi-
ments using the MovieLens dataset and the scientific lit-
erature experiment dataset to test the system performance of
the mixed mode recommendation technology, user-based
collaborative filtering recommendation technology, and
content-based filtering recommendation technology, re-
spectively.*e experimental data show that the performance
of the hybrid mode recommendation technology based on
content filtering and collaborative filtering is better than that
of the two technologies.
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With the rapid development of the Internet, network attacks often occur, and network security is widely concerned. Searching for
practical security risk assessment methods is a research hotspot in the field of network security. Network attack graph model is an
active detection technology for the attack path. From the perspective of the attacker, it simulated the whole network attack
scenario and then presented the dependency among the vulnerabilities in the target network in the way of directed graph. It is an
effective tool for analyzing network vulnerability. *is paper describes in detail the common methods and tools of network
security assessment and analyzes the construction of theoretical model of attack graph, the optimization technology of attack
graph, and the research status of qualitative and quantitative analysis technology of attack graph in network security assessment.
*e attack graph generated in the face of large-scale network is too complex to find the key vulnerability nodes accurately and
quickly. Optimizing the attack graph and solving the key attack set can help the security manager better understand the security
state of the nodes in the network system, so as to strengthen the security defense ability and guarantee the security of the network
system. For all kinds of loop phenomena of directed attribute attack graph, the general method of eliminating loop is given to get
an acyclic attack graph. On the basis of acyclic attack graph, an optimization algorithm based on path complexity is proposed,
which takes atomic attack distance and atomic weight into consideration, and on the basis of simplified attack graph, minimum-
cost security reinforcement is carried out for the network environment. Based on the ant colony algorithm, the adaptive updating
principle of changing pheromone and the local searching strategy of the adaptive genetic algorithm are proposed to improve the
ant colony algorithm. *e experimental results show that compared with the ant colony algorithm, the improved ant colony
algorithm can speed up the process of solving the optimal solution.When the number of attack paths is large, the advantages of the
improved ant colony algorithm in solving accuracy and late search speed are more obvious, and it is more suitable for large-
scale networks.

1. Introduction

With the increasing number of hosts accessing the Internet,
coupled with the complexity of various application hardware
and software as well as various network protocols, some code
loopholes will occur in the stage of design, development,
deployment, and maintenance. In a sense, these loopholes
will cause the vulnerability of network system. In addition,
the network security tools update too slowly, and hackers use
the new technology to network environment vulnerabilities
to attack. It also makes the network possible to be paralyzed.
*e outbreak of all kinds of virus events is a wake-up call for

us. With the improvement in the education level of hackers
and the convenient network communication and other
modern characteristics, there are more and more systematic
attacks against valuable information [1–3].

At first, people use network security tools for network
defense. Traditional security defense tools include firewall,
intrusion detection system, user authentication, and en-
cryption. Firewall through the development of certain access
rules to access the request to force inspection only allows the
rules of access into the firewall access. Intrusion detection
system is another security door behind the firewall. It can
monitor the system safely even in the case of fluctuating
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network performance and provide real-time protection
against internal and external attacks and misoperation. User
authentication and encryption, on the one hand, is to ensure
the security of data storage and transmission and, on the
other hand, is to prevent data leakage.

However, the traditional network security tools men-
tioned above all start from the security management means
and can only passively discover the attack behavior and the
existing vulnerabilities after the attack occurs. *ere is a lag
in the security protection, and the defense effect on the
discovery of new vulnerabilities and the attack behavior is
very small. Attack diagram simulates the whole attack
scenario from the attacker’s point of view and then presents
the dependencies among vulnerabilities in the target net-
work and presents them in a directed graph. According to
the attack diagram, the security manager can intuitively
observe the vulnerability relationship of each node and select
the minimum cost for the security reinforcement of the node
that is prone to permission transition. Attack graph is a kind
of active network security defense technology, which makes
an in-depth analysis of the vulnerability of each host. In the
era of frequent network security, attack graph technology
has a very good research value [4–7].

*e increasing size of the network, the increasing
number of security vulnerabilities, and the increasing ed-
ucation of hackers have all made cyberattacks possible. In
the game of network security, in order to strengthen the
analysis and defense of hacker attack, security defense has
gone through many stages of development. At the initial
stage, the corresponding attack behavior was matched
according to the known attack rules, and then, the vul-
nerability scanning tool was used to find the vulnerability
information on the host computer. However, the method
based on rule matching can only find out the single vul-
nerability information and cannot find out the potential
harm caused by the correlation between vulnerabilities.
Later, researchers combined network security with statistics
and used relevant models to quantify the probability of being
attacked. *ey no longer studied a single category but ex-
tended the research target to the whole network system.
*en, with the further development of the research, network
security researchers have learned that the analysis of net-
work security and other issues should start from multiple
dimensions, so a variety of security risk assessment stan-
dards and vulnerability analysis methods are proposed. At
present, the research hotspot is the security risk assessment
method based on the model, which considers the network
security from the perspective of the attacker. *e model-
based research method can show all possible attack paths in
the form of graphs and then carry out qualitative or
quantitative analysis on the existing security problems,
which is convenient for security managers to understand the
security of the network environment [8–12]. It is an active
network security defense measure. Among all model-based
risk assessment studies, the study of attack graph model is
the most in-depth. In view of the advantages of attack graph
in network security analysis, it has attracted the attention of
a large number of researchers, and some difficulties of attack
graph have been gradually overcome. However, in the

security analysis based on large-scale network, the large scale
of the generated attack graph seriously affects its readability
and increases the difficulty in security analysis. Network
composite attack modeling is a bit abstract. We analyze the
relationship between vulnerabilities in the network from the
perspective of attack and draw out the possible attack path of
network attack, which can effectively evaluate the direct and
indirect security impact caused by network attack. *is is to
find out the possible attack path, if cooperated with IDS, can
be used to predict the attack target.*erefore, now, the study
of attack graph automated build technology mainly includes
the attack graph and the security analysis of the attack graph.
Attack graph automatic construction technology includes
target environment modeling technology, vulnerability
automatic knowledge base construction technology, attack
graph algorithm optimization technology, and attack graph,
as shown in Figure 1; the relations between the key tech-
nologies of attack graph are as follows. Similarly, the fol-
lowing mainly introduces the research status of attack graph
technology from the construction, optimization, and secu-
rity analysis of attack graph [13–15].

2. Network Security Risk Assessment Based on
Attack Graph

2.1. Security Risk Assessment Model. Because network se-
curity risk assessment technology plays a positive role in
strengthening network defense, researchers have never
stopped studying in this field. Initially, researchers had to
rely on manual assessments or assistive tools to assess risk.
However, manual evaluation is a heavy workload, easy to
make mistakes, and has certain subjectivity. Risk assessment
tools primarily utilize vulnerability scanning tools. *is tool
can find information such as server or system environment
configuration errors, such as ISS, Nessus, and Nmap. Vul-
nerability scanning tools mainly use rule matching database
to find known vulnerability information. At present, foreign
authoritative vulnerability databases include National Vul-
nerability Database (NVD) of the United States and Bug
Trap Vulnerability Database released by Symantec. Au-
thoritative vulnerability databases in China include China
National Vulnerability Database (CNNVD). Although the
risk assessment tool alleviates the workload of manual as-
sessment to some extent, it can only find known vulnera-
bilities based on the vulnerability database and cannot find
unknown vulnerabilities. Furthermore, only single vulner-
abilities can be identified, and neither the correlation be-
tween vulnerabilities cannot be found nor the potential harm
brought by the correlation between vulnerabilities to the
system environment can be evaluated [16–19]. *rough
RFID, sensing, and other technologies, intelligent bus can
understand the location of the bus in real time and realize
functions such as turning and route reminder. At the same
time, combine with the characteristics of the bus operation,
through the intelligent scheduling system, the line, vehicle
planning, and scheduling, to achieve intelligent scheduling.

Considering the many defects of manual assessment and
auxiliary assessment tools, researchers began to study the
relationship between vulnerabilities in system environment
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by using the security risk assessment method of the model.
*e model-based security risk assessment method takes the
network attack modeling technology as the core, simulates
the intrusion scenario of the attacker, and evaluates the
network system defense capability qualitatively or quanti-
tatively by means of graph theory. *e existing model
evaluation methods mainly include fault tree model, attack
tree model, privilege graph model, attack graph model, and
Bayesian network model. After many years of research on
fault tree model, some achievements have been made in
determining the deterministic direction of the system. *e
logical relationship between the fault and the cause of the
fault in the fault tree is represented graphically. *e logical
schematic diagram of the fault tree is shown in Figure 2,
where T represents the top event and S1–S4 represents the
bottom event.

Fault tree is a top-down researchmethod, which analyzes
the factors that may cause threats to the network envi-
ronment and displays all possible failures in the form of
graphs. Fault tree can also be called deductive analysis; that
is, the analysis starts from the top event (the least expected
event) and then from the top of the tree to the leaves of the
tree analysis, reverse analysis of the root cause of the top
event. *e results can be used to analyze how multiple
components can cause system failure. *e fault tree model
includes qualitative analysis and quantitative analysis.
Qualitative analysis is to use the fault tree to solve the
minimum critical attack set of an event. In quantitative
analysis, because the failure rate of a single system event is
unknown, only the probability of top event occurrence is
calculated [20].

On the basis of fault tree, attack tree targets the inherent
threat of the system acquired by different types of attack.
Attack tree is also used to describe the whole process of the
network system being attacked in a top-down way. *e root
node in the attack tree represents the attack target, the leaf
node represents the attack mode adopted, and the nonleaf
node represents the attacked subtarget. *e nodes of the

attack tree fall into two categories: AND nodes and OR
nodes. *e presentation of AND nodes and OR nodes is
shown in Figure 3.

*e AND node can only pass the task up when all the
child nodes are implemented; the OR node can pass the task
up as long as any of the child nodes are implemented.

As proposed in a method for manually building state
attack graphs, attack graph model can be regarded as a
combination of multiple attack tree models in structure.
Attack graph describes the attack behavior of multiple
different attack targets and shows the attack path in the way
of directed graph. *e node and edge in the figure describe
the vulnerability or attack behavior of the node, and then
according to their logical relationship, the attack path
containing the attack starting point, vulnerability node, and
attack target is generated. *e construction of attack graph
model has experienced from manual construction to au-
tomatic construction based on model detection and then to
the generation of attack graph based on logical reasoning
process to adapt to the large-scale network environment,
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thus solving the problem of generating attack graph due to
the exponential growth of network scale. Compared with
other models, the attack graph model simulates the real
attack scenario and detects the vulnerability nodes in the
network from the perspective of the attacker. To make the
description of network attack more specific and more re-
liable, the model is as follows:

k �

argmax g(x, y)ηε(x, y) +

�������������
n(n − 1)(n + 1)

2



 , r≠ r0,

�������������
n(n − 1)(n + 1)

2



, others.

⎧⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

(1)

Bayesian network is a model that combines probability
analysis and graph theory to describe uncertain causality.
Firstly, it assigns probability values to the nodes or edges of
the attack graph model and then calculates the attack
probability from the initial node to the target node according
to the whole attack process and carries out integration
processing. *e integrated probability is used as the refer-
ence index of the whole system network security. Figure 4 is
a simple Bayesian network with four variables: the four
nodes in the figure correspond to the four real events, and
the value of each node is discrete and can only be true or
false, so the conditional probability distribution of each node
can be described in the form of table.

2.2.Network Security RiskAssessment Process Based onAttack
Graph. According to the research status, the attack graph
model is the most effective model to represent the depen-
dency and causality of vulnerability and plays an important
role in network security assessment. Based on the con-
struction, optimization, and analysis of attack graph-based
network security risk, assessment flow chart is proposed in
this section. As shown in Figure 5, the network security risk
assessment process based on attack graph in this paper is
divided into three modules, namely, the formal represen-
tation module of abstract network environment, the gen-
eration and optimization module of attribute attack graph,
and the solution module of key attack set based on attack
graph. Abstract network environment formal representation
module is not only the basis of network security analysis but
also the premise of the latter two modules. *is module
mainly contains the important file configuration informa-
tion in the system network. *is information can be ob-
tained through vulnerability scanning tools and port
scanning tools. *e main contents of this paper are the
optimization of attribute attack graph generated in large-
scale networks and the solution of the minimum critical
attack set of simplified attack graph.

Attribute attack graph is constructed with mature tools,
which have been studied by predecessors, but the attack
graph constructed in large-scale network has some problems
such as low readability and unsatisfactory guidance for
security managers. To solve this problem, the simplified
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M

Figure 3: *e nodes of the attack tree fall into two categories.
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attack graph is an improvement in the low readability of the
complex attribute attack graph. *e attack graph with
complex attributes is simplified by using the optimization
algorithm based on attack distance and atomic weight,
which deletes the meaningless nodes and paths in the real
attack path and enhances the readability of the complex

attack graph. Moreover, in the further simplification, the
calculation method of path complexity is defined, and attack
graphs of different simplified degrees can be obtained by
taking different Min value t, which plays a certain role for
security managers to predict and judge network risks. *e
model is as follows:

Ωxy(m + 1) �

�������������
n(n − 1)(n + 1)

2



+ ωck
xy(m) +(1 − [)

(m+1/m− 1)
,Ω � Ωmax,

Ωxy(m + 1) �

�������������
n(n − 1)(n + 1)

2



+ ωck
xy(m) +(1 + [)

(m+1/m− 1)
,Ω≠Ωmax.

(2)

ω
ck

xy
(m) �

(1 − [)
(m+1/m− 1)

,Ω � Ωmax,

(1 + [)
(m+1/m− 1)

,Ω≠Ωmax.

⎧⎨

⎩

(3)

After the simplified attack graph is obtained, only the
key nodes in the attack graph are used for quantitative
analysis and security analysis, and the results are un-
certain. In the third module, how to solve the minimum
critical attack set is proposed, which provides a reliable
analysis basis for the minimum network security rein-
forcement of the network system. Firstly, it is proved that

solving the minimum critical attack set problem is
equivalent to the NP-complete problem. In solving the
NP problem, the traditional ant colony algorithm will
have the problem of premature convergence and slow
search speed in the later period, resulting in only
obtaining the local optimal solution.*erefore, this paper
proposes an improved ant colony algorithm to solve the

According to the whole 
attack process and carries 
out integration processing. 

The integrated probability 
is used as the reference 
index of the whole system 
network security.

A simple Bayesian network
with four variables. 

Key data
Key data

Key data

It can be described in the 
form of table.

The four nodes in the 
figure correspond to the 
four real events.

And the value of each 
node is discrete and can 
only be true or false.

So the conditional 
probability distribution of 
each node.

Key data
Key data

Key data
Key data

Bayesian 
network is a 
model.

Combines probability 
analysis and graph 
theory to describe 
uncertain causality. 

Firstly, it assigns 
probability values to the 
nodes or edges of the 
attack graph model.

And then calculates 
the attack probability 
from the initial node 
to the target node.

Key data

Key data

Key data

Key data

Outside
data 
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NP problem. By improving the adaptive update of its
pheromone and using the adaptive genetic algorithm to
carry out local search, the minimum critical attack set can
be solved more accurately and the search speed can be
accelerated in the later stage of the algorithm, which
provides guidance for the network security management
personnel to make the minimum cost network rein-
forcement measures.

*is chapter first introduces several network security risk
assessment models and analyzes the advantages and dis-
advantages of each security risk assessment model in detail.
*en, several common attack graph models are introduced,
with emphasis on attribute attack graph. On the basis of
attribute attack graph, the general formal description and
representation of network security elements are given. Fi-
nally, this paper describes the security risk assessment flow
chart based on the attack graph model and introduces the

function of each module in the flow chart in detail, which
lays a foundation for the following research implementation.

3. Analysis and Implementation of
Multiobjective Optimization Algorithm of
Attack Graph Expert System Model

3.1. Multitarget Attack Graph Construction Technology.
Attack diagram correlates the vulnerability among hosts in
the network, actively discovers the existing vulnerabilities,
and represents the possible attack paths in the way of di-
rected graph, but with the expansion of network scale, the
problem of space state explosion exists in the construction of
attack graph. Too many redundant attack paths in the attack
diagram seriously affect the quantitative analysis and ac-
curate judgment of network security by security analysts,
thus increasing the cost of network defense. To solve this
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problem, this chapter firstly deals with the elimination of the
loop in the attack path of the attack graph. *en, in the
analysis of the acyclic attack graph, the definition of the path
complexity is given based on the attack distance and the
weight of atoms. Using different t values to get different
degrees of simplified graph, it can improve the readability of
the attack graph, which is the possibility of the attack graph
being realized in the quantitative analysis of network
vulnerabilities.

*ere are two types of edges in the attribute attack graph:
one is the edge from the state node to the attack node, which
represents the requirement relationship; the other is the edge
from the attack node to the attribute node, which represents the
implementation relationship. Figure 6 is an example of a
property attack graph. *e ellipse represents the attack node,
and the text represents the attribute node. When an attacker
invades a target network, he first takes advantage of the vul-
nerability on a host to obtain the initial permissions, and then,
he invades again on this basis and repeatedly until the attacker
achieves the final target of his attack. *erefore, the process of
the attacker’s intrusion is actually a transition process from the
premise network state to the result network state. Attack graph
and related concepts are defined, and construction techniques
are explained in the following paragraphs.

*e construction of attribute attack graph in this paper
adopts the modeling method based on logical reasoning
proposed by OU—MuiVal. *is modeling method is built on
the basis of Prolog logic system and XSB reasoning engine.
MuiVal is also an inference system for automatic identifi-
cation of network vulnerabilities within enterprises. *e
modeling idea is to first describe the network configuration
information and system security policy in a general form, then
select its attack behavior as the inference rule, and finally use
the XSB inference engine to judge the security policy, if not,
then give all possible attack paths. *e time complexity of
MuiVal is to generate attack graph. MuiVal is a commonly
used attack graph building tool. *e design principle of
MuiVal is to represent the network system configuration
information bymeans of datalog. Attack behavior and defense
measures can also be classified using datalog.

Attribute attack graph has two nodes: attribute and
attack, which show attack path implicitly. *erefore, there
may be multiple attack nodes repeatedly attacking an at-
tribute node, but there is also a relationship between attack
nodes with jumping permissions, so it is easy to cause the
phenomenon of attack graph loop. *e existence of loop
makes the relationship between nodes more complex, which
has a serious impact on the accuracy of attack probability
calculation and the readability of attack graph. It is found
that the loop phenomena of attack graph can be divided into
three categories.

As shown in Figure 7, text represents the attribute node
and ellipse represents the attack node.

But in the multitarget network, deleting a node in the
third type of loop may delete the attack path with high-risk
probability. In the further study, it is found that if the
forward search or depth-first search method is used to
calculate all the reachable parent nodes. In the iteration
process, in order to eliminate the ring of attack path, the

trace set was defined to place the tracked attribute node that
was searched. Before iteration, place all the child nodes of the
attribute node to trace the collection and then iterate the
child nodes of the node in attack, and in the process of
iteration, if the attribute node of the child node is found to be
placed in the track, or the child node is found to have been
tracked, then the iteration will continue to enter the loop
until the iteration is terminated.

As an intelligent subject, the attacker often chooses the
attack path with short attack distance and low attack
complexity to attack when carrying out network attack.
Based on this fact, there are a lot of redundant attack paths in
the attack graph. *erefore, in the optimization process of
attack graph, if the path complexity of each attack path is
calculated according to the attack distance and atomic
weight and then a value is set to remove those lower than
these safe paths, the attack graph will be simplified to a large
extent. Calculation of path complexity is as follows:

R �

ωck
xy(m), m≜ 125,

�������������
n(n − 1)(n + 1)

2



, others.

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(4)

In order to verify the feasibility of eliminating loops for
these three types of loops and the scalability of path com-
plexity, we conducted two experiments. In the first part of
the experiment, we use the MuiVal attack graph building
tool to generate attack graph for a certain scale network
environment, analyze the loop condition of attribute attack
graph, give the idea of eliminating the loop, and get the
acyclic attack graph. *e second part of the experiment is to
calculate the path complexity of acyclic attack graph,
according to different values can get different scales of
simplified attack graph. For different values, if different
thresholds are set, the number of paths reserved in the
simplified graph can be obtained is different. *e result is
shown in Figure 8.

It can be concluded from Figure 8 that the number of
attack paths reserved under different Min values is also
different. As the selection of threshold increases, the number
of paths reserved decreases.When the value reaches a certain
value, all possible attack paths must be removed. *erefore,
the selection of the value is also empirical to a certain extent.
If the value is too high, the simplified graph is too simple,
and it is easy to delete the important nodes of the original
attack graph, resulting in the wrong defense reinforcement
of the attack nodes. If the value is selected too low, the
simplified graph is still complicated, which makes the vis-
ibility of attack graph low and the risk assessment for se-
curity managers still very difficult.

4. Attack Diagram Expert System Model
Multitarget Network Security
Algorithm Evaluation

Genetic algorithm is a random search method imitating the
biological evolution process. By sacrificing the limited it-
eration time to optimize the search speed, the algorithm can
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automatically obtain and guide the optimal search space and
adjust the search process adaptively. Because of its bionic
nature, it can provide another way to solve problems that
other science and technology cannot or are difficult to solve.
It has been widely used in combinatorial optimization,
machine learning, artificial intelligence, and other fields.
However, the traditional genetic algorithm has strong ro-
bustness in solving the global optimal solution, which leads
to some characteristics such as premature convergence and
slow search in the late period. To solve this problem, an
adaptive genetic algorithm was proposed, which made the
ant colony self-adjust the crossover rate and mutation rate
according to its own race. *e optimization problem can be

described by the following mathematical programming
model.

Figure 9 describes the variation trend of the fitness of the
three algorithms. It can be seen from the figure that the
adaptive genetic algorithm maintained a high search speed
in the early and middle periods and began to slow down its
search speed in the 160–180 generation. In the 30th gen-
eration, genetic algorithm and adaptive sorting algorithm
began to show a step-down state. In the 60th generation,
their search speed was slow, and even in the 20th generation,
their search speed was almost stagnant. As can be seen from
the above, when different values of t are taken, the simplified
graphs obtained are also different, and the minimum critical
attack sets obtained through the improved ant colony al-
gorithm are also different. However, the security manager
can select the values according to the security management
resources he/she has, so as to ensure the minimum security
network reinforcement measures.

Figure 10 describes the variation curve of the perfor-
mance of the adaptive genetic algorithm between the op-
timal individual value and the population mean value. It can
be seen from the figure that the convergence performance of
the adaptive genetic algorithm is relatively slow in the 0–80
generation and gradually begins to converge to complete the
solution of the optimal solution after the 80 generation.
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It can be seen fromFigure 11 that, under the same threshold
value t, the minimum critical attack set can be solved for attack
graphs of different scales. It can be seen that the improved ant
colony algorithm can solve the key attack set more optimally. In
addition, it can be seen from the figure that, in the case of
increasing attack paths in the attack graph, the optimal solution
effect of the improved ant colony algorithm ismore obvious and
closer to the optimal solution. At the same time, the search
speed of the improved ant colony algorithm is also further faster
than that of the ant colony algorithm to some extent. For large-
scale network, the search speed of the improved ant colony
algorithm will not slow down in the later period. In the above
five scale attack graphs, the search speed of the improved ant
colony algorithm is 8.62% higher than that of the ant colony
algorithm on average, and the highest efficiency is three times
than that of other methods. Also, it is found that, in the case of
many attack paths, the improved ant colony algorithm im-
proves the search speed optimization more obviously and is
more suitable for large-scale network.

In this section, the concept of minimum critical attack
set (MCPS) is first expounded, and then, it is proved that the
solution of MCPS can be equivalent to the solution of NP-
complete problem. Ant colony algorithm (ACO) is widely
used in solving NP complete problems. However, it is found
in the further solution that ACO tends to converge pre-
maturely in the solution process, which often leads to
convergence at the local optimal solution and makes the
algorithm stagnate instead of getting the global optimal
solution. *erefore, this paper proposes an improved ant
colony algorithm in the fourth section, which uses the
adaptive update of pheromone to optimize the selection of
the next node and uses the adaptive genetic algorithm to
improve the local search strategy. In the final experimental
analysis, the results show that the improved ant colony
algorithm has a significant improvement in solving the
problem of the minimum critical attack set and in searching
speed under different network sizes. Especially when the
scale of attack graph increases gradually, the effect of solving
accuracy and solving time becomes more obvious, and it is
more suitable for large-scale network. Most of the time
vulnerabilities and their disclosure are due to poor system
management, late patching, weak password policies, inad-
equate access control mechanisms, and so on. *erefore, the
primary reason and purpose of penetration testing should be
to identify and correct failures in the system management
process that lead to the emergence of system vulnerabilities
that are disclosed during penetration testing. *e method
presented in this paper can effectively avoid such leakage.

Many cities begin to introduce intelligent trans-
portation facilities into the urban transportation con-
struction, which can not only guarantee people’s travel
more smoothly but also further promote the development
and progress of the transportation field. Although in-
telligent transportation has begun to be effectively ap-
plied to cities, as the urban population surges, many rural
people go to cities to work, making the development of
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Figure 9: *e variation trend of the fitness of the three algorithms.
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intelligent transportation difficult to withstand the ever-
expanding traffic pressure in cities. It can be found that
the traffic conditions of many cities in our country are
very tight, and the traffic pressure problem is increasingly
aggravating. In order to make the intelligent trans-
portation system better meet the needs of the city, the
transportation system and the Internet of *ings should
be organically combined, so that the Internet of *ings
technology can be applied scientifically and the trans-
portation facilities can realize the joint application of the
intelligent transportation system and solve the problems
faced by the urban transportation.

5. Conclusion

Nowadays, computer technology has entered our daily life,
so it is urgent to protect and maintain network security.
However, in the face of the diversity and complexity of the
attack means of the attackers on the network, our security
protection measures have a certain lag. In the final analysis,
the problem of network security is due to the existence of
vulnerability loopholes in the network system, which gives
attackers an opportunity to take advantage of. *erefore, in
order to be able to develop better preventive measures in the
network security protection system, we should start from the
analysis of the vulnerability vulnerabilities in the network
system.*erefore, this paper focuses on the network security
evaluation and analysis based on the attack graph model.
Attack graph technology can analyze the vulnerability of
each host in the network, find out the attack path threatening
network security, and show it in the way of directed graph.
However, the attack graph generated by large-scale network
is too complex and poor in readability, which is difficult for
security managers to analyze, thus affecting their accurate
security judgment and reinforcement of defense measures.
*erefore, the main work of this paper is as follows: using
MuiVal attack graph building tool to generate a directed

attribute attack graph. *e phenomena of various kinds of
loops in attribute attack graph are explained in detail, and
the general methods of eliminating loops are expounded. An
optimization algorithm based on path complexity is
implemented for the attack graph after eliminating the loop.
*e attack graph can be optimized to different degrees by
using the formula of attack distance and atomic weight and
setting different values. Finally, the effectiveness of the
proposed algorithm is verified by an experiment based on a
specific network topology. On the basis of simplifying the
attack graph, the network environment is strengthened with
the minimum cost. Firstly, the concept of minimum critical
attack set (MCCS) is expounded, and then, it is proved that
solving the MCCS is equivalent to solving the NP problem.
According to ant colony algorithm, the problem of early
convergence and late search is too slow in solving the
minimum critical attack set so that only the local optimal
solution can be obtained. Based on ant colony algorithm,
this paper proposes to improve ant colony algorithm by
using adaptive updating principle of pheromone and local
search strategy. Finally, the simulation experiment is used to
compare the two algorithms in the approximate solution
speed and the number of sets.
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MicroRNAs are a group of noncoding RNAs that are about 20–24 nucleotides in length. -ey are involved in the physiological
processes of many diseases and regulate transcriptional and post-transcriptional gene expression. -erefore, the prediction of
microRNAs is of great significance for basic biological research and disease treatment. MicroRNA precursors are the necessary
stage of microRNA formation. RBF kernel support vector machines (RBF-SVMs) and shallow multiple kernel support vector
machines (MK-SVMs) are often used in microRNA precursors prediction. However, the RBF-SVMs could not represent the
richer sample features, and the MK-SVMs just use a simply convex combination of few base kernels. -is paper proposed a
localized multiple kernel learning model with a nonlinear synthetic kernel (LMKL-D).-e nonlinear synthetic kernel was trained
by a three-layer deep multiple kernel learning model. -e LMKL-D model was tested on 2241 pre-microRNAs and 8494 pseudo
hairpin sequences. -e experiments showed that the LMKL-D model achieved 93.06% sensitivity, 99.27% specificity, and 98.03%
accuracy on the test set. -e results showed that the LMKL-D model can increase the complexity of kernels and better predict
microRNA precursors. Our LMKL-D model can better predict microRNA precursors compared with the existing methods in
specificity and accuracy. -e LMKL-D model provides a reference for further validation of potential microRNA precursors.

1. Introduction

MicroRNAs are a class of highly conserved endogenous
noncoding RNAs with a length of about 20–24 nucleotides.
-ey are single stranded and regulate gene expression at the
post-transcriptional or translational level by binding spe-
cifically to target messenger RNA [1, 2]. Studies have shown
that some microRNAs can play a role by regulating cell
proliferation, cell migration, invasion, and immune response
[3], and at the same time, microRNAs can also play an
important role in inflammatory response [4], neural de-
velopment, and other processes [5, 6]. In organisms,
microRNA is first transcribed by RNA polymerase II into
long initial transcription, primary microRNA, which is then
processed by Drosa enzyme into a precursor with a length of
about 70 nucleotides, that is, pre-microRNA [3, 7]. Pre-
microRNA is exported from the nucleus with the help of
RanGTP/exportin 5 and then exported to be processed and
matured by the Dicer enzyme in the cytoplasms [8, 9]. After

being processed into mature microRNAs, microRNAs form
RNA-induced silencing complex (RISC) in some way to
affect the protein abundance of target genes by inhibiting
translation or degrading the mRNAs of target genes.

MicroRNA precursors (pre-microRNAs) can fold into
hairpin structures, which are considered the most important
indicators of microRNA maturation [10]. Figure 1 shows a
pre-microRNA sequence and its hairpin structure. However,
there are a large number of nonprecursors with similar
hairpin structures in many genomic regions, which are
called pseudo hairpin sequences [11]. Accurately and ef-
fectively identifying microRNA precursors from a large
number of candidate hairpin sequences is a challenging task
[12].

-e methods of finding new microRNAs mainly include
biological experimental methods and computer prediction
methods [13]. Biological experimental methods are more
direct and highly reliable, but the expression level of
microRNAs is relatively low. Some microRNAs are only
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expressed under specific conditions, such as cell type and
physiological state of the body. Moreover, due to the high
cost and long experimental cycle, it is difficult to replicate
microRNA expressed in a specific tissue and period. With
the help of computer, the computer prediction method can
identify new microRNAs more efficiently. -e prediction
method of microRNAs based on machine learning has been
applied to bioinformatics, which can overcome various
defects of biological experimental methods, prevent
microRNAs from being affected by expression time, tissue
specificity, or expression level, and provide reliable samples
for subsequent biological experiments.

MicroRNA precursors have a unique hairpin structure
and are easier to obtain than microRNAs. -us, computa-
tional prediction methods use machine learning to mainly
identify microRNA precursors from candidate hairpin se-
quences.-e authors in [14] and [15] proposed a set of novel
features and used a support vector machine (SVM) with only
a RBF kernel to classify real and pseudo pre-microRNAs and
proposed Triplet-SVM and PremipreD While different
kernels have different characteristics, a RBF kernel could not
adequately map the pre-microRNAs to the appropriate
feature spaces. When the features of input data contain
heterogeneous information [16, 17] or the data are nonflat in
the high-dimensional feature space [18], it is not reasonable
to use a single simple kernel to map all the input data. -e
authors in [19] used a random forest classifier to find shallow
features and only got 91.29% accuracy and proposed MipIe.
-e authors in [20] adopted multiple kernel SVM with
different weights, but only the shallow features are used and
then LMKL-MiPred was proposed. It shows good accuracy
but no deep features of pre-microRNAs were explored. -e
authors in [21] used a simple three-layer backpropagation
neural network and proposed MiRANN. However, when
there are limited candidate hairpin sequences, the three-
layer backpropagation neural networks typically do not have
a good generalization performance, and they can even in-
crease the risk of over-fitting under some conditions.

Multiple kernel methods have been successful on small
data sets. By mapping the samples into a high-dimensional

reproducing kernel Hilbert space, they only use very few
parameters to enable a classifier to learn a complex decision
boundary. How to determine the basic kernel function is the
difficulty and key problem of multiple kernel learning. -e
localized multiple kernel learning [22] uses different weights
to combine simple basic kernel (linear kernel, polynomial
kernel, and RBF kernel) but could not obtain the deep
features of the samples. -is paper presents a localized
multiple kernel learning model with a nonlinear deep
synthetic kernel (LMKL-D). -e deep synthetic kernel was
trained by a deep multiple kernel learning model with a tree
structure [23]. We found that the neural networks are easy to
obtain deep features by gradient descent. -us, we adopt the
gradient descent approach and use a deep multiple kernel
learning model with a tree structure to get a nonlinear deep
synthetic kernel. We combine kernels at each layer and then
optimize over an estimate of the leave one out error [23].
Starting from some simple basic kernels, a deep synthetic
kernel can be achieved after a learning process. We com-
bined the deep synthetic kernel and other simple basic
kernels by localized multiple kernel learning. -e deep
synthetic kernel was composed of complex combination of
basic kernels. -us, the LMKL-D model can take advantage
of both the shallow and deep features of the input data. As a
result, the LMKL-D model can represent more features and
obtain better performance than existing SVM methods.

-e rest of the paper is organized as follows. In Section 2,
we introduce datasets selection and feature selection and
then we provide the background about SVM, localized
multiple kernel learning, and the multiple kernel learning
methods. Kernels and model selection are also included in
this section. In Section 3, we show the experimental results
and comparisons with other methods. Finally, conclusions
and future work are shown in Section 4.

2. Materials and Methods

2.1. Biologically Relevant Datasets. -e LMKL-D model
proposed in this paper should be able to correctly identify
pre-microRNAs and pseudo hairpin sequences from the
candidate hairpin sequences dataset. -us, the candidate
hairpin sequence datasets have two parts. One is the positive
real pre-microRNAs sequences. We obtained a total of 4,028
annotated known pre-microRNA sequences spanned 45
species from miRBase 12 [24]. We removed sequences with
homology greater than 90% from the original sequences, and
finally 2,241 nonhomologous pre-microRNAs were selected
as positive sequences. -e other part is the negative pseudo
hairpin sequences. -e pseudo hairpin sequences were
obtained from the UCSC refGene annotation list [25] and
the human RefSeq gene [26]. For pseudo hairpin sequences,
their sequence fragments have similar hairpin structures of
pre-microRNAs and were not reported as pre-microRNAs.
Finally, we selected 8,494 pseudo hairpin sequences from the
protein coding region. -ese sequences must be guaranteed
to be around 90 ribonucleotides, with a minimum of
−15 kcal/mol and a maximum 18 kcal/mol free energy.

In order to select better model, we randomly selected
seventy percent of the candidate hairpin sequences as the

A pre-microRNA gene sequence

UACACUGUGGAUCCGGUGAGGUAG
UAGGUUGUAUAGUUUGGAAUAUUA
CCACCGGUGAACUAUGCAAUUUUCU
ACCUUACCGGAGACAGAACUCUUCG

RNA flod

Figure 1: Structure of the pre-microRNA.
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training set and the remaining thirty percent as the test set.
-us, we randomly selected 1,500 pre-microRNAs and 6,000
pseudo pre-microRNAs as the training set. As for test set,
700 of the remaining positive real pre-microRNAs and 2,400
of the remaining negative pseudo hairpin sequences were
randomly selected. Both training set and test set are
normalized.

2.2. Feature Selection. -ere are many methods to select the
pre-microRNAs features. Traditionally, sequence, secondary
structure, and thermodynamic properties are considered. In
this paper, we use the dinucleotide frequencies proposed in
[27] to characterize sequence and secondary structure
properties. -ermodynamic characteristics are also in-
cluded. -e LMKL-D model assumed that the hairpin
structure of each sequence could be individually charac-
terized as an eigenvector containing 29 global and intrinsic
folding properties [27, 28]. Seventeen attributes are the A; C;
G; U dinucleotide frequencies; and G+C ratio; three at-
tributes are the folding measures, including the base pairing
propensity, base pair distance, and Shannon entropy; three
thermodynamic properties such as minimum free energy
(MFE) of folding, MFE index 1 MFEI1, and index 2 MFEI2;
one topological attribute; and five normalized variants of
folding measures. -e sequence properties and thermody-
namic properties can be calculated by ViennaRNA Package
2.0 [29].

2.3. Kernels and SupportVectorMachine. -e kernels are the
inner products of the mapping relationship. A kernel can be
described by the dot product of its two basic mapping
functions as follows [23]:

K(x, y) � ϕ(x) · ϕ(y), (1)

where K(x, y) represents a kernel and ϕ(x) and ϕ(y) rep-
resent the mapping functions.

-e mapping functions ϕ(x) and ϕ(y) are hard to find,
but the dot product of the two mapping functions can be
easily calculated by the kernel matrix [30]. We can use the
characteristics of the kernels to construct a new kernel that
can enhance the ability to represent richer features.-us, the
new kernel can map the input data from the low-dimen-
sional linear indivisible feature space to a high-dimensional
linearly separable feature space. Synthetic kernels can create
different representations of the data using basic kernels.

Kernels are usually associated with SVMs. -e basic
principle of a single kernel SVM is, for a given dataset
xi ∈ Rn(i � 1, . . . , l) with corresponding labels
yi(yi � +1 or − 1), SVM finds the linear separable hyper-
plane with the maximum margin in the feature space in-
duced by the mapping functions ϕ(x) andϕ(y). Equation
(2) is the SVM decision function [31] given as follows:

f(x) � 
l

i�1
αiyiKθ xi, x(  + b, (2)

where αi are the coefficients to be learned and Kθ(xi, x) is a
kernel that depends on a set of parameters θ. Traditionally,

parameters αi are trained through maximizing the dual
objective function as the following equation [31]:

max
α



l

i�1
αi −

1
2



l

i,j�1
αiαjKθ xi, xj 

s.t.

αi ≥ 0, i � 1, . . . , l



l

i�1
αiyi � 0.

(3)

2.4. Multiple Kernel Learning. Multiple kernel learning
model is a kind of kernel-based learning model with more
flexibility. Recent theories and applications have proved that
using multiple kernels instead of single kernel can enhance
the interpretability of the decision function and obtain better
performance than the single kernel model [31, 32]. Multiple
kernels can create different representations of the input data
using basic kernels. When we combine multiple kernels
within a kernel such as by taking their sum, we can obtain a
new kernel that is different from each of them.Moreover, the
new kernel has more complicated representations that could
not be well represented by a single kernel [33, 34].

In the multiple kernel learning model, Kθ is considered
as a linear convex combination of multiple basis kernels [31]:

Kθ � 
m

i�1
θiKi,

s.t. θi ≥ 0, i � 1, . . . , m,



m

i�1
θi � 1,

(4)

where Ki are the basic kernels and m is the total number of
basic kernels.

2.5. DeepMultiple Kernel Learning. -e traditional multiple
kernel learningmethod is just a simple linear combination of
a set of basic kernels and could not represent the deep
features of the samples.-us, we adopt a three-layer multiple
kernel learning model to represent the deep features of the
samples [23]. -e complex combination of basic kernels still
meets Mercer standards. A deep multiple kernel model is a
n-layer multiple kernel model with m kernels at each layer:

K
(n)

� θ(n)
1 K

(n)
1 θ(n−1)

1 K
(n−1)
1 + · · ·  + . . . θ(n)

m K
(n)
m (· · ·) ,

(5)

where K(n)
m represents the mth kernel at layer n with an

associated weight parameter θ(n)
m and K(n) represents the

synthetic kernel at layer n. A deep multiple kernel learning
model with n layers is shown in Figure 2.

Although the increased complexity of the kernels can
increase the risk of over-fitting, Strobl et al. [23] proved that
the upper bound of the generalization error for deep
multiple kernels is significantly less than that for deep
feedforward neural networks under some conditions.
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Leave one out error has shown better accuracy in
multiple kernel learning [31]. To decide the weight pa-
rameter θ(n)

m , we adopted concept of the span of support
vectors [35]. -e main idea of SVMs is that mapping input
data into a high-dimensional feature space where a hyper-
plane can separate the input data. -e hyperplane can be
constructed by maximizing the margin. It is well known that
the error rate for SVM is bounded by

���������
O(R2/M2)


, where R is

the radius of the smallest ball containing the training data in
the feature space andM is the margin. -e smaller the error,
the better the SVM performance. However, traditional SVM
methods only maximizeMwhile Rmay still be very large. To
address the above problem, we minimize R based on upper
bounds of leave one out error. R can be shown in span. -e
span bound of the leave one out error can be shown as the
following equation [31]:

L x1, y1( , . . . , xl, yl( ( ≤ 

l

p�1
ϕ α0pS

2
p − 1 ≕Tspan , (6)

where L is leave one out error and Sp is the distance between
the point ϕKθ

(xp) and the set Γp. Γp is the linear combination
of support vectors mapping into feature space,
Γp � i≠p,a0

i
> 0λiϕKθ

(xi)|i≠pλi � 1 .
We use a contracting function

ϕ(x) � (1 + exp(−cx + d))− 1 to smooth equation (6) and
evaluate its performance. Here, c and d are nonnegative
arguments and then a regularization term is added to
prevent over-fitting [23]:

S
2
p � min

λ,  λi � 1
ϕKθ

xp  − η 
l

i≠p

λiϕKθ
xi( 

����������

����������
+ η 

l

i≠p

1
α0i
λ2i .

(7)

Span is optimized using the gradient descent method.
Now, we get the deep multiple kernel learning algorithm
with the derivative of (zTspan/zθ). By using gradient descent,
θ and α can be solved by fixing θ and solving for α and fixing
α and solving for θ.

In the deep synthetic kernel proposed in this paper, the
number of layers was set as three layers and each layer was
set as 3 kernel functions. -e kernel functions of the first
layer were linear kernel, polynomial kernel, and Gaussian
kernel.

2.6. Localized Multiple Kernel Learning. While a single
kernel function has only one characteristic, multiple
kernel learning (MKL) has more flexibility by choosing a
combination of basic kernels. However, multiple kernel
learning assigns the same weight to each kernel when
combining the basic kernels. -e localized multiple
kernel learning (LMKL) algorithm uses a gating model to
locally select the appropriate weight for each basic kernel.
Compared with MKL, LMKL could select suitable weight
for the datasets. Experimental results on bioinformatics
datasets show that LMKL with the gating model has
better accuracy than the model with single kernel [22].
Equation (8) gives a decision function for LMKL [22] as
follows:

f(x) � 
N

i�1
αiyi 

P

m�1
ηm(x)Km x, xi( ηm xi(  + b, (8)

where N is the number of samples, P is the number of
basic kernels, b is the bias, Km is the mth basic kernel, and
ηm(x) is the gating model. For input sample x, the gating
model chooses feature space m as a function of input
sample x. ηm(x) can be learned from the sample datasets.
-e gating model ηm(x) is defined as the following
equation [22]:

ηm(x) �
exp vm, x + vm0( 


P
k�1 exp vk, x + vk0( 

, (9)

where vm and vm0 are the parameters of the gating model and
the softmax guarantees nonnegativity. By modifying equa-
tion (8), with selection function, we get the following op-
timization problem as the following equation [23]:

Input

Data

Layer 1 Layer 2 Layer n

K1
m

K1
2

K (1) K (2) K (n)

K1
(1) K1

(2)

K2
(2)

Km
(2)

Figure 2: A deep multiple kernel model with n layers in this paper. -e black solid lines represent the weights for each kernel, θ(n)
m . K(n)

comes from the sum of each K(n)
m multiplied by its associated weight θ(n)

m at layer n.
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max
N

i�1
αi −

1
2



N

i�1


N

j�1
αiαjyiyjKη xi, xj 

s.t.

0≤ αi ≤C, i � 1, . . . , N



N

i�1
αiyi � 0,

(10)

where Kη(xi, xj) is defined as equation (11); here, Kη is
positive semidefinite [23].

Kη xi, xj  � 
P

m�1
ηm xi( Km xi, xj ηm xj . (11)

Derivatives of equation (10) are taken with respect to vm

and vm0, and then we use gradient descent to train the gating
model. We just need to fix ηm(x) and then solve a canonical
multiple kernel SVM dual problem first and then update the
parameters of the gating model with gradient descent at each
step.

2.7. Kernels Selection and Model Selection. Traditional
multiple kernel learning methods only select a few simple
basic kernels, such as linear kernel (KL), polynomial kernel
(KP), and Gaussian (or RBF) kernel (KG). In our proposed
model, we selected three simple basic kernels, linear kernel,
polynomial kernel, and Gaussian kernel and a deep synthetic
kernel proposed above (KD) as the localized multiple kernel
learning combination. Finally, we got the LMKL-Dmodel as
shown in Figure 3. KD was obtained by the deep multiple
kernel learning (DMKL) model. -e formulas for the three
simple basic kernel functions are shown in the following
equation [20]:

KL xi, xj  � xi, xj,

KP xi, xj  � αxi, xj + β 
q
,

KG xi, xj  � exp −
xi − xj

�����

�����
2

s
2

⎛⎜⎜⎝ ⎞⎟⎟⎠.

(12)

We used grid search to find the parameters of the simple
basic kernels. -e parameters with the highest accuracy were
adopted. Finally, the parameter of the Gaussian kernel s was
set to 1 and the polynomial kernel exponent q was set to 2,
while α and β were both 1.

We used multiple kernel learning models to obtain KD.
Multiple kernel learning models often use linear kernels,
Gaussian kernels, and polynomial kernels to map input data
into feature spaces. Since the DMKL model should try to
maximize the upper bound of the final kernel to increase its
richness with each layer, we combined the linear kernel,
polynomial kernel, and Gaussian kernel into one set of
kernels. From [23], the number of layers for the DMKL was
set to 3.KD was trained on train set and tested on test set.We
used leave one out validation and the minimum value of
span to evaluate KD. KD with a minimum span value was

adopted. To find better performance, the penalty parameter
C was set in the range of 10− 6, 10− 5, . . . , 10− 1, 1, 10  and the
learning rate was set in the range of
10− 6, 10− 5, . . . , 10− 1, 1, 10 . After trained and tested, we got

KD. In the end, we chose four kernels, KL, KP, KG, and the
best KD as the final basic kernels of localized multiple kernel
learning.

For model selection, the dataset selection operations
were repeated three times, and the average value of the
results on test set was taken as the final performance of the
model. -us, for each training and test, the training set had
7,500 samples in total and the test set had 3,100 samples in
total. For the DMKL model, we used LIBSVM [36] package
to solve the SVM optimization problem. For localized
multiple kernel learning, we used SMO to speed up the SVM
optimization.

3. Results and Discussion

3.1. Comparison with Other Classification Methods. In order
to evaluate the performance of the localized multiple kernel
learning using the deep synthetic kernel (LMKL-D) model
proposed in this paper, the performances of the LMKL-D
model were measured by sensitivity (SE, the proportion of
the positive examples correctly classified), specificity (SP, the
proportion of the negative examples correctly classified),
geometric mean (GM, the square root of the product SE and
SP), and accuracy (ACC, the percentage of correctly clas-
sified instances). SE, SP, GM, and ACC are defined in
equation (13) [20]. We compare the LMKL-D model with
triplet-SVM [14], miPred [27], MiPred [37], and a three-
layer backpropagation neural network (BPNN). -e results
are shown in Figure 4 and Table 1. Ultimately, the LMKL-D
model obtained an accuracy rate of 98.03% on test set, while
the triplet-SVM, miPred, MiPred, and BPNN (3 layers) on
the test set obtained accuracy rate of 83.90%, 93.50%,
91.29%, and 95.18%, respectively.

SE �
TP

TP + FN
,

SP �
TN

TN + FP
,

GM �
�������
SE × SP

√
,

ACC �
TP + TN

TP + TN + FP + FN
.

(13)

As shown in Figure 4 and Table 1, LMKL-D has the best
99.27% SP, best 96.11% GM, and best 98.03% ACC, which
means it can better distinguish real pre-microRNAs and
pseudo hairpin sequences. Since there are a large number of
gene sequences with hairpin structures to be identified,
higher specificity can filter the pseudo hairpin sequences.
For geometric mean, LMKL-D achieved the highest geo-
metric mean (96.11%) among these methods.-atmeans the
LMKL-D model can achieve high performance while
maintaining stability. -e AUC (area under the curve)
0.9611 (we can see in Figure 5) indicates that the LMKL-D
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can predict pre-microRNA accurately. Since the ratio of pre-
microRNA sequences to pseudo hairpin sequences is about 1
to 4, the SE of the LMKL-D model might be lower. Next, we

need find new methods to deal with class imbalances. -ese
data prove that our proposed localized multiple kernel
learning using the deep synthetic kernel model can increase
classification accuracy with low risk of over-fitting and has a
more accurate predictive ability and stability to identify the
new microRNA precursors in many species.

3.2. Comparison with Localized Multiple Kernel Learning.
In order to better evaluate our LMKL-D model, we also
compared LMKL-D with LMKL. For basic kernels, the
LMKL-D model used four basic kernels, KL, KP, KG, and
KD. -e LMKL model used three basic kernels, KL, KP, and
KG. KL, KP, and KG of the two models adopted the same
parameters.-e penalty parameter C was fixed on 0.035.-e
results on test set are shown in Figure 6. -e performance of
the two models on training and test set is shown in Table 2.

From Figure 6 and Table 2, we can see that the LMKL-D
model has 91.33% SE, 99.22% SP, 97.64% ACC, and 0.9535
AUC on training set, while the LMKL model obtained
87.47% SE, 99.60% SP, 97.17% ACC, and 0.9352 AUC. On
test set, the LMKL-D model has 93.06% SE, 99.27% SP,
98.03% ACC, and 0.9611 AUC, while the LMKL model
obtained 88.71% SE, 99.60% SP, 97.42% ACC, and 0.9407
AUC. On both the training set and the test set, the LMKL-D
model has 91.83% SE, 99.23% SP, 97.75%, and 0.9574 AUC,
while the LMKL model obtained 87.83% SE, 99.60% SP,
97.24% ACC, and 0.9383 AUC. Although LMKL-D acquires
a little lower specificity than LMKL, on sensitivity, accuracy,
and AUC, LMKL-D is always better than LMKL. On geo-
metric mean, LMKL-D is always higher than LMKL. -at
means that LMKL-D is more stable than LMLK. We can
draw a conclusion from Figure 6 and Table 2 that LMKL-D
has better sensitivity, geometric mean, and accuracy than
LMKL. For specificity, the two models have similar per-
formance. -e results show that in terms of correctly and
stably identifying pre-microRNA, the LMKL-D is more
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Figure 3: LMKL-D model proposed in this paper.
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Figure 4: Comparison of prediction performance of LMKL-D with
other existing methods. -e BPNN was three layers here.

Table 1: Comparison of prediction performance of LMKL-D with
other existing methods.

Methods SE SP GM ACC
Triplet-SVM (libSVM) [7] 79.47 88.30 83.77 83.90
miPred (libSVM) [19] 84.55 97.97 91.01 93.50
MiPred (random forest) [28] 89.35 93.21 91.26 91.29
BPNN (3 layer) 94.64 95.44 95.04 95.18
LMKL-D 93.06 99.27 96.11 98.03
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efficient than LMKL. -e experiments also show that the
deep model can obtain more features than the LMKLmodel.
-e LMKL-D model obtained both deep and shallow fea-
tures of the samples.

4. Conclusions

In this work, we have proposed a localized multiple kernel
learning model with a three-layer deep synthetic kernel in
improving the pre-microRNAs prediction accuracy of
existing methods. -e experiments show that our proposed
model yielded comparable better predictive performances
and is more stable than existing classifiers for identifying
known pre-microRNAs. After being trained on hairpin
sequences train set, the LMKL-D methods obtain 93.06%
sensitivity, 99.27% specificity, 96.11% geometric mean, and
98.03% accuracy on test set. By applying deep architecture to
localized multiple kernel learning, we found that the LMKL-
D model is both useful and reliable, as demonstrated in the
results above. -e LMKL-D model was examined by
comparing with the triplet-SVM, miPred, MiPred, and a
three-layer backpropagation neural network. We also
compare the LMKL-D model and LMKL model. Our results
show a more efficient model compared with the multiple
kernel learning model with simple basic kernels. -e three-
layer deep synthetic kernel can indeed increase the richness
of kernels and represent deep features. On the other hand,
the LMKL-D model could use both shallow and deep fea-
tures. -e number of pseudo hairpin sequences in nature is
much larger than known pre-microRNAs. -ere are always
more negative samples than positive samples. With the
development of bioinformatics, it is still a challenging work
to solve the problem of sample imbalance and explore more
classification methods.
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LMKL.

Dataset Methods SE
(%)

SP
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GM
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LMKL-
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set
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In this paper, we focus on recognizing epileptic seizure from scant EEG signals and propose a novel transfer enhanced
α-expansion move (TrEEM) learning model.*is framework implants transfer learning into the exemplar-based clustering model
to improve the utilization rate of EEG signals. Starting from Bayesian probability theory, by leveraging Kullback-Leibler distance,
we measure the similarity relationship between source and target data. Furthermore, we embed this relationship into the
calculation of similarity matrix involved in the exemplar-based clustering model. *en we sum up a new objective function and
study this new TrEEM scheme earnestly. We optimize the proposed TrEEMmodel by borrowing the mechanism utilized in EEM.
In contrast to other machine learning models, experiments based on synthetic and real-world EEG datasets show that the
performance of the proposed TrEEM is very promising.

1. Introduction

Epilepsy is a kind of chronic disease, which is caused by the
sudden abnormal discharge of brain neurons, resulting in
transient brain dysfunction. Usually patients themselves have
no obvious impression of the epileptic seizure process. For
this reason, doctors can only diagnose the patient’s condition
according to the patient’s family members or other personnel
present during the epileptic seizure in the past. However, the
accuracy of this manual diagnosis method is low. *e
pathogenesis of epilepsy is mainly manifested by abnormal
neural discharge and abnormal brain waves. Although
medical imaging, such as Computed Tomography (CT),
magnetic resonance imaging (MRI), functional magnetic
resonance imaging (FMRI), Single-Photon Emission Com-
puted Tomography (SPECT), Positron Emission Computed
Tomography (PET), has made great progress over the years,
and the major diagnostic method of epilepsy is based on
electroencephalogram (EEG). More specifically, PET and
fMRI cannot be used as common technical means because of
their technical requirements and costs. In addition to the high
cost, MRI cannot judge the nonstructural lesions as well.
Invasive cortical electroencephalogram (ECoG) requires

craniotomy and implantation of electrodes, which has a high
risk; and noninvasive EEG and MEG can provide functional
and structural detection. Taking all these into account, EEG
has been widely concerned in more and more theoretical
researches and clinical practice because of its low cost,
convenient signal acquisition, and noninvasiveness.

*e research on diagnosis of epilepsy through EEG
signals has been a hot topic in related fields, compared with
manual diagnostic method, and machine learning methods
are less time-consuming and more accurate [1–8]. Nu-
merous machine learning models have been used to rec-
ognize epileptic EEG signals, such as support vector learning
[9, 10], fuzzy system [1, 3], naı̈ve Bayes [11], and exemplar-
based clustering model [2, 12, 13]. *e traditional machine
learning process is usually divided into the three following
steps, as shown in Figure 1: (1) EEG signal preprocessing
improves signal to noise ratio and provides high-quality
input signal for spike detection. (2) According to the
characteristics of spikes, artificial design features can reduce
the signal dimension and highlight the difference between
spikes and background signals. (3) According to the ob-
tained features, spike signals are detected by the machine
learning mechanism involved.
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In summary, one of the significant issues in the field of
processing EEG signals by machine learning technique is the
insufficient training data. We briefly introduce some
mechanisms for epileptic diagnosis through EEG signals
here. Jiang [1] integrates transductive transfer learning,
semisupervised learning, and Takagi-Sugeno-Kang (TSK)
fuzzy system to take full advantage of the scant training data.
Zhu [5] proposed dic-mv-fcm, which automatically evalu-
ates the importance and weights of each view and then
performs weighted multiview fuzzy clustering based on
FCM framework to achieve accurate fuzzy partition. Bi [2]
proposed a novel model called FEEM for incomplete EEG
signal, which first compresses the potential exemplar list and
thus reduces the scale of pairwise similarity matrix. How-
ever, to make better use of training data, we still need to do a
lot of work, and we focus on this issue in this paper as well.
Specifically, this paper aims at recognizing epileptic seizure
from scant EEG signals.

Transfer learning is believed to be an effective strategy to
solve problems caused by insufficient training data
[1, 5, 13, 14]. Assume that there are two datasets from similar
source: one has plenty of features and details and is easily to
be learned, while the other one lacks details and is hard to be
learned. Transfer learning offers an idea of leveraging the
description of former data to study the latter data. *e
sufficient well-described data is called source data, while the
insufficient rough data is named as target data. Accordingly,
transfer learning utilizes source data to improve the learning
result of target data. Under this framework, effectively
measuring the relationship between source data and target
data is an important part and has a great influence on the
efficiency of relevant study model. *us, starting from
Bayesian probability theory, this paper first extends the
concept of similarity matrix in the exemplar-based clus-
tering model; and this strategy also broadens the application
range of the algorithm to transfer learning scenario. By
leveraging Kullback–Leibler distance, we propose a new
transfer enhanced α-expansion move learning model called
TrEEM.*e detailed contributions of this paper are listed as
follows:

(i) According to the transfer learning theory
[1, 5, 13, 14], considering the similarity between
source and target data, the proposed model TrEEM
should keep the target data close enough to the

source data. *eoretically supported by the infor-
mation theory, based on the Bayesian probability
framework, TrEEM utilizes KL distance to measure
the similarity between source data and target data
and minimizes this KL distance in the optimization
process.

(ii) In the scenario of recognizing epileptic seizure, we
aim at diagnosing the actual patient. As TrEEM is
built on graph theory and pairwise similarity matrix
and is an exemplar-based clustering model, this
model selects exemplar from actual data. *is ad-
vantage fits the requirements in the relevant sce-
nario here.

(iii) TrEEM embeds KL distance between target data and
source data into the calculation of similarity matrix.
*us, the optimization mechanism utilized in EEM
can be directly used to solve the new target function
of TrEEM. In detail, we leverage α-expansion move
optimization algorithm which performs better than
LBP [15, 16] algorithm.

*e paper is organized as follows. *e related works are
discussed in Section 2. We illustrate the target function and
optimization mechanism of the proposed TrEEM in Section
3. *e simulation experimental results and analysis are
shown in Section 4. We make a conclusion in Section 5.

2. Related Works

Many researchers are committed to using machine learning
technology to classify EEG signals, including SVM, fuzzy
system, näıve Bayes, and exemplar-based clustering model.
In this section, we illustrate two popular learning frame-
works, namely, Enhanced α− Expansion Move (EEM) and
TSK fuzzy system. EEM is a widely used exemplar-based
learning model, and TSK fuzzy system is a typical fuzzy-rule-
based clustering model.

2.1. Enhanced α− Expansion Move. Consider a dataset
X � x1, x2, . . . , xN  ∈ RN∗D; N is the total number of
D-dimensional data points. E is the output, whereas the
element E(xi) refers to the exemplar for each xi.

*e target function of a typical exemplar-based clus-
tering model is defined as follows [12, 15]:

Feature extraction

EEG signal
process

EEG signal
acquisition

Machine learning
model

Figure 1: General steps of machine learning model processing EEG signals.
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E



N

p�1
s xp, xE(p)  − 

N

p�1


N

q>p
θp,q(E(p), E(q)), (1)

where S is the similarity matrix of the dataset, and the el-
ements are defined as S(i, j) � − ‖xi − xj‖

2; θp,q(E(p), E(q))

is shown as follows:

θp,q(E(p), E(q)) �

M, E(p) � q, E(q)≠ q,

orE(q) � p, E(p)≠p,

0, otherwise.

⎧⎪⎪⎨

⎪⎪⎩
(2)

In [15], the authors regard the above target function as
the energy function of Markov random field (MRF) and
verifies the below theorem.

Theorem 1. When, for ∀p, q, E(p), E(q), α ∈ 1, 2, . . . N{ },
equation (3) is verified, the graph-theory based framework
can be used to optimize the target function of the exemplar-
based clustering model as shown in equation (1).

θp,q(E(p), E(q)) + θp,q(α, α)≤ θp,q(E(p), α) + θp,q(α, E(q)).

(3)

Enhanced α-Expansion Move (EEM) framework opti-
mizes the above target function by an improved algorithm
[15]. In more detail, theoretically supported by *eorem 1
and graph-cuts [16] algorithm, EEM expands the active
region of candidate exemplar from a single data to the whole
dataset. EEM defines the second optimal candidate exemplar
S(i) for xi as below, which is selected from the whole dataset
as mentioned above.

S(i) � argmax
s∈(E/l)

s xi, xs( , ∀xi ∈ Xl, (4)

where Xl � xi|E(i) � l  is the dataset among which the
exemplar is l, and s ∈ (E/l) represent other exemplars in E

expect for l. In this way, the optimization mechanism be-
haves more rapidly and effectively.

EEM algorithm is one of the most popular exemplar-
based clustering models, and it performs effectively and
steadily in numerous simulation experiments involved
[2, 12–15]. Scientists have applied this model for data stream,
constrained supervised learning, and EEG signal processing.

2.2. TSK Fuzzy System. TSK fuzzy system is a rule-based
system and it is widely used as a typical fuzzy system model
for both classification and clustering. Generally, the kth TSK
fuzzy rule for K fuzzy rules can be described as Rk.

IF x1 isA
k
1∧x2 isA

k
2∧ · · ·∧xN isA

k
N,

THENf
k
(x) � p

k
0 + p

k
1x1 + · · · + p

k
NxN,

(5)

where Ak
i is a fuzzy set subscribed by the input xi for the kth

fuzzy rule and ∧ is a fuzzy conjunction operator. Each rule is
premised on the input data X � x1, x2, . . . , xN  ∈ RN∗D

which is mapped to a singleton fk(x). *us, the output of
the TSK fuzzy system is defined as

y
0

� 
K

k�1

μk
(x)f

k
(x)


K
m�1 μ

m
(x)

� 
K

k�1
μk

(x)f
k
(x), (6)

where

μk
(X) � 

N

i�1
μAk

i
xi( ,

μk
(X) �

μk
(X)


K
m�1 μ

m
(X)

,

(7)

where μAk
i
(xi) is the membership grade that can be obtained

using Gaussian membership function, and the other in-
volved parameters also could be estimated using clustering
techniques and other partition methods [1, 3–5].

Accordingly, based on the relevant theory of TSK fuzzy
system, the target model above in equation (6) converts to a
parameter learning process of the corresponding linear
regression model. In line with recent achievements, TSK
fuzzy model has strong interpretability and robustness. For
this reason, this TSK fuzzy model is widely used among
numerous intelligent medical diagnosis systems, including
recognizing epileptic seizure from EEG signals.

In this section, we briefly introduce two popular machine
learning clustering frameworks used in the recognition of
EEG signals, namely, EEM and TSK fuzzy system. *e
detailed descriptions are shown in Table 1. Considering the
scenario of diagnosing epileptic patients from some healthy
patients based on their EEG signals, we focus on EEM
clustering model in the rest of this paper.

3. Transfer Enhanced α-Expansion Move
Learning Model

In this section, we first analyze the theoretical basis of
TrEEM from Bayesian probabilistic framework. Second, we
induce the novel algorithm TrEEM in detail. *en, con-
sidering the optimization algorithm utilized in EEM algo-
rithm, we optimize target function as well. Generally, the
structure of this novel model is shown in Figure 2. See
Figure 2; on the basis of source-data-based exemplar set,
starting from Bayesian probability framework, TrEEM first
imbeds the distance between source data and target data in
the calculation of similarity matrix. *is distance is mea-
sured by Kullback-Leibler distance. *en we induce the
novel target function for TrEEM. Finally, TrEEM directly
calls the optimization algorithm in EEM to solve this model
and obtain the target-data-based exemplar set.

Besides, we list the frequently used notations in Table 2.

3.1. +eoretical Preliminary of TrEEM Scheme. As mentioned
before, transfer learning considers two datasets from similar
source, namely, source data and target data; and the rela-
tionship between source data and target data is considered as
a significant factor in this model (see Table 2); in the following
part, we define the sufficient well-described source data as X.
After study, we obtain the source-data-based exemplar set
denoted as Ls in the above table. *en the insufficient target
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data is defined asX above. Moreover, probabilistic framework
contributes to measuring this relationship as well. *erefore,
supported by Gaussian probability hypothesis and exemplar-
based cluster mechanism, we built the pairwise probabilistic
relationship of target data by leveraging the corresponding
similarity as follows:

p xi, xE(i)  �
1

σ
���
2π

√ exp
s xi, xE(i) 

2σ2
⎛⎝ ⎞⎠, (8)

where s(xi, xE(i)) is the similarity between xi and its current
exemplar xE(i) and parameter σ is a standard deviation from
Gaussian probability hypothesis.

As to the exemplar set, we should exclude the situation
when an exemplar appoints other exemplars among current
exemplar set except for itself as its own exemplar. Conse-
quently, Bayesian posterior probability of an exemplar set is
defined as follows:

p(E) �
1

σ
���
2π

√ · exp − 
N

m�1


N

n�1

θm,n(E(m), E(n))

2σ2
⎛⎝ ⎞⎠, (9)

and θm,n(E(m), E(n)) here is the same as the definition
shown in equation (2).

Accordingly, under Bayesian probabilistic framework
and the discussion of EEM algorithm in Section 2, the
objective function in equation (1) is equal to the following
function:

max
E

Q(E) � 
N

i�1
ln p xi, xE(i) ln p(E)

� 
N

i�1
ln p xi, xE(i)  + ln p(E).

(10)

In conclusion, equation (10) defines another form of the
target function of EEM by introducing Bayesian probabi-
listic framework and Gaussian probability hypothesis.
Starting from this target function, we would be able to design
TrEEM for recognition of epileptic EEG signals in the next
subsections.

3.2. Design of TrEEM Scheme. According to information
theory, the Kullback-Leibler distance (KL distance) is a
natural distance between two real probability distributions
and it has been widely applied to solve numerous issues
[17–19]. *e definition of KL distance is shown below.

Definition 1. Consider two probability distributions as P
and Q; the KL distance from P to Q is as follows:

DKL(‖PQ) � 
x∈X

P(x)ln
P(x)

Q(x)
, (11)

where X � x1, x2, . . . , xN  is the input data.

Table 1: Descriptions of two popular machine learning algorithms used in recognition of EEG signals.

Algorithms *eoretical
basis Descriptions Optimization frameworks

EEM Graph theory Select exemplar from actual data, do not need to
preset the cluster number

Enhanced graph-cuts optimization algorithm,
expand the candidate region

TSK Fuzzy system Rule-based learning model, strong interpretability
and robustness

Parameter learning process of corresponding linear
regression model

Similarity matrix

Exemplar-based clustering
technique

Euclidean distanceTarget data

Source data

Source-data-based
exemplar set

Bayesian probabilistic
framework

Target-data-based
exemplar set

Optimization
algorithm

Transfer similarity
matrix

Figure 2: Structure of TrEEM algorithm.

Table 2: Involved notations and descriptions.

Notations Descriptions
X � x1, x2, . . . , xN  ∈ RN∗D Target data
X � x1, x2, . . . , xNs

  ∈ RNs∗D Source data
S � (s(xi, xj)) Pairwise similarity matrix
Ls Source-data-based exemplar set

Ls(i)
Source exemplar for target sample

xi

E Target-data-based exemplar set
E(i) Exemplar for target sample xi
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What is worth mentioning is the fact that KL distance is
an asymmetric measurement, namely, DKL(P‖Q)≠DKL

(Q‖P), according to Definition 1.
Furthermore, given Ls as a possible exemplar set, Ls(i) is

the best exemplar for xi among current exemplar set Ls. As
discussed above, we also define Ls(xi) under Bayesian
probabilistic framework as follows:

Ls(i) � argmax
l∈Ls

p xi, xl( , (12)

where p(xi, xl) is obtained from equation (8). In transfer
learning, actually two datasets are involved, that is, source
data and target data. In equation (12), note that the first xi is
from the target data, and the second xl is from the possible
exemplar set, namely, from the source data. *us, see Ta-
ble 2; to make the distinction clear, the symbol xi represents
the source data, while xi stands for the target data in the rest
of this paper.

Although the target data is not exactly same as source
data, according to those theoretical analyses of transfer
learning, the source-data-based learning model and results
should contribute to the learning of new target data as well
[3, 4, 20–22]. Otherwise, it will become negative transfer

learning, which is not under discussion in this paper. Ac-
cordingly, we believe the target-data-based exemplar that is
set to be evaluated is supposed to be similar to the source-
data-based exemplar set. In this section, we measure the
difference between target-data-based exemplar set and
source-data-based exemplar set by the aforementioned KL
distance with the definition shown in Definition 1. To be
specific, in the process of designing the TrEEM learning
model, we minimize the difference of target exemplar E and
source exemplar set Ls by controlling the KL distance be-
tween them. *e structure of TrEEM is shown is Figure 2 in
detail. In view of this goal, on the basis of the probabilistic
target function in equation (10) of EEM, we build the novel
target function for the proposed TrEEM model as follows:

maxQ(E) �


N
i�1 ln p xi, xE(i) ln p(E)

λDKL Ls

���� E ,
(13)

where E is the target-data-based exemplar set to be obtained
and Ls represents the source-data-based exemplar set, as
shown in Table 2. λ is the regularization parameter. In terms
of maximum a priori (MAP) principle and combining
Definition 1 and equation (12), (13) becomes

maxQ(E) � 
N

i�1
ln p xi, xE(i)  + ln p(E) − λ

N

i�1
p xi, xLs(i)  ln p xi, xLs(i)  − ln p xi, xE(i)  . (14)

Observing equation (14), we can find that the values of
the second and third terms belong to the same magnitudes;
hence, the value of λ will not be large and the specific de-
termination strategy will be discussed in Section 4.

Introducing the definitions of p(xi, xE(i)), p(xi, xLs(i)),
and p(E) in equations (8) and (9) and discarding the
constant terms, equation (14) can be simplified into the
following equation:

maxQ(E) � ln p(E) + 
N

i�1
1 + λp xp, xLs(p)  ln p xi, xE(i) .

(15)

Comparing equations (15) and (10), we conclude that
they are similar in structure. According to *eorem 1 in
Section 2, TrEEM’s target function also can be solved by
graph-cuts mechanism. Consequently, we will discuss the
optimization mechanism step by step in the next subsection.

3.3. Optimization Mechanism of the TrEEM Scheme. As
mentioned before, the novel target function in equation (15)
is similar to that of EEM algorithm under Bayesian prob-
abilistic framework, so the optimization mechanism utilized
in the EEM algorithm is supposed to be helpful in solving the
novel target function. However, we need to deal with the
difference between these two models firstly.

In detail, we redefine the similarity relationship of target
data by imbedding source-data-based exemplar set Ls.

Specifically, we single out the suitable exemplar from Ls for
target sample xi by equation (12) and build the new pairwise
transfer similarity matrix St � (st(xi, xj)) according to the
new measurement in the following equation:

st xi, xj  � − 1 + λp xi, xLs xi( )  d xi, xj , (16)

where d(xi, xj) � ‖xi − xj‖
2 is the Euclidean distance be-

tween samples xi and xj, λ is the regularization parameter,
xLs(xi)

refers to the exemplar singled out from source data. By
introducing this new definition of similarity relationship, the
target function equation (15) of TrEEM is equal to equation
(10) in structure. Meanwhile, the constraint condition in
*eorem 1 is true for TrEEM model as well. *erefore, the
optimization mechanism of EEM algorithm is also suitable
for the proposed TrEEMmodel; and the novel model TrEEM
is described in detail in Algorithm 1.

EEM utilizes α-expansion move to optimize its learning
model. As discussed above, the mechanism is also suitable
for the proposed TrEEM model. We analyze this Enhanced
α-Expansion Move optimization mechanism step by step
here. Firstly, as the target functions shown in both equations
(15) and (10) also can be defined as the energy function of
MRF, we consider this optimization process as an energy
reduction process of the MRF. In general, we start from the
change values of energy to decide whether to accept new
exemplar for a sample. Secondly, the improved optimization
mechanism is designed to broaden the effective field when
changing the sample’s exemplar.*at is to say, assume that a
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sample’s current exemplar is abandoned; it will search all the
rest exemplars for a new exemplar. *is new alternative
exemplar is defined as follows:

A(i) � argmax
a∈(E/l)

s xi, xa( , ∀xi ∈ Xl, (17)

where l is the original exemplar for xi, E is current exemplar
set, and a ∈ (E/l) is the obtained alternative exemplar. By
introducing this alternative exemplarA(i) for xi, we enhance
the optimization efficiency.

Note that TrEEMmodel redefines the similarity matrix
as equation (16). So, the following discussion is based on
the similarity matrix St � (st(xi, xj)). Apparently, the
optimization mechanism would consider two cases;
namely, xl is among current exemplar set or is not among

current exemplar set. We analyze these two cases step by
step in the next subsections.

3.3.1. Case I. xl is a current exemplar.
Obviously, in the process of optimization, this current

exemplar xl may be abandoned. As previously analyzed,
whether to keep xl in the ultimate exemplar set is decided by
the reduction values of energy function calculated by the
target function in equation (15).

Specifically, if xl is accepted as an exemplar, the energy of
themodel remains unchanged, and the reduction value is equal
to 0. Otherwise, if xl is not accepted, all samples whose ex-
emplars are l would redetermine their exemplars; these samples
are defined as Xl � xi|E(i) � l . *eoretically supported by
the related analysis in [2, 12, 14, 15], new exemplar for xi ∈ Xl

Input: Target dataset X � x1, x2, . . . , xN  ∈ RN∗D, source data X � x1, x2, . . . , xNs
  ∈ RNs ∗D, source-data-based exemplar set Ls,

self similarity d(xi, xj), regularization factor λ, σ.
Output: Valid target-data-based exemplar set E(N).

(1) for xi ∈ X do
(2) single out the nearest exemplar Ls(i) for xi from source-data-based exemplar set Ls based on equation (12).
(3) compute probabilistic Euclidean similarity p(xi, xLs(i)) between xi and Ls(i).
(4) end
(5) for xi ∈ X do
(6) calculate transfer similarity matrix St � (st(xi, xj)) by new probabilistic similarity p(xi, xLs(i)) according to equation (16).
(7) end
(8) call the optimization process of EEM as shown in Algorithm 2.

ALGORITHM 1: Transfer Enhanced α-Expansion Move learning model.

Input: similarity matrix S, dataset X � x1, x2, . . . , xN  ∈ RN∗D, maximum number of iteration M

Output: valid exemplar set E(N).
(1) Randomly generate expansion order o.
(2) Let t � 1;
(3) for e ∈ o do
(4) if e ∈ E then
(5) compute Rin, Rl

in by equations (18), (19)
(6) if Rl

in > 0 then
(7) for ∀xi ∈ Xe, set E(xi) � A(i)

(8) end
(9) else
(10) compute Rout, Re

out, Rl
out by equations (20), (21), (22)

(11) if Rl
out >Re

out then
(12) for ∀xi ∈ X/e

e,l, set E(xi) � l

(13) else
(14) for ∀xi ∈ Xe, set E(xi) � A(i)

(15) end
(16) if Rout > 0 then
(17) Accept the new exemplar l

(18) end
(19) end
(20) t� t + 1
(21) end
(22) Until convergence

ALGORITHM 2: Optimization model of Enhanced α-Expansion Move algorithm.
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would be A(i) as shown in equation (17). *us, the energy
reduction Rl

in should be computed by the following equation:

R
l
in � 

xi∈Xl

s xi, xA(i)  − s xi, xl(  . (18)

*en, we take the greater value of 0 and Rl
in as the ul-

timate energy reduction for this case, as defined in the
following equation:

Rin � max 0, R
l
in . (19)

Namely, if Rl
in is the ultimate energy reduction, xi ∈ Xl

change their exemplars to A(i). Otherwise, the current
exemplar set is convincing and remains unchanged.

3.3.2. Case II. xl is not a current exemplar.
In this case, we define the current exemplar of xl as xe.

When optimizing this situation, we firstly pretend to con-
sider xl as a new alternative exemplar; namely,
E′ � E, E′(xl) � l. *en, similar to the analysis in case I,
whether to accept xl as ultimate exemplar is decided by the
reduction values of energy function. In detail, if xl is ac-
cepted as a feasible exemplar, some samples would change
their exemplar from xe to xl. *ese samples are defined as
X/e,l

e � xi|s(xi, xl)> s(xi, xe) . *us, the corresponding en-
ergy reduction is defined as follows:

R
l
out � 

xi∈X/e,l
e

s xi, xl(  − s xi, xe( ( .
(20)

On the other hand, may be current exemplar set E′ is not
convincing, so all samples would be certain to redetermine
their exemplars including xl. As discussed before, the new
exemplars for these samples are defined by equation (17),
and the resulting energy reduction is listed as follows:

R
e
out � 

xi∈Xe

s xi, xA(i)  − s xi, xe(  . (21)

Remember that equations (20) and (21) are based on the
assumption that E′ � E, E′(xl) � l. Considering this, the
energy reduction caused by xl which is not a current ex-
emplar should be

Rout � s xl, xl(  − s xl, xe(  + max
l∈E

R
e
out, R

l
out . (22)

To sum up, the optimization mechanism is shown below
in detail.

3.4. Model Complexity. *e similarity matrix is calculated
according to the Euclidean distance; s(xi, xj) � − ‖xi − xj‖

2.
So, the scale of the similarity matrix is N2; note that the
amount of target data is not big. In the optimization process,
we directly utilize the α-expansion move, which has O(N2)

time complexity. For the proposed TrEEM, source-data-
based exemplar set is actually one of the inputs and is out of
the scope of the time complexity analysis of TrEEM here.
Although we adopt EEM to obtain the source-data-based
exemplar set L(s), many other clustering models could be

helpful. TrEEM needs to select Ls(i) from the source-data-
based exemplar set in the first step, and this procedure has
the time complexity of O(N). In summary, the time com-
plexity of TrEEM is O(N2) overall. Compared with other
state-of-the-art transfer learning frameworks, it is very
acceptable.

4. Experimental Results

To comprehensively evaluate the TrEEM model, we have
conducted several experiments based on both synthetic and
real-world datasets. For comparison, we also perform
comparison with other different machine learning mecha-
nisms, namely, EEM [15], multiclass SVM [23], TSK fuzzy
system [24], and TSC [25] in the experiments. In this section,
we will carefully analyze these experimental results.

4.1. Preparation. Before inputting the TrEEM model, we
need to preprocess the original nonstationary EEG sig-
nals [1–3]. Usually, the features of EEG signals include
time-domain features, frequency-domain features, and
time-frequency features. In short, in time-domain
analysis, statistics component features of the original
EEG signals will be analyzed [26]. In frequency-domain
analysis, power spectrum analysis and Short-Time
Fourier Transforms (STFT) [27, 28] are commonly used.
In time-frequency analysis, time domain and frequency
domain are simultaneously extracted from high-dimen-
sional and nonlinear EEG signals.

Various methods have been commonly used to extract
EEG signals’ features, including wavelet [29, 30], KPCA
(Kernel Principal Component Analysis) [1, 2], and LDA
(Linear Discriminant Analysis). In line with the experiments
setting in [1–3], we use two feature extraction methods in
this section, that is, KPCA and wavelet.

Besides, we use both synthetic and real-world datasets in
this section. Firstly, we randomly generate 300 two-di-
mensional data points as 3 classes, shown in Figure 3. *en,
we also choose Bonn EEG dataset [1, 2] as real-world data.
*e Bonn dataset is from the University of Bonn, Germany
(http://epileptologie-bonn.de/cms/upload/workgroup/leh-
nertz/eegdata.html), and has five classes. Each class (A to E)
contains 100 signal channel EEG segments of 23.6 s dura-
tion. *e sampling rate of all the datasets was 173.6Hz. Each
sample has 6 attributes. Table 3 lists a brief description of this
dataset.

In addition, we examine the involved experimental re-
sults from two performance indices, namely,
RandIndex(RI)[2, 31] andPurity. Assume that N is the total
number of data points; we give the definitions of them below.
*at is, RI is shown in the following equation:

RI �
f00 + f11

(N(N − 1)/2)
, (23)

where f00 is the amount of data whose cluster is in line with
their class, while f11 is the amount of those data whose
cluster is inconsistent with their class. Also Purity is defined
in the following equation:

Scientific Programming 7



Purity(E, C) �
1
N


k

maxj ek ∩ cj



, (24)

where E � e1, . . . , eN  is the cluster result obtained by the
learning model, while C � c1, . . . , cN  is the real data label
set.

In all, the experiments are implemented in 2010a Matlab
on a PC with 64-bit Microsoft Window 10, an Intel (R) Core
(TM) i7-4712MQ, and 8GB memory.

4.2. Results Analysis. As mentioned before, four machine
learning methods are involved in this section, namely, EEM,
multiclass SVM, TSK-FS, and the proposed TrEEM algo-
rithm. *ere is no need to preset the cluster number in
advance for EEM and TrEEM. In fact, it is a huge advantage
for all exemplar-based clustering frameworks, whereas
cluster number is an important parameter for TSK-FS.
Multiclass SVM and TSC are two typical classification
methods. Both EEM and TrEEM need parameter self-sim-
ilarity d(xi, xi). For multiclass SVM, in line with [23, 32], we
choose Gaussian kernel function. In TSK-FS, usually the
number of clusters is set to be equal to the number of fuzzy
rules. Also, TSC need to preset the number of clusters. We
follow the parameter setting strategy in relevant papers here.
Besides, 5-fold cross validation is used to search the optimal
parameters; and Table 4 lists brief introductions of these
involved methods and the parameter searching range.

To construct the transfer learning scenario, for both
synthetic and real-world EEG signal datasets, we randomly
choose 80% data as source data and the remaining 20% as
target data. For statistical analysis, in the experiment pro-
cedure, each algorithm is repeatedly executed 10 times; and
we record the average performance and the corresponding
standard deviation of RI and Purity. Furthermore, to deeply
observe different extraction methods of EEG signals, we use
both KPCA and wavelet here. *e detailed comparison in
terms of RI and Purity of the proposed TrEEM model and
other benchmark approaches is shown in Table 5.

Observing Table 5, in this experimental setting, espe-
cially considering the fact that Bonn EEG signal dataset has 6
attributes and 5 classes, the performance of TrEEM model is
very promising. TrEEM model is capable of recognizing
useful information from both synthetic and real-world EEG
signal datasets. Moreover, compared with other benchmark
machine learning models, the proposed approach TrEEM
performs better in terms of RI and Purity in this scenario.

In the experiment procedure, we also find that parameter
self-similarity d(xi, xi) has important influence on the ex-
perimental results, especially on the obtained number of
clusters. *e finding is identified with other exemplar-based
clustering models [2, 12–15], and the parameter selection
method is also in line with these models. See Table 4; we
multiply d(xi, xi) with η, and the value of η is decided from
0.01, 0.1, 1, 10, 50, 100{ }. In detail, with large value of η, the
TrEEM model would obtain a smaller number of clusters,

15 20 25 30 35 4010
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25

Figure 3: Synthetic dataset.

Table 3: Description of Bonn EEG dataset.

Subjects Groups Descriptions

Healthy A Signals captured from volunteers with eyes open
B Signals captured from volunteers with eyes closed

Epileptic
C Signals captured from volunteers during seizure silence intervals
D Signals captured from volunteers during seizure silence intervals
E Signals captured from volunteers during seizure activity
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while small η will bring in big cluster numbers. To fit with
real data labels, in our experiments here, we set η � 1.

*e regularization factor λ has a big effect as well. As
analyzed before, λ determines how the source data affects the
clustering result, and the value should not be too large.
Obviously, if λ is too large, the clustering result based on the
target data will be very close to that based on the source data,
which is not what we want. When λ � 0, it means that
TrEEM does not take the source data into account and
TrEEM degrades to the typical EEM framework. In par-
ticular, Figures 4–6 show the dependence of model results on
the value of λ. When λ> 0, in terms of RI and Purity, source
data improves the performance of TrEEM. Index Purity is
more sensitive to λ, while RI changes slowly.

Table 6 shows the average running time of 10 times for
each approach. Yet the time consumption of the proposed
TrEEMmodel is a bit more than those of EEM and TSK-FS; it
is still in the same magnitude. Considering the improvements
in RI and Purity, we think that the time complexity is ac-
ceptable. *e results also fit the discussion in Section 3.4.

*erefore, from experimental results in Tables 5 and 6
and the above analysis, we can conclude the following:

(1) For both synthetic and real-world EEG signal
datasets, TrEEM performs great. *us, we believe
that TrEEM can effectively absorb knowledge from
scant target data when similar source data exists.

(2) For time consumption, TrEEM takes source data into
account, which will inevitably increase the time
complexity. Remember that the scale of target data
will not be big, and the time consumption is very
acceptable especially when combined with the per-
formance in Table 5.

(3) Although TrEEM requires the most parameters
shown in Table 6, λ and η have big effects. Observing
Figures 4–6, the performance of RI and Purity de-
pends more on the value of λ. Note that we can
narrow the optimization range according to the
discussion in Section 3. *us, we believe that pa-
rameter setting would be easy.

Table 4: Parameters settings of involved algorithms.

Algorithms Parameter setting
EEM: a typical exemplar-based clustering
model Self-similarity d(xi, xi) �median value of similarities ×ηη ∈ 0.01, 0.1, 1, 10, 50, 100{ }.

Multiclass SVM: a typical classification
learning model

Kernel function K(xi, xj) � exp(− (|xi − xj|
2/2σ2)), where

σ ∈ 2− 5, 2− 4, 2− 3, 2− 2, 2− 1, 20, 21, 22, 23, 24, 25 . Penalty parameter
C ∈ 10− 3, 10− 2, 10− 1, 100, 101, 102, 103 .

TSK-FS: a widely used fuzzy-rule-based
learning model

FCM [1] involved, the cluster number equals the number of fuzzy rules. Number of fuzzy rules
K ∈ 5, 10, 15, 20, 25, 30{ }. Gaussian membership function

σ ∈ 2− 5, 2− 4, 2− 3, 2− 2, 2− 1, 20, 21, 22, 23, 24, 25 .

TSC : transfer spectral clustering model Preset the cluster number n ∈ 5, 10, 15, 20, 25, 30{ }; for other parameter setting strategies, see
[25].

TrEEM: the proposed transfer exemplar-
based learning model

Self-similarity d(xi, xi) �median value of similarities ×ηη ∈ 0.01, 0.1, 1, 10, 50, 100{ }.
Regularization factor λ ∈ 0.01, 0.05, 0.1, 0.5, 0, 5, 10, 15, 20, 25, 30{ }.

σ ∈ 2− 5, 2− 4, 2− 3, 2− 2, 2− 1, 20, 21, 22, 23, 24, 25 .

TSC : transfer spectral clustering model Preset the cluster number n ∈ 5, 10, 15, 20, 25, 30{ }; for other parameter setting strategies, see
[25].

Table 5: Comparison results of both synthetic and Bonn EEG datasets (the number in parentheses is the standard deviation).

Datasets (source data, target data, attributes, and classes) Algorithms
Performance indices

RI Purity

Synthetic dataset (240, 60, 2, 3)

EEM 0.8316 (0.0258) 0.7150 (0.1131)
Multiclass SVM 0.8513 (0.0214) 0.8523 (0.0812)

TSK-FS 0.8712 (0.0145) 0.8816 (0.0914)
TSC 0.88230.0313 0.92360.0158

TrEEM 0.8957 (0.0264) 0.9856 (0.0000)

Bonn EEG dataset (400, 100, 6, 5) (use KPCA to extract feature)

EEM 0.7754 (0.2146) 0.9800 (0.0000)
Multiclass SVM 0.7827 (0.1834) 0.9643 (0.0023)

TSK-FS 0.6819 (0.1579) 0.9623 (0.0000)
TSC 0.72170.1241 0.9636 (0.0002)

TrEEM 0.8323 (0.1652) 0.9600 (0.0012)

Bonn EEG dataset (400, 100, 6, 5) (use wavelet to extract feature)

EEM 0.7925 (0.0091) 0.7530 (0.0514)
Multiclass SVM 0.7815 (0.0165) 0.9034 (0.0135)

TSK-FS 0.7303 (0.0251) 0.9800 (0.0000)
TSC 0.75010.1252 0.9600 (0.0021)

TrEEM 0.8071 (0.0078) 0.9800 (0.0000)
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Figure 6: Effects of parameter λ on Bonn dataset with wavelet extract method.
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Figure 4: Effects of parameter λ on synthetic dataset.
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Figure 5: Effects of parameter λ on Bonn dataset with KPCA extract method.
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5. Conclusion

In conclusion, the contribution of this paper is providing a
novel TrEEM framework to learn from few EEG signals
when recognizing epileptic seizure. Starting from infor-
mation theory, the proposed TrEEM method implants the
similarity relationship between source and target data into
the exemplar-based clustering model to improve the utili-
zation rate of EEG signals, whereas this structure keeps all
merits of the original optimization scheme. *erefore,
without increasing the complexity of the model, TrEEM
utilizes transfer learning method to learn from scant EEG
signals. Yet our experimental results have shown promising
performance of TrEEM, and several other perspectives
should be considered as well. For instance, when each class
contains unbalanced data, will this TrEEM method still
work? And if we can provide multiple source data, what
should we do to make them collaborate instead of bringing a
negative effect? *ese are the problems that we should
discuss in the future.
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Retinal blood vessels are the only deep microvessels in the blood circulation system that can be observed directly and noninvasively,
providing us with a means of observing vascular pathologies. Cardiovascular and cerebrovascular diseases, such as glaucoma and diabetes,
can cause structural changes in the retinalmicrovascular network.1erefore, the study of effective retinal vessel segmentationmethods is of
great significance for the early diagnosis of cardiovascular diseases and the vascular network’s quantitative results. 1is paper proposes an
automatic retinal vessel segmentation method based on an improved U-Net network. Firstly, the image patches are rotated to amplify the
image data, and then, the RGB fundus image is preprocessed by normalization. Secondly, after the improved U-Net model is constructed
with 23 convolutional layers, 4 pooling layers, 4 upsampling layers, 2 dropout layers, and Squeeze and Excitation (SE) block, the extracted
image patches are utilized for training the model. Finally, the fundus images are segmented through the trained model to achieve precise
extraction of retinal blood vessels. According to experimental results, the accuracy of 0.9701, 0.9683, and 0.9698, sensitivity of 0.8011, 0.6329,
and 0.7478, specificity of 0.9849, 0.9967, and 0.9895, F1-Score of 0.8099, 0.8049, and 0.8013, and area under the curve (AUC) of 0.8895,
0.8845, and 0.8686 were achieved on DRIVE, STARE, and HRF databases, respectively, which is better than most classical algorithms.

1. Introduction

1e retinal blood vessels are essential parts of the whole
microcirculation system with extremely wealthy blood vessel
information.1ey are the only deep microvessels in the blood
circulation system that can be observed directly and non-
invasively. Most ophthalmic diseases are attributed to fundus
retinopathy [1], glaucoma, diabetic retinopathy, and age-re-
lated macular degeneration, the four primary reasons.
1erefore, early detection, diagnosis, and treatment can ef-
fectively reduce the degree of patients affected by the disease
or slow down its progress. 1e retinal blood vessels are also
the main anatomical structures visible from color fundus
images [2]. Color fundus images can directly detect retinal
vascular microaneurysms, fundus hemorrhage, exudate, and
other diseases. 1ey are essential bases for ophthalmologists
to diagnose and treat diseases. Accurate segmented images
play an essential role in the preliminary screening, subsequent

diagnosis, and treatment of fundus diseases. 1e manual
segmentation is tedious, time consuming, and requires skilled
techniques. When different ophthalmologists segment the
same blood vessel image in clinical practice, the results ob-
tained are different, which will cause errors in the final
segmentation results [3]. 1e automatic segmentation tech-
nology of retinal vessels can relieve ophthalmologists’ diag-
nostic pressure and effectively solve inexperienced
ophthalmologists’ problems. 1erefore, the automatic seg-
mentation of retinal vessels is important for the clinical di-
agnosis and treatment of ophthalmic diseases.

1e highly complex structure of retinal vessels, low
contrast between the retinal target vessel and the back-
ground image, and noise interference when acquiring retinal
images can significantly increase the difficulty of fundus
retinal blood vessel segmentation. Although there are many
barriers to realizing the accurate segmentation of retinal
vessels, it is of considerable significance to auxiliary clinical
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diagnosis and treatment. In recent years, it has attracted
many scientific experts to explore the field and achieved
fruitful results [4]. According to the learning mode, the
existing retinal vascular segmentation methods can be
roughly classified as unsupervised methods [5–16] and su-
pervised [17–19].

1e unsupervised method can be subdivided into different
methods, such as matched filtering, vascular tracking, mor-
phological processing, and model-based approaches. Fraz et al.
[5] combined vascular centerline detection with morphological
bit plane section technology to extract blood vessels from
retinal images. To detect the blood-vessel-like pattern in a noisy
environment, Zana and Klein [6] implemented an algorithm
about mathematical morphology and curvature evaluation.
Niemeijer et al. compared many vascular segmentation algo-
rithms [7]. According to the research, the highest accuracy of
these algorithms is 0.9416. Mendonça and Campilho [8]
combined the strength and partial morphological features of
the vascular structure with the different filters for centerline
extraction and the morphological operator for filling vascular
segments to gain the final segmentation results of fundus
retinal vessels. Garg et al. [9] proposed a curvature-based
method combined with an improved region growth method to
extract complete vascular structures from color retinal images.
Chutatape et al. [10] used Gaussian filtering and Kalman fil-
tering to make the best linear estimation of subsequent blood
vessels’ position on the known centerline of blood vessels.
Gang et al. [11] obtained a two-dimensional Gaussian fil-
tering method through mathematical analysis and sim-
ulation experiment process, which significantly affects
amplitude correction and improves the detection success
rate. Vlachos and Dermatas [12] presented a retinal vessel
image extraction algorithm whose basic principle is it-
erative line tracking and morphological postprocessing,
with an average accuracy of 0.929. Hoover et al. put
forward a threshold detection algorithm based on
matched filter [13]. To eliminate the optic disc and
background noise in the fundus image, Zardadi et al. [14]
enhanced the blood vessels in all directions and used the
adaptive threshold as an unsupervised classifier for pixel
classification and perform morphological postprocessing
at last. Srinidhi et al. [15] used local and global infor-
mation to decompose the vascular tree into multiple
subtrees and divide the vascular subtrees according to
arteries and veins, respectively. Upadhyay et al. [16]
implemented local directional-wavelet transform and
global curvelet transforms to enhance vessel and seg-
mentation. 1e supervised method uses the truth map as
the training sample to train the model. Aslani and Sarnel
come up with mixed feature vectors from different al-
gorithms to represent pixels [17] and mixed feature
vectors to train the random forest (RF) classifier to classify
vascular/nonvascular pixels. Marin et al. employed a
neural network scheme to classify pixels and calculate 7-
dimensional vectors composed of grayscale and moment-
invariant features to represent pixels [18]. Jiang et al. [19]
proposed a D-Net model for retinal blood vessels, which
can obtain denser feature information and reduce the
excessive loss of tiny blood vessels’ feature information.

Traditional supervision methods are usually defined by
experience and require manual intervention, which may
result in deviation. 1erefore, an automatic and effective
feature extractor deep learning is necessary to achieve higher
efficiency. Wang et al. combined two advanced classifiers
named the convolution neural network (CNN) and random
forest (RF) for segmentation [20]. Maji et al. processed color
fundus images and detected blood vessels on the foundation
of the ConvNet integrated algorithm framework [21]. Che
et al. utilized supervised blood vessel segmentation based on
an artificial neural network to estimate the effect of aging on
the performance [22]. 1e results illustrate that people of
different ages have an impact on various aspects of the
subdivision results. Liskowski and Krawiec presented deep
neural network segmentation architecture with an extensive
training dataset strengthened by global contrast normaliza-
tion, zero-phase preprocessing, geometric transformation,
and gamma correction [23]. Tan et al. took advantage of a 10-
layer CNN segment and distinguished exudates, bleeding, and
microaneurysms simultaneously [24]. 1e network structure
consists of two stages to improve the performance, segment
the fundus image’s pathological features with superior ac-
curacy, and demonstrate the strong feature extraction ability
of deep learning. Wu et al. [25] integrated residual learning
with DenseNet, which uses each layer of vascular feature map
information effectively so that the model can obtain more
robust morphological structure information according to the
gold standard. However, due to the excessive use of dense
connection modules, the amount of memory will be ex-
panded, and the computational complexity will be added. Fu
et al. [26] used a deep learning framework based on fully
convolutional networks (FCN) to figure out the problem of
vascular edge detection. Lin et al. [27] proposed an automatic
retinal blood vessel segmentation network that combines
globally nested edge detectors with global smoothness reg-
ularization from conditional random fields. Khan et al. [28]
extended the FCN variant, which significantly reduced the
number of adjustable hyperparameters and decreased the
computational overhead of the training and testing phases.

Although the automatic segmentation algorithm of
retinal vessels can effectively segment the retinal vascular
network, the automatic segmentationmethod’s performance
still needs to be improved. 1ere are some limitations, such
as insufficient segmentation degree and poor continuity of
microretinal vessels, which cannot meet clinical diagnosis
needs. 1e U-Net model has been applied to the segmen-
tation of medical images for years, and many improved
structures based on the U-Net model [29–36] have achieved
good segmentation results. In this paper, we explore an
automatic segmentation algorithm of retinal vessels based
on improved U-Net. 1e proposed scheme of the work is
shown in Figure 1. It contains training and testing stages. In
the training stage, the retinal vessel training set images and
the gold standard images are preprocessed, and the image
blocks are extracted to train the improved U-Net model. 1e
parameters are learned by training data. In the test stage, the
same preprocessing method is used for the test images, and
the test set image blocks are tested and extracted through the
training model.
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1is article’s remainder structure is arranged as follows:
Section 2 introduces the improved automatic segmentation
method of retinal vessels in detail. Section 3 will compare
and analyze our experimental results. Finally, Section 4
draws conclusions about this work.

2. Methods

In order to improve algorithm performance, we combine
partial advantages of the unsupervised and supervised
methods. Firstly, the RGB fundus image is preprocessed.
Secondly, the U-Net model is constructed with a SE block,
and the extracted patches are applied to train the improved
U-Net model. Finally, the trainedmodel is tested to obtain the
eventual results.1e overview of the segmentation framework
is shown in Figure 1, which consists of three steps:

Step 1: fundus image preprocessing: we extract the
training set’s patches and the gold standard of fundus
image, and the patches are rotated to amplify the data
and normalized subsequently
Step 2: building and training the model: we construct
the U-Net model with an SE block and set up the
parameters, and the extracted patches are applied to
train the model
Step 3: testing and segmenting retinal vessels. Firstly,
the test set’s fundus patches are extracted and nor-
malized; then, we test and extract retinal vessels au-
tomatically through the trained model

2.1.Materials. For the sake of evaluating the effectiveness of
the algorithm, the fundus image datasets DRIVE (http://
www.isi.uu.nl/Research/Databases/DRIVE/), STARE (http:/

/cecas.clemson.edu/∼ahoover/stare/), and HRF (https://
www5.cs.fau.de/research/data/fundus-images/) are used to
segment the retinal vessels. DRIVE is a fundus image dataset
usually referred to for evaluating the performance of retinal
vascular segmentation methods in other experiments.
DRIVE is concluded from the Netherlands DR screening
Project. It contains 40 color fundus images with a resolution
of 768× 584 pixels.1e STARE dataset consists of 20 normal
and diseased fundus images with 605× 700 pixels. 1e full
name of HRF is High-Resolution Fundus Image Database.
HRF consists of 15 images of healthy patients, 15 images of
patients with diabetic retinopathy and 15 images of patients
with glaucoma, all collected by using clinical fundus cameras
with a resolution of 3504tion of 3504.

2.2. Preprocessing. Our model is prone to overfitting during
the training process due to the relatively small number of
training samples in our DRIVE, STARE, and HRF databases.
Simultaneously, the collected retinal images are susceptible
to mutual interference. Preprocessing that contains the
amplification and normalization of the fundus image data is
necessary to deal with these problems. Figure 2 shows the
results of the image normalization, where (a) is the original
image and (b) is the normalized image. 1e process is briefly
described as follows:

(1) Image data amplification: patch extraction and
geometric transformation are used to amplify the
image data. ① Taking each voxel as the center, the
two-dimensional region with the size of n× n pixels
is extracted as the corresponding patches of the
voxel. 1e window size of the model input is 48× 48.
② 1e images of the training set and the patches
extracted by the gold standard are rotated. Figure 2,

U-Net

Green channel
image

Ground 
truth

Segmentation

Result

Preprocessing

Training 
stage

Input image
Input image

Preprocessing

Test stage

Learned model

Figure 1: Overview of the proposed framework.
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(a) is the extracted image patches, and Figures 3(b)∼
3(d) show visualizations of the image patches rotated
by 90°, 180°, and 270°, respectively.

(2) Image normalization: there is inevitable noise in-
terference in the fundus image. 1e features are
normalized so that they have a mean of 0 and a
variance of 1. 1e mean and variance are stan-
dardized as follows:

x
∗
k �

xk − μ
σ

, (1)

where xk denotes the value of the kth pixel before stan-
dardization, x∗k represents the intensity of the kth voxel after
standardization, μ is the average intensity of all pixels, and σ
is the standard deviation of the intensity of all pixels.

2.3. Improved U-Net Architecture Model. 1e U-Net model
was first put forward by Ronneberger et al. [37] in 2015 and
applied to the cell segmentation of medical images. In recent
years, Alom et al. [38] applied U-Net to retinal vascular
segmentation, combined with a cyclic neural network, to
further improve retinal vascular segmentation accuracy. 1e
U-Net neural network is an end-to-end training supervised
image segmentation network based on FCN. It has excellent
performance under fewer datasets and can be widely used in
medical image segmentation research. 1is paper optimizes
the basic structure of U-Net.

2.3.1. SE Block. SE block is a network substructure in SENet.
It can be easily integrated into almost any network archi-
tecture. As for the traditional convolution process, its
channel dependence is not fully utilized. Moreover, the
filters learned by the channel are all performed in the local
receptive field, resulting in each feature map being unable to
use the context information outside the region. 1e channel
dimension of the SE block in the convolutional layer adds

the attention mechanism. It aims to adopt a feature reca-
libration strategy to learn the importance of each feature
from the global information through the network loss
function. 1en, the valuable features are promoted
according to their importance, and the less valuable features
are suppressed. 1is training method improves the per-
formance of the network. 1e addition of the SE block will
only add a small amount of calculation and parameters to the
original network, which can be wholly accepted compared
with the improvement of its effect.

SE block is roughly divided into 3 parts. For an input x,
supposing the feature channels value is c1, it would get a
particular feature after some transformations such as con-
volution. Moreover, this particular feature has the value of
feature channels c2. Unlike the traditional CNN, the features
previously obtained need to be recalibrated next. Firstly, in
the squeeze stage, the feature map should go through a
process which is named global average pooling. 1e purpose
of this process is to convert two-dimensional feature
channels into an actual number. In a sense, there is a global
receptive field for each actual number so that the low
convolutional layer could also use information obtained by
the global receptive field. Secondly, the next stage is the
excitation operation. It is analogous to the gate mechanism
in the recurrent neural network. Each feature channel should
get a weight identified by the parameter W, and the pa-
rameter W is regarded as the correlation between feature
channels. Finally, the reweight operation always recounts a
weight as the importance of each feature channel. Usually, it
is the weight of the output of the excitation and then weights
the previous feature channel by channel through multipli-
cation to achieve the original feature in the channel di-
mension recalibration operation.

2.3.2. Improved U-Net Network Architecture. 1e U-Net
network model has an encoder and a decoder, and it in-
cludes two parts: the contraction path on the left and the
expansion path over there. As Figure 4 shows, the network

(a) (b)

Figure 2: Image normalization.
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contains a 3× 3 convolutional layer, the copy and cropping,
and the max-pooling layer. 1e deconvolution layer has a
step size of two. Rectified linear unit (Relu) is a nonlinear
activation function used for the entire network structure.
According to the feature recalibration, the network could
embed the SE block. 1en, the interdependence between
feature channels is modelled explicitly. It is worth noting
that each feature channel would be obtained automatically
according to the learning stage. 1en, the block promotes
useful features and suppresses the less valuable features for
the current task.

1e contraction path of the network is an encoder that
adopts the structure of a convolutional neural network. Two
3× 3 convolution layers are used for feature extraction, and
the activation function of Relu is applied to improve the
U-net network’s expression ability. Next is the channel at-
tention mechanism used by the 1-layer SE module to add
feature maps. 1en, a 2× 2 max-pooling layer is used to
reduce the resolution of the input signal. 1e extension path
is the decoder, which restores the image size through
upsampling. It improves the subdivision capability and
contour prediction level of the model through the data

features extracted by the joint downsampling process (the
visualization result of downsampling and upsampling is
exhibited in Figure 5). Finally, a 1× 1 convolutional layer is
applied to convert the final output channel number into the
number of divided categories.

Our model mainly sets up 23 convolution layers, 4
pooling layers, 8 SE layers, 4 upsampling layers, and 2
dropout layers. Each layer’s structure consists of an input
layer, 4 contraction paths, a bottom layer, 4 extension paths,
and an output layer. 1e activation layer is the Relu acti-
vation function.

2.3.3. Training Improved the U-Net Model. To make the
experiment more rigorous, the segmentation results of
retinal vessels should be kept accurate and stable. Compared
with the traditional U-Net, batch standardization (BN) is
applied to improve the training stage’s stability and reduce
the possibility of gradient disappearance. 1e segmentation
performance is optimized, and the effect has remarkable
universality. Besides, BN helps the model converge. 1e
rational formula is as follows:

Convolutional layer, BN, Relu, drop out layer
SE block
Max-pooling layer
Deconvolution layer
So�max

64 64 64 64 64 16 16SE

SE

SE

SE SE

SE

SE

SE

128 128 128 128

256 256 256 256 256 256

512 512 512 512 512 512
Bottleneck conv
1024 1024

128

So�max
128

Figure 4: Improved U-net network architecture.

(a) (b) (c) (d)

Figure 3: Image data augmentation. (a) Original image patch, (b) rotate 90°, (c) rotate 180°, and (d) rotate 270°.
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y �
c

���������
Var[x] + ε

√ · x + β −
c · E[x]

���������
Var[x] + ε

√ , (2)

where x represents the input feature, y indicates the stan-
dardized feature, ε is close to zero, and c and β denote the
training parameters, which can be iteratively updated during
the training process.

1e cross-entropy loss function is applied in the process
of model training. 1e optimization of the parameters of the
whole network would be achieved owing to the Adam al-
gorithm.1e parameter update process of the algorithm is as
follows:

xn � x0 −
ηm

��
vn

√ ,

mn � a1 × m0 + 1 − a1( f′ x0( ,

vn � a2 × v0 + 1 − a2(  f′ x0(  
2
,

vn � a2 × v0 + 1 − a2(  f′ x0(  
2
,

(3)

where a1, a2 represent the loss rate, η is the learning rate, vn,
v0 denote the new and old parameters, and m represents the
momentum. 1e algorithm can determine the range of
learning rates in an iteration to ensure the stability of pa-
rameters and high computational efficiency. In the model,
the epoch is set to 10, and an iteration (epoch) is a complete
transmission of all training samples. 1e algorithm learning
rate is adjusted to every 5 epochs, and the learning rate is
reduced to 0.96. At the same time, the dropout is set to 0.5.
Half of the training data are randomly discarded to prevent
overfitting.

3. Results and Discussion

3.1. Parameter Configuration. 10 iterations can achieve the
ideal training accuracy in this paper. By optimizing the
cross-entropy loss function, the pixel segmentation error
rate is minimized. 1is paper uses the Adam algorithm to
optimize the loss function, and the learning rate is set to
0.001. 1e cross-entropy function is defined as follows:

H(p, q) � − 
x

p(x)log q(x). (4)

1e cross entropy represents the distance between the
two probability distributions. 1e difficulty of the proba-
bility distribution p(x) is represented by the probability

distribution q(x), in which p is the correct answer and q is the
predicted value. 1e smaller the cross entropy is, the closer
the distribution of the two probabilities. 1e software ap-
plied in this experiment are Pycharm (python3.6), Keras,
and its TensorFlow port. 1e running processor is Intel (R)
Core (TM) i7-7700HQ CPU @ 2.81GHz, with 16GB
memory. 1e GPU graphics card is NVIDIA GeForce GTX
1050, and the operating system is 64 bit Windows 10.

3.2. Evaluation Metrics. We use three commonly used
metrics to evaluate the performance objectively, including
accuracy (ACC), sensitivity (TPR), specificity (TNR), F1-
score, and area under the curve (AUC). Different metrics are
calculated as follows:

ACC �
TP + TN

TP + FN + TN + FP
,

TPR �
TP

TP + FN
,

TNR �
TN

FP + TN
,

F1 − score �
2∗TP

2∗TP + FP + FN
,

(5)

where ACC represents the proportion of the sum of the
correctly segmented pixels to the sum of all pixels, TPR is the
ratio of the correctly segmented retinal vessel pixels to the
pixels in the gold standard image, and TNR represents the
proportion of the correctly segmented background pixels to
the real background. TP in the formula is true positive,
indicating the number of retinal vessels correctly segmented.
TN, which represents the number of background pixels
correctly segmented, is a true negative value. FP means false
positive, suggesting that the number of pixels segmented
into blood vessels by mistake. FN is a false negative, showing
the number of pixels erroneously segmented into the
background. AUC represents the area under the ROC curve
and is also adopted as an essential evaluation metric for
vessel segmentation. 1e values of AUC and F1-score are 1
for a perfect classifier. Figure 6 shows ROC curves of the
proposed model training and testing on DRIVE, STARE,
and HRF.

3.3. Results. 1e improved U-Net model is used to extract
retinal vessels from the databases of DRIVE, STARE, and
HRF color fundus images. 1e test results are shown in

(a) (b)

Figure 5: Visualization result of downsampling and upsampling. (a) Downsampling. (b) Upsampling.
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Figures 7–9, representing the segmentation results of retinal
vessels from DRIVE, STARE, and HRF databases. 1e first
column is the original image, and the second column in-
dicates the improved U-Net segmentation result; then, the
third column represents the result of expert manual
segmentation.

Table 1 shows the quantitative results of ACC, TPR, and
TNR obtained by automatic segmentation of retinal vessels
from the DRIVE fundus image database. Table 2 exhibits the
segmentation of 20 images from the STARE database. Ta-
ble 3 shows the average values (AVG) and standard devi-
ation (STD) of ACC, TPR, and TNR from the DRIVE,
STARE, and HRF color fundus image databases.

3.4. Discussion. 1e segmentation results using the im-
proved U-Net model are visually compared with the seg-
mentation results of Zhang, Jiang, and Zana’s three
algorithms. It can be seen from the segmentation diagram in
Figure 10 that the proposed algorithm has better results than
the other three algorithms. Compared with Jiang and
Zhang’s algorithm, our algorithm has higher integrity and a
more significant advantage in vascular continuity. In the
segmentation background, our segmentation effect is closer
to the manual segmentation result than Zhang and Zana’s
algorithms. 1e vascular trunk and ending connectivity is
excellent, but most of the microretinal vessels are better
segmented. 1erefore, we can provide a valuable reference
for clinical diagnosis.

We compared our improved U-Net with several state-
of-the-artmethods on theHRF database, and the segmentation
results are shown in Figure 11. It can be seen subjectively and
objectively that AG-UNet [40] and M-GAN [41] have
limitations in capturing those thin blood vessels. IterNet [42]
seems to miss the vessels around the optic discs on images.
NMF+3D U-Net [43] and our method have shown better
performance, but our method is more sensitive to small

blood vessels and produces more distinct segmentation
results. 1e proposed method is able to detect weak vessels
that may be lost in AG-UNet and M-GAN. 1us, it is more
powerful to preserve considerable details.

Tables 4 and 5 show the quantitative comparison of the
ACC, TPR, and TNR results obtained by the proposed al-
gorithm and partial unsupervised and supervisedmethod for
retinal vascular segmentation of DRIVE and STARE fundus
image database images, respectively. In the experiment, the
result of manual segmentation by the first expert in the
DRIVE and STARE fundus image database is used as the
ground truth. As Table 4 shows, this algorithm has achieved
a higher ACC than most vascular segmentations, except for
that of Wang et al. [20] and Khowaja et al. [52], whose
methods are based on hierarchical classification. Wang in-
troduced CNN and random forest into hierarchical classi-
fication. 1us, the model has strong generalization
capability. Khowaja adopts the hierarchical feature extractor
instead of the hybrid feature set with subspace learning
methods to improve the segmentation performance. It is
noteworthy that the TNR performance of this algorithm is
excellent, and its performance is better than that of other
algorithms. As for TPR, our algorithm is better than that of
Zana and Klein [6], Lin et al. [27], and other unsupervised
methods. 1e TPR of the generative adversarial network
(GAN) is based on conditional patches as high as 0.7746,
second only to the algorithm we proposed. GAN proposed
by Khan et al. [28] utilizes a generator network and a patch-
based discriminator network conditioned on the sample data
with an additional loss function to learn both thin and thick
vessels. 1e model is possible to probe the different patch
sizes so that GAN has a certain level of competitiveness with
current advanced techniques. Table 5 shows that although
the number of vascular images in the training set is not large,
our algorithm is still effective in the test set and can obtain
ideal segmentation results with excellent robustness and
generalization ability. It could be observed from Table 6 that
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Figure 6: ROC curves of the proposed model training and testing on DRIVE, STARE, and HRF.
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all methods achieve a similar level of specificity where
M-GAN is 0.0036 and NMF+3D U-Net is 0.0008, slightly
higher than ours. Comparing to the listed methods, AG-
UNet is slightly more sensitive under the HRF database
while IterNet is second only to AG-UNet. Our approach and
M-GAN both reach preferable performance where the ac-
curacy of M-GAN is 0.0002 higher than ours.

In recent years, many improved structures based on the
U-Net model have achieved good segmentation results.
However, our improved model is based on the new attention
mechanism module proposed in 2020cvpr. 1ere is no ar-
ticle applying the Squeeze-Attention module to the field of
medical image segmentation, so the improved U-Net model

we proposed still has a certain degree of innovation and
novelty.

To prove the effectiveness of the proposed model, we
compared the results of the algorithm with other state-
of-the-art modified U-Net as follows. It can be noticed
from Table 7 that our algorithm has an advantage over
other modified U-Net models. However, the sensitivity of
our method on the STARE database is the lowest. One
possible reason is that the number of images from the
STARE database is too small to achieve the original effect.
1erefore, we can learn from other excellent segmentation
methods to improve preprocessing and finally achieve the
best results.
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(c)

Figure 7: Visualization of the random samples results for the DRIVE image dataset. (a) Original image, (b) U-Net, and (c) manual.
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Figure 8: Visualization of the random samples results for the STARE image dataset. (a) Original image, (b) U-Net, and (c) manual.
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Figure 9: Visualization of the random samples results for the HRF image dataset. (a) Original image, (b) U-Net, and (c) manual.

Table 1: Quantitative results of the proposed method for the DRIVE fundus database.

Image ACC TPR TNR
01 0.9646 0.8386 0.9779
02 0.9676 0.8001 0.9879
03 0.9577 0.6764 0.9900
04 0.9677 0.7663 0.9891
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Table 1: Continued.

Image ACC TPR TNR
05 0.9621 0.6464 0.9947
06 0.9601 0.6831 0.9911
07 0.9630 0.6973 0.9938
08 0.9578 0.6093 0.9943
09 0.9654 0.6630 0.9938
10 0.9680 0.7683 0.9877
11 0.9650 0.7594 0.9882
12 0.9676 0.7592 0.9901
13 0.9619 0.7703 0.9838
14 0.9690 0.7661 0.9886
15 0.9715 0.7547 0.9897
16 0.9668 0.7636 0.9880
17 0.9633 0.6837 0.9909
18 0.9673 0.8114 0.9816
19 0.9729 0.8923 0.9811
20 0.9692 0.8035 0.9831

Table 2: Quantitative results of the proposed method for the STARE fundus database.

Image ACC TPR TNR
im0162 0.9691 0.8231 0.9811
im0163 0.9727 0.8659 0.9817
im0235 0.9691 0.8073 0.9849
im0236 0.9683 0.7868 0.9864
im0239 0.9515 0.5499 0.9914
im0240 0.9423 0.4981 0.9940
im0255 0.9648 0.6624 0.9955
im0291 0.9709 0.4812 0.9975
im0319 0.9748 0.4856 0.9973
im0324 0.9523 0.3371 0.9970

Table 3: AVG and STD of the evaluation index of the DRIVE, STARE, and HRF fundus database.

Database
ACC TPR TNR

AVG STD AVG ATD AVG STD
DRIVE 0.9701 0.0287 0.8011 0.3817 0.9849 0.0194
STARE 0.9683 0.0315 0.6329 0.3987 0.9967 0.0208
HRF 0.9698 0.0231 0.7478 0.3029 0.9895 0.0115
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Figure 10: Comparison of different segmentation methods for the DRIVE fundus database. (a) Original image, (b) ground truth, (c) Zhang
[31], (d) Jiang and Mojon [39], (e) Zana and Klein [6], and (f) our algorithm.
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Figure 11: Vessel segmentation results on the HRF dataset, from up to down is input images, ground truth, AG-UNet, IterNet, M-GAN,
NMF+3D U-Net, and ours, respectively.

Table 4: Performance comparison of different methods for the DRIVE fundus database.

Method Algorithm ACC TPR TNR

Unsupervised method

Vlachos and Dermatas [12] 0.9290 0.7470 —
Zana and Klein [6] 0.9377 0.6971 —

Mendonça and Campilho [8] 0.9452 0.7344 0.9764
Jiang and Mojon [39] 0.9212 0.6399 —

You et al. [44] 0.9434 0.7410 —
Chaudhuri et al. [45] 0.8773 0.2716 0.9785
Zhang et al. [46] 0.9476 0.7743 0.9725
Zhao et al. [47] 0.9540 0.7420 0.9820
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Table 4: Continued.

Method Algorithm ACC TPR TNR

Supervised method

Fraz et al. [5] 0.9480 0.7406 0.9807
Lin et al. [27] 0.9536 0.7632 —
Fu et al. [26] 0.9470 0.7294 —

Niemeijer et al. [7] 0.9416 — —
Maji et al. [21] 0.9470 — —
Soares et al. [48] 0.9466 0.7332 0.9782
Staal et al. [49] 0.9442 0.7322 0.9646
Zhu et al. [50] 0.9607 0.7528 0.9820
Marin et al. [18] 0.9452 0.7067 0.9801

GAN [51] 0.9562 0.7746 0.9753
Wang et al. [20] 0.9767 0.8173 0.9733

Khowaja et al. [52] 0.9753 0.8176 0.9709
Our algorithm 0.9701 0.8011 0.9849

Table 5: Performance comparison of different methods for the STARE fundus database.

Method Algorithm ACC TPR TNR

Unsupervised method

Zhang et al. [46] 0.9554 0.7791 0.9758
Hoover et al. [13] 0.9264 0.6747 0.9565

Mendonça and Campilho[8] 0.9440 0.6996 0.9730
Jiang and Mojon [39] 0.9009 — —

You et al. [44] 0.9497 0.7260 —
Zhao et al. [47] 0.9560 0.7800 0.9780

Supervised method

Fraz et al. [5] 0.9534 0.7548 0.9763
Lin et al. [27] 0.9603 0.7423 —
Fu et al. [26] 0.9545 0.7140 —

Niemeijer et al. [7] 0.9534 0.7548 0.9763
Soares et al. [48] 0.9480 0.7207 0.9747
Staal et al. [49] 0.9516 — —
Marin et al. [18] 0.9526 0.6944 0.9819

GAN [51] 0.9647 0.7940 0.9869
Wang et al. [20] 0.9813 0.8104 0.9791

Khowaja et al. [52] 0.9751 0.8239 0.9749
Our algorithm 0.9683 0.6032 0.9967

Table 6: Performance comparison of different methods for the HRF fundus database.

Method ACC TPR TNR
AG-UNet [40] 0.9600 0.8297 0.9875
IterNet [42] 0.9623 0.7524 0.9743
M-GAN [41] 0.9700 0.6948 0.9931
NMF+3D U-Net [43] 0.9688 0.7451 0.9903
Our algorithm 0.9698 0.7478 0.9895

Table 7: Performance analysis of different modified U-Nets on DRIVE and STARE databases with respect to the measuring metrics.

Method
DRIVE STARE

ACC TPR TNR ACC TPR TNR
MSFFU-Net [32] 0.9694 0.7762 0.9835 0.9537 0.7721 0.9885
Dense U-net [34] 0.9511 0.7986 0.9736 0.9538 0.7914 0.9722
AA-UNet [53] 0.9558 0.7941 0.9798 0.9640 0.7598 0.9878
DUNet [54] 0.9566 0.7963 0.9800 0.9641 0.7595 0.9878
EEA U-net [55] 0.9577 0.7918 0.9708 0.9445 0.8021 0.9561
Our algorithm 0.9701 0.8011 0.9849 0.9683 0.6032 0.9967
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4. Conclusions

1e segmentation of retinal vascular images automatically
plays a vital role in computer-aided fundus diagnosis and
disease screening.1ere are some differences between retinal
vessels and background. Nevertheless, the contrast is not
strong enough, which makes the accurate segmentation of
retinal vessels harder [56]. 1erefore, the segmentation of
fundus retinal vessels automatically is a complex and
challenging mission. To deal with the problem that the
accuracy is not enough in retinal blood vessel segmentation,
a new algorithm that could segment retinal blood vessel
automatically comes up. 1e algorithm is based on an
improved U-Net segmentation model in this paper. Firstly,
the RGB fundus image is preprocessed; secondly, the U-Net
model is constructed. 1e extracted image block could be
used during the training stage in the U-Net model; finally,
the trained U-Net model is tested to obtain the final results
to achieve automatic fundus image segmentation. 1e ex-
perimental results of retinal blood vessel segmentation on
the DRIVE, STARE, and HRF color fundus image database
show that the algorithm has high accuracy in extracting
retinal vessels and can retain more microscopic vessels and
complete network. 1is algorithm can provide necessary
theoretical and technical support for ophthalmologists to
track the development of fundus lesions and reveal the
pathogenesis with a particular clinical reference value.

Although the method of the U-Net network proposed in
our paper has made some achievements in the segmentation
of retinal vessels, there are still some problems and challenges.
First of all, the number of retinal fundus images is limited.
Due to ethical issues such as protecting patients’ privacy, it is
not easy to obtain fundus images, and the amount of data is
not abundant. Simultaneously, the ground truth corre-
sponding to RGB fundus images relies on expert observation
and manual segmentation, so the database arrangement is
tedious. 1e amount of data in the existing public fundus
image database is small, which has some limitations to the
training model. Secondly, the RGB fundus image in the image
set is affected by uneven illumination and low image reso-
lution, which cannot guarantee the effective recognition of
blood vessels. Given the shortcomings, our research’s sub-
sequent work is to integrate or postprocess the results to
further optimize the segmentation results based on the U-Net
network combined with effective technologies and methods.
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With the continuous development of economy, the number of motor vehicles has increased sharply, and urban traffic congestion
has become more and more frequent. Urban traffic congestion has become one of the important reasons that hinder the
continuous development of major cities. In order to better solve the problem of urban traffic congestion, it is more urgent to build
urban intelligent transportation system. +e technology related to Internet of things is becoming more and more mature, which
has become a new idea of collecting traffic information, providing convenience for traffic, and injecting vitality into the study of
intelligent transportation layout. +e traffic system in the city or the main traffic intersection, through the traffic guidance layout
road, provides the traffic instruction for the passenger on the highway network, enables the driver to choose the suitable driving
road, can provide the travel guidance service for the driver, adjusts the flow distribution, and improves the traffic condition. +is
paper describes the research status of intelligent transportation layout and uses the basic theory of compressed sensing and
information interaction technology to carry out data fusion and reconstruction algorithm in intelligent transportation. Finally, the
application of compressed sensing in intelligent transportation layout is summarized to realize data collection in intelligent
transportation network. In this paper, compressed sensing theory is applied to the data acquisition of intelligent transportation
network to reduce the amount of data and improve the effective data acquisition. +e reconstruction algorithm is used to realize
the data reconstruction to ensure the accuracy and stability of signal reconstruction and the accuracy of network
transmission information.

1. Introduction

With the rapid development of domestic economy and the
continuous improvement of people’s income, China’s ur-
banization level has reached an unprecedented height. With
the rapid expansion of urban area and the rising of housing
prices, urban population is constantly moving to the sub-
urbs. In order to improve the efficiency of travel and shorten
the consumption of time on the way to work, more andmore
families use cars as a necessary means of travel, resulting in a
sharp increase in the number of urban motor vehicles [1].
Although the number of urban traffic roads has increased
and the carrying capacity of existing urban traffic roads has
also been improved, it still cannot meet the demand for
motor vehicles for roads in the same period. +erefore,

urban traffic roads are becoming more and more crowded.
+e phenomenon of urban traffic congestion has attracted
the attention of governments all over the world and has
become an urgent problem for traffic managers in major
cities [2]. Urban traffic congestion has a serious impact on
the daily travel of urban residents and has become one of the
main factors hindering the further improvement of the level
of urbanization. Traffic congestion not only reduces the
traffic capacity of the road but also shortens the service life of
the road and greatly increases the traffic delay time of urban
residents [3]. In addition, urban traffic congestion will lead
to a series of problems, which has brought great threat to the
life and property of the country and the people and has
become the focus of public opinion. Aiming at a series of
major problems caused by urban traffic congestion,
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governments around the world deepen cooperation in this
field [4]. At the same time, a large number of researchers
have also invested in the research of urban traffic congestion.
Intelligent transportation layout has greatly expanded
people’s traditional understanding of urban transportation
and opened up new ideas for the future planning of urban
transportation. With the development of its research, it has
been widely considered as one of the best ways to solve the
problem of urban traffic congestion. In order to solve the
problem of urban traffic congestion, the governments of
various countries also continue to increase the investment in
infrastructure construction, so as to prepare for the com-
prehensive completion of the intelligent transportation
system [5].

+e construction of intelligent transportation system
has become the only way for the sustainable development
of urban transportation. Intelligent transportation will
be the future development direction of transportation. It
will make the traditional transportation mode more
intelligent, safer, energy-saving, and efficient through
high technology. Internet of things is an important part
of the new generation of information technology;
through radio frequency identification, global posi-
tioning system, and other types of information sensing
equipment, according to the agreed protocol, any object
is connected to the Internet for information exchange
and communication. With the continuous development
of Internet of things technology, it also injects new power
into the further development and improvement of its. In
view of the serious harm of urban traffic congestion to
urban development, this paper proposes an intelligent
transportation layout based on Internet of things com-
pressed sensing and information interaction technology
to realize the traffic layout estimation method based on
compressed sensing. Experimental results show that the
sparse coding method can achieve more effective sparse
representation of traffic layout information at adjacent
times and can obtain lower estimation error. In order to
further reduce the estimation error of compressed
sensing method for urban traffic layout, this paper
proposes a sparse representation matrix based on
Gaussian kernel function by combining the road network
topology and introducing the Gaussian joint distribution
model, so as to improve the sparsity performance of
traffic layout information, and proposes a method to
estimate the traffic layout by using part of the detection
vehicles; this method constructs a sparse representation
matrix; it analyses whether the sparse representation
matrix and measurement matrix constructed by this
method meet the dual incoherence principle in com-
pressed sensing theory. +e simulation results of real data
show that this method can reduce the reconstruction
error of traffic layout information and achieve more
accurate estimation of urban traffic layout.

+is paper mainly describes the content of the paper
from six parts, and the specific arrangement of each
chapter is summarized as follows: the first section is the
introduction, which mainly introduces the specific topic
background and research significance of the paper,

analyses the research status of compressed sensing theory
and information interaction technology in the applica-
tion of Internet of things at home and abroad, and
summarizes the main research content and paper
structure arrangement of this paper. +e second section
discusses the related work. +e third section introduces
the Internet of things compressed sensing model and
information interaction technology and analyses and
verifies the usability, efficiency, flexibility, and security of
the proposed model from the theoretical and experi-
mental aspects. +e fourth section discusses the appli-
cation of compressed sensing and information
interaction technology based on the Internet of things in
intelligent transportation, from the aspects of com-
pressed sensing data collection and application effec-
tiveness. In Section 5, the performance of this method is
verified by simulation. +e sixth section is the summary
and prospect of this paper.

2. Related Work

As an important basis for the implementation of traffic
road planning, traffic layout makes a large number of
scholars invest in the study of traffic layout estimation
methods [6]. +e main research methods can be divided
into three categories: one is based on data fusion; the
other is based on traffic information matching and
tracking; the third is based on traffic dynamics. +e
technology related to Internet of things is becoming
more and more mature, which has become a new idea of
collecting traffic information, providing convenience
for traffic, and injecting vitality into the study of in-
telligent transportation layout [7]. Intelligent trans-
portation will be the future development direction of
transportation. It will make the traditional trans-
portation mode more intelligent, safer, energy-saving,
and efficient through high technology [8]. In recent
years, the application of compressed sensing in intel-
ligent transportation layout has received extensive at-
tention and development.

A large number of data simulation experiments have been
carried out in the research of road traffic layout estimation
methods, and the advantages and disadvantages of multiple
regression, fuzzy reasoning, neural network, and speed in-
tegral on the traffic layout estimation model are analysed [9].
Some researches propose data fusion traffic estimation
method based on robust Kalman filter algorithm. +is
method mainly uses the existing road GPS data information
to estimate the road traffic layout with missing GPS data,
which improves the integrity of road traffic layout estimation.
Some scholars use Bayesian estimation, fuzzy logic, and other
data fusion methods to establish a multiheterogeneous traffic
information three-level fusion system and obtain high-pre-
cision and high-reliability traffic layout data [10]. Other
studies have proposed real-time traffic layout estimation
method based on floating vehicle data. Its main work is map
matching processing, road section division method, and
minimum sample size research on GPS data of service ve-
hicles. In this paper, a series of data sources such as special
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vehicle detector, vehicle tracking and positioning system, and
road toll system are studied, and the traffic data preprocessing
and multidata fusion traffic layout monitoring method using
multineural network are proposed [11].

According to the method of estimating road flow and
density with detection data, through a large number of
simulation studies, when the proportion of detection ve-
hicles is 3.5% and 0.2%, this method can accurately output
traffic flow of 5minutes and hours. In part of the study, we
proposed a method to estimate the traffic layout of different
roads by accurately estimating the average speed of road
sections and obtained the estimation accuracy of 3% floating
vehicles in congested flow which is equivalent to that of 30%
floating vehicles in free flow through experiments. It is
mentioned in some literature that the travel time of all road
sections can be estimated by the historical data of road
traffic, and the weight parameter mechanism is proposed to
overcome the data sparsity [12]. In this paper, the idea of
using probe vehicle to estimate urban traffic layout by using
compressed sensing method is proposed. +e method of
traffic layout estimation based on the combination of probe
vehicle and compressed sensing can reduce the cost of data
collection [13]. With the in-depth study of traffic layout
estimation methods by a large number of scholars, more and
more traffic layout estimation methods have been proposed.
Especially in the face of such a large amount of traffic flow
data, compressed sensing method can greatly reduce the
amount of data required for traffic layout estimation and can
solve the problem of missing road data, which provides great
technical support for the establishment of urban intelligent
transportation system.

+e application of compressed sensing theory has
attracted the attention of many scholars in the field of
medical imaging, astronomical observation, and speech
compression. Aiming at the problem of a large amount of
data information in wireless sensor network, some scholars
use compressed sensing technology to observe the data of a
single sensor node and carry out fusion processing in the
process of data transmission, so as to realize the application
of compressed sensing in wireless sensor network data
collection [14, 15]. +eir research also shows that its ap-
plication can significantly reduce the data storage and data
transmission time; domestic scholars have also carried out
research on compressed sensing theory. In the field of sensor
networks, some people have studied efficient data trans-
mission schemes in wireless sensor networks, others have
applied compressed sensing to target positioning in wireless
sensor networks, and others have applied compressed
sensing to reduce low power consumption in body area
networks. According to the literature review, there are no
reports about compressed sensing to deal with the inter-
active sensing of massive vehicle sensing information. Many
famous universities, including MIT, Harvard University,
Carnegie Mellon University, Chinese Academy of Sciences,
and Tsinghua University, have set up research groups on the
theory and application of compressed sensing. CS has
rapidly become a hot research field in recent years, and
related research results emerge endlessly, which has been
widely used in cognitive radio medical imaging, signal

processing, and target setting in many fields, such as bit,
wireless communication, radar detection, channel coding,
channel estimation, geological exploration, and satellite
remote sensing image [16]. In the current situation, although
the expansion of roads and the control of the increase in the
number of vehicles can alleviate the traffic pressure, the
utilization of land resources is limited after all. +is way
cannot solve the congestion phenomenon from the per-
spective of sustainable development. +is paper describes
the research status of intelligent transportation layout and
uses the basic theory of compressed sensing and information
interaction technology to carry out data fusion and re-
construction algorithm in intelligent transportation.

3. Internet of Things Compressed Sensing and
Information Interaction Technology

3.1. Compressed Sensing of Internet of $ings. If the coeffi-
cient of the signal x in the basis vector has the following
properties, it is said that the signal x is compressible in the
basis vector: the absolute values of the coefficients of W are
arranged from large to small. Generally, if a signal contains
redundancy, it is compressible. +erefore, for a node data
field related to data, we can reasonably assume that the signal
is compressible. +e n-dimensional vector represents the
approximation matrix of the largest m elements, the
remaining elements are set to zero and similarly introduced
to represent the approximation matrix of the smallest ele-
ments, and the remaining elements are set to zero.

G � φεs + φεe. (1)

It is obtained by random sampling. We assume that the
compressed sensing data is noise data, which is represented
by N and obeys the Gaussian distribution of zero means.

G � φεs + n, (2)

where n is a Gaussian distribution with zero mean and σ2
variance. So, we get Gaussian likelihood estimation.

H G|εs, σ
2

  �
e G − φεs

����
����/σ2

πσ2
. (3)

Considering the accuracy of the Gaussian density
function, we can get the following results:

H(φ|α) � 
T

i�1
T φi|0, αi(  + Γ αi|τ, υ( . (4)

Ignoring the influence of α, the weight can be calculated
by the following formula:

H(φ|τ, υ) � 

T

i�1

∞

0
T φi|0, αi(  + Γ αi|τ, υ( dαi. (5)

+rough the above analysis, the research of coefficient
degree in compressed sensing is transformed into a linear
regression problem. +e prior constraint of this problem is
sparse. +e widely used sparse promotion algorithm is the
Laplace density function.
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H(φ|λ) � 
i

 H φi|ci( H ci|λ( dci. (6)

Compressed sensing can be used to construct classifiers.
According to the theory of compressed sensing, the signal can
be compressed, or the signal is sparse in a certain sensing field.
+e sparse signal can be projected into a low dimensional
space. +rough optimization, the high probability signal in
the projection can be reconstructed into the original signal.
+e reconstruction signal contains a lot of information and
effectively distinguishes the original signal; the principle of its
main implementation is shown in Figure 1.

In signal compression, the signal is first transformed, such
as discrete cosine transform or wavelet transform, then a few
coefficients with larger absolute value are compressed and
coded, and the zero or near zero coefficients are discarded [17].
+e measured value is not the signal itself, but the projection
value from high dimension to low dimension. From the
mathematical point of view, each measured value is the
combination function of each sample signal in the traditional
sense; that is, a measured value contains a small amount of
information of all sample signals [18]. By compressing the
data, most of the sampled data is discarded, but the perception
effect is not affected. For example, when a digital camera with
millions of pixels is used to image the scene, a large amount of
pixel information will be obtained, but only a small amount of
information will be stored and transmitted after compression
coding, and finally, the original image will be reconstructed
through the corresponding decompression algorithm. If the
signal itself is compressible, can we directly obtain its com-
pressed representation (i.e., compressed data) so as to omit the
sampling of a large amount of redundant information? Cand
proved in 2006 that the original signal can be accurately
reconstructed from some Fourier transform coefficients,
which laid a theoretical foundation for compressed sensing.
+en Cand é s and Donohoe put forward the concept of
compressed sensing on the basis of related research. +e core
idea is that sampling and compression coding occur in the
same step. Firstly, the nonadaptive linear projection of the
signal is collected, and then the original signal is reconstructed
from the measured value according to the corresponding
reconstruction algorithm. Modules of information interaction
system were shown in Figure 2.

+rough research, it has been known that as long as the
signal is compressible or sparse in a certain transform do-
main, then the high-dimensional signal obtained from the
transformation can be projected onto a low dimensional space
by using an observation matrix not related to the transform
base, and then the original signal can be reconstructed with
high accuracy from these few projections by solving an op-
timization problem, which can prove such a projection value
package. It contains enough information of reconstructed
signal; in this theoretical framework, the sampling rate is
mainly determined by the sparsity and noncorrelation of
information in the signal, not by the bandwidth of the signal.

3.2. Information Interaction Technology. Information ex-
change of Internet of things is a process of information
transmission, information sharing, and information

exchange based on network system with many heteroge-
neous network nodes [19]. +rough information exchange,
each node of Internet of things can obtain the information of
environment and other nodes intelligently and autono-
mously. Although the existing research work has carried out
in-depth research on human-computer interaction theory of
traditional information system and put forward a complete
information exchange model interaction model, there is no
mature theoretical system for information interaction of
Internet of things [20]. +rough in-depth study of human-
computer interaction process of large-scale information
system, the model thinks that information interaction is
completed by the interaction among three basic objects:
user, system, and content. +e fundamental purpose of user
using information system is to use the content of the system,
but the user should obtain the information successfully
content and must use the function provided by the system to
complete the corresponding system operation, and the
content is the system as a carrier for different applications to
display information. Based on the above information in-
teraction model, combined with the characteristics of the
Internet of things, this paper puts forward the information
interaction model of the Internet of things as shown in
Figure 3; the basic object of the model is composed of three
parts: user, network, and content different from the meaning
of user in the traditional information interaction model; the
user here is a generalized user, including not only the tra-
ditional human-computer interaction user but also the sink
node, cluster head node, routing node, and general network
node. +e information interaction system of the Internet of
things refers to the perception network itself; that is, the
whole system including information perception unit, op-
eration and storage unit, and energy unit information space
based on the Internet of things network system constitutes
the content of information interaction, including various
perception data of network nodes, network state informa-
tion, and high-level semantic and event information that
users are interested in sink node obtains the interaction
process of node perception information through the per-
ception network [21].

4. Application of Compressed Sensing and
Information Interaction Technology
Based on Internet of Things in
Intelligent Transportation

4.1. Acquisition of Compressed Sensing Data. In the vehicle
road coordination system, the vehicle’s microprocessor is
mainly used to obtain on-board information and analyse
and process the underlying information required by various
applications in the vehicle road coordination system and put
in various intelligent algorithms to comprehensively process
all kinds of information, and send the corresponding in-
formation to the surrounding vehicles through the vehicle
self-organizing network according to the needs. +e col-
lection of various heterogeneous sensors on the vehicle
makes the vehicle have the ability to collect and identify
environmental information, such as the condition

4 Scientific Programming



acquisition of the vehicle running process [22]. With the use
of GPS and the installation of acceleration sensor, gyroscope,
steering wheel angle sensor, and other types of sensing
equipment, the high-precision vehicle motion state infor-
mation can be obtained.+emeasurement of vehicle relative
positioning information is also detected by the on-board
sensors, and distance sensors and vision sensors are mainly
used to measure the relative positioning information of the
vehicle [23]. +e information of the driving environment
around the vehicle is mainly obtained by radar, CCD vision

sensor, infrared video sensor, and other types of equipment.
+erefore, the ability of vehicle information acquisition
under the vehicle road coordination system is greatly in-
creased, which expands the original collection mode and
collection range of traffic information. At the same time, the
amount of data to be processed is also increasing at an
amazing speed, which increases the information processing
of the vehicle sensor network and the transmission burden
of the vehicle sensor node [24]. As a vehicle sensor node,
how to get the least required information in time and reduce
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the cost in order to reduce the waste of broadband caused by
unnecessary information collection and transmission, this
paper proposes a data compression sensing acquisition
method for vehicle sensor network.

+e sparse representation of signal is to seek as few basic
functions as possible in the transform domain. Fourier
transform and wavelet transform are typical signal basis
representation methods. +e basic idea of wavelet transform
is to use a set of wavelets or basis functions to represent a
function or signal through scaling and translation.When the
signal is represented by wavelet basis, the statistical char-
acteristics of the signal can still be maintained under dif-
ferent scales or compression ratios [25]. +erefore, the
original signal detected by vehicle sensor node can be
transformed into wavelet domain to meet the prior con-
ditions of compressed sensing, which is also a feasible
method to reduce the redundancy of vehicle sensor infor-
mation. After wavelet transform, the low-frequency part
represents the outline of the signal, and the high-frequency
part represents the details of the signal [26]. After decom-
position, the wavelet coefficients are sorted according to the
absolute value, and a certain proportion of the coefficients
with relatively large absolute value are retained to obtain the
sparse representation of the signal [27]. According to the
analysis of vehicle cooperation method, vehicle acceleration
information and speed information are important param-
eters to control vehicle cooperative driving. Figure 4 shows
300 high-frequency sampling points within 5 minutes of
vehicle driving speed. It can be seen from Figure 4 that the
condition of strict sparse compressed sensing is not satisfied.
Compared with the standard Fourier transform, the wavelet

functions used in wavelet transform are not unique and
diverse. Daubechies function in wavelet theory is a wavelet
function constructed by Ingrid Daubechies, a famous
wavelet analyst in the world. Except Hear wavelet, other
wavelets have no explicit expression, but the square modulus
of the transform function is very clear.

For the speed perception of vehicle, the wavelet trans-
form method is used to transform the speed signal, and the
corresponding orthogonal transformmatrix is obtained.+e
unified concept of multiresolution analysis in wavelet theory
establishes the construction methods of various wavelet
bases. +rough this analysis method, the orthogonal basis
can be constructed for the speed signal perceived by the
vehicle. Because of the FIR filter bank corresponding to the
tightly supported wavelet base, the construction of wavelet
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base is easier to realize. A vehicle sensor signal is analysed by
multiresolution method.+e scale function K is selected and
u is established as a set of orthogonal scale functions.
+rough the above steps, the wavelet orthogonal basis vector
g of vehicle speed information is obtained, which satisfies
the sparse condition of compressed sensing.

It can be seen from Figure 5 that the speed values of some
continuous high-frequency sampling points are the same,
and most of the change values of the vehicle sensing ac-
celeration value should be 0.+e high-frequency sampling of
vehicle sensing acceleration is shown in Figure 6. Among the
300 sampling points, 100 nonzero points are randomly
distributed in the 300 sampling points. +e vehicle sensing
acceleration signal is strictly sparse, which fully adapts to the
compressed sensing theory, so the sparse basis is the unitary
matrix.

4.2. Analysis of Application Effectiveness of Compressed
Sensing. In order to verify the application effectiveness of
compressed sensing theory of vehicle sensing information,
MATLAB is used to simulate the compressed sensing of
vehicle sensing information. +e MSE of the reconstructed
results of vehicle sensing speed and acceleration under
different measurement times m is displayed. Due to the
random uncertainty of Gaussian matrix, the mean square
error is obtained by averaging the error obtained from 10
times of simulation for each observation.

For the vehicle sensing velocity and acceleration infor-
mation in a certain period of time, the observation value m is
larger; that is, the more high-frequency sampling points of
vehicle sensing data are, the more accurate reconstruction
ratio is obtained by simulation.When them value of random
observation is greater than 150, the reconstructed infor-
mation error is stable. At this time, 150 sampling points were
randomly selected from 300 high-frequency sampling points
in 5minutes. +e result of information reconstruction is
shown in Figure 6. +e absolute error of the reconstructed
value of a single sampling point can be obtained. +e
compressed sensing method can use a small amount of data
to get more accurate reconstruction and recovery. +e re-
construction and recovery error are small, and some error
values are close to 0. It is feasible to apply this method to the
collection of vehicles sensing data.

5. Analysis of Simulation Experiment

5.1. Validation Analysis under Different Vehicle Density
Scenarios. +e sparsity of vehicle nodes in its layout is di-
rectly related to the stability of its layout state, the con-
nectivity of its routing, and the competitiveness of its
channel access. In order to explore the impact of different
access protocols and different vehicle density on its layout
performance, two scenarios with different vehicle density are
designed in this simulation experiment. According to the
design of the simulation experiment, the message delay and
throughput are simulated. +rough the simulation results, it
can be concluded that, under the IOT compressed sensing
and information interaction technology, the performance of

message delay and throughput is better than that of tradi-
tional technology. When the simulation system has 100
vehicle nodes and 50 vehicle nodes, in terms of delay, the
IOT compressed sensing and information interaction
technology reduce 8.2% and 8.3%, respectively, compared
with the traditional technology; in terms of throughput, the
IOT compressed sensing and information interaction
technology increase 8.1% and 12.2%, respectively, compared
with the traditional technology.

+e reason for the outstanding effect of Internet of things
compressed sensing and information interaction technology is
that the initial value of the competition window is set more
reasonably after the message is sent successfully. When the
number of vehicles is small, when the backoff algorithm is
implemented, the initial value of backoff counter is small and
the backoff time is short; when the number of vehicles is in-
creased, the initial value of backoff counter is large and the
backoff time is long. +is method can adaptively adjust the
initial value, change the value of the backoff counter according
to the vehicle density, and reduce the possibility of channel
transmission conflict as much as possible. +rough the sim-
ulation, it is found that the different number of vehicle nodes
also has an impact on the performance parameters of intelligent
transportation layout. +erefore, this experiment designs an
intelligent transportation layout environment with different
number of vehicle nodes. +e simulation results in Figure 7
show that, with the increase of the number of vehicle nodes,
there will be a relatively good peak of its layout performance.
+is is because when the number of vehicles is small, the path
to the destination node is relatively small, and the amount of
information interaction data is relatively small, so the delay
may be large, and the throughput is not high; with the increase
of the number of vehicles, the routing establishment is more
perfect, and the information interaction process makes full use
of the intelligent transportation layout resources, so that the
performance of message delay and throughput is the best.
When the number of vehicles continues to increase, the re-
sources of its layout will be relatively congested, resulting in the
deterioration of its performance index again.

5.2. Validation Analysis of Simultaneous Interpreting Sce-
narios withDifferent TransmissionDistances. In vehicle road
cooperative system, the transmission distance of vehicle
node is its communication radius.+e transmission distance
is directly related to the hop number of node information
transmission and the number of neighbour nodes and also
directly affects the strength of channel competition between
different nodes. +is simulation experiment compares the
impact of optimized IOT compressed sensing and infor-
mation interaction technology and traditional technology on
the system communication performance under two different
communication transmission distances of 100m and 250m.
250m is the standard case. In this simulation experiment,
the simulation results for message delay and throughput are
100 m and 250 m, respectively. When the transmission
distance of vehicle nodes is 100m and 250m, respectively, in
terms of delay, the Internet of things compressed sensing
and information interaction technology protocols reduce

Scientific Programming 7
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Figure 5: Decomposition of vehicle sensing speed.
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7.6% and 8.2%, respectively, compared with the traditional
technology protocols, and in terms of throughput, the In-
ternet of things compressed sensing and information in-
teraction technology increase 14.1% and 8.1%, respectively,
compared with the traditional technology protocols.

+is experiment simulates the communication intelli-
gent transportation layout in the case of multiple trans-
mission distances, and the simulation results are shown in
Figure 8. With the increase of transmission distance, the
performance of its layout changes in a “U” shape. +e
reason for this phenomenon is that when the transmission
distance is short and the number of transmission hops
increases, the message delay is bound to be large and the
throughput is not large. When the transmission distance is
very large, the number of nodes communicating at the same
time will decrease rapidly, the utilization rate of intelligent
transportation layout resources will decrease, and the
messages cannot be sent out in time, resulting in the in-
crease of transmission delay and the decrease of intelligent
transportation layout throughput. When the node trans-
mission distance is relatively small, the probability of
collision between nodes increases, resulting in an increase
in the number of retransmissions; when the node trans-
mission distance is relatively large, the number of trans-
mission hops from the source node to the destination node
increases, which takes up a long time of intelligent
transportation layout resources, and will inevitably cause
unnecessary transmission delay. Compared with the tra-
ditional technology, IOT compressed sensing and infor-
mation interaction technology can sense the
communication status and retransmission times of
neighbour nodes and set reasonable backoff time slot.

5.3. Validation Analysis under Different Driving Speed
Scenarios. +e speed of vehicle nodes in vehicle road co-
operative system has a decisive influence on the change rate of

intelligent transportation layout topology. When the vehicle
speed is extremely fast, it may lead to the misjudgement of
hidden nodes and exposed nodes.+is simulation experiment
designs and compares the impact of IOTcompressed sensing
and information interaction technology and traditional
technology on the communication performance of vehicle
road cooperative system under two different driving speeds of
20 km/h and 40 km/h and sets 40 km/h as the standard case.
+e vehicle speed plays a decisive role in the change of its
topology and has a great impact on its layout performance. In
general, the compressed sensing and information interaction
technology protocol of the Internet of things has improved in
terms of delay and throughput compared with the traditional
technology protocol. In the case of 20 km/h and 40 km/h, the
message delay is reduced by 8.5% and 8.2%, respectively; in
terms of throughput, it is increased by 16.6% and 8.1%,
respectively.

+rough the simulation of the intelligent transportation
layout of the vehicle road collaborative system under dif-
ferent vehicle speeds, it is found that the performance of the
intelligent transportation layout is irregular, and there will
not be peaks or troughs like the previous two experimental
scenarios. +e simulation results are shown in Figure 9.
Speed is equivalent to random quantity in the vehicle road
cooperative system. After all, compared with the radio
transmission speed, the vehicle speed of 10 km/h–70 km/h in
this simulation system can be ignored.

In general, the effect of IOT compressed sensing and
information interaction technology protocol is still better
than that of traditional technology, mainly because IOT
compressed sensing and information interaction technology
protocol adaptively adjusts the competitive time window
according to the number of retransmissions of nodes, re-
duces the time of nodes waiting for the channel when
sending conflicts, and orderly uses the wireless intelligence
in the traffic environment which can be used to arrange
transportation resources.
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6. Conclusion

+e rapid growth of car ownership has brought convenience
to all aspects of people and led to frequent urban road
congestion. Road congestion can have many negative effects.
+ere are two main solutions, one is the traditional way of
adding roads and controlling the increase in the number of
vehicles, and the other is dredging. In the current situation,
although the expansion of roads and the control of the
increase in the number of vehicles can alleviate the traffic
pressure, the utilization of land resources is limited after all.
+is way cannot solve the congestion phenomenon from the
perspective of sustainable development.+is paper describes
the research status of intelligent transportation layout and

uses the basic theory of compressed sensing and information
interaction technology to carry out data fusion and re-
construction algorithm in intelligent transportation. Finally,
the application of compressed sensing in intelligent trans-
portation layout is summarized to realize data collection in
intelligent transportation network. In this paper, com-
pressed sensing theory is applied to the data acquisition of
intelligent transportation network to reduce the amount of
data and improve the effective data acquisition. +e re-
construction algorithm is used to realize the data recon-
struction to ensure the accuracy and stability of signal
reconstruction and the accuracy of network transmission
information. Finally, the simulation analysis is given. But at
present, the feature dimension is very large, and the
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recognition process takes a long time, which cannot meet the
real-time requirements. Further research is needed to guide
the selection of feature dimension and the extraction of line
features extracted by transformation and to solve the
nonlinear pattern classification problem which is difficult to
be solved by current compressed sensing methods. +ere
will be more problems to be solved in the process of applying
IOT compressed sensing and information interaction
technology to the actual intelligent traffic layout.
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Glioma is one of the most common and deadly malignant brain tumors originating from glial cells. For personalized treatment, an
accurate preoperative prognosis for glioma patients is highly desired. Recently, various machine learning-based approaches have
been developed to predict the prognosis based on preoperative magnetic resonance imaging (MRI) radiomics, which extract
quantitative features from radiographic images. However, major challenges remain for methodologic developments to optimize
feature extraction and provide rapid information flow in clinical settings. 1is study investigates two machine learning-based
prognosis prediction tasks using radiomic features extracted from preoperative multimodal MRI brain data: (i) prediction of
tumor grade (higher-grade vs. lower-grade gliomas) from preoperative MRI scans and (ii) prediction of patient overall survival
(OS) in higher-grade gliomas (<12 months vs.> 12 months) from preoperative MRI scans. Specifically, these two tasks utilize the
conventional machine learning-based models built with various classifiers. Moreover, feature selection methods are applied to
increase model performance and decrease computational costs. In the experiments, models are evaluated in terms of their
predictive performance and stability using a bootstrap approach. Experimental results show that classifier choice and feature
selection technique plays a significant role in model performance and stability for both tasks; a variability analysis indicates that
classification method choice is the most dominant source of performance variation for both tasks.

1. Introduction

Glioma is one of the most common and deadly malignant
brain tumors originating from glial cells. About 50 percent
of nervous system tumors and 80 percent of all malignant
brain tumors are gliomas. Glioblastoma multiforme (GBM)
(also called glioblastoma) is a fast-growing glioma that
develops from star-shaped glial cells (astrocytes and oligo-
dendrocytes) that support the health of the nerve cells within
the brain. In adults, GBM occurs most often in the cerebral
hemispheres, especially in the brain’s frontal and temporal
lobes of the brain. GBM is a devastating brain cancer that
typically results in death in the first 15 months after diag-
nosis. Traditional treatment of GBM is surgical resection
followed by radiation therapy and/or chemotherapy.

However, the median survival time of GBM is still less than
15 months despite surgical resection, radiotherapy, and
chemotherapy. 1erefore, the accurate preoperative prog-
nosis of GBM patients is desired, which can provide essential
information for planning the optimized and personalized
treatment.

Recently, various machine learning-based approaches
have been developed to predict the prognosis based on
preoperative magnetic resonance imaging (MRI) radio-
mics, which is a new cross-field of medical informatics,
aiming to extract quantitative features defined by mathe-
matics from medical images, such as shape, intensity, and
texture [1, 2]. Particularly, they applied the regression
model to predict OS time in days or categorized it into short
or long term based on binary classification using radiomic
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features extracted from various types of preoperative image
data [3]. According to the strategy through which features
are extracted, these studies can be roughly divided into two
categories: (1) methods based on manual features and (2)
methods based on automatically extracted features using
machine learning techniques. 1e basic idea of the method
based on manual features is to extract the artificial designed
features by semiautomatic or full-automatic method and
use the traditional machine learning method to regress or
classify the calculated features [4, 5]. For example, in [6],
brain tumors’ image phenotypic features are calculated
from a public preoperative multimodal MRI brain dataset
and input into the random forest classifier to learn a re-
gression model for OS prediction. In [7], some manually
labeled features are extracted from the BraTS 2017 dataset,
such as the volume and surface irregularity of brain tumors,
are used to train the artificial neural networks for OS
prediction. Although manual feature-based methods have
shown promising results, there is no systematic way to
determine OS-related manual features but mostly depen-
ded on experience. 1erefore, the machine learning-based
methods have been proposed, which can automatically
learn OS-related, deeply embedded MRI image features to
better predict OS without prior knowledge [4]. For ex-
ample, in [8], Nie et al. present a two-stage deep learning-
based OS time prediction method of high-grade gliomas
patient, where a 3D multichannel convolutional neural
network (CNN) is proposed to extract implicit and high-
level features automatically for OS prediction from mul-
timodal preoperative MRI brain tumor data, including the
contrast-enhanced T1 (T1c), diffusion tensor imaging
(DTI), and resting-state functional MRI (rs-fMRI). In [9], a
novel three-dimensional detailed delineation algorithm is
introduced for GBM tumors in MRI, which efficiently
delineates the whole tumor, enhancing core, edema, and
necrosis volumes using fuzzy connectivity and multi-
thresholding, followed by survival prediction of patients
using the concept of habitats.

Although all the studies mentioned above have indicated
an essential value of brain imaging phenotype for OS pre-
diction, tumors are often heterogeneous in space and time.
1ere are differences in the cell, gene, and microenviron-
ment for different tumor regions at the same time point or at
other time points in the same tumor region, which usually
requires multiple biopsies to capture the tumor’s molecular
heterogeneity, bringing inconvenience and risk to patients.
Radiomics can provide a noninvasive way to explore the
heterogeneity of tumors [10]. Gliomas are the most common
primary malignant brain tumors with high intrinsic het-
erogeneity.1is heterogeneity is evident in radiomic features
and morphology, making classification and prognosis more
difficult [11]. Radiomics analysis of gliomas can provide
additional information about the patient’s classification,
prognosis, and possible survival outcomes [12, 13].

However, although researchers at home and abroad
have done a lot of research on the application of machine
learning algorithm in radiomic feature classification and
prognosis prediction [14–19], due to the lack of a unified
standard, there are still many unknowns about which is the

best model in the field. Many studies also use proprietary or
in-house software in their radiomic feature extraction/
analysis pipeline, severely limiting the community from
making advances. Coupled with the fact that patients’
medical images are protected by the confidentiality laws, it
is incredibly challenging, if not impossible, to reproduce
the results. 1erefore, it is crucial to utilize publically
available datasets and open-source tools to expand the
radiomics field.

In our study, two machine learning classification tasks
using radiomic features are investigated, which predict tu-
mor grade and patient OS from preoperative MRI scans,
respectively. 1ese two tasks utilize the conventional ma-
chine learning techniques constructed with various classifier
methods. Feature reduction methods also are applied to
increase model performance and decrease computational
costs. Models are assessed in terms of their predictive
performance and stability using a bootstrap approach based
on the 2017 BraTS Challenge’s MRI data. Experimental
results show that the classifier choice and dimensionality
reduction technique plays a significant role in model per-
formance and stability for both tasks. Figure 1 shows an
outline of the radiomic workflow for the grade classification
task, and we utilized a similar scheme for the overall survival
classification task.

2. Material and Method

2.1. Dataset and Preprocessing. We utilized the 2017 BraTS
Challenge’s Training Dataset [20], which comprises 210
higher-grade gliomas (HGG) and 75 lower-grade gliomas
(LGG) preoperative multimodal MRI scans collected from
multiple centers. Each patient’s multimodal scans include T1,
postcontrast T1-weighted (T1c), T2-weighted (T2), and T2
Fluid Attenuated Inversion Recovery (FLAIR). All the MRI
scans have been segmented manually by one to four raters,
following the same annotation protocol, and experienced
neuroradiologists approved their annotations. Annotations
comprise the GD-enhancing tumor (ET-label 4), the peri-
tumoral edema (ED-label 2), and the necrotic and non-
enhancing tumor (NCR/NET-label 1). Each sequence was
skull-stripped and was resampled to 1mm∗ 1mm∗ 1mm
(isotropic resolution). For the overall survival challenge, age
and prognosis of the patient posttreatment were supplied by
the organizers.1e overall survival data also were available for
a subset of the GBM scans. In this study, all samples used for
the grade prediction task are referred to as the Tumor Grade
Dataset; all samples used for the overall survival prediction
classification task are referred to as the Overall Survival
Dataset. For the Tumor Grade Dataset, glioblastoma multi-
forme (GBM) was considered the negative type (n� 210)
while LGG was considered the positive type (n� 75). 1e
Overall Survival Dataset was stratified into binary classes
based on median survival rates for GBM; patients who died
before 12 months from diagnosis were considered negative
(n� 81), while patients who died after 12 months were
considered positive (n� 82). Examples of the four modalities
and the corresponding tumor masks from two GBM patients
are shown in Figure 2.
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2.2. Multitask VNet for Glioma MRI Data Segmentation.
1is study uses a multitask VNet framework to segment
glioma and its different subregions from the multimodal MR
image, shown in Figure 3. 1e network has two decoder
modules with similar structures, and different decoders are
assigned different tasks. 1e mask decoder module performs
training-mask segmentation according to pixel classification
tasks, and the distance transform decoder module performs

regression tasks to realize distance map estimation. 1e
structure of the encoder module and decoder module of the
network is similar to the VNet. Its encoder module alter-
nately stacks convolutional layers and downsampling layers
to achieve feature extraction of the input signal under dif-
ferent receptive fields.

In contrast, the decoder module alternately stacks
deconvolutional layers and convolutional layers in the joint
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Figure 2: Examples of the four MRI modalities and the corresponding tumor masks from two randomly selected GBM patients.
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encoder restore image resolution stage by stage based on the
features extracted by the module. 1e model’s loss function
is the weighted sum of the categorical focal loss of the mask
decoder block and the MSE loss of the distance transform
decoder block. Its essence is that the distance map prediction
regularizes the template prediction.

2.3. Quantitative Feature Extraction. Medical images con-
tain a lot of information that can reflect the relationship
between human macro performance and microenviron-
ment. Up to now, the analysis and diagnosis of medical
images are mainly based on human judgment. 1e disad-
vantage of this method is that it can only be qualitative but
not quantitative. Compared with the qualitative description
of human experience, quantitative features can reflect more
potential information in the image. Medical imaging has
developed from traditional morphological diagnosis to
quantitative tumor analysis. 1e main difference is that the
latter needs to extract and analyze more high-order quan-
titative image features.

Quantitative feature extraction refers to the process of
extracting information from images by computer. 1e
performance of a classification model largely depends on the
features used. We extracted 16 shapes, 19 first-order sta-
tistics, 27 gray-level cooccurrence matrix (GLCM), 16 gray-
level size zonematrix (GLSZM), and 16 gray-level run length
matrix (GLRLM) features from each phenotype region of
interest (ROI). 1e coiflet wavelet transform filter was also
applied to each image to extract eight decompositions; for
each phenotype, each decomposition’s intensity-based fea-
tures were calculated. 1e combination of shape features,
first-order features, texture features, and wavelet features
extracts 718 features for each image phenotype and 2154

features for each sample. Before extracting these features,
voxel intensity values were normalized using the Z-score
normalization in the whole brain, discretized with a bin
width of 0.1, and constrained to an intensity value range of 3
standard deviations from the mean. For the Tumor Grade
Dataset, some LGG samples do not contain ET segmenta-
tions. 1erefore, regardless of tumor grade, these samples
were removed from the analysis to keep the features equal. In
addition, several mask combinations suffered from geometry
mismatches and were likewise discarded. 1e removal of
these samples from the Tumor Grade Dataset led to 44 LGG
samples and 191 GBM samples remaining for the analysis.
Similarly, after the removal of inappropriate samples, the
Overall Survival Dataset was left with a total of 73 GBM
samples with survival <12months and 77 GBM samples with
survival >12 months.

2.4. Feature Selection Methods. Radiomics leads to the
creation of several informative features for use in predictive
modeling. However, when the number of samples is far less
than the number of features, direct classification prediction
has a high computational cost and a poor effect. It may even
lead to the classification prediction algorithm’s failure.
Hence, feature selection is needed to obtain the feature set
with good performance after image feature extraction.

For machine learning models, there are many methods
to reduce the feature space. Common categories of feature
selection methods include filter, wrapper, and embedded
methods. In addition, compared with the wrapper and
embedded methods, the filter methods have the advantages
of classifier independence and high computational efficiency
[21]. Surprisingly, previous studies have found univariate
filter methods that ignore interactions between variables can

Conv + batch normalisation + ReLU
Pooling

Upsampling
Softmax

51
264646464

64 64 64 64

128128128

128 128 128 128

128

256256256256

256256

128128

6464

256 256 256 256

512512512512

512512

10241024
Bottleneck

512 512 512 512

Figure 3: 1e overall architecture of the proposed multitask VNet.

4 Scientific Programming



be just as effective as multivariate methods that consider
these interactions [22]. A possible alternative way for feature
selection is dimensionality reduction. 1e complex inter-
action between variables is often considered by linear or
nonlinear mapping, and the high-dimensional space is
transformed into space with lower dimension [23]. It has
been recently proposed that unsupervised dimensionality
reduction techniques could have better prediction perfor-
mance than filter methods in radiomic studies [24].

We utilized four unsupervised dimensionality reduction
methods to build machine learning models, that is, principal
component analysis (PCA), kernel PCA (KPCA), inde-
pendent component analysis (ICA), and factor analysis (FA).
We chose these methods due to their simplicity, compu-
tational efficiency, and easily available implementation.
Moreover, these methods were compared with a univariate
filter technique, ANOVA F-score with the top 30 features
selected (FILT), and maximum 2D diameter features from
each phenotype (DIAM). DIAM was chosen to investigate
how our radiomic methods would compare against a
commonly utilized prognostic radiological metric [25].

2.5. Models’ Building. 1e prediction of tumor grade or
overall survival in this paper is a small sample binary
classification problem. To solve this problem, supervised
learning in machine learning is more targeted. Supervised
learning uses the training data to find rules through training
to predict new samples. Training data consists of examples
represented by a set of input features (radiomic features) and
an output value (tumor grade or overall survival class). Once
an intelligent prediction model is built from labeled data
using a classifier and feature selection method, it can predict
an unlabeled sample class.

We selected nine conventional machine learning tech-
niques constructed with various classifier methods and two
deep learning-based models for comparison, that is, decision
trees (DT), random forest (RF), bagging (BAG), boosting
(BST), Gaussian naı̈ve Bayes (NB), multilayer perceptron
(MLP), support vector machines (SVM), logistic regression
(LR), k-nearest neighbors (KNN), convolutional neural
networks (CNN), and deep neural networks (DNN). 1ese
models were chosen for their widespread use in radiomic
studies and simple implementation. Models built with
conventional machine learning and deep learning-based
techniques are displayed in Table 1. Although the hyper-
parameter of classifiers can be tuned by cross-validation to
improve the model performance, in our study, the classifiers
were used together with the default hyperparameter settings
to maintain simplicity and reduce the computational cost.
Intelligent prediction models were built from combinations
of feature reduction methods and classifier methods.

3. Experiment

3.1. Experimental Details. To analyze our results, a split was
made by the patient. For each dataset (Tumor Grade Dataset
n� 245 and Overall Survival Dataset n� 150), data were
randomly split into training and testing sets with a test

size� 0.2, yielding training sets containing 196/120 samples
and testing sets containing 49/30 samples, respectively. To
prevent the class imbalances from affecting the models’
performance, we applied the synthetic minority over-
sampling (SMOTE) [26] technique to the tumor grade
training dataset due to the existing radiomics studies that
have shown SMOTE can effectively improve the classifica-
tion predictive performance when the classes are imbal-
anced. However, SMOTE was not applied to the Overall
Survival Dataset since classes were already balanced.
Moreover, multicenter data and magnetic field inhomoge-
neities often contribute to the intensity inhomogeneities in
the MR images. 1erefore, we use the Z-score normalization
as a necessary preprocessing step in dimensionality reduc-
tion to standardize features concerning the training set.

To investigate and compare the performance of different
dimensionality reduction and classification approaches, a
three-dimensional parameter grid for analysis was con-
structed in this study. For any of the four dimensionality
reduction approaches, we took two as the step size (n� 1, 3,
5, 15) incrementally selected the number of dimensions from
1 to 15 (e.g., principal component). 1e training data and 11
machine learning models evaluate these dimension subsets
to build the machine learning prediction model. 1e area
under the receiver operating curve (AUC) score was cal-
culated to evaluate the model quantitatively on the test set,
which was repeated 100 times for each combination with
different random splits through a bootstrap approach. 1e
mean of the AUC values (μAUC) over all iterations was
calculated to determine the given model’s final AUC value.
By calculating the mean over 100 iterations, we can ensure a
more representative value for each model. Similarly, an
empirical metric for stability, relative standard deviation
(RSD) was previously defined as follows [22]:

RSD �
σAUC
μAUC

, (1)

where σAUC and μAUC were the standard deviation andmean
of the 100 AUC values, respectively. It should be noted that
higher stability corresponds to lower RSD values.

We apply the popular open-source machine learning
python library scikit-learn formodel building and analysis in
Python 3.6. 1e training and testing experiments are per-
formed on an NVIDIA GeForce Titan RTX 24G GPU with
Intel Xeon Silver 4210 2.2G GPU. 1e presented figures are
generated using the plotting library Matplotlib. An open-
source radiomics toolbox, Pyradiomics, was used for
radiomic feature extraction.

3.2. Performance Measurements. 1ere are three main ex-
perimental factors in our study which can affect the radio-
mics-based prediction, that is, prediction model (RF, NB, DT,
BAG, BST, SVM, LR, MLP, KNN, CNN, and DNN), feature
selection method (PCA, KPCA, ICA, and FA), and the
number of dimensions selected (1, 3, 5, . . ., 15). Multivariate
analysis of variance (ANOVA) was used to quantify these
factors’ impacts on AUC scores and their interactions in each
classification task. To compare the variability contributed by
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each factor, the variance (sum of squares) calculated for each
factor was divided by total variance and multiplied by 100 to
yield the percent variance for each factor.

In our study, a total of 2154 features were extracted from
the segmented tumor regions of the preoperative MRI scans
from the BraTS 2017 glioma dataset. For the Tumor Grade
Dataset, the output classes were LGG or HGG, while for the
Overall Survival Dataset, the output classes were <12-month
or >12-month survival. For both classification tasks, feature
selection and classification training were made using the
training set, whereas the testing set was used to assess
performance and stability.

3.2.1. Predictive Performance. Figure 4 depicts the perfor-
mance of dimensionality reduction and classification methods
using 11 dimensions for both tasks. Performance from models
constructed using ANOVA F-score univariate filter method
(FILT) and diameter features (DIAM) are also displayed. For
the grade classification task, the best results among the four
dimensionality reduction techniques are achieved by FA, while
ICA usually performs the worst effects. Moreover, FA has
comparable results to FILT, which generally has the highest
predictive performance. Additionally, using diameter features
alone scores much lower than any dimensionality reduction
techniques. In terms of classifiers, most classifiermethods show
similar results except DT, which is noticeably lower. For the
survival classification task, the best results among the four
dimensionality reduction techniques are also often achieved by
FA. Otherwise, performance results are more similar than in
the grade classification task. Worthy of note is that using di-
ameter features alone often scores comparable or higher than
any dimensionality reduction techniques. Again, most classifier
methods show similar results except decision trees and support
vector machines (for PCA, KPCA, and ICA), which are no-
ticeably lower. Additionally, AUC scores for the survival
classification task are much lower (<0.65) than for the grade
classification task (>0.80).

In addition, we repeated the above experiment by
varying the number of dimensions. Figures 5 and 6 show the
predictive performance corresponding to 1, 3, 5, 7, 9, 11, 13,
and 15 dimensions for each feature selection method for
both tasks, respectively.

3.2.2. Stability and Predictive Performance. Four AUC/RSD
values corresponding to different dimensionality reduction
techniques (PCA, KPCA, ICA, and FA) are generated for

each prediction method. We took the median of all four
AUC/RSD values for each prediction task as the repre-
sentative AUC/RSD of a model. Figure 7 shows the eval-
uation of models’ representative stability and predictive
performance in each classification task. In addition, as deep
learning models show significantly performance in these
tasks. Hence, the performance of both the conventional
machine learning techniques and two deep learning-based
models (DNN and CNN) is also evaluated. Figure 7(a)
shows MLP, LR, KNN, and BSTshould be preferred as their
stability and predictive performance were higher than the
corresponding median values across all classifiers. Simi-
larly, in Figure 7(b), MLP, LR, and KNN should be pre-
ferred, with BST on the borderline of top performance and
stability.

3.2.3. Experimental Factor Effect. To quantify the effect of
classification methods, dimensionality reduction methods,
and the number of selected dimensions, multivariate
ANOVA was performed on AUC scores in this study. In
Figure 8, we observed that all three experimental factors and
their interactions affect both classification tasks’ prediction
performance. 1e classification method was the most
dominant source of variability as it explained 36% and 37%
of the total variance in AUC scores for tumor grade and
survival classification tasks, respectively. 1e number of
dimensions used was the second most dominant source of
variability for both tasks as it explained 28% and 20% of the
total variance in AUC scores for tumor grade and survival
classification tasks, respectively. 1e dimensionality reduc-
tion method was the least dominant source of variability for
both tasks as it explained 3% and 2% of the total variance in
AUC scores for tumor grade and survival classification tasks,
respectively. Interaction terms between the experimental
factors followed similar trends.

3.3. Discussion. Several studies have built radiomics-based
predictive models for various clinical factors such as tumor
grade, prognostic outcome, treatment response, and more.
However, to expand the radiomics community, studies
utilizing open-source data, tools, and machine learning
models, such as those used in our current investigation, are
necessary. In a series of papers by Parmar et al., they
evaluated the predictive performance and stability of
computed tomography (CT) radiomic machine learning
models constructed with various feature selection filter

Table 1: Models built with various machine learning techniques.

Classifier methods Dimensionality reduction methods Feature selection methods
Decision trees (DT) Principal component analysis (PCA) ANOVA F-score (FILT)
Random forest (RF) Kernel PCA (KPCA) Max 2D diameter (DIAM)
Bagging (BAG) Independent component analysis (ICA) —
Boosting (BST) Factor analysis (FA) —
Naı̈ve bayes (NB) — —
Multilayer perceptron (MLP) — —
Support vector machine (SVM) — —
Logistic regression (LR) — —
k-Nearest neighbor (KNN) — —
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methods and classifier methods [22]. Results show that
specific machine learning models perform differently
depending on the cancer type, e.g., head and neck vs. lung.
1erefore, it is vital to test these methods in different cancer
types and various imaging modalities.

Additionally, Zhang et al. performed a similar study on
lung CT with unsupervised dimensionality reduction
methods and proposed dimensionality reduction methods
have the potential to be superior to filter methods [27]. 1is

study further demonstrates the variability of machine
learning models constructed from different classifiers and
dimensionality reduction techniques in a different cancer
type (glioma) and imagingmodality (MRI).We demonstrate
that dimensionality reduction techniques are often lower
than or comparable to filtering methods for both tasks.
Specifically, we show that FA can be an improvement over
PCA, which was suggested by Zhang et al. to be the best
method for dimensionality reduction in radiomic studies.
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Figure 5: Predictive performance corresponding to classificationmethods and the number of dimensions for each dimensionality reduction
method for grade classification task.
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Figure 4: Predictive performance of feature reduction and classification methods. (a) Grade classification task and (b) survival classification
task.
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Figure 6: Predictive performance corresponding to classification methods and the number of dimensions for each dimensionality
reduction method for survival classification task.
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Figure 7: Scatterplots between representative stability and predictive performance of classification methods. (a) Grade classification task
and (b) survival classification task.
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ET in T1c MRI scans often used as a distinctive marker
when attempting to distinguish LGG from HGG. However,
since we have only used LGG samples that contain ET
components, we suggest radiomics provides novel infor-
mation about underlying phenotype, usually not possible in
the radiological setting. Glioma grade is histopathologically
diagnosed; i.e., a biopsy must be taken for classification [28].
With our radiomics approach, we suggest that imaging data
may be a useful supplement to histological data. In this
study, we have only classified LGG from HGG, but more
grade subclasses can be assessed using these radiomics
methods, e.g., grade 1 vs. grade 2 vs. grade 3 vs. grade 4.
Previous studies have attempted to build machine learning
models for glioma grade classification with dimensionality
reduction techniques [29] or other feature selection methods
[30]. Still, our results show higher predictive performance,
possibly due to a more extensive training set and class
balancing with SMOTE.

Predictive performance for grade classification is much
higher when compared to survival classification, which is not
surprising as each classification task has its own set of
optimal radiomic biomarkers linked to underlying biological
significance. For example, the combination of shape, first-
order statistics, texture, and wavelet features utilized
through dimensionality reduction leads to higher predictive
performance than diameter features alone for the grade
classification task. However, this is not the case for the
survival classification task. Moreover, using diameter fea-
tures alone in survival prediction leads to higher predictive
performance than dimensionality reduction or filter tech-
niques with all radiomic features. Previous studies have
shown that texture features are challenging to gain predictive
power from in GBM, with AUC values routinely falling <0.6
[17, 31]. It may be the case that current intensity-based
features are not strongly linked to survival outcome in GBM,
but further studies are necessary before coming to these

conclusions. 1is study has taken a coarse approach to build
machine learning models, so it may very well be the case that
more refinedmodels for survival prediction can create useful
texture-based radiomics signatures for GBM survival pre-
diction with high AUC values.

For both classification tasks, the classifier method was the
most significant contribution to variability in predictive
performance. A trend has commonly been observed in
radiomic studies investigating machine learning models using
different classifiers and feature selection methods [22]. Op-
positely, Wang et al. observed that the dimensionality re-
duction method plays a larger role in predictive performance
variability [24]. Our study has also investigated the role the
number of dimensions has in variability, and it was found that
it has a larger role than the dimensionality reduction method
used. To our knowledge, no other studies have investigated
this factor’s effect on predictive performance.

Some limitations of our study are as follows. Regarding
image preprocessing, we have only utilized a simple method
of intensity normalization (Z-score) due to its availability in
Pyradiomics. Unlike CT imaging, MRI intensity is expressed
in arbitrary units, necessitating intensity standardization
before radiomic analysis. More sophisticated intensity
normalization methods, such as histogram-based method
[32], should be explored in future studies. In addition, we
have not taken advantage of classifier hyperparameter
tuning and instead relied on default hyperparameter settings
to save on computational costs. Future studies should
employ hyperparameter tuning to increase predictive per-
formance and stability. While our research explores our
classifiers’ stability, it should be noted that RSD is only an
empirical method that should not be directly compared with
other studies but only as a relative reference between
classifiers in a given study. Additionally, our definition of a
top classifier is relative to other classifiers studied, so it
should not be taken as all-encompassing.
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Figure 8: Variation of AUC explained by experimental factors and their interactions. (a) Grade classification task and (b) survival
classification task.
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4. Conclusion

In this study, we investigate two machine learning classi-
fication tasks using radiomic features: (i) prediction of tu-
mor grade (higher-grade vs. lower-grade gliomas) and (ii)
prediction of overall survival in higher-grade gliomas (<12
months vs.> 12 months). 1ese tasks are attempted using
machine learning models constructed with various classifier
methods and dimensionality reduction techniques. Models
are assessed in terms of their predictive performance and
stability using a bootstrap approach. Our results demon-
strate that for both classification tasks, among dimension-
ality reduction methods, FA yielded the highest predictive
performance. Similarly, MLP, LR, and KNN produced the
highest predictive performance and stability among classifier
methods. In addition, DT tended to perform poorly for both
classification tasks. 1is possibly points to an underlying
radiomic structure in the BraTS dataset that is preferentially
fit by specific machine learning models. Where results start
to diverge significantly is in the implementation of the SVM
classifier. For the grade classification task, SVMs tend to
perform relatively well with all feature selection methods
except ICA. For the survival classification task, SVMs tend to
perform poorly with all feature selection methods except FA.
Interestingly, previous studies in different cancer types have
suggested RF to be the best classifier method for radiomics
studies. Still, it does not score among the best classifier
methods for either task in our research.
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Aiming at the diversified requirements of network application QoS (Quality of Service) in the terminal equipment of Internet of
Vehicles, this paper proposes a distributed congestion control strategy based on harmony search algorithm and the 'roughput
Evaluation Priority Adjustment Model (TEPAM) to ensure real-time transmission of high-priority data messages related to
security applications. Firstly, the channel usage rate is periodically detected and the congestion is judged; then, in order to
minimize delay and delay jitter as the goal, harmony search algorithm is utilized to perform global search to obtain a better
solution for the transmission range and transmission rate. Secondly, packet priority and the TEPAM are applied to indicate the
sending right of each packet. 'e data message priority and throughput percentage factor are used to express the transmission
weight of each data message. Besides, the real-time evaluation of path state inMPTCP is carried out by the batch estimation theory
model, which realizes the on-demand dynamic adjustment of the network congestion time window. Finally, SUMO, MOVE, and
NS2 tools are used to create a VANET-like environment to evaluate the performance of the proposed congestion control strategy.
Experimental results show that the proposed method is superior to other three methods in the four indicators of average delay
time, average transmission rate, number of retransmissions, and packet loss rate compared with other advanced methods.

1. Introduction

'e rise of intelligent transportation industry provides a safe
and efficient traffic management system for traffic managers,
drivers, and passengers. 'e vehicle interconnection net-
work realizes the communication between vehicle-to-
vehicle, vehicle-to-road, and vehicle-to-service centres by
wireless communication technology, which realizes the
organic combination of the human-vehicle-road environ-
ment and improves traffic safety efficiency. VANET (Ve-
hicular Ad Hoc Networks) is a mobile ad hoc network
composed of wireless communication between vehicles and
between vehicles and base stations. Vehicles need to ex-
change information at any time in VANET. 'e commu-
nication between vehicles is usually divided into two types of
safety information: Heartbeat Safety Message (HSM) and
emergency alarm safety message. HSM is a message sent
periodically to exchange information such as location, speed,

and driving direction of vehicles. When there is a dense
vehicle scene, periodic HSM very easily causes channel
congestion and affects driving safety. Besides, a large
transmission range can enable safety information to reach
longer distances in VANET, but it also increases trans-
mission interference and channel competition. A high
transmission rate can update information in time, but it can
also cause channel saturation and increase the collision rate
of information. 'erefore, there is a need for a solution that
can dynamically and reasonably adjust the transmission
range and transmission rate tomeet the delay and packet loss
rate constraints. Due to the strong mobility of nodes and
rapid topology changes in VANET, it is an NP-difficult
problem to reasonably optimize the transmission range and
transmission rate [1, 2]. Reference [3] reviewed the con-
gestion control methods of VANET. We identified the
relevant parameters and performance indicators that can be
used to evaluate these methods and analysed each method
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based on multiple factors, such as traffic type and active or
passive and the mechanism to control congestion. Reference
[4] proposed a control scheme based on Uniparted Objective
Tabu Search (UOTS). It found the optimal value of trans-
mission range and transmission rate by Tabu search
according to the minimized delay function. However, this
scheme did not consider the impact of the packet loss rate
and number of retransmissions when calculating system
delay. 'us, it cannot guarantee the solution quality, and
convergence speed is slow.

'is paper proposes a distributed congestion control
strategy based on Harmony Search (HS) algorithm. While
ensuring to meet the requirements of most network ap-
plications, it effectively improves the real-time performance
of high-priority applications. 'e main innovations are as
follows:

(1) In many existing methods, it is difficult to ensure the
quality of the solution and convergence speed
without considering the problem of calculation delay
and other issues that affect the packet loss rate and
retransmission number. 'e proposed method uses
HS to optimize the transmission distance and
transmission rate and reduce the delay and delay
jitter. It can achieve good performance in terms of
delay, packet loss rate, and throughput.

(2) Many existing methods are difficult to guarantee
high-priority and real-time performance of sending
data packets. 'e proposed method uses data mes-
sage priority and TEPAM. 'e data message priority
and the throughput percentage factor are used to
express the weight of each data message; the batch
estimation theory model is used to evaluate the path
status in MPTCP in real time. It realizes the on-
demand dynamic adjustment of the network con-
gestion time window, effectively improving the
throughput of high-priority applications on the
network.

'is paper is organized as follows: in Section 1, the
research background and innovation of the proposed
method are introduced. In Section 2, the related research in
this field and the current research status are introduced.
Section 2 describes the steps of the proposed method in
detail; in Section 3, SUMO, MOVE, and NS2 tools are used
to create a VANET-like environment to evaluate the per-
formance of the proposed congestion control strategy.
Section 4 summarizes the proposed methods and points out
the future research direction.

2. Related Research

In recent years, with the frequent occurrence of traffic ac-
cidents, Intelligent Transportation Industry (ITS) based on
VANET has emerged as the times require, providing a safe
and efficient transportation system for drivers, passengers,
and other traffic managers. Due to the rapid change of
network topology of VANET, when vehicles are too dense,
congestion will occur, which will cause packet loss and
increase the transmission delay, so that it cannot provide

traffic information in time and threaten traffic safety.
However, due to the shared wireless channel of VANET, it is
challenging.

At present, the most proposed congestion control
methods are mainly divided into the following categories: (1)
reserving bandwidth for high-priority information by lim-
iting the bandwidth occupation of the beacon frame; (2)
dynamic Competition Window (CW) is used to adjust the
transmission rate of packets; and (3) adjusting the trans-
mission range by adjusting transmission power of the data
packet. In [5], a distributed transmission rate control
method DRCVwas proposed to detect the local channel load
periodically and estimate load in the next stage and to meet
the requirements of channel load by dynamically adjusting
the transmission packet rate. In [6], a distributed power
adjustment algorithm D-FPAV was proposed to dynami-
cally allocate transmission power for all vehicles to ensure
that the network load is lower than the maximum beacon
frame load.

However, the extra overhead of D-FPAV algorithm
increases the channel load, and convergence speed of the
algorithm is slow. In [7], a distributed congestion control
algorithm based on Non-Cooperative Game 'eory
(NCGT) was proposed. 'e algorithm divided the vehicle
into two groups, which represent the vehicle to partic-
ipate in games, so that the channel load in the next stage
does not exceed the total target load. 'is method im-
proved the delivery rate and channel utilization to a
certain extent.

Reference [8] proposed a control strategy based on a
single-target Tabu Search algorithm in IoV (Internet of
Vehicles). According to the minimized delay function, Tabu
Search algorithm was applied to find the optimal value of
transmission range and transmission rate. However, the
influence of the packet loss rate and retransmission number
was not considered when calculating the delay, so the quality
of the solution cannot be guaranteed and the convergence
speed was slow. Reference [9] introduced an MPTCP spe-
cifically used for multimedia applications in IoV. Reference
[10] used MPTCP protocol to improve the efficiency of file
transfer in IoV. Nevertheless, the traditional congestion
control algorithm in Transport Control Protocol (TCP) is
not appropriate for direct application in MPTCP protocol
due to the multipath nature of MPTCP. Reference [11]
proposed a distributed power adjustment algorithm to dy-
namically allocate transmission power for all vehicles and
ensured that the network load was larger than the maximum
beacon frame load. However, the additional cost of this
algorithm increased the channel load, and the algorithm
converges slowly. An average Packet Loss Rate (PLR)
analysis model for VANET was proposed in reference [12].
An explicit expression for the upper bound of average PLR
was obtained by using Taylor series expansion, Holder’s
inequality, and the relay probability relaxation, which can
facilitate the selection of parameters at physical and MAC
layers for a better PLR. Unfortunately, this method cannot
ensure the real-time transmission of high-priority data
packets. 'erefore, the abovementioned methods can be
further improved.

2 Scientific Programming



3. Proposed Method

Generally, vehicular communication is divided into two
types of safety messages: HSM and emergency alarm safety
message. Among them, HSM is a kind of periodic message,
which is utilized to exchange information such as position,
speed, and driving direction of vehicles. When a scene with
dense vehicles appears, periodic HSM is very likely to cause
channel congestion and affect traffic safety, as shown in
Figure 1.

As shown in Figure 1, when using TCP to transmit data,
there are usually three stages.

(1) Start stage (0-knee): when the load on the network is
small, with the increase in load the throughput on
the network will increase approximately linearly.

(2) Accumulation stage: the load on the network con-
tinues to increase. After reaching the upper limit of
network capacity, the growth rate of throughput will
gradually slow down.

(3) Overload stage (cliff-∞): the load is continuously
increased, so that the network is seriously congested,
resulting in packet loss. At this time, the response
time of the network increases significantly, the
network tends to be paralyzed, and the throughput
drops sharply.

3.1. Global Search Using Harmony Search. Congestion
control includes two parts: congestion detection and con-
gestion control. 'e congestion detection section detects
congestion by periodically measuring channel utilization
[13–16]. After congestion detection, the proposed conges-
tion control algorithm is executed. Each node independently
performs the proposed scheme and independently acquires
the optimal value for its own transmission range and
number. 'e flow chart of the dynamic distributed con-
gestion control scheme is illustrated in Figure 2.

'e main purpose of the VANET congestion control
scheme is to reduce the number of the delays, jitter, packet
loss, and retransmission. In the process of delay calculation,
the packet loss rate and retransmission quantity are in-
volved, which are representative. 'erefore, this paper fo-
cuses on delay and delay jitter. 'en, the harmonic Tabu
search algorithm is used to optimize the transmission range
and transmission rate of vehicle nodes according to the
objective function. In VANET, packet transmission delay
consists of processing delay (Dproc), queuing delay (Dqueue),
and transmission delay (Dtrans). Processing delay is the time
to execute various algorithms, queuing delay is the waiting
time of packets in the queue to be transmitted, and trans-
mission delay is the time required for propagation. 'e
packet transmission delay is expressed as

Delay � Dproc + Dqueue + Dtrans 
d

TX
 , (1)

where d is the distance between the sender and the receiver
and TX is the transmission range. d/TX is the number of
relay nodes between the sender and the receiver. Since the
processing delay (ns level) is very small compared with other
delays (ms level), it can be ignored. 'e queuing delay is
calculated as follows:

Dqueue �
1

μ − λ
−
1
μ

·
QLρ

QL

1 − ρQL
, (2)

where ρ is the packet delivery rate, and its value is equal to
λ/μ, where λ and μ are the number of successfully delivered
packets and sent packets, respectively, and QL is the max-
imum queue length.'e calculation formula of transmission
delay is Dtrans � TB + TF, in which TB is the backoff delay
and TF is the frozen backoff delay. 'e fall back delay (TB) is
calculated as follows:

TB �

Wmin · η
2

· 2NRT − 1  NRT <m

η
2

· Wmax − Wmin + Wmax · NRT − m( (  NRT >m

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

,

(3)

where η is the length of the fall back delay slot, and its value
is 20 us in VANET; Wmax is the size of the largest compe-
tition window, with a value of 1024 time slots; Wmin is the
minimum competitive window size, with a value of 32 time
slots; and m is the maximum number of fall back stages, with
a value of Wmax � 2mWmin. According to IEEE 802.11, the
value of m is 5; NRT is the expected number of successful
deliveries, which is calculated as follows:

NRT � 
7

s�1
sP

s− 1
c 1 − Pc(  �

1 − 8P
7
c + 7P

8
c

1 − Pc

, (4)

where s is the number of fall back stages, and its value is 7
according to IEEE 802.11 standard; Pc is the collision
probability, and its calculation is

�roughput
capacity 

K point

C point

Load

Figure 1: Channel congestion caused by dense vehicle
environment.
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Pc �
2Wmin · Nc

Wmin + 1( 
2

+ 2Wmin · Nc

, (5)

where Ncrefers to the number of competitors within the
transmission range. When the channel is congested, the
freeze back time TF will appear.'e calculation is as follows:

TF � Nc + Nc + 1(  ·
NRT − 1


Nc

t�2 t · f(t)
⎛⎝ ⎞⎠ · PT, (6)

where PT is the time period of packet transmission including
SIFs, DIFS, Data, and ACK; t is the number of competitors in
the transmission range; and f(t)is the number of packet
retransmissions in case of collision.

f(t) �

Nc

t

⎛⎝ ⎞⎠ · τt
·

Nc

t! Nc − 1( 
  · τt

· (1 − τ)
Nc − 1

, (7)

where τ is the transmission probability, which is calculated
as τ � (2(1 − p0))/(w0 − 1), where w0 is the current backoff
window size, and its value is 8V, V is the number of vehicles
within the transmission range (V is the fixed value during
propagation); and p0 is the packet loss rate of MAC layer
packets in each vehicle.

HS is a new heuristic search algorithm. In the perfor-
mance of music, a wonderful harmony state can be achieved
by repeatedly turning the notes of instruments in the band.
HS algorithm is used primarily for fast search in Harmony
Memory (HM). 'erefore, HS algorithm can be utilized to
optimize the transmission range and rate and minimize
delay and delay jitter [17–20].

'e main parameters of the HS algorithm are Harmony
Memory Size (HMS), Harmony Memory Considering
Probability (HMCR), and tuning probability (PAR), in
which the HMS is a key parameter in HS. 'e larger the
HMS is, the stronger the ability to locate a global optimal
solution will be. However, excessive HMS, which is usually 5,
will affect the speed of convergence to the optimal solution.
HMCR has a great influence on the generation of the original
solution, and a large value is conducive to the local search of
the algorithm, which is 0.9. 'e tuning rate par, which
controls local searches, allows the search to escape from local
optimality with a value of generally 0.3.

Basic steps of HS are as follows:

(1) HS parameters are initialized to set HMS, HMCR,
and PAR parameters.

(2) HM bank is initialized, and the initial matrix HM is
composed of randomly generated HMS initial
solutions.

HM �

x
(1)
1 x

(2)
1 L x

(1)
N− 1 x

(1)
N

x
(2)
1 x

(2)
2 L x

(2)
N− 1 x

(2)
N

M M M M M

x
(HMS− 1)
1 x

(HMS− 1)
2 L x

(HMS− 1)
N− 1 x

(HMS− 1)
N

x
(HMS)
1 x

(HMS)
2 L x

(HMS)
N− 1 x

(HMS)
N

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(8)

(3) New solutions are generated by HM search, random
selection, local disturbance, and other operations.
'e generation rules are as follows:

x
(new)
1 ←

ran x
(1)
1 , x

(2)
1 , L, x

(HMS− 1)
1 , x

(HMS)
1 , ran(1)≤HMCR

ran(D), ran(1)>HMCR

⎧⎨

⎩

⎫⎬

⎭, (9)

Perceptual channel

Calculate channel utilization

Packet size

N

Y

Congestion detection unit

Channel
utilization > threshold

Harmony tabu search
minimum delay, minimum jitter, optimal

transmission range, optimal transmission rate

Set channel statue
optimal transmission range, optimal transmission rate

Congestion control unit

Set current statue
Transmission

category
Transmission

speed
Message

frequency
Traffic density 

Figure 2: Flow chart of the congestion control scheme.
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where ran(1) is a random number within the range
of [0, 1]. If the search within HM produces the
decision variable of new solution x

(new)
i , then local

perturbation of the new solution is required
according to the probability par, and the rules are as
follows:

x
(new)
i ←

Adjustx
(new)
i ran(1)≤PAR

NoAdjustx
(new)
i ran(1)>PAR

⎧⎨

⎩

⎫⎬

⎭. (10)

If ran(1)≤ PAR, then the decision variable is selected
among its neighbours; otherwise, the original vari-
able remains the same. 'e variable obtained after
limited disturbance is x

(new)
i ←x

(k�m)
i , (m � 1, 2).

(4) HM is updated, the innovative solution is evaluated
according to the fitness function, and it is replaced if
it is better than the optimal solution in current HM.

3.2. MPTCP Link Condition Analysis. 'e abovementioned
procedure is iterated, and HS is ended when a pre-
determined number of iterations or termination conditions
are reached.

Link throughput varies with link load, and link condi-
tions ofMPTCP are predicted by analysing the proportion of
throughput growth. Based on the proposed TCP link
throughput model, throughput xr(t) at time t can be ob-
tained by the following formula:

xr(t) �
1

Rr(t)

�����
2

pr(t)



. (11)

Here, Rr(t) represents the delayed response time at time
t on the path r, Round-Trip Time (RTT), and pr(t) rep-
resents the grouping loss rate at time t on the path r ∈Mu,
Mu is the set of all available paths for any application u.
According to formula (11), the derivative of xr(t) can be
obtained:

d xr(t)( 

dt
� −

�
2

√

2
2

Rr(t)
2

�����

pr(t)


d Rr(t)( 

dt
+

1

Rr(t)pr(t)

�����

pr(t)


d pr(t)( 

dt
⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠. (12)

According to the analysis of formula (12), the
throughput on path r at any time has the following xr(t)

attribute:

(1) If the delay response time Rr(t) and packet loss rate
pr(t) on path r at time t both increase, then xr(t)

will decrease
(2) If the delay response time Rr(t) and packet loss rate

pr(t)on path r at time t both decrease, then xr(t)

will increase

'us, the set Cr is determined to represent the changing
trend of throughput for the MPTCP link.

Cr � t|t ∈ arg 2pr(t)ΔRr(t) + Rr(t)Δpr(t)> 0(  , (13)

where Cris derived from equation (12), which is the set of
path r with gradually decreasing throughput at time t.
ΔRr(t) and Δpr(t)are for the convenience of calculation.
Rr(t) − Rr(t − 1) and pr(t) − (t − 1) can be used to simplify
the representation of pr.

3.3. �roughput Evaluation Priority Adjustment Model.
'e proposed method uses a batch estimation algorithm for
throughput prediction, which is robust in one-dimensional
nonlinear systems. 'e working process of the algorithm
consists of two steps: the first step is adaptive, and the
coefficient is calculated by batch estimation algorithm with
measuring and calculating the data at time t and time t − 1.
'e second step is prediction.'e data from the first step are
used to estimate the possible value at the moment t + 1 by
the algorithm. 'e estimated value obtained by batch

estimation algorithm represents the predicted throughput,
which can predict the throughput of data stream in the
future. t + 1 hour throughput forecast X(t + 1) for t + 1 can
be obtained from the following formula:

x(t + 1) � α(t)x(t) + 1 − αr(t)( 
xr(t) + xr(t − 1)

2
, (14)

where the X(t + 1) estimate for t + 1 hour x, said on the
estimate of alpha t time, estimates of the alpha available type
(12) is obtained:

α(t) �
2αr(t)

2
 

αr(t)
2

+ αr(t − 1)
2

 
. (15)

Here, αr(t) �

�������������

|xr(t)2 − x(t)2|



, αr(t − 1)

�

�������������������

|xr(t − 1)2 − x(t − 1)2|



.
Because of the recursive nature of algorithm, no addi-

tional information is mandatory, and the real-time pre-
diction can be made using only the measured and estimated
throughput values at time t and time t − 1. 'e prediction
method is simple to compute, and the robustness of algo-
rithm can ensure the accuracy of predicted value as much as
possible.

'e dynamic priority of datagram is utilized to represent
the real-time demand of the current datagram. It is described
as follows:

TP � p +
Rr

Rmax
 

data
data + α

 , (16)

where p is the priority of application. Depending on the
general task scheduling of the operating system, the lower
the p value is, the higher the priority will be. R is the
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transmission path selected by application, Rris the delay
response time of the receiver when it was transmitted last
time, Rmax is the maximum delay response tolerance time
constant, after which the message is considered lost, the total
data transmission amount of the current task of application
is data, and α is the proportional control factor. According to
the definition of the IEEE TCP protocol, the maximum data
amount of a single data message is 1500 bytes. 'erefore,
α� 1500 is chosen as the proportional control factor in this
paper. 'at is, if the transmission data of an application is
lower than the maximum data transmitted by a single data
message, the transmission data of the application is relatively
small.

'e throughput ratio factor is utilized to represent the
weight of network resources required by an application. 'e
expression is as follows:

β �
TP − MID
(N − M)/2

 . (17)

If the dynamic priority of an application is TP, the
priority value range of the system is M to N. It can be seen
from the definition that when the dynamic priority of
transmission application is low, i.e., TP≥MID, its
throughput ratio factor β ∈ [− 1, 0] has no effect on
guaranteeing the throughput occupation ratio of low-
priority application. When the dynamic priority of trans-
mission application is high, namely, TP<MID, its
throughput ratio factor β ∈ [0, 1], and the minimum
throughput occupation ratio of high-priority applications in
the current link can be properly guaranteed.

By means of throughput prediction, the congestion
condition of the path can be obtained more accurately,
which further improves the system transmission efficiency.
However, the calculation amount is very small compared
with the contemporary computer performance, so its impact
on the transmission performance can be almost ignored.

On the other hand, the proposed method mainly con-
siders the transmission requirements of high-priority tasks,
so it will enhance the transmission time of low-priority tasks
while reducing the transmission time of high-priority tasks.
At the same time, due to the limitation of algorithm packet
loss policy, when the transmission processes in the system
are all extremely high-priority processes, or all extremely
low-priority processes, the system transmission efficiency
will be greatly affected, but this problem can be avoided by
applying settings.

4. Experimental Results and Analysis

4.1. Experimental Parameter Settings. In the experiment, the
network simulator NS2 was used to build the traffic system
model, and the vehicle-mounted network mobile model
generator was used to connect the traffic simulation tool
SUMO with the network simulation tool NS2. 'erefore,
with SUMO, MOVE, and NS2 tools, a VANET-like envi-
ronment can be created to evaluate the performance of
proposed congestion control strategy. 'e experiment is
considered as an urban traffic scenario (4 lanes, 2 in each

direction), in which communications between vehicles and
the base station follows the eyes 802.11p protocols [21, 22].

In addition, data transmission in the MAC layer has
carrier monitoring multiple access mechanisms, and the
propagation model of wireless signal uses the Nakagami
attenuation model. 'e simulation time is configured on
200 s, where the transmission range and transmission rate
are l0∼1000m and 3–27Mbps, respectively. 'e transmis-
sion range values are 10, 50, 100, 125, 150, 210, 300, 350, 350,
450, 550, 650, 750, 850, 850, 930, 970, and 1000m. 'e
standard values set for transmission rates are 3, 4.5, 6, 9, 12,
18, 24, and 27Mbps. So, there are 136 combinations of the
transmission range and the transmission rate. Parameters of
urban traffic scenes are shown in Table 1.

4.2. Comparison andAnalysis of Results. In order to evaluate
the performance of the proposed congestion control strat-
egy, the proposed method was compared with the algo-
rithms in [8, 9, 12], and the following four indicators were
set:

(1) 'e average delay time of data packet transmission
from the sender to receiver

(2) Mediocre throughput of the average rate at which
information is successfully transmitted in a trans-
mission channel

(3) Packet loss rates of the ratio of the number of lost
packets to the number of transmitted packets

(4) 'e number of retransmitted packets (each experi-
ment was performed 20 times and the average value
was estimated)

4.2.1. Results Varied with the Number of Vehicles. 'e av-
erage delays varied with the number of vehicles are shown in
Figure 3. 'e throughput varied with the number of vehicles
is shown in Figure 4. 'e packet loss rate varied with the
number of vehicles is shown in Figure 5. 'e retransmission
quantity varied with the number of vehicles is shown in
Figure 6.

As can be seen from Figure 3, with the increase of the
number of vehicles, the possibility of channel congestion
becomes larger, resulting in increased delay. Surprisingly,
the proposed method gets the smallest delay. When the
number of vehicles is 200, the proposed method reduces the
delay by about 76.8%, 73.6%, and 33.6%, respectively,
compared with [8], [9], and [12].

As can be seen from Figure 4, an increase in the number
of vehicles results in an increase in the number of com-
munication packets, which increases throughput. When the
number of vehicles is 200, the average throughput in [8], [9],
and [12] is 17.55, 22.23, and 12.38Mbps, respectively. Since
the reduction of channel collisions and the improvement of
channel utilization can be effectively improved by the
proposed method, the highest network throughput is
achieved.

As shown in Figure 5, the packet loss rate increases with
the number of vehicles. Because the more the vehicles are
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there, the greater the communication pressure and inter-
ference of the channel will be. However, the proposed
method has the lowest packet loss rate. Compared with
algorithms in [8], [9], and [12], when the number of vehicles
is 200, the proposed method has reduced the packet loss rate
by 37.8%, 28.8%, and 12.9%, respectively. When packets are
lost, they need to be retransmitted, so a lower packet loss rate
can decrease the number of retransmitted packets with
transmission delay and then increase the throughput. 'e
packet loss rate of algorithms in [8] and [12] fluctuates
greatly in the transmission process. 'e algorithm in [9] has
a high packet loss rate due to excessive link congestion. 'e
adjustment effect of congestion avoidance algorithm on the
congestion window value is more intuitively shown.

Table 1: Parameters of urban traffic scenes.

Parameter Value (city)
Scene: the size 1500m× 1000 m
Number of lanes 4 (2 in each direction)
Number of vehicles 60, 80, 110, 140, 180, 190
'e speed of the car 0–60 km/h
Transmission range 10–1000m
Transmission rate 3–26.8Mbps
Run number 20
Competitive window size 15–1023
'e band width 10MHz
Safety information 10 package/s
MAC model 802.11p
Signal propagation model Nakagami (m� 3)
'e simulation time 200 s
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As shown in Figure 6, the data packet retransmission
numbers can be reduced by using the proposed method.
When the number of vehicles is 200, compared with
methods proposed in [8], [9], and [12], it can be reduced by
46.2%, 36.8%, and 22.8%, respectively.

4.2.2. Results Varied with the Simulation Time. 'e average
delay and throughput varied with the simulation time are
shown in Figures 7 and 8, respectively, and the simulation
time was set as 50, 100, 150, 200, and 250 s, respectively.

As is shown in Figure 7, at the beginning of the simu-
lation, the higher collision in transmission leads to higher
delay, but it will decrease rapidly with the operation of
various congestion control algorithms. From the 50 s to the
250 s, the average delay in [8], [9], and [12] and the proposed

method is decreased by 36.8%, 42.6%, 58.8%, and 62.8%,
respectively. Among them, the proposed method owns the
lowest average delay.

As shown in Figure 8, at the beginning of the simulation,
the throughput of various algorithms is similar, and with the
execution of the optimization process, the throughput in-
creases obviously until reaching saturation. 'e throughput
of the proposed method is the highest because the proposed
method automatically adjusts the transmission range and
transmission rate of vehicle nodes and effectively improves
the throughput.

5. Conclusions

Based on the existing congestion control algorithmMPTCP,
this paper proposes a distributed congestion control strategy
based on HS and TEPAM according to the data transmission
requirements that will appear in the future IoV system. 'e
proposed congestion control algorithm can solve the real-
time data transmission problem with high-priority
requirements and further improve the data transmission
efficiency of MPTCP. Simulation results show that the
proposed algorithm significantly improves the data trans-
mission speed of high-priority applications compared with
other congestion control algorithms. Furthermore, it im-
proves the overall data transmission efficiency, which helps
improve traffic safety.

Although the congestion control algorithm proposed in
this paper has been relatively perfect, it cannot meet the
priority transmission requirements of security applications
in the Internet of Vehicles and other systems. 'e future
research direction is to determine the priority based on the
importance of information and further rationally adjust the
transmission method to ensure the priority and safe
transmission of important information. In addition, we will
consider appropriately to adjust the packet loss strategy of
algorithm according to the priority of current transmission
task in system, as well as adjust the throughput prediction
model to better adapt to various network environments.

Abbreviations

MPTCP: Multipath transport control protocol
TCP: Transport control protocol
DRCV: Distributed transmission rate control method
HSM: Heartbeat safety message
HM: Harmony memory
HS: Harmony search
HMS: Harmony memory size
HMCR: Harmony memory considering probability
PAR: Tuning probability
TEPAM: 'roughput evaluation priority adjustment

model.
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'e data included in this paper are available without any
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Information security is defined as preventing actions such as unauthorized access and use, modification, and removal of in-
formation. It consists of certain basic elements of confidentiality, integrity, and accessibility. *ere are numerous studies in
published literature which have been conducted to ensure information security. However, there is no previous study that covers
these three basic elements together. In the present study, a model that includes these three key elements of information security
together for big data was proposed and implemented. With this proposed “single-label model,” a more practical and flexible
structure was established for all operations (read, write, update, and delete) performed on a database on real data. In previous
studies conducted with a label model, separate labels were used for read-only or write-only operations, and there was no structure
that could ensure both confidentiality and integrity at the same time. *e present study, however, shows what type of au-
thorization and access control could be established between which processes and which users by looking at a single label for all the
operations performed on the data. *us, in contrast to the previous studies seen in published literature, data confidentiality, data
integrity, and data consistency were all guaranteed for all transactions. *e results of the proposed single-label model were also
shown comparatively by conducting an experimental study of its application. *e results obtained are promising for
further studies.

1. Introduction

Information security is defined as preventing actions such as
unauthorized access and use, modification, and removal of
information, and it consists of certain basic elements in-
cluding confidentiality, integrity, and accessibility [1, 2].
Confidentiality is the protection of information against
being accessed, read, or used by unauthorized persons in any
way. Integrity is the prevention of modification of infor-
mation by unauthorized persons and the preservation of its
original nature. Accessibility, on the other hand, is that the
information is accessible and readily available as long as it is
needed.

Today, there are new and highly effective threats that
damage information systems and resources [3]. Although
there are many measures taken to protect systems from such
harmful threats that are supported by advanced technolo-
gies, it has been seen that attackers can still often succeed. In

these and similar cases, any incident that causes a violation
of any of the three basic elements of information security
(confidentiality, integrity, and accessibility) is considered to
be a security problem [4]. While some violations inten-
tionally make systems inaccessible and disrupt services,
others occur accidentally due to unforeseen faults. Whether
accidental or malicious, security violations seriously affect
the activity and reliability of an institution.

In general, threats often turn into attacks by exploiting
gaps or vulnerabilities in systems. *erefore, it can be said
that it is of great importance to provide all these three basic
elements together to prevent such attacks from damaging
information systems. In short, no matter how secure a
system is, the important thing here is to ensure control of the
access and authorization processes that may allow any attack
[5].

Some leading factors that cause security breaches (or
violations) include Denial of Service (DOS) attacks,
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Distributed Denial of Service (DDOS) attacks, inappropriate
web browsing behavior, wiretapping, access to resources
using a backdoor, and data changes occurring accidentally or
intentionally [6]. Data that is deliberately or accidentally
changed directly affects the integrity principle of informa-
tion systems security in particular, and it results in an
emerging security breach. *e occurrence of such data
modification events, like giving excessive authorization to
users and exercising poor control of permissions, plays an
important role [7]. To deal with such problems, a model
designed according to the specific access rights (e.g., read,
write, update, and delete) is required for organizations and
users. However, studies have shown that these models are
unable to fully meet the needs of rapidly growing and in-
creasingly complex systems, because they represent a serious
financial burden and fail to fully provide information flow
control [8–11]. *erefore, it is seen that it is not enough for
information systems to be constructed in a way to protect
them only from unauthorized access, malicious users, and
misuse. In this study, a model was created to provide the
three basic elements of information security together by
using real data. In this way, no user or group of users would
be able to access data that is not authorized at their level or
data that they are not allowed to perform various operations
on.

In this study, a single-label model is created. *e sci-
entific contribution of this model is that while the data
available to be used by the stakeholders can only easily be
used by authorized actors, it does not allow the use of these
data by unauthorized third-party actors. At the same time,
this model contributes to the research of methods that
enable the use of jointly used resources without causing
information leakage. *erefore, in this study, we describe a
distributed label model that can maintain data confidenti-
ality with information flow control in distributed databases.
*e difference between this study and the other studies on
this subject is that this label model targets data confidentiality
and integrity among nonreliable actors and environments.
*rough the labels given to the data, each actor can determine
his/her own security policy independently from other actors
and authorize the ones that he/she chooses. *e purpose of
this study was to develop a method that allows different users
to access the data in a distributed environment and protects
confidentiality. It was aimed at investigating methods pre-
venting unauthorized access to data being accessed jointly by
multiple actors.

In the remainder of this study, other researches related to
this subject are presented in Section 2, while the method is
presented in Section 3. *e proposed model is discussed in
Section 3, and its application is detailed in Section 4. Section
5 details the evaluation and conclusions.

2. Related Works

Information is a valuable asset.*erefore, access, processing,
updating, deleting, and authorizing operations should be
carefully managed to ensure that confidentiality, integrity,
and accessibility are maintained. In recent years, some
techniques have been developed in published literature

which outline the rules related to access, authorization,
monitoring, and control of information and information
systems [12–14]. However, it is seen in many industries that
the development area of these techniques has narrowed and
that existing techniques do not fully meet the new business
requirements that arise with developing technology, and
they cannot be managed in accordance with the organiza-
tional structure. In addition, serious costs arise in the
progress towards a manageable model, and the dynamism
that is necessary for the use and sharing of resources is not
achieved.

In recent years, various studies using different tech-
niques for the purposes mentioned have been described in
published literature. Schultz and colleagues developed a
platform that allowed the data access of users to be auto-
matically tracked. Because a user logs into the system
separately for each transaction, authority control is per-
formed again.*e user has to perform the authority check at
each stage. If he/she does not perform the check at any one
stage, data confidentiality is breached. *is creates the need
for automatic monitoring of authority [15]. Parker et al.
presented a platform extension for database transactions. In
this platform, each table has a label and protects its length
[16], but this method can impose high computational costs
and high overheads. Yang et al. used information flow
control in web applications, but this approach can be ex-
pensive in both space and time and requires more memory
[17]. Muthukumaran et al. applied information flow control
(IFC) with FlowWatcher monitoring software that provides
applications with a web proxy but limits the granularity of
policies it can enforce [18]. In previous studies in published
literature [19–22], a separate label was used for each op-
eration (read, write) carried out on the object, and only
reading and writing were performed. In the present study’s
proposal, by contrast, all operations performed on the object
(read, write, update, and delete) are carried out using a single
label. In this way, by looking at a single label, what type of
authorization style is used between which operations and
which actors can be understood.

In recent years, various studies using different techniques
for the purposes mentioned above have been described in
published literature [13, 15, 23–26]. In this present study,
on the other hand, there is no need for separate control
for both authorizing and denying authorization. *ere is
no need for separate authorization or access control for
each operation such as reading, writing, updating, and
deleting. In addition, by tracking the access of malicious
actors to data, attempts are made to prevent information
disclosure.

Fog computing or fog networking, also known as fog-
ging, is pushing the frontiers of computing applications,
data, and services away from a centralized cloud to a logical
stream on the network edge. Fog networking systems work
on building the control, configuration, and management
over the Internet backbone [27].

Software-defined networking (SDN) is a promising
approach to networking which provides an abstraction layer
for the physical network [28]. In published literature, a
recurrent neural network (RNN) model based on a new
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regularization technique (RNN-SDR) was proposed by the
authors. *is technique supported intrusion detection
within SDNs [28]. Nevertheless, this model is not practical
for implementation in the context of an SDN. Prete and
Schweitzer contextualized the existing problems in current
computer networks and presented the SDN network as one
of the main proposals for the viability of the Internet of the
future. Simulations were created in an SDN network sce-
nario using a POX Controller [29]. However, there is a need
to obtain a synergistic effect that will make cloud envi-
ronments more efficient, dynamic, and flexible, including
automatic reconfiguration of network clusters.

In the current study, a single-label model was developed.
*e scientific contribution of this model is that while the
data available to use by the stakeholders can be used easily
only by authorized actors, it does not allow the use of these
data by unauthorized third-party actors. At the same time,
this model contributes to research into methods that enable
the use of jointly used resources without causing informa-
tion leakage. *erefore, in this study, a single-label model
was developed which can maintain data confidentiality and
integrity with information flow control. *e difference be-
tween this study and other studies with a single-label model
is that it targets data confidentiality and integrity of users.
*rough the labels given to the data, each actor can de-
termine his/her own security policy independently from the
other actors and authorize the ones that he/she chooses from
the other actors. Moreover, access control and authorization
are ensured in accordance with the actor’s wishes, without
causing data leakage and with the supervision of information
flow control. *e actors are able to create their own security,
confidentiality, and integrity policies in a practical and
flexible way. *e difference between this study and other
studies is that it provides data confidentiality, data integrity,
and data consistency together.

3. Proposed Model

*e single-label model consists of actors, objects, and labels.

3.1. Actor. *e actors include data owners and users or
groups of users who perform operations such as granting
and receiving data authorization. Each actor labels his/her
data for data confidentiality and integrity. *e label consists
of a list of security policies that are provided by the actors.
Each actor labels his/her data for data privacy.*at is, a label
is determined which is paired with a data object. In addition,
each actor has the right to safely change these security
policies separately. Figure 1 shows a sample actor hierarchy.
In this figure, X and Y are the representatives of a worker
group. Worker Z has two tasks and duties as an engineer and
a unit head. In the principal hierarchy, the process of
granting authority is transitive. For instance, X⟶Y stands
for granting authority by X to the principal Y. If X⟶Y and
Y⟶Z, then X⟶Z is also true.

3.2. Label. A label is a collection of policies that are created
for the protection of data. *at is, a label is determined

which is paired with a data object. In addition, each actor has
the right to safely change these security policies separately.
*is model was developed for unreliable actors and envi-
ronments. All actors change their own policy independently
of each other. *e object consists of data to which autho-
rization is granted or received by actors. *e label consists of
the list of security policies issued by actors. Each actor labels
his/her data for data confidentiality. In addition, each actor
separately has the authority to safely change these security
policies.

Figure 2 shows the contents of a label. Here, while u1,
u2, . . ., un show the owners of the data object from the
actors in the system, the terms x1, x2, . . ., xm refer to the
actors to whom authorization is given for any transaction by
the data owners: p1, p2, . . ., pn, that is, each content definition
on the L label, shows the security policy of the relevant actor
regarding these common data. Each actor who owns a data
object determines his/her own policy on the label. *en, one
of the actors sends these data objects to the other actors with
its label.

3.3. Graph Modeling of Labels. In previous studies in pub-
lished literature [19–22, 30–32], a separate label has been
used for each operation (read, write) carried out on the
object, and only reading and writing have been performed.
However, in the present study proposal, all operations
performed on the object (read, write, update, and delete) are
carried out using a single label. In this way, by looking at a
single label, what type of authorization style there is between
which operations and which actors is understood.

In this present study, the single-label model is shown by
a graph data structure (Figure 3) in which we let the label
determined for graphG be LG. In this study, the circles in the
graph data structure show the actors. Which operation will
be performed in the distributed database is determined by
the way the arrow is drawn. A different arrow is used for
each of the read, write, update, and delete operations. *us,
with a single label, a more practical and more secure au-
thorization and access operation is created.

LG consists of five parts, namely, owner, readers, writers,
updaters, and deleters. *e way the arrows are drawn in the
graph show the types of authority needed to access the data.
Here, while “owner” denotes the actors who own the labeled
object, “readers” refers to the actors to whom authorization
is given to read data owners’ transactions; “writers” refers to
the actors to whom authorization is given to write to the data
owners’ transactions; “updaters” refers to the actors to
whom authorization is given to update the data owners’
transactions; and “deleters” refers to the actors to whom

X Y

Working

Z

Engine Unit
hd 

Figure 1: Examples of the principal hierarchy.
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authorization is given to delete data owners’ transactions.
*e label shown in Figure 1 combined with graph G can be
expressed in the LG typing format as follows:

LG � v1: v2, v4; v2: v3, v4; v3: v4, v5; v4: v5; v5 . (1)

*e semicolon used when creating a label separates
the policies from one another. Accordingly, the LG label
has five policies: {v1:v2, v4}, {v2:v3, v4}, {v3:v4, v5}, {v4: v5},
and {v5: }. While v1, v2, v3, and v4 denote the owners of the
data object to which the LG label belongs, v2, v3, v4, and v5
represent the actors authorized by the data owners for various
object transactions (read, write, update, and delete).

Let us assume that the first policy shows the read op-
eration on the object.

*e first policy is expressed with the v1⟶ v1, v1⟶ v2,
and v1⟶ v4 edges. *is means that the v1 actor allows the
v1, v2, and v4 actors to read his/her data.

Let us assume that the second policy shows the write
operation on the object.

*e second policy is expressed with the v2⟶ v2,
v2⟶ v3, and v2⟶ v4 edges. *is means that the v2 actor
allows the v2, v3, and v4 actors to write to his/her data.

Let us assume that the third policy shows the update
operation on the object.

*e third policy is expressed with the v3⟶ v3, v3⟶ v4,
and v3⟶ v5 edges. *is means that the v3 actor allows the
v3, v4, and v5 actors to read his/her data.

Let us assume that the fourth policy shows the delete
operation on the object.

It is expressed by v4⟶ v4 and v4⟶ v5 edges. *is
means that the v4 actor allows the v4 and v5 actors to delete
his/her data.

*e last policy is expressed with the v5⟶ v5 edge. *is
means that v5 does not allow anyone other than himself/
herself to perform any transaction on his/her data.

3.4. BankExample. A bank has many customers. Each bank
is obliged to protect and save its customers’ account in-
formation such as money, goods, and investments from
other customers or noncustomer principals. In Figure 4, a
bank’s customer operations have been shown by employing
label modeling. In this figure, the oval shapes are as follows:
M is customer, B is bank, and T is the principal’s computing
customer assets. Arrows represent information flow be-
tween principals, while squares represent the database and
the data.

Any customer can, by labeling i (1≤ i ≤ n) assets with
{Mi:B, Mi}, forge their own security policy. Also, each
customer performs operations such as drawing or depos-
iting cash and so forth at different times. A bank has to
conduct these operations safely. *ese banks label all
customer operations performed with {M:B,M}.*us, banks
can read customers’ information. Customer i operations,
like withdrawing cash, depositing cash, money transfers,
and so forth, are conducted by the T principal. T is a
program computing customers’ asset details. *e T prin-
cipal can declassify any asset information that each i
customer labels with {Mi:B, Mi}, and with a {B:B} label it
transfers them to the bank’s database. *us, this bank can
control the flow of information and, to ensure that other
principals in the system cannot read these data, it saves
these data with a {B:B} label in its private database. *ese
labels are created for all operations performed in the da-
tabase and combine them into one label.

4. Experimental Study

When the proposed single-label model was compared with
the double-label model in published literature, and the
performance results obtained in terms of accuracy and time
are given in the following sections.

4.1. Accuracy. In Table 1, the success of the proposed single-
label model and that of the double-label model in published
literature are compared against a real data set, which has
been taken from a hospital and whose classes are obvious.
Accuracy rates were calculated for about 100 actors and 20
objects randomly selected from this data set. In addition, all
classes of this data set were specified. Accuracy rates were
calculated according to their real class. While measuring the
accuracy rate, the classes of the model created for this study
were calculated by comparing them with real classes. *e
success of the proposed model is clearly shown in Figure 5.
When the performances of bothmethods were compared for
all operations performed on objects in terms of accuracy

Label L

…………. .…. .…………. . . .… 

pn

p2

p1u1 : x1, x2, x3...……

u2 : x4, x5…...……

un: xm–1, xm…….

Figure 2: Label L example for the data object.

Read Write

WriteRead UpdateUpdate

Delete

v1 v2
v3

v4 v5

Figure 3: A graph G modeling of the label (LG).
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rates, the success of the proposed single-label model can be
clearly seen. In particular, it gives more successful results in
reading and deleting operations. *is is because writing and
updating operations aremore difficult than other operations.

In Table 2, the success of the proposed model (single
label) and that of the model in published literature are
compared in terms of accuracy. Accuracy rates have been
calculated for about 1000 actors and 200 objects. *e success
of the proposed model is clearly shown in Figure 6. When
the performances of both methods are compared in terms of
accuracy rates for all operations performed on objects, the
success of the proposed model can be clearly seen.

In Table 3, the success of the proposed model (single
label) and that of the model in published literature are
compared in terms of accuracy. Accuracy rates have been
calculated for about 10000 actors and 2000 objects. *e
success of the proposed model is clearly shown in Figure 7.
When the performances of both methods are compared in
terms of accuracy rates for all operations performed on
objects, the success of the proposed model can be clearly
seen.

In Table 4, the success of the proposed model (single
label) and that of the model in published literature are
compared in terms of accuracy. Accuracy rates have been
calculated for about 100000 actors and 20000 objects. *e
success of the proposed model is clearly shown in 8. When
the performances of both methods are compared in terms of
accuracy rates for all operations performed on objects, the
success of the proposed model is clearly seen.

4.2. Time. In Table 5, the success of the proposed model
(single label) and that of the model in published literature in
terms of time are compared against the actual data set taken
from the hospital. Performances related to time are given for
about 100 actors and 20 objects. *e success of the proposed
model is clearly shown in Figure 9. In terms of time, it is seen
that operations are performed on the data in less time with
the proposed model. Writing and updating operations take
longer in both methods in terms of time compared to other
operations. *is is because performing writing and reading
operations on the object takes more time. Also, when
compared in terms of time, the proposed model gives very
successful results for all operations performed on the object.

In Table 6, the success of the proposed single-label model
and that of the model in published literature in terms of time

Table 1: Accuracy rates for 100 actors and 20 objects.

Accuracy rate (%) Double label Single label
Read 87.27 99.94
Write 89.17 98.61
Update 79.50 96.37
Delete 83.34 97.81
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Figure 5: Accuracy rates for 100 actors and 20 objects.

Table 2: Accuracy rates for 1000 actors and 200 objects.

Accuracy rate (%) Double label Single label
Read 84.21 96.93
Write 85.17 95.58
Update 82.96 91.58
Delete 81.55 95.10
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Figure 6: Accuracy rates for 1000 actors and 200 objects.
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are compared against the actual data set taken from the
hospital. Performances related to the time are given for
about 1000 actors and 200 objects. *e success of the
proposed model is clearly shown in Figure 10. In terms of
time, it is seen that operations are performed on the data in
less time with the proposed model.

In Table 7, the success of the proposed single-label model
and that of the model in published literature in terms of time

are compared against the actual data set taken from the
hospital. Performances related to the time are given for
about 10000 actors and 2000 objects. *e success of the
proposed model is clearly shown in Figure 11. In terms of
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Figure 8: Accuracy rates for 10000 actors and 2000 objects.

Table 6: Times for 1000 actors and 200 objects.

Time (sec) Double label Single label
Read 11.35 9.51
Write 12.51 11.09
Update 13.64 12.27
Delete 9.79 8.15
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Figure 10: Times for 1000 actors and 200 objects.

Table 3: Accuracy rates for 10000 actors and 2000 objects.

Accuracy rate (%) Double label Single label
Read 75.63 92.64
Write 81.05 91.09
Update 74.87 89.75
Delete 83.78 90.56
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Figure 7: Accuracy rates for 10000 actors and 2000 objects.

Table 4: Accuracy rates for 100000 actors and 20000 objects.

Accuracy rate (%) Double label Single label
Read 70.50 88.64
Write 75.19 87.17
Update 72.65 81.60
Delete 81.64 86.38

Table 5: Times for 100 actors and 20 objects.

Time (sec) Double label Single label
Read 8.19 6.45
Write 9.82 7.97
Update 12.41 8.60
Delete 6.37 4.84
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Figure 9: Times for 100 actors and 20 objects.
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time, it is seen that operations are performed on the data in
less time with the proposed model.

In Table 8, the success of the proposed single-label model
and that of the model in published literature in terms of time
are compared against the actual data set taken from the
hospital. Performances related to the time are given for

about 100000 actors and 20000 objects. *e success of the
proposed model is clearly shown in Figure 12. In terms of
time, it is seen that operations are performed on the data in
less time with the proposed model.

5. Evaluation and Conclusions

In this study, a single-label model was introduced for en-
suring data security. In the proposed model, authorization
and deauthorization operations between actors were both
carried out. Also, in the proposed model, there is no separate
authorization or access control for each operation such as
reading, writing, updating, and deleting. Access control and
authorization operations were performed through labels.
Unlike previous studies, data security was ensured for all
operations performed in the distributed database. Actors can
take back the authority that they give at any time, or they can
give authority to the actor they want. Challenges that occur
during the implementation of security policies on distrib-
uted databases are overcome.

In this study, the problem of data security in distributed
databases was addressed. In particular, a distributed-label
model related to data flow control was introduced and ex-
amples of applications for its use were shown. In addition,
data object flows in a distributed environment were modeled
with a graph structure. In previous studies, a separate label has
been used for each operation (read, write) carried out on the
object, and only reading and writing have been performed. In
the study proposed here, on the other hand, all operations
performed on the object (read, write, update, and delete) were
carried out using a single label. *is also shows that the
proposedmodel is flexible. By tracking the access of malicious
actors to data, attempts were made to prevent disclosure of
information. *e results of the proposed single-label model
for all operations performed on the data were also shown by
the experimental study. It delivered more successful results,
especially in reading and deleting operations.

*e proposed model was also compared with the method
used in previous studies in terms of time, and it was seen that
it performed operations in a shorter time. In this way, data
confidentiality, integrity, and consistency were ensured.

As a future study, a prototype application will be created,
which shows the work of the label model, and the model will
be enriched by relabeling, which takes into account the
hierarchy of actors as well.
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