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We are pleased to announce the publication of the special
issue focusing on intrusion detection and prevention in
cloud, fog, and Internet of Things (IoT). Internet of Things
(IoT), cloud, and fog computing paradigms are as a whole
provision a powerful large-scale computing infrastructure for
many data and computation intensive applications. Specif-
ically, the IoT technologies and deployment can widely
perceive our physical world at a fine granularity and gen-
erate sensing data for further insight extraction. The fog
computing facilities can provide computing power near the
IoT devices where data are generated, aiming to achieve
fast data processing for time critical applications or save the
amount of data transmitted into cloud for storage or further
processing. The cloud computing platforms can offer big
data storage and large-scale processing services for cheap
long-term storage or data intensive analytics with more
advanced data mining models. Hence, it can be seen that
the IoT/fog/cloud computing infrastructures can support the
whole lifecycle of large-scale applications where big data
collection, transmission, storage, processing, and mining
can be seamlessly integrated. However, these state-of-the-art
computing infrastructures still suffer from severe security
and privacy threats because of their built-in properties
such as the ubiquitous-access and multitenancy features of

cloud computing, or the limited computing capability of
IoT devices. The expanded attack surface and the lack of
effective security and privacy protection measures are still
one of the barriers of widely deploying applications on the
IoT/fog/cloud infrastructure.

Intrusion detection and prevention systems that monitor
the devices, networks, and systems for malicious activities
and policy violations are one of the key countermeasures
against cybersecurity attacks. With a wide spectrum, the
detection and prevention systems vary from antivirus soft-
ware to hierarchical systems monitoring the traffic of an
entire backbone networks. In general, intrusion detection
systems can be categorized into two groups, that is, signature-
based detection (malicious patterns are already known) and
anomaly-based detection (no patterns are given). Traditional
methods and systems might fail to be directly applicable to the
state-of-the-art computing paradigms and infrastructure as
mentioned above. Novel intrusion detection and prevention
algorithms and systems are in demand to cater for the new
computing infrastructure and newly emerging cybersecurity
attacks and threats, taking into account the factors such
as algorithmic scalability, computing environment hetero-
geneity, data diversity, and complexity. Extensive research is
required to conduct more scalable and effective intrusion
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detection and prevention in IoT/fog/cloud. Many relevant
theoretical and technical issues have not been answered well
yet. As such, it is high time to investigate the related issues
in intrusion detection and prevision in IoT, fog, and cloud
computing by examining intrusion detection and prevision
algorithms, methods, architecture, systems, platforms, and
applications in detail. This special issue gained substantial
interests of researchers from all over the world and our
editorial team consisting of six researchers in this field have
rigorously selected 20 articles out of 60 submissions for
publication. The research topics include intrusion detection
system, intrusion prevention systems, DDoS attack detection,
network/IoT anomaly detection, anomaly detection in cloud,
malware detection, privacy-preservation technologies, and
other closely related works on data deduplication, cloudlet
placement, and fault analysis.

In the paper entitled “Fingerprinting Network Entities
Based on Traffic Analysis in High-speed Network Environ-
ment”, X. Gu et al. studied the entity identification problem
in high-speed network environment to detection potential
intruders and proposed to use the PFQ kernel module and
Storm to capture high-speed packet and analyse online traffic,
respectively. Based on this, they further proposed a novel
device fingerprinting technology based on the runtime envi-
ronment analysis that employs a logistic regression model
and the sliding window mechanism to implement online
identification.

In the paper entitled “Test Sequence Reduction of Wire-
less Protocol Conformance Testing to Internet of Things”,
W. Lin et al. investigated the wireless protocol conformance
testing problems which just judge whether a wireless pro-
tocol has been performed as expected and proposed an
improved method based on an overlapping technique that
makes use of invertibility and multiple unique input/output
sequences. Specifically, the method consists of two steps:
the maximum-length invertibility-dependent overlapping
sequences (IDOSs) are constructed in the first step, and
a minimum-length rural postman tour covering the just
constructed set of maximum-length IDOSs is generated.
Finally, a test sequence is extracted from the tour.

In the paper entitled “Flow Correlation Degree Opti-
mization Driven Random Forest for Detecting DDoS Attacks
in Cloud Computing”, J. Cheng et al. investigated the Dis-
tributed Denial-of-Service (DDoS) attacks in cloud comput-
ing and proposed a DDoS attack detection method with
the enhanced random forest (RF) technique optimized by a
genetic algorithm based on the flow correlation degree (FCD)
features. Specifically, the features of attack flow and normal
flows are described by the two-tuple FCD feature consist-
ing of package-statistical degree (PSD) and semidirectivity
interaction abnormality (SDIA). A genetic algorithm based
on the FCD feature sequences is used to optimize two key
parameters of the decision tree in the RF, and the trained RF
model with the optimized parameters is employed to generate
the classifier for DDoS attack detection.

In the paper entitled “A Cooperative Denoising Algo-
rithm with Interactive Dynamic Adjustment Function for
Security of stacker in Industrial Internet of Things”, D.
Huang et al. studied the problem of security monitoring of
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stacker in Industry IoT (IIoT) and proposed a cooperative
denoising algorithm with interactive dynamic adjustment
function. Specifically, the denoising framework named as
IDVSLMS-EEMD was constructed based on the advantages
of LMS, VSLMS, and improved VSLMS-EEMD. Real-world
data applied in Power Grid of China was used to verify and
simulate the effectiveness of the proposed algorithms.

In the paper entitled “A Constraint-aware Optimiza-
tion Method for Concurrency Bug Diagnosis Service in
a Distributed Cloud Environment”, L. Bo and S. Jiang
investigated the performance problems in concurrency bug
diagnosis services which analyse concurrent software and
detect concurrency bugs and proposed a static constraint-
aware method to simplify concurrent program buggy traces.
Specifically, the maximal sound dependence relations of
original buggy traces are calculated based on the constraint
models. The simplified traces can be obtained after checking
the dependent constraints iteratively and forwarding current
events to extend thread execution intervals.

In the paper entitled “Applying Catastrophe Theory for
Network Anomaly Detection in Cloud Computing Traffic”,
L. Khatibzadeh et al. examined the network traffic anomaly
detection problems in cloud computing environments and
proposed a catastrophe theory based approach aiming to
depict sudden change processes of the network effectively
caused by the dynamic nature of the cloud. Exponential
Moving Average (EMA) was applied for the state variable
in sliding window to better show the dynamicity of cloud
network traffic, and entropy was used as one of the control
variables in catastrophe theory to analyse the distribution of
traffic features.

In the paper entitled “A Privacy Protection Model of
Data Publication Based on Game Theory”, L. Kuang et al.
investigated the user privacy protection problem in sensor
acquisition technology because the attacker may identify the
user based on the combination of user’s quasi-identifiers and
the fewer quasi-identifier fields result in a lower probability of
privacy leaks. Specifically, they tried to determine an optimal
number of quasi-identifier fields under the constraint of
trade-offs between service quality and privacy protection. To
this aim, the service development process is modelled as a
cooperative game between the data owner and consumers,
and the Stackelberg game model is leveraged to determine
the number of quasi-identifiers that are published to the
data development organization. Experiment showed that the
data loss of our model is less than that of the traditional
k-anonymity especially when strong privacy protection is
applied.

In the paper entitled “A Quantum-based Database Query
Scheme for Privacy Preservation in Cloud Environment”, W.
Liu et al. studied the privacy protection problems when users
access sensitive cloud data and proposed a quantum-based
database query scheme for privacy preservation in cloud
environment to achieve privacy preservation and reduce the
communication complexity. Specifically, all the data items
of a database are encrypted by different keys for protecting
server’s privacy, and the server is required to transmit all
these encrypted data items to the client with the oblivious
transfer strategy to guarantee the users’ privacy. Moreover,
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two oracle operations, i.e., modified Grover iteration and
special offset encryption mechanism, are combined together
to ensure that a user can correctly query a desirable data
item.

In the paper entitled “Application of Temperature Pre-
diction based on Neural Network in Intrusion Detection of
IoT”, X. Liu et al. studied the security of network information
in IoT and proposed to use a neural network to construct
the farmland Internet of Things intrusion detection system
to detect anomalous intrusion. They used the temperature
data from an IoT acquisition system as the case study
and adopted different time granularities for feature analysis.
Results showed that the neural network can predict the
temperature sequence of varying time granularities better and
ensure a small prediction error.

In the paper entitled “Semantic Contextual Search based
on Conceptual Graphs over Encrypted Cloud”, Z. Wang et
al. explored the problem of ignorance of context information
of the topic sentence when constructing conceptual graph
in cloud searchable encryption. To address this problem, the
authors defined and constructed semantic search encryp-
tion scheme for context-based conceptual graph (ESSEC).
The contextual contact was associated with the central key
attributes in the topic sentence and its semantic information
was extended, so as to improve the accuracy of the retrieval
and semantic relevance. Experiments on real data showed
that the scheme is effective and feasible.

In the paper entitled “Adaptive DDoS attack detection
method based on multiple-kernel learning”, J. Cheng et
al. investigated the distributed denial of service (DDoS)
attack problems for Internet security and proposed an
adaptive DDoS attack detection method (ADADM) based
on multiple-kernel learning (MKL). Five features from the
burstiness of DDoS attack flow, the distribution of addresses
and the interactivity of communication, were employed to
describe the network flow characteristics. A classifier was
established to identify an early DDoS attack by training
simple multiple-kernel learning (SMKL) models with two
characteristics including interclass mean squared differ-
ence growth (M-SMKL) and intraclass variance descent (S-
SMKL). The sliding window mechanism is used to coordinate
the S-SMKL and M-SMKL to detect the early DDoS attacks.
The experimental results indicate that this method can detect
DDoS attacks early and accurately.

In the paper entitled “A Sequence Number Prediction
based Bait Detection Scheme to Mitigate Sequence Number
Attacks in MANETs”, R. H. Jhaveri et al. explored the
sequence number attacks which can degrade the network
functioning and performance by attracting the sender to
establish a path through the adversary node and proposed
a proactive secure routing mechanism which makes use
of linear regression mechanism to predict the maximum
destination sequence number that the neighbouring node
can insert in the RREP packet. As an additional security
checkpoint, a bait detection mechanism is used to establish
the confidence in marking a suspicious node as a malicious
node. Results showed that the approach improves the net-
work performance in the presence of adversaries as compared
to previous schemes.

In the paper entitled “RoughDroid: Operative Scheme
for Functional Android Malware Detection”, K. Riad and
L. Ke studied the malware problems in mobile applications
and proposed a floppy analysis approach RoughDroid, which
can discover Android malware applications directly on a
smartphone. RoughDroid is based on seven feature sets from
the XML manifest file of an Android application and three
feature sets from the Dex file. Those feature sets are fed to
the Rough Set algorithm to classify the Android application
as either benign or malicious elastically. The experimental
results showed that RoughDroid has 95.6% detection perfor-
mance for the malware families at 1% false-positive rate.

In the paper entitled “Secure Deduplication Based on
Rabin Fingerprinting over Wireless Sensing Data in Cloud
Computing”, Y. Zhang et al. explored the data deduplication
problem in cloud computing because existing data deduplica-
tion technologies still suffer security and efficiency drawbacks
and proposed two secure data deduplication schemes based
on Rabin fingerprinting over wireless sensing data in cloud
computing. The first scheme is based on deterministic tags
and the other one adopts random tags. The proposed schemes
realize data deduplication before the data is outsourced to the
cloud storage server, and hence both the communication cost
and the computation cost are reduced. Our security analysis
shows that the proposed schemes are secure against offline
brute-force dictionary attacks, and the random tag makes the
second scheme more reliable.

In the paper entitled “Enhanced Adaptive Cloudlet
Placement Approach for Mobile Application on Spark”, Y.
Zhang et al. investigated the cloudlet placement problem
for facilitating mobile computation offloading and pro-
posed an enhanced adaptive cloudlet placement approach
named EACP-CA (Enhanced Adaptive Cloudlets Placement
approach based on Covering Algorithm) for mobile applica-
tions in a given network area. The CA (Covering Algorithm)
was used to adaptively cluster the mobile devices based on
their geographical locations, and the cloudlet destination
locations were also determined according to the clustering
centres. The algorithms were implemented on Apache Spark,
and the experiment results showed the effectiveness and
efficiency of the proposed approach.

In the paper entitled “A Security Sandbox Approach of
Android Based on Hook Mechanism”, X. Jiang et al. studied
the security problems in the Android systems and proposed
a new security sandbox approach of Android based on hook
mechanism to further enrich Android malware detection
techniques. The sandbox monitors the behaviours of a target
application by using a process hook-based dynamic tracking
method during its running period. It can create an isolated
virtual space where apk can be installed, run, and uninstalled
and builds a risk assessment approach based on behaviour
analysis. Experiments on malware and normal application
samples verified the security of the sandbox.

In the paper entitled “Towards Optimized DFA Attacks
on AES under Multibyte Random Fault Model”, R. Wang et
al. investigated the Differential Fault Analysis (DFA) attack
problems and pointed out that the state-of-the-art attack is
not fully optimized since no clear optimization goal was set.
Accordingly, the authors proposed two optimization goals,



i.e., the fewest ciphertext pairs and the least computational
complexity, for optimization. To achieve these goals, the cor-
responding optimized key recovery strategies are identified to
further increase the efficiency of DFA attacks on AES. Then, a
more accurate security assessment of AES can be completed.

In the paper entitled “Street-Level Landmark Evaluation
Based on Nearest Routers”, R. Li et al. examined the evalu-
ation issues of street-level landmarks for IP geolocation and
proposed a street-level landmark evaluation approach based
on the nearest router given that the location organization
declared is regarded as an area not a point. Specifically, the
declared location of preevaluated landmark is verified by IP
location databases, and landmarks are grouped according
to their nearest routers. The distance constraint is obtained
using the delay value between a landmark and its near-
est router by delay-distance correlation, based on which
a relation model is established among distance constraint,
organization’s region radius, and distance between two land-
marks. The experiment results showed that geolocation errors
decrease obviously using evaluated landmarks.

In the paper entitled “Energy-Efficient Cloudlet Manage-
ment for Privacy Preservation in Wireless Metropolitan Area
Networks”, X. Xu et al. investigated the energy and privacy
protection problems in cloudlet based wireless metropolitan
area networks (WMAN) and proposed an energy-efficient
cloudlet management method, named ECM, for privacy
preservation in WMAN. The problem was formulated with
an optimization model. Based on the live virtual machine
(VM) migration technique, a corresponding privacy-aware
VM scheduling method for energy saving was designed to
determine which VMs should be migrated and where they
should be migrated. Experimental results demonstrated that
the proposed method is both efficient and effective.

In the paper entitled “Scheduling Parallel Intrusion
Detecting Applications on Hybrid Clouds”, Y. Zhang et
al. examined the scheduling problems in Parallel Intrusion
Detection (PID) which can be regarded as a Bag-of-Tasks
(BoT) application and proposed to construct an Iterated
Local Search (ILS) algorithm which uses an effective heuris-
tic to obtain the initial task sequence and an insertion-
neighbourhood-based local search method to explore bet-
ter task sequences with lower makespans. Specifically, the
authors constructed a Fast Task Assignment (FTA) method
by integrating an existing Task Assignment (TA) method with
an acceleration mechanism to achieve efficiency without loss
of any effectiveness. The experiment results showed that the
proposed method can outperform the state-of-the-arts.

We strongly believe that this special issue will advance the
understanding and research of various intrusion detection
and prevention techniques and the closely related privacy and
security technologies in cloud, edge/fog and IoT. We hope
that the audience will enjoy reading these novel contribu-
tions.
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In spite of the tangible advantages of cloud computing, it is still vulnerable to potential attacks and threats. In light of this, security
has turned into one of the main concerns in the adoption of cloud computing. Therefore, an anomaly detection method plays an
important role in providing a high protection level for network security. One of the challenges in anomaly detection, which has
not been seriously considered in the literature, is applying the dynamic nature of cloud traffic in its prediction while maintaining
an acceptable level of accuracy besides reducing the computational cost. On the other hand, to overcome the issue of additional
training time, introducing a high-speed algorithm is essential. In this paper, a network traffic anomaly detection model grounded in
Catastrophe Theory is proposed. This theory is effective in depicting sudden change processes of the network due to the dynamic
nature of the cloud. Exponential Moving Average (EMA) is applied for the state variable in sliding window to better show the
dynamicity of cloud network traffic. Entropy is used as one of the control variables in catastrophe theory to analyze the distribution
of traffic features. Our work is compared with Wei Xiong et al’s Catastrophe Theory and achieved a maximum improvement in
the percentage of Detection Rate in week 4 Wednesday (7.83%) and a 0.31% reduction in False Positive Rate in week 5 Monday.

Additional accuracy parameters are checked and the impact of sliding window size in sensitivity and specificity is considered.

1. Introduction

Nowadays cloud computing is the fastest-growing distributed
computational platform in domains such as industries
and research communities. In general, connected resources
through various distributed networks form the cloud [1].
The network is a pivotal part of the cloud which provides
quality of service, namely, ensuring the time constraints.
Without it, integrations of various computation and storage
resources are impossible [2]. It fulfills two important roles in
the cloud environment: interacting with user application for
connecting to the appropriate resource and sending back the
output to the users [3]. Therefore, the importance of cloud
networks has led to attacks on such networks by intruders
via malicious attacks which will affect user applications and
cloud resources causing a delay in the execution process
within the overall cloud computing application [4].

Characterizing and monitoring network traffic, specifi-
cally resulting from the outburst in traffic arising from the
massive number of cloud tenants that are connected to the
internet, is becoming a more complex task. Nowadays, the
fast-rising networks duplication, data transfer speed, and
unpredictable internet usage have added further anomaly
problems [5]. This challenge is even greater in cloud com-
puting environments because its traffic may undergo sudden
changes, and the elastic and scalable nature of cloud may
easily be confused with traffic anomalies and lead to improper
network management [6].

In a traditional network, the nodes are fixed, whilst in
the cloud, the nodes are likely to move from one physical
machine to others [7]. In the scene of cloud computing,
traditional intrusion detection methods lack practicality [8].
The anomaly detection system used in a traditional network
cannot be applied to such systems because of the dynamic
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nature of logical resources [7]. Traditional network traffic
predictors are often modelled on large historical databases.
These databases are used for training algorithms. This may
not be suitable for such highly unstable environments, where
the interaction between past and current values might change
quickly over time [9]. In such an environment, coping with
the novelty of attacks in such situations is difficult due to
various constraints like the unavailability of cloud networks,
abundance of network links and devices, network virtualiza-
tion, unpredictability of the network data, high bandwidth,
fast moving network data, dissimilarity, and multitenancy,
which lead intruders to exploit cloud networks with different
attacks [10]. One of the challenges in predicting network
traffic in the cloud is to minimize the computational cost
besides maintaining an acceptable levels of accuracy. This
issue is not clear while many of the current prediction models
are unable to maintain a low computational complexity and
dealing with a high degree of workload information over a
short span of time [9]. These prediction models form the
basis of the anomaly detection algorithm. In past decades,
the majority of studies on anomaly detection systems have
applied various soft computing, data mining and machine
learning approaches for designing anomaly detection sys-
tems. Nevertheless, these systems are still inaccurate and
involve more computational complexity [7].

Due to these challenges, we present another dynamic
method based on Xiong et al’s Catastrophe Theory [4] to
detect network anomalies in the cloud environment. The
reason why this theory was chosen in cloud platform is the
distribution of processes and their sudden changes in the
cloud environment which leads to the malfunctioning of
anomaly instead of the dynamics associated factor; entropy
is used as a disorderness factor due to its speed and light
computing power. Because of the dynamic nature of cloud
network traffic, the exponential moving average is introduced
to diminish the impact of weights through time. To evaluate
the performance of our approach, our methods are validated
on the standard Defense Advanced Research Projects Agency
data sets and our results are compared with Xiong et al’s
catastrophe model. The results depict that our approach based
on modified Catastrophe Theory is effective in the processing
time of randomness calculation and Detection Rate to detect
cloud network anomalies. Additional accuracy parameters
are calculated and compared with Xiong et al’s.

The rest of the paper is organized as follows. Section 2
covers some of the most outstanding related work. In
Section 3, the main conceptual theory of the article and our
proposed method with its applying methodology are pre-
sented as the materials and methods section. Then we indicate
some experimental results and validate the performance of
our methods in Section 4. The final section concludes the
paper and suggests directions for future work.

2. Related Works

Detecting anomaly, particularly in a safety critical system, is
of considerable importance to mitigate any system failures in
the future [17]. In some systems, such failures could lead to
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tremendous environmental catastrophes. Anomaly detection
methods make use of a wide range of techniques based on
statistics, classification, clustering, nearest neighbor search,
and information theory [18]. Network anomaly detection is
a source of difficulty due to the dynamic nature of network
traffic. In another study, they classified solutions based on
techniques taken from statistics, data mining, and machine
learning [19].

There are numerous methods for detecting anomalies,
some of which will be reviewed in the following section.
Bhat et al. introduced the virtual machine monitor anomaly
detection model on cloud virtual machines using the machine
learning approach. In the first part of their framework,
the Naive Bayes (NB) Tree algorithm is applied to clas-
sify network connections into intrusion and normal data
based on a labeled training dataset. The dataset aids the
construction of classification patterns. In the second part
of anomaly detection, a hybrid approach of NB Tree and
Random forest algorithm is applied based on the likeness
of connection features [11]. The method outperforms the
traditional Naive Bayes in terms of detection accuracy, error
rate, and misclassification cost. In a similar study, Fu et al.
proposed another machine learning approach in which one-
class and two-class Support Vector Machines are used in
cloud computing. The first class formed abnormality score
while the second class is retrained for new records appearance
[12]. It does not need a prior failure history and is self-
adaptive through learning from observed failure events, but
the accuracy of failure detection is not fool proof [20].

Zhao and Jin proposed an automated approach to
intrusion detection for keeping sufficient performance and
reducing execution environment dependence in a VM-based
environment. They presented a dynamic graph structure to
monitor the dynamic changes in the environment. Based on
this structure, a Hidden Markov Model (HMM) strategy for
detecting abnormality using frequent system call sequences
was considered to automatically and efficiently identify
attacks and intrusions. An automated mining algorithm,
which is called AGAS, was proposed to generate frequent
system call sequences. The AGAS algorithm utilizes related
probabilities to identify frequent sequences instead of setting
a user-defined threshold on relevant sequences. According to
the execution state, the detection performance is adaptively
tuned every period. But if the system behavior changes
intensively, the overhead of the dynamic graph might be
increased and the benefit of their approach will diminish [13].

Jabez et al. proposed a new approach for detecting
intrusions within computer networks which is called Outlier
Detection [5]. Their training model is made up of big datasets
with a distributed environment which is quite similar to the
cloud. The performance of their method is superior to other
existing machine learning approaches and can significantly
detect all anomaly data in computer networks. In another
study of this kind, Xinlong Zhao et al. proposed a new
intrusion detection method based on improved K-means.
The method is designed to fit the characteristics and security
requirements of cloud computing. It includes a clustering
algorithm and a method for distributed intrusion detection
modelled on it. The new method can detect known attacks
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in addition to anomaly attacks in the cloud computing
environment. The result of a simulation test proves that this
improved method can decrease the false positive and false
negative rate and speed up the intrusion detection process [8].
Pandeeswari and Kumar also used the clustering method and
proposed an anomaly detection system at the hypervisor layer
which employs a hybrid algorithm (FCM-ANN), a combina-
tion of the Fuzzy C-Means clustering algorithm and Artificial
Neural Network, in order to improve the accuracy of the
detection system. FCM-ANN can automatically capture new
attack patterns, so there is no necessity to manually update
the database. Compared with the Naive Bayes classifier and
Classic ANN algorithm, their system can detect anomalies
with a high detection accuracy and a low false alarm rate.
Low frequent attacks can also be detected. It outperforms
the Naive Bayes classifier and Classic ANN [14]. Later, in
2016, they proposed an anomaly detection system named
hypervisor detector in the cloud environment. It is designed
with ANFIS (integration of fuzzy systems with adaptation
and learning proficiencies of neural network called adaptive
neurofuzzy inference system) in order to detect anomalies in
the cloud network. The ANFIS used the back propagation
gradient descent technique in combination with the least
square scheme for the purpose of training and testing the
system. The comparison results with other IDS using ANN,
Naive Bayes, and a hybrid approach that combined Naive
Bayes and random forest indicate that the proposed model
is both efficient and effective in discovering the anomalies in
the cloud environment and is ideal for detecting anomalies
with high detection accuracy and a minimum false negative
rate. By employing hypervisor detector in very large datasets,
it is possible to attain the best performance in the cloud
environment, but the complexity of the algorithm makes its
implementation difficult for such an environment [7].

Xiong et al. proposed two anomaly detection models
based on catastrophe theory in network traffic [21, 22]. After
that, in 2014 they proposed an intrusion detection system to
detect network traffic anomaly based on synergetic neural
networks and the catastrophe theory to reduce security risks
in the cloud network. The results show high detection and low
false alarm rates [4]. They adopted impulsive neural networks
in addition to fast compression algorithms to examine net-
work traffic anomaly in the cloud computing environment.
They subsequently proposed the idea of network-based intru-
sion detection on the cloud platform but did not provide a
clearer definition of the anomaly [8]. Approaches based on
pattern recognition, such as first part of Xiong et al. which
is related to neural networks, involve a severe disadvantage:
they learn the training patterns but lack the ability to make
generalizations, so the model may give inaccurate results for
unknown patterns [9]. In the second part of Xiong et al’s
paper, the sudden change process of the network is shown
by the catastrophe potential function. An index referred to
as catastrophe distance is presented to assess deviations from
normal behavior in detecting network anomalies.

In some cases, detecting network anomalies is performed
based on traffic prediction. Network traffic prediction has
received a great deal of attention for facilitating monitoring
and managing computer networks [6]. In this field, most

research efforts are focused on classical methods strongly
based on historical data. Predicting network traffic is per-
tinent to many management applications such as resource
allocation, admission control, and congestion control [10].
The major issue with these models is the computational
overhead in relation to the size of the input data [9], which
could be more intense in cloud computing due to its volatile
and extensive environment. Yuehui Chen et al. use genetic
programming to build a Flexible Neural Tree (ENT) for
predicting network traffic online [15]. This approach was
employed for a better comprehension of the main features of
traffic data. Moreover, the proposed method is able to predict
short time scale traffic measurements and can reproduce sta-
tistical features related to real traffic measurements. However,
it needs initial input which is dependent on the characteristics
of data that is being evaluated to achieve proper results
[10]. Moayedi and Shirazi proposed a different model for
predicting network traffic and detecting anomalies based
on Autoregressive Integrated Moving Average (ARIMA). In
order to isolate anomalies from normal traffic variation, they
decompose the data flow. The authors try to predict anomalies
independently from normal traffic. They evaluated their work
with synthetic data, which depends on large historic data
[16]. Although these works allow online traffic prediction, due
to their dependence on large historical data for training the
algorithms, they are inappropriate in the cloud environment
[6]. To address this issue, Dalmazo et al. proposed a dynamic
window size methodology for traffic prediction. The size of
the window is related to the amount of traffic for traffic
prediction and varies according to bounded historical data by
using network traffic features such as short-range dependence
[6]. They estimated network traffic through a statistical
method based on a Poisson process. Their mechanism can be
applied to determine the scope of data to be analyzed for any
traffic prediction approach.

Table1 presents these approaches and groups them
according to their methods outlining their advantages and
disadvantages.

According to works related to anomaly detection, Xiong
et al. [4] used fast compression algorithms to examine net-
work traffic anomaly in the cloud computing environment.
They pay much attention to the sudden change process of
network traffic which other works have not addressed. This
is why we have chosen to use this theory in the present study.

3. Materials and Methods

Cloud computing provides a dynamic environment with
complex network traffic behavior and without having lin-
ear trend pattern; therefore, high degree polynomials are
required to fit the network traffic baseline [9]. The dynamic
nature of cloud network traffic flow depends on equilibrium
changes determined by primary factors. In normal network
traffic, when no anomalies occur, the network state is referred
to as the normal state of equilibrium. When anomalies occur,
the network state will transform from a normal equilibrium
state to an abnormal one driven by abnormal factors. The
change process of the network traffic is regarded to be
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transient and catastrophic [4]. As a result, the Catastrophe
Theory is used to better display fluctuations in network traffic.
But as mentioned in the previous section, Xiong et al. did
not provide a clearer definition of anomalies which leads to
not clearly defining network traffic behavior. In this article,
in order to better describe traffic behavior, EMA is used.

In the following sections, we will first explain the details
of this theory and then present the proposed method based
on it.

3.1. Catastrophe Theory. Catastrophe Theory is a method for
describing the evolution of forms in nature and is one of
the main branches of dynamic systems. It was invented by
Rene Thom in the 1960s [23] who explained the philosophy
behind the theory in his 1972 book Structural Stability and
Morphogenesis. Catastrophe Theory is specifically applicable
to situations where gradually changing forces produce sud-
den effects. The applications of catastrophe theory in classical
physics (or more generally in any subject governed by a min-
imization principle) provide us with a better understanding
of what diverse models have in common [24]. The theory is
derived from a branch of mathematics (topology) concerned
with the properties of surfaces in many dimensions. Topology
is involved because smooth surfaces of equilibrium describe
the underlying forces in nature: when the equilibrium breaks
down, catastrophe occurs. The strength of the model derived
from catastrophe theory is that it can account for the bimodal
distribution of probabilities [25]. “The line that marks the
edges of the pleat in the behavior surface, when the top and
bottom sheets fold over to form the middle sheet, is called
the fold curve. When it is projected back onto the plane of
the control surface, the result is a cusp-shaped curve” [26].
For this reason, the model is called the cusp catastrophe. It is
one of the simplest of the seven elementary catastrophes, and
so far, it has been the most productive [27]. In this paper, the
cusp or Riemann-Hugoniot [28] catastrophe model is used to
reveal the network traffic anomaly in the cloud.

In a sense, elementary catastrophe theory is a gener-
alization of theorems about critical points or singularities
of real-valued functions of » real variables to one about
parameterized families of such functions. Catastrophe theory
analyzes degenerated critical points of the potential function.
The critical points satisfy the condition that the first derivative
and higher derivatives of the potential function are zero [4].
These are called the germs of the catastrophe geometries.
The degeneracy of the critical points can be unfolded by
expanding the potential function as a Taylor series in small
perturbations of the parameters. What Thom has done is to
determine conditions on derivations of f which ensure the
existence and which give a local normal form for a stable
unfolding of f. He also shows that whenever the parameter
space or control space has dimension < 5, there is a finite
classification of stable unfolding [28].

The potential function F(x) of the cusp catastrophe model
is shown in [24]

F(x)=x"+ aux® + bvx (1)

where x is a state variable, u, v are control variables, and a,
b are the coefficients [22]. The equilibrium surface has the
equation F '(x) = 0 and G(x, u, v) which can be achieved by

4% + 2aux + bv = 0. 2)

The normal to the surface is vertical when F” (x) = 0 and the
singularity set of the cusp catastrophe is achieved by

6x% +au = 0. (3)

The bifurcation set (cusp) is the critical image of the projec-
tion (u,v,x) — (u,v) from the equilibrium surface onto the
control space. The equation difference set G(x, u, v) of the
cusp is as follows:

8a’u’ +27b*v* = 0 (4)

It is obtained by eliminating x from (2) and (3) for the fold
curve.

The equilibrium surface has equation 4x’ + 2aux + bv
= 0 where (u, v) are coordinates on the control space and
the vertical coordinate x is only state variable. As the control
(u, v) varies, the state (u, v, x) will be forced to jump to the
other sheet when it crosses the fold curve. The curve over the
cusp is shown in Figure 1. The top surface is the equilibrium
surface of the cusp catastrophe model, which is divided into
the upper sheet and lower sheet [24]. When the state of the
system transfers from the stable equilibrium state to another
stable equilibrium state, there is a sudden jump between the
stable states and then sudden change appears. The bottom one
is the control space illustrated by the control variables u, v.

3.2. Proposed Method. In this part of the section, we pro-
pose our anomaly detection method based on the modified
Catastrophe Theory and discuss our contributions based on
Xiong et al’s Catastrophe Theory to detect anomalies in cloud
network traffic. The reason why we followed this theory could
be due to their attention to sudden change process of cloud
network traffic that most of the previous works did not pay
much attention to. By studying this theory, we realized that
it could be possible to generalize it to similar problems in
detecting abnormalities in similar conditions.

How to extract state and control variables plays a signifi-
cant role in the accurate analysis of the model. In our model,
the Hurst index [29] reflects the degree of the self-similarity
between the current and next state of the network traffic and
was selected as u like the one that Xiong et al. used [4].
Nevertheless, the majority of algorithms for the similarity-
based detection of anomalies use a multivariate distance
function and these functions are susceptible to the problem
of dimensionality, which means they are unable to provide a
reliable measurement of the similarity of high-dimensional
data because of the data dispersion in high dimensional
spaces [18]. In addition, such functions cannot localize the
source of anomaly and detect the specific dimensions that
cause anomalous patterns [18]. We use a damping coefficient
to diminish the effect of similarity versus randomness in
cloud network traffic. In the field of engineering, the damping
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FIGURE 1: Cusp catastrophe model [27].

coefficient is a dimensionless measure which describes how
oscillations decay after a disturbance [30]. Many systems
show oscillatory behavior upon being disturbed from their
position of static equilibrium [31]. Larger values of the
damping coeflicient or damping factor produce transient
responses with a minor oscillatory nature, which is similar
to the dynamic nature of cloud network traffic.

Entropy reflects the level of irregularities that occur or
in other words, it is a measure of disorder, and we have
selected it as control variable v. The entropy-based method
needs little computing power and is fast enough for detecting
anomalies [17]. These features are appropriate for our purpose
in our case. We utilize the entropy concept for analyzing
the randomness distribution of features in cloud network
traffic.

The state variable x (of the cusp catastrophe model)
was taken as the volume of the network traffic. We use a
sliding window to construct a vector set. Exponential Moving
Average (EMA) is applied in constructing x value due to the
volume of traffic accumulated in each sliding window.

In [32], Frank Klinker defines a mathematical tool for
the prediction of market trends. Specifically, he states that it
is possible to use the Exponential Moving Average (EMA)
in order to efficiently forecast network traffic with short
historical data. In the case of EMA, weighting coefhicients
increase exponentially through the time in the sliding win-
dow. The weighing for the oldest values in each sliding
window reduces exponentially and never reaches zero unlike
most other moving averages, so this approach reacts faster to
recent value changes. Similar to other techniques that make
use of a moving average, EMA should strictly be used for data
that does not involve seasonal behavior [9] and according
to the dynamic nature of cloud traffic and because of online
detection; we have chosen to use this kind of moving average

instead of the others. The formula for calculating EMA is as
follows:

T (exp'y,)
2iss (exp')
In this formula, n is the size of time window and y is the
number of packets which are received in each i seconds.
Because of applying sliding window and various x for each
time window, the s parameter which changes the basis of the
formula indicates the start time of each time window and then
the result reflected by EMA replaces the x variable for each

time window.

After calculating the parameters (x, u, v) for each sliding
window in train and test data, we must calculate the catas-
trophe distance (Dp) between the observed point in test data
and the bifurcation set G(x, u, v). Assume one point (P,) of the
equilibrium surface G(x, 4, v) and one point of test data (P,);
the catastrophe distance between these two points, labelled
as “Dg(P;,P,), is computed by the Euclidean distance” [22] as
shown in

Dy (B, Glowv) = min {Dp(BP)}. ()

EMA = (5)

When the catastrophe distance Dp is beyond a given thresh-
old #, there is an anomaly which exists at the observing point
in the test data.

4. Results and Discussion

This section presents the experimental results to evaluate the
proposed anomaly detection method. The standard DARPA
datasets used in our experiments are widely used in network
intrusion detection, to name a few, Horng et al. [33], Shon
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FIGURE 2: A trade-off between u & v control variables in week 5 Tuesday; the horizontal axis represents time.

and Moon [34], and Xiong et al. [4]. Although there are new
intrusion datasets such as ISCX 2012, NSL-KDD 2013, and
CIC 2017, DARPA dataset is used to compare the results with
Xiong et al’s paper [4]. It contains 5 weeks of data, whose
4 weeks are utilized in our implementation. Weeks 1 and 3
traffic data included no attack. Traffic data from these 2 weeks
are used as train datasets. Weeks 4 and 5 traffic data included
different types of attacks mixed with normal traffic and are
used as test datasets. In this paper, we extract “the aggregated
network traffic in packets per second from the tcpdump data
files” [4] in the DARPA data set [35].

For all experiments, processing time, the number of false
positives, and the number of true anomalies which can be
detected are reported. According to attack file which was
published with DARPA, false positive and true positive could
be calculated. These experiments are processed at 8 Core
Xenon Server with 2.19 GHz CPU frequency with 16 GB
memory.

4.1. Parameter Analysis. We calculate each state and control
variables based on weeks 1, 2, 4, and 5. As the input data,
we produced a list of catastrophe distance before applying
the algorithm for detecting anomalies. “The given parameters
D, 1 were chosen as p = 30 and 5 = 0.85” like Xiong et al’s
[4]. We change the threshold in 5 days of test data, and in 3
cases, the number 0.8 reached better results but because of the
comparison, 0.85 is chosen as #.

We randomly choose control parameters from test files
in weeks 4 and 5. Then compare their distribution achieved
in each random interval, namely, in the first 15000 seconds
of week 5 Tuesday which is depicted in Figure 2. Due to
the dynamic nature of the cloud, the randomness control
parameter is dominant, but as they proceed and time elapsed,
the self-similarity parameter does not show any significant
changes. To reduce the impact of self-similarity control factor,
the damping coefficient has been used. The selection of the
damping coefficient for such an application needs a trade-
off between the maximum percentage of self-similarity and
the time of the peak in which self-similarity occurs. A
smaller damping coeflicient reduces the time, but it enhances
the maximum percent of similarities which is not desirable

for cloud network traffic. The final choice of the damping
coeflicient is subjective. It has been Shinners’ experience that
“the damping coefficient range is usually selected between 0.4
and 0.7 for general cases” [36]. Experiments were performed
to determine the amount of damping coefficient whose [0.6,
0.7] interval results the best and in most cases, 0.69 resulted
better, so in this experiment { = 0.69 was considered.

4.2. Experimental and Comparisons. Detection Rate and
False Positive Rate are common metrics for assessing the
effectiveness of an anomaly detection system. The Detection
Rate (DR) is the number of correctly classified as normal
packets divided by the total number of test data (or true
negative plus false positive). The False Positive Rate (FPR)
is defined as the total number of normal data, which was
classified as anomalies wrongly, divided by the total number
of normal data traffic (or true negative plus false positive) [37]
as shown in the following, respectively:

DR = Ndetected (7)
TN + FP

FPR = NPdetected (8)
TN + FP

The detection results based on Xiong et al. are depicted
in Figures 3 and 4 [4]. We implemented the Xiong et al.
article with C# programming language and repeated the
experiments. Then, our method is implemented and these
improvements in DR and FPR are achieved; the average rates
of these improvement percentages in two weeks are 2.24 and
0.069 promotion, respectively. The results show that, in most
days, DR is improved, but FPR could not show the best results
contrary to what we expected. It may be possible if we change
the damping coeflicient due to the trade-off between self-
similarity percentages versus disorderness percentage.

The attack file, which was published by MIT Lincoln
Laboratory [35], has two main parts for each attack; the first
oneis the ID of each attack that contains some subattacks with
different start times and durations. In this comparison, we
use each attack with its ID information and did not consider
any subinformation which is distinct between each part of an
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FIGURE 3: DR of each day in weeks 4 and 5 in Xiong et al’s catastrophe theory [4].
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attack. In the second experiments, details are considered. Due
to this change, the results are more accurate. For instance,
in week 4 Thursday, the improvement percentage of DR is
7.83% in accordance with details implemented as Xiong et
al’s catastrophe theory. In the same day, the improvement
percentage of FPR shows 0.042% reduction. But in week
5 Tuesday, we could not reach the ideal. In week 4 Friday
and week 5 Wednesday, DR and FPR rates repeated exactly.
The results of our implementation based on DR and FPR
improvement percentage are indicated in Table 2. The result
of the comparison on our model shows better precision.

How correctly an intrusion detection system works is
measured by a metric referred to as accuracy. It measures
the percentage of detection and failure as well as the number
of false alarms produced [38]. We compared our model with
Xiong et al’s in some accuracy measures as follows.

(a) Misclassification rate estimates the probability of
disagreement between the true and predicted cases by
dividing the sum of FN and FP by the total number of
pairs observed. In other words, misclassification rate
is defined as [38] follows:

(FN + FP)
(TP +FP + FN + TN)’

)

mis — classification rate =

The improvement percentage of misclassification rate
between Xiong et al’s model and our proposed model
is indicated in Table 3.

(b) Precision is a measure of how a system identifies
abnormality or normality. Precision is used to mea-
sure the exactness of the detection. We calculated
this factor in our model and compared it with Xiong
et al’s, and the improvement percentage is shown in
Table 3.

(c) The F-measure mixes the values of two previous
measures (precision and recall). By considering only
one metric for evaluation, F-measure is the most
preferable. It is calculated as follows:

2
1/ precision + 1/recall’

F — measure = (10)

Table 3 depicts the results of F-measure improvement in
2-week test data.

Considering processing time, one could notice that our
method is more efficient than Xiong et al’s in calculating
randomness parameters. Comparisons of processing time in
calculating v control parameter for each day in train and test
data are shown in Tables 4 and 5, respectively. In Table 4, for
instance, in weekl Monday, the processing time with Xiong
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TaBLE 2: DR & FPR improvement percentage in each day of test data between Xiong et al. and proposed model.

Weeks include test datab W4(1)  W4(Q2) W4(3) W4(4)  W4(5)  W5(1) W5(2) W5(3) W5(4) W5(5)
DR Improvement Percentage ~ 0.15% 7% 3.2% 7.83% - 4.29% reduced - 0.033%  0.30%
FPR Improvement Percentage 0.025%  0.03%  0.031%  0.042% - 0.31%  increased - 0.16% 0.15%

TaBLE 3: Misclassification rate, precision, and F-measure improvement in each day of test data between Xiong et al. and proposed model.

Weeks include test

datab W4(1) W4(2) W4(3) W4(4) W4(5) W5(1) W5(2) W5(3) W5(4) W5(5)
ata
Misclassification rate
Improvement 0.253%  0.232%  0.647%  0.207% 0 0.315%  reduced 0 0.106%  0.570%
Percentage
Precision
Improvement 0.008%  0.006%  0.016%  0.008% 0 0.028%  reduced 0 0.010%  0.018%
Percentage
F-measure
Improvement 0.04% 0.018% 0.104% 0.027% 0 0.019% reduced 0 0.017%  0.064%
Percentage

TABLE 4: Comparison of processing time in calculating randomness for each day in train weeks.
Weeks include train data» WI(1) WI1(2) WI1(3) WI(4) WI(5) W3(1) W3(2) W3(3) W34) W3(5)
Execution time of Xiong et al. 0.091 0068 0083 0083 0105 0087 0098 0097 0094  0.091
Randomness algorithm [sec]
Execution time of our Randomness g 045 005 0036 0039 0042 0047 0049 0053 0054  0.057
algorithm [sec]

Differences between two time [sec] 0.046 0.018 0.047 0.044 0.063 0.04 0.049 0.044 0.04 0.034
Improvement percentage (%) 50.55 26.47 56.63 53.01 60.00 45.98 50.00 45.36 42.55 37.36
TABLE 5: Comparison of processing time in calculating randomness for each day in test weeks.

Weeks include test datab W4(1) W4(2) W4(3) W4(4) W4(5) W5(1) W5(2) W53) W54) W5(5)
Execution time of Xiong et al. 0104  0.124 0.11 0117 0147 0123 0125 0129 0142 0.6l

Randomness algorithm [sec]

Execution time of our Randomness ooy 0094 0079 0074 0078 0084  0.087  0.089  0.094  0.097
algorithm [sec]

Differences between two time [sec] 0.02 0.03 0.031 0.043 0.069 0.039 0.038 0.04 0.048 0.064
Improvement percentage (%) 19.23 24.19 28.18 36.75 46.94 31.71 30.40 31.01 33.80 39.75

et al. algorithm is 0.091s but in our algorithm, the time is
0.045 s which improved 50%. In Table 5, for example in week
4 Friday, the processing time with Xiong et al. algorithm
is 0.147s but in our algorithm, the time is 0.078s which
improved approximately 47%. As implicated in Tables 4 and
5, our method is approximately two times faster than Xiong
et al’s algorithm in terms of efficiency.

4.3. Sensitivity and Specificity Analysis. As mentioned about
sliding window size and because of the comparison, we select
the same window size as Xiong et al’s. On the other hand,
applying different window sizes and studying their impacts
on sensitivity have always been a question for us. So, other
implementations based on different window size have been
performed. TPR which is also known as sensitivity and TNR
which is also called specificity are considered. The results of
Thursday week 5 are indicated in Table 6.

TABLE 6: Sensitivity and Specificity in Thursday Week 5 with
different sliding window size.

Window Size» 30 40 50 60 70
TPR (Sensitivity) 86 98 100 99 97
TNR (Specificity) 80 86 86 86 85

5. Conclusions and Future Work

Security threats from inside and outside the cloud make
security a major challenge in the widespread cloud adoption.
One of the main challenges of the cloud is the tremendous
amount of network traffic and the diversity of cloud tenants
which make controlling the traffic and preventing intrusion
difficult to achieve. We should enhance the security of
networks in cloud computing by applying intrusion detection
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systems which are capable of detecting sudden changes in
traffic as fast as possible.

In our work, another dynamical method based on catas-
trophe theory is presented to detect anomalies in a cloud
network. A damping coeflicient is introduced for controlling
the effectiveness of self-similarity factor. Entropy is used as
disorderness factor versus self-similarity in control param-
eters of cusp catastrophe theory. To reduce the impact of
weights through the time because of the dynamic nature of
cloud traffic, the exponential moving average is applied. To
evaluate the performance of our approaches, we consider
DARPA datasets and compare the results with Xiong et
al. catastrophe model. The results depict that our approach
grounded in modified catastrophe theory is more effective
in DR, FPR, misclassification, and F-measure rates to detect
cloud network anomalies. We indicate that our randomness
method based on entropy is two times faster than what Xiong
et al. preferred. Different size of sliding window is applied
and the maximum sensitivity is caught in window size 50.
We prefer to repeat the experiments with new window size
and compared the results in near future. As a future work,
we would like to analyze a trade-off between the accuracy
we achieved and the speed of detection. Also, we would
like to test the impact of distinguishing protocol types in
DARPA datasets and consider the differences. One of the
ways which better indicates the performance of our model
is to implement in a real environment and review the results.
This work will be done as future work.

Data Availability
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Cloud computing is a powerful and popular information technology paradigm that enables data service outsourcing and provides
higher-level services with minimal management effort. However, it is still a key challenge to protect data privacy when a user
accesses the sensitive cloud data. Privacy-preserving database query allows the user to retrieve a data item from the cloud database
without revealing the information of the queried data item, meanwhile limiting user’s ability to access other ones. In this study,
in order to achieve the privacy preservation and reduce the communication complexity, a quantum-based database query scheme
for privacy preservation in cloud environment is developed. Specifically, all the data items of the database are firstly encrypted by
different keys for protecting server’s privacy, and in order to guarantee the clients’ privacy, the server is required to transmit all these
encrypted data items to the client with the oblivious transfer strategy. Besides, two oracle operations, a modified Grover iteration,
and a special offset encryption mechanism are combined together to ensure that the client can correctly query the desirable data

item. Finally, performance evaluation is conducted to validate the correctness, privacy, and efficiency of our proposed scheme.

1. Introduction

Cloud computing is a powerful computing paradigm that
enables ubiquitous access to shared infrastructure resources
and higher-level services. It has shown the remarkable advan-
tage in load balancing, data access control, and resources
sharing, for database management [1]. Benefiting from the
cloud paradigm, an increasing number of individuals and
groups choose to put their massive data (including private
part) into the cloud.

In recent years, database outsourcing has become an
important component of cloud computing [2], where data
owners outsource data management to a service provider
(i.e., cloud database), and this mode is also called Database-
as-a-Service (DaaS) [3]. Cloud database provides users with
capabilities to store and process their data in the cloud,
which has the advantages of scalability and high availability

that users can access data anytime, anywhere and anyway.
However, all the data of data owner is stored in the cloud
environment, and some sensitive data (e.g., health records,
financial transactions, and personal information) is at risk of
being compromised. So, security and privacy have become
the major challenges which inhibit the cloud computing wide
acceptance in practice [4].

The privacy preservation is the main concern of cloud
application, such as service recommendation [5-7], service
quality prediction [8, 9], database query [10-16], etc. As an
important research branch, the privacy-preserving database
query (PPDQ) aims to protect database security and clients’
privacy, while ensuring the correctness of database query.
To be specific, any user can query data items from the
cloud database without revealing its information, but his/her
access to other data items is not permitted. There are a
variety of techniques or methods for guaranteeing the privacy
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preservation of database query, such as homomorphic
encryption (HE) [10, 11], attribute-based encryption (ABE)
[12-14], searchable encryption (SE) [15, 16], etc. Searchable
encryption is a cryptographic system which offers secure
search functions over encrypted data, which is considered
to be a more effective technique to solve the problem of
PPDQ. In 2000, Song et al. [15] proposed the first searchable
encryption scheme based on symmetric key cryptography
(SKC). Since then, other various SE schemes have been
continuously proposed, such as public key cryptography-
(PKC-) based searchable encryption [17], secure ranked
search over encrypted cloud data [18], and so on.

As we all know, the security of classic cryptography
protocols, including most private query schemes (also named
privacy-preserving database query schemes), is based on
mathematical complexity, and its security is based on the
fact that computing power is limited. However, with the
prevalence of new distributed computing models (especially
cloud computing), a normal user is given the super com-
puting power far beyond a single computer. Therefore, these
cryptography protocols based on computational complexity
are facing serious challenges.

On the other hand, quantum computing demonstrates
the superior parallel computing power that the classical
paradigm cannot match. For instance, Shor’s algorithm [19]
solves the problem of integer factorization in polynomial
time, and Grover’s algorithm [20] has a quadratic speedup to
the problem of conducting a search through some unstruc-
tured database. Therefore, most classic cryptography proto-
cols, including PPDQ schemes, are very vulnerable to the
powerful quantum computer. Fortunately, quantum mechan-
ics also provides a security mechanism against quantum
attacks, and it holds the potential unconditional security
based on some physical properties, such as noncloning theo-
rem, uncertainty principle, quantum entanglement, etc. With
the application of quantum mechanics in the field of informa-
tion processing, some research findings have been proposed,
including quantum key distribution [21, 22], quantum secret
sharing [23, 24], quantum key agreement [25, 26], quantum
direct communication [27, 28], quantum steganography [29],
quantum teleportation and remote state preparation [30-32],
quantum sealed-bid auction [33, 34], delegating quantum
computation [35], and quantum machine learning [36, 37].

With the above observations, the security of classic
database query schemes is facing the dual challenge of
cloud computing and quantum computing, while quantum
mechanics has been proven to be an effective method for
solving such problem. In this study, in order to implement
the privacy-preserving database query in cloud environment,
we utilize some physical properties of quantum mechanics to
design a quantum-based database query scheme for privacy
preservation (QBDQ) in cloud environment and conduct
its performance evaluation to show our scheme is feasible,
secure, and efficient. To be specific, our main contributions
include the three following aspects.

(1) We present a systematic framework for privacy pres-
ervation cloud database query scheme in the cloud
environment.
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(2) A feasible QBDQ is designed through oblivious trans-
fer, the offset encryption mechanism, oracle opera-
tion, and the modified Grover iteration to achieve the
privacy preservation for the cloud database query and
reduce its communication complexity.

(3) The performance evaluation is conducted to verify the
performance of our proposed QBDQ scheme, such as
correctness, security, and efficiency.

The rest of this paper is organized as follows. In Section 2,
we introduce the basic knowledge of quantum computing,
while the framework of the privacy-preserving database
query in cloud environment is presented. In Section 3,
the problem of privacy-preserving database query in cloud
environment is defined, and then the proposed QBDQ is
elaborated step by step. Section 4 conducts the performance
evaluation from the aspects of correctness, security, and
efficiency. After that, Section 5 summarizes the related work
on cloud database queries, SE, and quantum private queries.
Finally, the conclusion of the paper and the prospection for
future work are presented in Section 6.

2. Preliminaries

In this section, the basic knowledge of quantum computing
is introduced firstly. Then, we introduced the principle of
oblivious transfer (OT). And finally, a cloud computing
framework for privacy preservation is designed.

2.1. Quantum Computing

2.1.1. Quantum Bit. 'The classic bit is the smallest unit in the
classic computer, and its value is either 0 or 1. Unlike classical
computers, the smallest unit of quantum computers is qubit
(quantum bit), which is the quantum analog of the classic bit.
A qubit is a unit vector in a two-dimensional complex Hilbert
space, and its Dirac notation is represented as follows:

lo) = a0y +BI1), 1)

where « and f3 are the probability amplitudes of the state |¢)
and |af* + Iﬁl2 = 1. Since the vectors |0) and |1) are basis
states and can be represented as

0-()
-(").

the qubit |p) can be expressed in vector form |¢) = (). In
addition, the single qubit can be extended to multiple qubits;
for example, an n-qubit system can exist in any superposed
basis states

)

|@) = a0) +a; 1) +-- i |2" - 1) . (3)

Here, 212:61 la;|* = 1. Quantum states {|0), [1),...,[2" — 1)}
form a complete orthonormal basis in Hilbert space.
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2.1.2. Unitary Operator. In a closed quantum system, the
evolution of the system is characterized by a series of unitary
operators; that is,

|y =U|9), (4)

where UU'T = U'U = I and U" is the transpose conjugate
of U. Each unitary operator corresponds to a quantum gate.
Similar to a logic gate in classical calculations, the quantum
gate can be represented in matrix form, and the quantum
gate over a qubit is represented by a 2 x 2 unitary matrix.
For instance, Pauli-X, Pauli-Z, and the Hadamard gate H are
important quantum operators over one qubit described in

(i o)
X =
10
. 1 0
_(0 _1) )
1 /1 1
H:@C—J'

2.1.3. Quantum Measurement. The quantum state is in a
superposition state, and it must be measured to collapse to a
basis state to obtain a result. Assuming that the quantum state
is |p) = (1/VN) Zf\:ral o;]i) before measurement operator,
quantum measurements are described by a collection {M;}
of measurement operators which satisfy the completeness
equation

N-1
Y MM, =1, (6)
i=0

where i indicates the possible outcome of the measurement.
The quantum state is measured by the measurement basis |7},
then the probability that result i occurs is given by

p @) = (¢l M{M;|@), 7)
and the postmeasurement state is
M;|9)

V{gl M/ M;|9) . ®

2.2. Oblivious Transfer. In cryptography, an oblivious trans-
fer (OT) strategy is a type of strategy in which a sender
transfers one of potentially many pieces of information to
a receiver, but remains oblivious as to what piece (if any)
has been transferred. The first form of oblivious transfer was
introduced by Rabin [38]. In this form, the sender sends a
message to the receiver with probability 1/2, while the sender
remains oblivious as to whether or not the receiver received
the message. OT is a basic strategy in the field of cryptography
and has a wide range of applications. In general, the OT
strategy involves two parties, the sender and the receiver, and
satisfies the following characteristics:

Cloud server

Query Query
request result

Query Query
result request

lient A
Clien Client n

FIGURE 1: The framework of privacy-preserving database query in
cloud environment.

(i) Whether the queried data can be obtained is entirely
dependent on probability, rather than sender or
receiver. That is, neither the sender nor receiver can
affect the execution of the strategy.

(ii) After the execution of the strategy, the sender could
not know whether the receiver got the data he wanted
to query.

k-out-of-n (OTfl) (k<n) is the general form of all OT
strategies. That is, the sender has n secrets, and the receiver
can only get k secrets. The OTfl strategy consists of two
parties, the sender with n secret data (d,,d,,...,d,_,), and
the receiver with k indices (i, i,,...,1;). The strategy meets
the following requirements:

(i) Correctness. After executing the strategy, the receiver
can obtain all of the d; correctly.

(ii) Receiver’s Security. When the receiver queries the
data from the sender, the database cannot know the
receiver’s query items.

(iii) Sender’s Security. The receiver cannot get more data
items from the sender except queried data items.

2.3. The Framework of Privacy-Preserving Database Query in
Cloud Environment. We first consider the framework model
of privacy-preserving cloud database query system, which
consists of two main entities (clients and cloud server) as
illustrated in Figure 1.

As shown in Figure 1, there are » clients and a cloud
database server, and every client sends a query request to
the cloud server and gets the query result from the cloud
server finally. In this framework, we suppose all the clients
and server are semihonest: they are curious about cheating
the privacy of other’s, but honest to carry out the operations
in the scheme. Here, two kinds of entity can be defined as
follows.

Client is the entity that wants to query items from the
database in the cloud server and can be the connected users
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TaBLE 1: Key notations and descriptions involved in proposed QBDQ scheme.

Notation Description

N The number of items in cloud server’s database

D The cloud server’s database, D = {D,, D, ..., Dy_;}

D, The i-th data in D

n The number of index qubits used to encode index of data items # = [log N

m The number of qubits used to encode data D;

p The index of client Alice’s query data

D, The data item Alice wants to query from D

q The index of client Bob’s query data

D, The data item Bob wants to query from D

Asy, The offset value of Alice

Asg The offset value of Bob

K The encryption key sequence belongs to Charlie, K = {K,, K,..., Ky_;}.

Ok The oracle operation to encode Charlie’s key sequence K

o5 The oracle operation to encode Alice’s query result D,

o} The oracle operation to encode Bob’s query result D,

O, The oracle operation which conditionally changes the sign in the amplitudes of the query item D, (D,)

o, The oracle operation which perform a conditional phase shift of -1 with every computational bass state except |0)

or the individual user with mobile constrained devices such
as smartphones, PDA, TPM chip, etc.

Cloud server is the entity which provides data services and
computational resources to the clients dynamically.

In this paper, we take three parties as an example, i.e.,
the client Alice, client Bob, and the cloud server Charlie, to
demonstrate the process of the privacy-preserving database
query using quantum mechanics.

3. A Quantum-Based Database Query
Scheme for Privacy Preservation in
Cloud Environment

In this section, we first define the privacy-preserving
database query problem and quantum-based privacy-pre-
serving database query problem in cloud environment. To
address this issue, a QBDQ scheme is proposed in detail.
Before we introduce the relevant content, the key notations
and descriptions used in this section are listed in Table 1.

3.1. Some Definitions. In order to clearly illustrate our
scheme, we first define the problem to be solved.

Definition 1 (database query problem for privacy preser-
vation in cloud environment). In the cloud environment,
the cloud server has a collection of sensitive data D =
{Dy, Dy, ..., Dy_1},and each client wants to query a data item
D; (0 <i < N - 1) from the cloud server without revealing
which item is queried. During the retrieving process, the
client cannot gain any other data item except D;.

Definition 2 (database query scheme for privacy preservation
in cloud environment). Each client inputs the index of query
itemi (0 < i < N - 1), and cloud server inputs sensitive
dataset D = {D,, Dy, ..., Dy_,}. After executing this scheme,

the client outputs the queried data item D,. In addition, the
scheme should satisfy the following:

(i) Correctness. The client successfully obtains the correct
data item he(she) wants to query (i.e., D;).

(ii) Clients’ Privacy. During the retrieving process, the
cloud server cannot get any private information about
the query index of the client.

(iii) Cloud Server’s Privacy. Clients cannot get any other
data items from the cloud server except D,.

3.2. A Quantum-Based Database Query Scheme for Privacy
Preservation in Cloud Environment. For the sake of simplic-
ity, we take three parties (one cloud server Charlie, and two
clients Alice, Bob) as an example to describe our scheme.
Suppose Charile has a private database D with N items
{Dg, Dy, ..., Dyn_q} and an encryption key sequence K =
{Ky, Ky, ..., Ky_1}, and Alice and Bob want to, respectively,
query an item, the p-th item D, and the g-th item D, (0 <
p»q < N - 1), from server. The scheme consists of five steps
as follows (also shown in Figure 2).

Step 1. Charlie prepares an (n+m)-qubit state |¢pg) = (1/
VN) YN iy ©10)®™, where n = [log N, m = [log(max{k; |
0 <i < N-1}+1)]. And then he applies an oracle operation
Ok (its schematic circuit is sketched in Figure 3) on |¢g)
referring to the sequence K = {K,K;,...,Ky_,}. Here, Og
is defined as follows:

O lN_l, om IN_I, K 9
K-W;|z>®|0> —»W;h)@l IS C))

where |i) denotes the index of the data item and |K;) is the
encryption key originally assigned to encrypt the i-th data
item. After the above operation, we can get the state, namely,
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Cloud server (Charlie)

(1) Prepare state and apply Oﬁ, Of :

O O
96> =197 Tvi) —1v")
3) Prepare state and apply OS, Og :

Oop
|¢D> |¢”> lyp) —>y")

" State Iy/’)
State ¢) Offset Asy State [¢7) State [y'") Offset Asp

2) Projective measurement | 4)|Ky )
Offset Asy = Ay — p
(4) Modified Grover iteration | p)lD?)
(5) Decrypt D?

Client A (Alice)

(2) Projective measurement [Ag)|K) )
Offset Asg = Ap —

(4) Modified Grover iteration |q)|DqB )

(5) Decrypt Df;

Client B (Bob)

FIGURE 2: The five-step procedures of the QBDQ scheme among two clients and cloud server. The thick (thin) line represents quantum

(classic) channel.

oracle
liy —~Z— o i)

mo| o 1i)0) ——— i) IK;)
IK;)

FIGURE 3: Schematic circuit of the oracle operation Ok.

|q5 Y = (1/VN) Z; 0 |z) ® |K;), and then Charlie sends it to
Alice with oblivious transfer strategy Similar to Ahce Charlie
also prepares another state |1// Y = (1/VN) Z, 0 i) ® |K;) in
the same way and sends it to Bob.

Step 2. After receiving |¢>’) from Charlie, Alice takes {|0), 1),

.,IN — 1)} as the computational basis and performs
projective measurement on the index qubits of |¢'). Suppose
the measurement result is A, (A, € {0,1,...,N — 1}); the
remaining m qubits will collapse into |K) ), which means
Alice can obtain K,  (i.e., one of the encryption keys) through
projective measurement. Since Alice’s retrieving index is p,
she computes the offset As , = (A ,—p) and sends it to Charlie.
As same as Alice, Bob also performs the same operations and
announces the offset Asy = (A5 — g) to Charlie, where Ag
is the measurement result, and g represents the index of the
data item Bob wants to query.

Step 3. Having received the offsets As, and Asg, Charlie
updates every encryption key as

K K (i+As,)modN
(10)

B
Ki = K(i+AsB)modN

and obtains the new key sequence K% and K® R
K4 =
KP={

Then, Charlie encrypts every data items respectively with its
new corresponding keys K;* and K7 as follows:

K 0<i<N-1}
(11)
K'l0<i<N-1}.

D! =D;eK, 0<i<N-1
(12)
D! =D,eK}, 0<i<N-L
After that Charlie prepares two states 6y = (1/

VN) 3% 1) @ 10)°™, Iy ) = (1/\/_)2 ' i) ® 10)*™ and

applies the oracle operation OD, OD as

N-1

Of: V_Z iy 10" — INZ iy | D)
VN 5

(13)
R S PTSCER B P
o — Y iy 1o — — Y i) | D!
PTVNE VN 5 ’

and gets the final states |¢") = (1/VN) ¥, [i)|D2), [v") =

(1/VN) ¥ X1 [i)|DP). Finally, Charlie sends |¢"), [y") to
Alice and Bob, respectively, with oblivious transfer strategy.

Step 4. After receiving |¢") from Charlie, Alice performs
the modified Grover iteration on it to obtain the target state
[p) |D?). Figure 4 describes the detailed process of modified

Grover iteration, which consists of at most [(7r/4) V2]
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e T e N
me— H O -

—p)|Dy)

FIGURE 4: Schematic circuit of the modified Grover iteration applied
on state |¢""), where G is the quantum subroutine illustrated in
Figure 5.

times application of a quantum subroutine, called the G
operator. The whole process of G operator (also shown in
Figure 5) can be subdivided into four steps as follows.

Step 4.1. Alice applies the oracle operation O, on |¢'), which
conditionally changes the sign of the amplitudes of the query
item

1 Nl ' . 1 N2l @) .
osz\/—ﬁi:zo|z>|pi>_>ﬁizzo(—1) |z)|Di> (14)

Here, we call the resultant state O,|¢"), ie., O/¢") =
(1/VN) YN (1) @iy DAY, and £(i) is the judgment func-
tion defined by

1, if iis the query address (i.e.i= p)

) = 15
SO 0, else (i.e.i# p) )

Step 4.2. The Hadamard transformation H*"*™ is applied on
Ol¢"),

1 Nl )
T2 V70 |
i=0
e | (16)
— H“"*"“\/—N Y /Py | Dty
i=0

Step 4.3. Alice applies conditionally phase transfer O, on the
state H®("+m)OSI¢”),

N-1
. pg®nm) 1 @ 1A | A
Oy HP™ 2 2 01 [ D)

17)
e L i o),
VN & ’
where the function o; 1, is defined as follows:
1, i=0,D;=0,
Oip, = (18)
0, else.

Step 4.4. The Hadamard transformation H®"*™ is applied
again on O,H emtm( |¢""y and obtains the state
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Alice applies the above Grover iteration [(77/4) V2] times
and finally obtains the target state |p) |D?).

Similar to Alice, Bob also applies the modified Grover
iteration on the received state |w") = (1/VYN) Zfigl |i)|DiA)
and obtains the target query state |g) |D£13 ).

N-1
&) = B0, H 0, = 3 1) [ DY) (1)
i=0

Step 5. Alice and Bob measure the last m-qubit of state
[p) |D?), |9 |D§ ) and extract the classic information of query

result D;}, Ds , respectively.

In addition, in order to check eavesdropping in the
quantum channel, we can use decoy-photon technology.
That is, the sender randomly inserts several decoy pho-
tons into the qubit sequence, where every decoy photon
is prepared randomly with either Z-basis {|0),]1)} or X-
basis {(1/v2)(J0) + |1)),(1/+2)(|0) — [1))}, and transmits
them to the receiver. After confirming that the receiver has
received the transmitted sequence, the sender announces
the positions of the decoy photons and the corresponding
measurement basis. The receiver measures the decoy photons
according to the sender’s announcements and tells the sender
his (her) measurement results. Then, the sender compares
the measurement results from the receiver with the initial
states of the decoy photons in the transmitted sequence and
calculates the error rate. If the error rate is higher than the
threshold determined by the channel noise, they cancel this
scheme and restart; else they continue the next step.

It is worth mentioning that we adopted the OT strategy
and offset encryption mechanism in our scheme. In Step 3,
the OT strategy is utilized to transfer Charlie's data to
Alice and Bob. As we know, the transmitted state |y) is a
superposition state which encapsulates all the encrypted data
items {D; | 0 < i < N - 1}. So, the process of Charlie
sending |¢>’>, |1//') to Alice and Bob can be viewed as the
oblivious transfer mechanism. The use of OT strategy ensures
that information about Charlie cannot be leaked. In addition,
our scheme also applied the offset encryption mechanism.
The offsets As,, Asg can be computed by using the index
of the query data items and the keys determined by clients’
measurement. Charlie updates the encryption keys according
to these offsets and then encrypts data with these updated
keys, respectively. The combination of OT strategy and offset
mechanism allows Alice and Bob obtain the correct data they
want to query, while Charlie cannot get their queried data,
which guaranteed the privacy of client. At the same time, data
encryption makes the data items into ciphertext, and neither
the eavesdropper nor the clients can directly obtain the data
item, thus ensuring the data security of the cloud server.

4. Performance Evaluation

Our proposed QBDQ scheme in cloud environment tends to
ensure the correctness of query result, protect the privacy of
clients and servers in cloud, and also improve the efficiency
during querying the cloud database. Therefore, we take three
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n+m

6"y —/— 1 e

oracle

Ix) — (-1)/¥|x)

phase transfer:

- I H®(n+m) -

[x)——|x),if x > 0

oracle /
qubits

FIGURE 5: Schematic circuit of the G operator.

parties (i.e., clients Alice and Bob; cloud server Charlie)
as an example and estimate the overall performance of the
proposed scheme in terms of correctness analysis, security
analysis, and the efficiency analysis.

4.1. Correctness Analysis. Now, we analyze the correctness
of the proposed scheme. Without loss of generality, sup-
pose that the server Charlie has a database of 16 items
D = {509,6,12,2,11,11,6,5,10,7,15,6,11,6,9}, and he
holds the corresponding encryption key sequence K =
{14,8,3,4,7,1,11,6,15,2,12,13,0,5,9,10}. Since N = 16,
the max value in K is 15, n = [logN] = [logl6] = 4,
m = [log(15 + 1)] = 4. Here, we take Alice as an example
to analyze the procedures of our QBDQ scheme as follows
(suppose Alice wants to query the 9" jtem of the database).

In Step 1, Charlie prepares an initial state |¢g) =
(1/4) Z;’ljo li) ® [0000) and performs an oracle operation Oy
on it to encode his encryption keys,

() = 3100 Ko} +11) [Ky) +12) |Ko)
+13) |Ks) +14) [K,) +15) | Ks) +16) | Kq)
+17) | K;) +18) |Kg) +19) | Ko) +110) | Kyp)
+]11) |Kyy) +112) | Kyp) +113) |Ky3)

+114) [Kyo) +115) |Ky)) = i(lm |14) (20)

+11)18) +12) |3) +13) [4) +14) [7)
+15) 1) +16) [11) +17) [6) +8) [15)
+19) 12) +110) [12) +|11) [13) +]12) |0)

+113) |5) +]14) |9) +|15) |10))

Then, he sends the resultant state IqS') to Alice. In Step 2,
Alice performs projective measurement on the first four
qubits (i.e., index qubits) of |¢>') in the computational basis
{/0000),|0001),...,|1111)}. Suppose the random measure-
ment result is [12) (i.e., A, =12), then the remaining qubits
(i.e., the key qubits) collapse to the state IK,\A) = ]0000),
which means K, = 0000. But the data Alice wants to query
is the ninth data Dy, so she computes the difference between
A 4 and the desirable query index q, As = (A4, — q) = 4, and
sends As to Charlie. After receiving As, Charlie updates the
key sequence K through the formulation K;* = K+ As)modNy

then KiA = {7,1,11,6,15,2,12,13,0,5,9, 10, 14,8, 3,4}. He
uses K,.A to encrypt every data items: DIA =D;® KiA, that is,
{2,8,13,10,13,9,7,11,5,15,14,5,8, 3,5, 13}. Then, in Step 3,
Charlie prepares another state |¢,) = (1/4) Ziljo li) ® |0000)
and applies the oracle operation Og to embed the encrypted
data items Df,

|¢”> =i(|o> | Do) +11) | D) +12) | D,)
+13) |Ds) +14) [Dy) +15) | Ds) +16) | Dg)
+17) | Dy) +18) | Dg) +19) | Dg) +110) |Dyy)
+|11) | Dyy) +|12) |Dy,) +13) | Dys)

+114) [D) +115) | D)) = £ 100 [2) o

+[1) 18) +12) [13) +]3) [10) +[4) |13)
+15)19) +16) |7) +17) [11) +18) |5)
+19) |15) +]10) [14) +[11) |5) +]12) |8)
+113) |3) +]14) [5) +|15) |13)).

Then, he sends the state |¢”) to Alice.

Further, Alice performs modified Grover iteration on
|¢”) up to R = [(mw/4) V2] = [(7/4)V28] = 13 times
(actually, the number of iterations is 6), then she can obtain
the encrypted query item | p)lD?) = [8)]5) with a high
possibility, and measures it to get D? = 5. Alice uses the

obtained key Ki' = 0 to decrypt the ninth item
Dy = D§ @ K& = 0101 © 0000 = 0101. (22)

Therefore, regardless of what measurement result Alice has
obtained, she can finally obtain the query data correctly.

Figure 6 shows the entire execution process of Alice
querying Charlie’s database in a simplified way. At the same
time, it also sketched the execution of the other user Bob
(assuming it queries the fifth data).

4.2. Security Analysis

4.2.1. Privacy Analysis. Cloud Server's Privacy. Suppose the
client Alice is dishonest, and she wants to obtain more
information about Charlie’s database. In Step 1 of our
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1
Zz}jo i) ®]0000)

1
1 Ziol)@10000)

O,
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oy
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Decrypt — Dy = 2
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FIGURE 6: The schematic graph of the execution process of Alice and Bob in our QBDQ scheme, assuring they query the 9-th and 5-th items,

respectively.

scheme, the server Charlie sends the quantum state Iqb') =
(1//N) Zf\:’ 51 [i)|K;) to client Alice through oblivious trans-
fer strategy. Since all the information about the key sequence
K is encoded in the state |q5'), so Alice cannot extract the
key form |¢') directly. Here we suppose the whole system
of quantum state |¢') consisted of two subsystems, i.e., the
n-qubit quantum subsystem C (index qubits [i)) and the
m-qubit subsystem D (key qubits |K;)). If Alice makes a
projective measurement on the received state |¢'), she will
get the resultant state [i)|K;) for any i with the probability of
1/N. The whole system can be represented by the quantum
ensemble € = {p;, p(i)}, here p; = 1/N,

p (i) =1i) |K;) (K (il - (23)

Here we get the upper limit of information that Alice can get
from Charlie’s is determined by the Holevo bound [38],

N-1
H(A:B)<5(p)- < Y S(p®) (24)
i=0

Here S(p) denotes Von Neumann entropy of quantum state p,
H(B:A) means the information Alice can get about Charlie’s
key information (including the address i and according keys
K;), and we have
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N-1
sua=s<§§jm|K»<K¢m>=n+nL s
i=0

and S(p(i)) = S(1))|K;) (K;[(i]) = 0; therefore,
H(A:B)<n+m. (26)

Then, Alice can only get n-bit of address information (i.e., 7)
and the corresponding m-bit key (i.e., K;) by measuring p.
In addition, she will certainly lose the change to get her key
K;. This means Alice cannot extract more than one key from
Charlie.

Besides, in Step 3, Charlie uses the offset key K;*

K, s to encrypt the data items, and send its encoded state

9"y = (1/VAs) Yo [i)| D) to Alice with oblivious transfer
strategy. Alice’s privacy of query index i is protected by the
oblivious transfer strategy. For example, the transmitted state
|¢”) Alice received is a superposition state, i.e., |¢”) =
(1/VN)(10)IDg) + [1)IDy) + -+ + IN = 1)|Dy_y)), which
encapsulates all the query data {D? | 0 < p < N-1}
including the desirable one D‘?. Alice obtains the query item

D? through the Grover iteration and the previously obtained
key K ,. Suppose Bob is also dishonest, he has the same
situation with Alice.

Client’s Privacy. If Charlie is dishonest, he may try to
obtain Alice’s private query index p during the communica-
tion process. However, Alice only sends one classic message
As = A ,—pto cloud server Charlie in Step 2, and Charlie does
not know the encryption key which chosen by Alice, thus he
cannot obtain any useful information about the data Alice
wants to search. As same as Alice, Bob only sends a classic
offset message As = A — p to Charlie, which prevents Charlie
from obtaining his information.

4.2.2. Channel Security Analysis. The security of the quan-
tum channel is guaranteed by the decoy-photon checking
technology. The process of eavesdropping detected done by
the two neighbor participants in our scheme is essentially
equivalent to that in the BB84 scheme [36], which has been
proved to be unconditionally secure. To be specific, the decoy
qubits, which are randomly inserted into target qubits, are
generated by randomly chosen from {|0), |1), [+), |-)}. After
one participant sends the mixed decoy qubits and encrypted
target qubits to quantum center, he will ask quantum center
to measure them with the same bases these qubits were
produced. For any outside eavesdropper, the bases used by
participants are all random; the eavesdropper cannot produce
the same qubits like decoy qubits before quantum center
receives the qubits. Just like the situation in the BB84 scheme,
if any outside eavesdropper exists in the process of our
scheme, the eavesdropping actions will be found by the two
participants.

The outside eavesdropper cannot get the shared key
because eavesdropper cannot distinguish target qubits form
decoy qubits, and he can only choose one set of orthogonal
basis to measure it, so the eavesdropper will certainly change
the states of the qubit, and then he will be discovered. We
assume that eavesdropper will do intercept-resend attack.

Eavesdropper applies operation Uy and auxiliary system |E)
which satisfies the following conditions:

Ugl0) |E) =al0) |Eq) +bI1) [Eq),  (27)
Ugll) |E) =¢|0) |Eq) +d|1) [Eyy) . (28)
Here, |a|* + |b|*> = 1 and |c|® + |d]? = 1. If the eavesdropper

wants to extract the encode information precisely, then Uy
must satisfy

Ugl+) |E) = %(am |Egy) +b11) |Egy) +c]0)

'|E10>+d|1>|E11>)=%(|+> 29)
-(a|E00> +b|501> +C|E10> +d|E11>))’
1
Ugl-) |E) = %(‘”0) |Ego) +b11) |Eyy) —c|0)

1
'|E10>—d|1>|E11>):§(|—) (30)
-(a|E00> _b|501> _C|E10> +d|E11>))’

1
Ug|+y) |E) = %(‘ﬂ()) |Ego) +b11) | Eqp)
vicl0) | Eyg) +id 1) [ Ey)) =+ (1 +) G
’(“|E00> _iblE01> +iC|E10> _d|E11>))’
Us|-9) |B) = 5 (al0) | E) +b11) | En)
(32)

~icl0) |E) - id11) [Ey)) = 1 (1+)
-(a|Egy) +ib|Eg) —ic|Ey) +d|Ey))).
From (29)-(32) we can obtain that
a|Ey) —b|Ey) +c|Ey) —d|Ey) =0,  (33)
a|Ey) +b|Ey) —c|Ey) —d|Ey) =0,  (34)
a|Ey) +ib|Ey) +ic|Eyy) —d|Ey) =0,  (35)
a|Ey) —ib|Ey) —ic|Eyy) —d|Ey) =0,  (36)

we can getthata=d =1,b =c =0, and |E,) = |E;;), then
we get

Ug|0) |E) =10) lEoo> > (37)
Ugll) |E) = 1) lE11> > (38)

and we can summarize that eavesdropper would not be found
only when decoy qubits and target qubits are {|0), |1)}, which
is impossible. So there is no way for the eavesdropper to know
the secret key.
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4.3. Efficiency Analysis. As we know, quantum-based
schemes have greater information capacity than classic ones.
In order to evaluate the efficiency of our QDBQ scheme
more objectively, we choose some of the most representative
quantum schemes as comparison objects, for example, Jakobi
et al’s quantum private query (QPQ) scheme (J11 for short)
[39], Gao et al’s QPQ scheme (G12) [40], and Rao et al’s
QPQ) scheme (R13) [41].

To evaluate the efficiency of quantum communication
schemes, there are mainly two indicators: the communication
complexity (i.e., the number of transmitted qubits), and the
consumption of exchanged classic messages (i.e., the number
of exchanged classic bits).

4.3.1. Communication Complexity. The communication com-
plexity, i.e., the number of quantum bits (qubits) transmitted
in the communication process, is one of the key indicators
of the efficiency for communication scheme. In J11 and G12
schemes, the cloud server (Charlie) sends k x N qubits to the
client (Alice), where k is the number of divided substrings.
These k substrings are added bitwise in order to reduce Alice’s
information on the key to roughly one bit (i.e.,77 = N(1 /4)k =
1), so k = log VN. In summary, N x log VN qubits are
transmitted in J11 and J12 schemes, and its communication
complexity is O(N log N). But in the R13 scheme, the number
of qubits that need to be exchanged is reduced to O(N), so the
communication complexity is O(N).

In our QBDQ scheme, Charlie firstly transmits a
([log N'| + m)-qubit state ¢y (|1//')) for sending the encryp-
tion keys in Step 1, and the ([log N + m)-qubit state |¢>”)
(|1//")) containing every encrypted data D;(0 < i < N — 1)
is transmitted to Alice(Bob) in Step 3. Considering that each
data item the cloud server holds is an only one-bit message
in J11, G12 and R13 schemes, here we let m = 1. Therefore,
the transmitted qubits are 2(log N + 1), so its communication
complexity is O(log N).

To be more intuitive, we calculate the numbers of trans-
mitted qubits in different database capacities for the JII,
Gl12, R13, and our QBDQ schemes (see Table 2) and show
the comparison results among them in Figure 7. As shown
in this figure, J1I and G12 schemes have the same qubits
consumption, R13 scheme reduces the consumption, and our
QBDQ scheme has the lowest qubits consumption. That is,
our scheme has the lowest communication complexity among
them.

4.3.2. Consumption of Exchanged Classic Messages. For a
communication scheme, it should also consider the con-
sumption of the exchanged classic messages. In the J11, J12,
and R13 schemes, N x 1 bits of encrypted data, considering
each data item is a one-bit message (i.e.,m = 1), is transmitted
from the cloud server to the client, so their exchanged classic
messages are all O(N) cbits. In our scheme, Alice (Bob)
returns a classical message As, i.e., a ([log N'|x m)-cbit classic
message, to Charlie in Step 2. Since m = 1, the exchanged
message is just O(log N) cbits.

Table 3 lists the numbers of transmitted qubits in different
database capacities for the J11, G12, R13, and our QBDQ
schemes, while Figure 8 gives a more intuitive comparison
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FIGURE 7: Comparison of transmitted qubits among our QBDQ
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F1GURE 8: Comparison of exchanged classic bits between our QBDQ
scheme and the other QPQ schemes (J11, G12, and R13 schemes).

between our QBDQ scheme and the other QPQ schemes (J11,
GI2, and R13 schemes). Obviously, our scheme needs less
consumption of exchanged classic messages than other QPQ
protocols.

In summary, Table 4 lists the comparison among our
QBDQ scheme and the other three QPQ schemes clearly. As
shown in Table 4, our scheme achieves a great reduction on
both the communication complexity and the consumption of
exchanged classic messages. Besides, our QBDQ scheme just
needs to perform quantum measurement two times, which is
obviously less than the other ones.
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TABLE 2: Numbers of transmitted qubits in different database capacities for J11, G12, R13, and our QBDQ schemes.

Database size Transmitted messages(qubit)

Database size Transmitted messages(qubit)

J11/ G12 RI3 QBDQ J1/G12 RI3 QBDQ
8 24 8 3 208 1664 208 8
16 64 16 4 216 1728 216 8
24 120 24 5 224 1792 224 8
32 160 32 5 232 1856 232 8
40 240 40 6 240 1920 240 8
48 288 48 6 248 1984 248 8
56 336 56 6 256 2048 256 8
64 384 64 6 264 2376 264 9
72 504 72 7 272 2448 272 9
80 560 80 7 280 2520 280 9
88 616 88 7 288 2592 288 9
96 672 96 7 296 2664 296 9
104 728 104 7 304 2736 304 9
12 784 112 7 312 2808 312 9
120 840 120 7 320 2880 320 9
128 896 128 7 328 2952 328 9
136 1088 136 8 336 3024 336 9
144 1152 144 8 344 3096 344 9
152 1216 152 8 352 3168 352 9
160 1280 160 8 360 3240 360 9
168 1344 168 8 368 3312 368 9
176 1408 176 8 376 3384 376 9
184 1472 184 8 384 3456 384 9
192 1536 192 8 392 3528 392 9
200 1600 200 8 400 3600 400 9

TaBLE 3: Exchanged classic messages in different database capacities
for J11, G12, R13, and our QBDQ schemes.

Database Exchanged messages Database Exchanged messages
size J11/GI2/R13 QBDQ size  J11/GI2/R13 QBDQ
8 8 3 88 88 7
16 16 4 96 96 7
24 24 5 104 104 7
32 32 5 112 112 7
40 40 6 120 120 7
48 48 6 128 128 7
56 56 6 136 136 8
64 64 6 144 144 8
72 72 7 152 152 8
80 80 7 160 160 8

5. Related Work

Cloud database services are typically run on cloud computing
platforms, and access to cloud databases is provided as a
service, which takes care of scalability and availability of
the database, and it makes the underlying software-stack
transparent to the user.

TaBLE 4: Comparison among our QBDQ scheme and the other QPQ
schemes.

Communication Exchanged
. Measurement

Schemes complexity message times

(qubit) (bit)
i O(NlogN) N+1 kN
GI2 O(NlogN) N+1 kN
R13 O(N) N+l
Ours O(logN) 1 2

Benefit from cloud computing technologies and devices,
more and more data owners are motivated to outsource their
data to cloud servers for great convenience in data manage-
ment, and cloud database query has attracted the attention
of scholars. Cloud database query was firstly proposed by
Chor et al. [42], where the privacy of the server cannot
be guaranteed, which means that sensitive data (e.g., health
records, financial transactions) stored in cloud database is
threatened by information leaks. Therefore, how to preserve
the privacy of sensitive data in the process of cloud database
query has become an important topic. In order to solve
the problem, many methods are proposed to guarantee the
privacy preservation of database query [12-18]; one of the
most popular methods is SE.
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SE is a special kind of private query, which enables the
user to store the encrypted data to the cloud and execute key-
word search over ciphertext. Since Song et al.[15] proposed
the first practical private database query scheme for searching
on encrypted data in cloud and provided the security proofs
for the scheme, some other schemes to address privacy
protection issues in cloud database queries have also been
proposed[17, 18]. In order to support more complex queries,
the conjunctive keyword search scheme [14] over encrypted
data has been proposed. After that, a more general approach,
predicate encryption [16], which supports inner-product, was
also proposed.

In general, most of the above schemes [12-18, 42] are
based on public key cryptography such as RSA, and its secu-
rity is based on mathematical NP-hard problems. Therefore,
these schemes are difficult to crack in polynomial time for
classic computers. All of the above protocols are based on
public key cryptography such as RSA. On a quantum com-
puter, to factor an integer N, Shor’s algorithm [19] can run
in polynomial time (the time taken is polynomial in log N,
which is the size of the input. Specifically, it takes quantum
gates of order O((log N)?(log log N)(loglog log N)) using fast
multiplication [43], thus demonstrating that the integer-
factorization problem (the large factorization problem is the
security foundation of RSA) can be efficiently solved on a
quantum computer and is consequently in the complexity
class BQP. This is almost exponentially faster than the most
efficient known classical factoring algorithm, so we can say
that these schemes [12-18, 42] are not resistant to quantum
attacks. Different from classic schemes based on mathemat-
ical complexity, the security of quantum-based schemes is
guaranteed by some properties of quantum mechanics, such
as noncloning theorem and uncertainty principle. They are
considered to have potential unconditional security and of
course also include resistance to quantum attacks.

Recently, some researchers have tried to utilize quantum
mechanics to design private query schemes. In 2008, Gio-
vannetti et al. [44] proposed the first quantum private query
(QPQ) protocol. The client sends the query |j) and a decoy

state (|j)q + 10)q)/ V2 to the server in random order, then
Bob uses each of them to interrogate his database using a
qRAM (which records the reply to her queries in a register
R) and returns |j)Q|Aj)R or (|j)Q|Aj)R + |0)Q|0)R)/\/§. The
returned decoy state is used to check the eavesdropping of the
server or the outside party. In 2011, Olejnik [45] presented
a new QPQ protocol in a similar form with Giovannetti
et al’s protocol. By subtly selecting the oracle operation
and the encoding scheme, one query state can achieve two
aims simultaneously, i.e., obtaining the expected information
and checking Bob's potential attack, so the communication
complexity is reduced. Unfortunately, it is very vulnerable to
the realities of significant transmission losses.

Therefore, Jakobi et al. [39] proposed a novel QPQ
protocol (J11) based on the QKD protocol, where QKD is
essentially a quantum analog of SE. In this protocol, an
asymmetric key can be distributed between Alice and Bob
by utilizing SARG04 QKD protocol, and Bob encrypts the
whole database with the QKD key. Alice only knows few bits
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of the key, which ensures the database privacy. Compared
with the previous QPQ protocols, J11 protocol is loss-tolerant
and more secure. What is more, the J1I protocol can be
easily generalized to the large database. Later, Gao et al.
[40] proposed a flexible generalized protocol (G12) based
on the J1I protocol, which introduced a variable 6 to adjust
the balance between database security and client privacy.
Considering a database with size N, the J11 and GI2 protocols
have a communication complexity of O(N log N). In order to
reduce the complexity, Rao et al. [41] gave two more efficient
protocols (R13), which reduced the number of exchanged
qubits to O(N).

Different from classical encryption schemes based on
some mathematical difficult problems, these findings have
shown the potential in either the improvements of efficiency
or the enhancements of security in cloud computing field
with large computing resources and also brought new quan-
tum technologies to solve private database query problems.
However, to the best of our knowledge, there are few studies
focusing on the quantum-based privacy-preserving database
query problem in cloud environment. Therefore, we combine
quantum mechanics with cloud database queries and pro-
posed a QBDQ which aims to realize the privacy preservation
for the clients and cloud server.

6. Conclusion and Future Work

As far as we know, the existing QPQ schemes either belong
to the QqRAM-based schemes, such as Giovannetti et al’s [44]
and OlejniK’s [45] schemes, or belong to the QKD-based
schemes, such as Jakobi et al’s [39], Gao et al’s [40], and
Rao et al’ s [41] schemes. These QKD-based schemes solve
the problem of the server’s privacy; their communication
complexity needs to be further reduced. In this study, we
propose an efficient quantum private query scheme based on
oracle operation, modified Grover iteration, oblivious trans-
fer strategy, and the special offset encryption mechanism
rather than QKD or qRAM. Compared with those schemes,
our QBDQ scheme shows higher efficiency in terms of the
communication complexity, the consumption of exchanged
message, and the quantum measurement.

In our QBDQ scheme, we adopt the oblivious transfer
strategy to solve the problem of the clients privacy; i.e., the
client will ask the server to transmit all these encrypted data
items to him/her. But in a real-world cloud environment, this
is nota good approach. Although it guarantees that there isno
information about the query index to be leaked, but it needs
to transmit too many data items from the cloud database.
Even if quantum resources have an exponential high-capacity
advantage, it is also a waste of resources. Maybe the “query
window” strategy is a better choice. To be specific, the client
can firstly choose an index window that contains the desirable
query item and ask the server to transmit these encrypted
data items in this window scope other than the all data items,
to him/her in a quantum way. Although there is certain
information leakage from the perspective of information
theory, it can save quantum resources. In this strategy, the
selection of the size of a query window is a key point. In order
to achieve a balance of efficiency and security, perhaps some
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game theory (such as, Nash Equilibrium [46, 47]) and penalty
functions [48-50] can provide relevant optimized solutions.

It is worth noting that although the proposed solution
involves two clients, for the sake of brevity (and for com-
parison with other quantum schemes), Alice and Bob do not
interact. This is the most common pattern in cloud database
queries. For the multiparty joint inquiry method, we will
discuss it in future work. In addition, we just consider the
ideal framework of the privacy-preserving database query
in cloud environment; i.e., all the clients and cloud server
are semihonest. But in a real cloud environment, clients
and servers may be untrustworthy. How to generalize our
QBDQ into such multiuser and the untrusted scenario is an
interesting work.
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In order to more effectively eliminate the disturbance of vibration signal to ensure the security monitoring of stacker be more
accurate in Industrial Internet of Things (IIoT), a cooperative denoising algorithm with interactive dynamic adjustment function
was constructed and proposed. First, some basic theories such as EMD, EEMD, LMS, and VSLMS were introduced in detail
according the characteristics of stacker in IToT. Meanwhile, the advantages and disadvantages of varieties of algorithms have been
analyzed. Secondly, based on the traditional VSLMS-EEMD, an improved VSLMS-EEMD was proposed. Thirdly, to guarantee
the denoising effect of security monitoring in IToT, a cooperative denosing model and framework named as IDVSLMS-EEMD was
designed and constructed based on the advantages of LMS, VSLMS, and improved VSLMS-EEMD. In addition, the assignment rules
and models of the corresponding weight coefficients were also set up according to the features of the error signal of denoising process
in IToT. At the same time, we have designed a cooperative denoising algorithm with interactive dynamic adjustment function. And
some evaluated indexes such as NSR and SDR were selected and introduced to evaluate the effectiveness of the different algorithms.
Thirdly, some simulation examples and real experiment examples of stacker running signals under abnormal condition, which has
been developed and applied in Power Grid of China, was used to verify and simulate the effectiveness of our presented algorithm.
The experiment comparison results have shown that our algorithm can improve the denosing effect. Finally, some conclusions were
discussed and the directions for future engineering application were also pointed out.

1. Introduction

With the development and evolution of society, the Industrial
Internet of Things (IIoT) plays a significant role in guiding
the process of intelligent manufacturing for global industry
[1-3]. So, the IIoT has been embedded in various industry
systems, especially in the ASRS system. As we all know, the
main function of ASRS is to grab, move, and stack goods
from one piece of equipment to another. Therefore, stacker
is the most important element in ASRS. In practice scene of
ASRS, one point of the stacker running which cannot reach
the design requirement can be deemed as an accident. As
an indispensable device of IIoT, this accident is related not

only to the security of ASRS but also to the data acquisition
and the data exchange of IloT [4-6]. For example, because
of the long-term wear and tear of the stacker track, the weld
seam of the track is enlarged or pits appear which leads to the
decrease of positioning accuracy, thus seriously affecting the
data acquisition of the whole IIoT. So, how to use monitoring
data to ensure the security of stacker is very important in
IIoT [6-8]. Notice, in practice, as the primary data resource
for security monitoring and maintenance of the systems,
mechanical vibration signals are always influenced by any
strong interferences of surrounding environment. However,
the strong noise always conceals the abnormal characteristic
information or forms false characteristics, which has greatly
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affected the further abnormal detection of stackers in IIoT
[9-11]. Hereby, denosing the noise of vibration data for
stacker under the abnormal condition is not only the primary
premise to ensure the further effective detection of the
abnormity, but also the necessary measure to ensure the
security of the IIoT. Moreover, along with the continuous
improvement of operation speed, to find the algorithm and
model to denoise has become more and more urgent for
vibration signals in IToT.

At present, how to effectively eliminate and filter the
disturbance noise from measured signals is the prerequisite
for health monitoring of industrial systems [12]. So, domestic
and foreign researchers have made a lot of progress from
various aspects. For instance, some researchers have con-
structed some data denoising models by combining with the
Kalman filter and machine learning to separate the noise and
useful stationary signals by high pass, low pass, band pass, or
band stop in several ways in [13, 14]. The simulation results
showed that the proposed model and algorithm have better
performance of separation for mixed signals with nonover-
lapping power spectrum. Unfortunately, the data resources
acquired in health monitoring for IIoT always contain lots of
noise. This perhaps leads to appearance of spectrum aliasing.
Obviously, the filter model and algorithm based on frequency
domain are not suitable. So, it is necessary to construct the
reasonable algorithm to improve the denoising effect for
mixed signal with nonoverlapping spectrum.

To overcome the shortage, the multipoint mean smooth-
ing denosing method was constructed and simulated to
distinguish and separate useful signals from noise by the
frequency difference in [15]. However, the presented algo-
rithm may achieve the denoising effect for stationary signals.
Nevertheless, most of the mechanical vibration signals, which
are measured from real IloT, are nonstationary. Because
of this, some scholars have studied and established the
denoising method by combining with canonical correlation
analysis and empirical model decomposition (EMD) in [16].
In their experiments, this denoising model has improved the
denoising accuracy based on multipoint mean smoothing
denosing method to some extent, but there is the problem of
end effect on EMD. Thus, there are still many defects when the
above methods were used to implement noise-elimination in
the university.

Furthermore, the wavelet theory was introduced to depict
the characteristics according to the different amplitude of
signals and noise in [17-20]. In that case, the simulation
results showed that the presented algorithms and methods
were effectively for the nonstationary signals to a certain
extent. But, it is difficult to determine the threshold and set
up a reasonable order of the filter in real practical project. In
fact, to select the perfect threshold and set up the reasonable
order is the key step of wavelet denoising model for health
monitoring and safety maintenance of IToT. Similarly, the
denoising model based on EMD algorithm also has the defect
of selection principle of the threshold and filter order [21]. In
order to solve this problem, some scholars has discussed and
analyzed some solutions in [22-25]. Although these solutions
have achieved certain improvement, EMD has end effect. For
improving the end effect of EMD, the Ensemble Empirical
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Mode Decomposition (EEMD) has been introduced to solve
the shortage of denoising algorithm based on EMD in [26].
However, EEMD still faces the problem of threshold selec-
tion. Therefore, the adaptive equalizing algorithms without
threshold selection have been widely used for industry signal
denoising in [27, 28]. Their experiment had verified and
indicated that the denoising performance may be achieved
to a certain extent. But the denoising performance based
adaptive equalizing algorithm is not stable for wide-band
signals. So, the engineers need constantly to improve and
update the denoising algorithms to ensure the effectiveness
of health monitoring and safety maintenance in IIoT.

Based on this, many scholars and engineers have tried
to construct and establish the improved model combined
with EMMD and other methods such as LMS, Gath-Geva
clustering, and so on in [29-31]. And then the wide-band
signals may be transformed to the narrow band signal
by these improved models. The denoising effect of these
improved models may be guaranteed in processing data
of IIoT. Regrettably, the convergence speed is very slow
while the step size of LMS algorithm cannot be adaptive
adjusted. Therefore, considering that the step factor may be
adaptive adjusted, some scholars had presented an improved
algorithm based on LMS. The new model is named as
VSLMS. Based the thesis, Yu Xiao and his coauthors had
constructed the new denoising algorithm by combining with
VSLMS and EEMD to solve the accuracy of the denoising
performance in [32]. But, in [32], the adjustment of the step
factor for VSLMS is seriously affected by error signal at
the present time. To remedy this problem, another VSLMS
algorithm 1is introduced into combining with EEMD to
construct an improved VSLMS-EEMD algorithm. Notice that
the practical data acquired from IIoT will be influenced
by the different factors such as the fault of sensors, the
performance degradation of equipment, and so on. So, the
noise in the practical engineering is particularly complex.
For all points of the vibration signal, the above algorithm
cannot achieve the best performance for all points. Aiming
at each point of the vibration signal, different algorithms
have different denoising performance. Thus, based on the
fact that the improved VSLMS-EEMD algorithm is proposed,
to find a cooperative mechanism to maximize the denoising
performance at each point based on the above denosing
algorithms is very important to process the nonstationary
signal in IToT.

Based on this thesis, a cooperative denoising algorithm
and model with interactive dynamic adjustment function
have been analyzed and discussed in further section. The
layout of this paper is arranged as follows. In Section 2, we
have introduced the basic theories and methods such as
EMD, EEMD, LMS, and VSLMS. In Section 3, an interactive
dynamic adjusted denoising algorithm has been designed
and analyzed. Meanwhile, some evaluated indexes were
selected and introduced to evaluate the effectiveness of the
different algorithms. In Section 4, to verify the effectiveness
of the proposed algorithm, some simulative examples were
implemented to compare the denoising performance of
LMS, VSLMS, VSLMS-EEMD, and presented algorithm. In
addition, to enlarge the applications, the practical denoising
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project of stacker running signals, which have been devel-
oped and applied in Power Grid of China, was used to
verify the effectiveness of our presented algorithm. Finally,
some conclusions and the directions for future engineering
application are discussed according to the real simulation
results in health monitoring and safety maintenance of IloT.

2. Introduction and Analysis of Basic Theory
and Model in Health Monitoring of IloT

In practical engineering of IIoT, as we all know, the mea-
surement signals are always typical and nonstationary, and
they are the direct information resource of actual sense for
IToT, including running state, fault modes, and so on. Thus,
the measurement signals obtained in actual IIoT contain
inevitably strong background noise, which makes the useful
information submerged. Obviously, the information features
of health monitoring are not obvious for IIoT. Thus, how to
design and find an effective denoising algorithm with interac-
tive dynamic adjustment function is key step to guarantee the
performance of safety maintenance of IIoT. Meanwhile, the
denoising model and algorithm must achieve both timeliness
and stability in health monitoring of IIoT. Only then can
the work be of great theoretical and practical significance for
nonstationary signals of health monitoring in IIoT.

On this basis, some basic theoretical models will be intro-
duced and discussed for designing the cooperative denoising
algorithm with interactive dynamic adjustment function in
the next section.

2.1. Empirical Mode Decomposition Algorithm (EMD). For
simplicity of analysis in health monitoring of IloT, the
measurement signal S(¢) including the useful signal and noise
may be simply described as follows:

S)=s®)+v(t) @)

where s(t) represents the useful vibration signal and v(t)
describes the disturbance noise.

According to the basic thesis, the detailed decomposition
process of measurement mixed signals is shown as follows.

Step 1. Suppose that the symbol S(t) represents the original
signal of IToT. If all local extremums can be found, the upper
envelope u(t) and the lower envelope I(t) may be computed
by using the cubic spine function. Meanwhile, the envelope
line should contain all the data.

Step 2. Combined with u(t) and I(t), the mean value of the
upper and lower envelope may be used to process the original
envelope; i.e.

u)+1()

my = )

To separate first component from original signal, we have
introduced the computing formula as follows:

hy (t) = S() —my (t) A3)

If h, (t) meets IMF condition, it is the first component of S(t).
Otherwise, go on the next step.

Step 3. Let hy(t) be the new original signal and repeat Step 2
again until the IMF condition can be met. The corresponding
computed formula is as follows:

hy (8) = hy-myy, .o hy (F) = hl(k—l)_mlk (4)

where m;, indicates the mean value of the upper and lower
envelope of h;;_;) and k is the number of iterations.

In that case, h;;, should meet the IMF conditions. Then,
the first IMF component of original signal can be gotten; i.e.,
o (t) = hy(t).

Meanwhile, the new signal may be separated from the
original signal by the following formula:

r () =S () = ¢ (1) ()
And go on to the next step.

Step 4. The filtering process in Step 2 is used to repeatedly
execute for r,(t) until the IMF condition is met. In other
words, the second IMF component and the similar new
signal are denoted as ¢, and r,(t), respectively. Similarly, all
IMF components and new original signals are represented as
follows:

r,t)=r{#)—c{#),...,r,t) =1, (t-1)—c, () (6)

Step 5. It is rewriting the original signal S(¢) by the following
mode:

N
S(t) =Y () +r,() )

i=1

where 7,,(¢) is the remainder which presents the monotonous
trend of S(t). Obviously, the decomposition results
IMFs(c;,--- ,¢,) indicate the different IMF components
which represent from high frequency to low frequency
distribution of the original signal.

If we use the EMD to decompose the nonstationary signal
in practice, there is one thing we have noticed: the EMD
method has serious end effect and mode mixing of different
time-scale IME. Of course, the lacks caused by EMD signal
decomposition will affect the denoising effect of the original
signal in IIoT. So, how to improve the efficiency of noise
reduction is very important in practice engineering. Next,
we will introduce in depth the basic principles and related
situations to establish an improvement algorithm.

2.2. Ensemble Empirical Mode Decomposition (EEMD). To
overcome the influence of the end effect and mode mixing
in health monitoring of IIoT, an improved denoising algo-
rithm named as Ensemble Empirical Mode Decomposition
(EEMD) has been proposed based on EMD for signal
denoising. The decomposition steps of EEMD are shown as
follows.

Step 1. It is adding a Gaussian random white noise w(t) to
original measurement signal of IloT; i.e.,

S () =S +w(t) (8)

where w(t) ~ N(4, a?).



Step 2. It is decomposing the new original signal S,(t) by
using EMD algorithm. And then each IMF component
cij(t), j = 1,2,..K may be obtained and acquired in time,
where ¢;(t) presents the jth IMF component when the ith
white noise has been added into the original signal.

Step 3. It is repeating Steps 1-2 to decompose the renewal
signal with different Gaussian white noise again. And we may
obtain a set of new IMFs, which are quite different from the
original ones.

Step 4. Itis computing the average value of the IMFs obtained
by decomposing the corresponding renewal signal with
different Gaussian white noise; i.e.,

1 T
G =760 (9)
i=1

where ¢;(#) is the ith IMF component.

So, the decomposition results IMF s(c;,--- ,¢,) can be
selected to represent the different IMF components from high
frequency to low frequency distribution of the original signal.

In fact, the highest advantage of EEMD is that IMFs
decomposed by the algorithm are independent and can
prevent IMFs from mode mixing. In that case, it is vital to
adaptively decompose the measurement signal of IIoT. But,
as we all know, the effect of signal processing is always greatly
influenced by choice of the decomposition threshold when
EEMD is used to denoise for the measurement signal in IIoT.

Therefore, to further guarantee the effect and accuracy
of selecting the decomposition threshold in processing the
mixed signal, many engineers and researchers have tried to
focus on finding out some helper methods to modify the
defect of EMMD. Based on this, the typical LMS algorithm
will be introduced to solve the problem of the decomposition
threshold in further section.

2.3. Least Mean Square (LMS) Algorithm. In the security
monitoring of IloT, it is necessary to find an adaptive
algorithm to reduce or inhibit the correlative noise. So, to
get the more ideal signal, IMF s(c;,- - - , ¢,) or original signal
should be used as the training specimen to further process.
In that case, take the IMF s(¢;,--- ,¢,) as an example, so the
initial input vector of training is described as follows:

IMFs (n) = [c(n),c(n—1),....c(n—-M-1)]"  (10)

where M represents the number of tap coeficients.
For the sake of simplicity, the equalized signal of the
training iteration is supposed as follows:

M-1
y(m) =) w;(n)c(n—i) (11)
i=0

where w;(n) is the weight coeflicient of every component of
IMFs.

For the convenience of calculation, the above formula
may be simplified as follows:

Y (n) = WT (n) - IMFs (n) (12)
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where W (n) is the weight coeflicient matrix; i.e.,

W (n) = [wy (n),w; (1), ,wy, (0)]. (13)

where W (n) is calculated as follows:
Wm+1)=W (n)+2u-e(n) - IMFs (n) (14)

where p is the step factor and e(n) is error signal which is
modeled as follows:

em)=dn)—ym) =dn) -w" (n)-IMFs(n)  (15)

where d(n) represents the actual value of each iteration
training.

Although the algorithm may reduce the error accu-
mulation effect in fine processing of nonstationary signal
and improve the denoising accuracy, the convergence is
slow. From a practical situation, one reason might be that
the fixed step size cannot keep the insistency between the
fast convergence speed and steady residual error [33-35].
Therefore, we need to find a method to modify the shortage
according to the actual requirements.

2.4. LMS Algorithm with Variable Step Factor (VSLMS). Asis
well known, the denoising accuracy of nonstationary signal
in IToT is usually affected by varieties of factors, such as the
testing environment, test methods, and so on. Furthermore,
the training signals acquired by using LMS algorithm may
still contain the strong noise because of the fixed step size.
So, the amplitude of characteristic information cannot be
evidently separated from the noise information. In brief, the
residual noise has brought great obstacles for the denoising
performance of nonstationary signal in IIoT. To overcome the
problem, in this section, the variable step factor is inducted
to the denoising control to balance the insistency between
the fast convergence speed and steady residual error. The core
of the thesis is that the step size can be dynamically adjusted
according to the error signal of each training.

In formula (14), the updating of the fixed step size should
to be related to the current time error e(n), which results in
the characteristic’s confusion. So, the computing method is
shown as follows.

1
p(n) = ( e ol (0T 0.5) (16)

where « is the control parameter. The value of parameter is
taken according to various concrete statuses.

In practical health monitoring of IToT, we find the abnor-
mal phenomenon that the error signal has the cumulative
effect with experimental time. Further, the phenomenon
results in the serious overlapping interference of denoising
signal. So, to overcome the shortage, the error values at the
current time and the last time are inducted to the adjustment
of the step size. In other words, the step size may be gotten by
the following formula.

1
pim) = (1 +exp(-ale(n) xe(n—1)|") _0'5> (17)
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Thus, the weight coeflicients may be rewritten as follows:
Wm+1)=Wn)+2u(n)-e(n)- - IMFs (n) (18)

In conclusion, the improved LMS with variable step
factor can not only decrease the noise sensitivity but also
improve the convergence performance. This is because of
the improvement mentioned above that the improved weight
coeflicients can filter the influence of the cumulative effect
in the training. Therefore, we can make use of the improved
algorithm to denoise the nonstationary health monitoring of
IIoT.

Obviously, we can see from the above analysis that each
method has advantages and disadvantages in denoising pro-
cess of nonstationary signal. If we may establish an integrated
strategy to exert the advantages of each method and minimize
the influence to disadvantages, thus the denoising effect
of nonstationary signal may be vastly improved in health
monitoring of IIoT. Next, the work will be in detail depicted.

3. Design and Analysis of Cooperative
Denoising Algorithm and Model with
Interactive Dynamic Adjustment
Function (IDVSLMS-EEMD)

3.1. Analysis and Establishment of Cooperative Denoising
Model with Interactive Dynamic Adjustment Function. To
guarantee the denoising performance of nonstationary signal
in health monitoring of IIoT, we have tried to design some
cell modules to realize the task of the integration and con-
figurable controls. With this goal, we have designed the LMS
denoising module, VSLMS denoising module and proposed
the improved VSLMS-EEMD denoising module based on
the traditional VSLMS-EEMD, respectively. The denoising
module by using LMS or VSLMS is shown as Figure 1.

In addition, to overcome the shortage of the VSLMS-
EEMD proposed in [24], the step updating algorithm
is redesigned as (17) to construct an improved VSLMS-
EEMD denoising algorithm. The framework of the improved
VSLMS-EEMD is shown as Figure 2.

In fact, all these cell modules can be used to denoise of
nonstationary signal in IIoT, and then each module can be
used as a single denoising processor. However, the operations
staff of health monitoring always want to highlight the
advantages of these cell modules as large as possible. In
order to maximize the denoising performance at each point,
on the basis of the improved VSLMS-EEMD algorithm, a
cooperative denosing algorithm with interactive dynamic
adjustment function named as IDVSLMS-EEMD has been
designed and constructed by using the stackable technology
as Figure 3

Obviously, the framework can allow both those cell
denoising modules (i.e., conventional and complementary)
to exist in a framework that embarrasses neither. From an
application perspective, the IDVSLMS-EEMD algorithm is a
standardization of a set of denoising patterns based on a com-
mon set of denosing algorithm. So, one of the features of the
IDVSLMS-EEMD model is able to move applications from
one processor environment to another. From viewpoint of

practical operation, the outputs of three denoising algorithms
embedded in the IDVSLMS-EEMD framework are different,
the differences can make up for each other’s mutual limita-
tions. Therefore, the engineers can achieve the most optimal
elimination at every point of the vibration signal for IIoT.

For the sake of analysis, relevant definition and calcula-
tion of the proposed cooperative denoising model IDVSLMS-
EEMD are set as follows.

Firstly, the ith output of the IDVSLMS-EEMD algorithm
may be defined as the following formula:

Sp (i) =w; (1) x 8, (i) + w, (2) x S, (i) + w; (3)
~ (19)
x S5 (7)

where S, (i) is the ith output of the LMS denosing module,
§2(i) is the ith output of the VSLMS denosing, §3(i) is ith
output of the improved VSLMS-EEMD denosing module,
and w;(m) (m = 1,2,3) is the weight of output in every
denoising processor.

From this model, the hub of the cooperative denoising
framework is to determine the weights of denoising output
at different time. In fact, if the denoising module is more
suitable for nonstationary some point of signal in IIoT, the
weight is bigger. Otherwise, the weight is smaller. But, for
error signals, the opposite is true. So, it can be inferred that
the error signal is inversely related to the weight coefficient,
and the weight coefficient can be obtained by the error signal.

Define the error signal set at ith point as follows:

e(i) =[e; (i),e, (i), e5 ()] (20)

According to the errors, the dynamical assignment rule of
the weights is shown as follows.

Rule 1. The larger the error of single denoising processor is,
the smaller the weight is. That is, consider the following.

(1) Ife, (i) (m = 1,2,3) is maximum value in e(i) =
[e, (1), e,5(i), e5(i)], the weight w;(m) may be assigned by the
following formula:

min (e, (i) e, (i) e5 (i)
e, (i) + e, (i) + 5 (i)

w; (m) = (2)

(2) If e, (i) m = 1,2,3) is minimum value in e(i) =
[e, (1), e5(i), e5(i)], the weight w;(m) may be assigned by the
following formula.

0, 1) = max (e, (i) e, (i) e; (i) 22)
! e; (i) + e, (i) + e5 (i)

(3) Ife,, (i) (m = 1,2,3) is intermediate value in in e(i) =
[e; (1), e5(i), e5(7)], the weight w;(m) may be assigned by the
following formula.

e (i)

w; (m) = e () e, () e ()

(23)

Through the assignment rule, the weight of every denois-
ing module may be determined on each point according
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to the effect of denoising in IIoT. Obviously, the output of
the single denoising module is ensured when the weight
coefficient is dynamically adjusted in time. Of course, the
denoising performance of the integrated system may be
improved because each other makes use of mutual advantage
and make up own shortage.

3.2. Evaluation Indexes of Integrated Cooperative Denoising
Model. In the actual operation of integrated cooperative
denoising framework, the success of achieving the perfor-
mance goals depends on how well we develop the denoising
strategy in health monitoring of IIoT. So, it is necessary to
establish some scientific, systematic evaluation indexes of the
cooperative denoising algorithm as feedback [36, 37].

To evaluate the effectiveness of presented model, we have
constructed two indexes according to the actual situation of
health monitoring in IToT. These evaluating indexes and rules
are set as follows.

(1) Absolute Value Error is

C = mean § -s (24)

where s is the original signal and S is the denoising output.
By formula (24), the evaluation rule is defined as follows.

Rule 2. The bigger the C is, the worse the denoising effect is
and vice versa.

(2) Normalized Cross Correlation (NCC) is
N
Y S (m)sm)

J (zfil § (n)) (X2 m)

where S(n) and s(n) are the denosing output and the real value
of the presented algorithm and n indicates the testing time.
NCC represents the curve similarity between the denoising
signal and the initial signal.

Similarity, the corresponding evaluation rule is designed
as follows.

NCC =

(25)

Rule 3. The larger the value of NCC is, the better the
denoising effect is and vice versa.

So, the effect of the cooperative denoising model with
interactive dynamic adjustment function may be evaluated by
the above evaluation indexes.

3.3. Construction and Analysis of the Cooperative Denoising
Algorithm with Interactive Dynamic Adjustment Function.
Based on the above discussion, combining with the cooper-
ative denoising framework, the cooperative denoising algo-
rithm for nonstationary signal in IIoT may be designed in
detail as below.

Step 1. It is initialization of system. Load the original signal
of IToT and determine the states of the algorithm switches to
be oft or on.

Step 2. Calculate the number of the switches that are on. If the
number is equal to 3, step 3 is performed; otherwise Step 5 is
performed.

Step 3. Obtain three denoised signals by using LMS, VSLMS,
and VSLMS-EEMD denoising algorithms, respectively. The
denoising process is divided into training stage and equaling
stage.

(1) Training stage: for LMS denoising algorithm, the
optimal weight coefficient W can be obtained by using (14)-
(15); for VSLMS and VSLMS-EEMD denoising algorithm, the
optimal weight coefficient W can be obtained by using (17)-
(18).

(2) Equalizing stage: the optimum weight coefficient W
obtained by the training stage is used to carry out equalization
and noise elimination for original signals of IIoT by using (12)
to obtain the denoised signals named §1(i), §2(i), and §3(i),
respectively.

Step 4. Obtain the dynamic adjustments of weight coeffi-
cients w.
(1) Obtain the error signal e(i) shown as (20) by using (14).
(2) Obtain weight coeflicients w based on error signal
obtained from a) by using Rule 1 that is shown as (21)-(23).

Step 5. Interactively denoising the IIoT signal by using (19).

Step 6. Repeat steps 1-5 until the number of processed signals
is equal to length of the original signal.

Step 7. Evaluate denoising algorithms by using Rules 2 and
3 that are shown as (24)-(25) based on the denoised signals
obtained from step 5.

The cooperative denoising flow chart is shown as
Figure 4.

4. Simulation Examples

To verify the effectiveness and rationality of the presented
algorithm, the simulation examples were first used to test
the denoising ability to the network data packet of health
monitoring in IToT. In general, the simulation original signal
S(t) was described as follows.

S(t) =s(t)+v (26)

where s(t) represents the useful signal and v(¢) indicates the
random noise.

In our simulation experiments, s(f) and v(t) were set up
as below.

s(t) = 0.13 cos (27 x 20 x t) + 0.08 sin (277 X 10 X t)
+0.02 sin (271 x 40 X t) (27)
v =0.18wgn (L,0)

where L represents signal length.

In our simulation examples, L is set up as 2000. The com-
parison results between the original signal and compounded
signal with noise are shown as Figure 5.
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Further, to prove the efficiency and superiority of the
improved VSLMS-EEMD and the proposed IDVSLMS-
EEMD algorithm, some comparative simulations were done,
including LMS, VSLMS, and wavelet with soft threshold
combined with EEMD (WTS-EEMD) denoising model in
[38, 39]. The corresponding denoising results were shown as
Figure 6.

Where, Figures 6(a), 6(c), 6(e), 6(g), and 6(i) illustrate
the whole effectiveness of these denoising algorithms. In
addition, Figures 6(b), 6(d), 6(f), 6(h), and 6(j) have shown
more clear and specific effectiveness by selecting anterior
200 signals. In that case, the effectiveness of the presented
algorithm may be better depicted.

To compare the effect of varieties of denoising algorithms,
we have selected the Noise Suppression Ratio (NSR) and
Signal Distortion Rate (SDR) to evaluate denoising effect,
which are defined as follows:

(5% (S 00— (n))z]m

NSR=1- (28)
(5% (§ 00— <n>)2]1/2
N 2172
SDR = [ZM G ] (29)
[Zf\:rl S(”)z]llz

where § (n) and s(n) indicate the original signal with noise as
well as the denoised signal.

Without loss of the generality, the following rule needs to
be noticed.

Rule 4. The larger the NSR is, the smaller the SDR will be.
Meanwhile, this also means that the elimination effect of
noise is better.

TaBLE 1: Denosing evaluations of LMS, VSLMS, WTS-EEMD,
VSLMS-EEMD, and IDVSLMS-EEMD.

Method/parameter NSR SDR
LMS 0.7011 0.6266
VSLMS 0.8369 0.3419
WTS-EEMD 0.8603 0.5896
VSLMS-EEMD 0.8644 0.2842
IDVSLMS-EEMD 0.8674 0.2779

Based on the rule, the comparison results are shown in
Table 1.

Combining with Figures 6(b), 6(d), 6(f), 6(h), and
6(j), we can know that the denoised curve of IDVSLMS-
EEMD algorithm is the smoothest and is closest to original
signal. The simulation results and the denoising method
parameters in Table1 illustrated that the denoising effect
of LMS, VSLMS, WTS-EEMD, and VSLMS-EEMD is infe-
rior to proposed IDVSLMS-EEMD. Moreover, the improved
cooperative denosing algorithm may be provided with the
maximum NSR and the minimum SDR. Thus, the denoising
effect of the improved algorithm is the best.

In addition, to illustrate the influence of noise, the com-
parison result of SNR between noised signal and denoised
signal is also shown in Table 2.

As seen in Table 2, the effect of the cooperative denosing
algorithm is very good. So, after the function testing, this
integrated framework may be applied to actual project.

5. Real Experiment Examples

Denosing is the essential premise for further security analysis
of stacker in IIoT. To further verify the performance of
the proposed algorithm, the real-time simulation signal of
stacker under abnormal condition in ASRS, which has been
developed and applied in Power Grid of China, was selected
to test the denoising performance of the presented algorithm.
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De-noising effect of LMS algorithm
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De-noising effect of LMS algorithm
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De-noising effect of IDVSLMS-EEMD algorithm
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FIGURE 6: Denosing simulation results of simulation signal by varieties of denoising algorithms (1-2000).

FIGURE 7: Simulate rigs of ASRS.

TABLE 2: SNR of the noised and denoised simulated signal.

Signal/parameter SNR
Noised signal -1.1238
Denoised signal 10.1160

The test rig of the prototype systems in IIoT is shown as
Figure 7.

The simulation rig of ASRS is constructed and developed
according to the real requirements of Power Grid in China.
Their main function is to grab, move, and stack goods from
one piece of equipment to another. As the crucial equipment
of ASRS, the security and the positioning accuracy of stacker
will directly affect the data acquisition and the data exchange
of the whole IToT system. In addition, the stacker is driven by
motor, so the running state of stacker is directly reflected by
the driving vibration signal. In real engineering, the test rig
of stacker signal is shown as Figure 8.

In real application, the sampling time is from a.m. 9:03:51
to p.m. 15:04. The column of starting and stopping range
is from 0 to 23. The size of the detecting signal is 2000.
Then, the comparison results between the original signal and
compounded signal with noise measured were simulated by
the stacker’s running. The results were shown as Figure 9.

11
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TABLE 3: Simulation results of Rule 1.
Signal/parameter C
Original signal 0
Noisy signal 0.1424
LMS 0.0823
VSLMS 0.0820
WST-EEMD 0.0810
VSLMS-EEMD 0.0726
IDVSLMS-EEMD 0.0589

Secondly, to further prove the efficiency and superiority
of the improved VSLMS-EEMD and the proposed IDVSLMS-
EEMD algorithm, some comparative experiments were done.
The results of stacker’s running signal were simulated by
the above relevant denoising algorithms, respectively. The
denoising results were shown in Figure 10.

To see more clearly the performance of denoising algo-
rithm, we had selected the anterior 200 signals to refine
the display degree of the denoising effect. The results are
illustrated as Figure 11.

Figures 11(a)-11(e) highlight the refined display degree
and more clearly reveal the difference between the original
signal and denoising signal when the nonstationary signal
was denoised using different algorithms. As can be seen from
the refined illustration in Figure 11, the presented algorithm
with interactive dynamic adjustment function approaches
accurately high quality.

Moreover, to quantitatively illustrate and assess the differ-
ence of denoising effect, we have used the evaluation indexes
to compute the evaluated results. These values are listed in
Tables 3 and 4.

As measured in Table 3, the denoising absolute error
value is minimal when the proposed algorithm with inter-
active dynamic adjustment function was used to denoise for
the running signals of Stacker. Meanwhile, Table 4 shows
that NCC of the proposed algorithm is maximum. By the
evaluation of Rules 2-3, we know that the proposed algorithm
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(a) Driven motor
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(b) Depression of lower track

FIGURE 8: Test rig of stacker’ signal.
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FIGURE 9: Comparison result between the original signal and noised
signal of the stacker running.

TABLE 4: Simulation results of Rule 2.

Method/parameter NCC
LMS 0.7500
VSLMS 0.7978
WST-EEMD 0.8005
VSLMS-EEMD 0.8429
IDVSLMS-EEMD 0.8658

with interactive dynamic adjustment function may achieve
the desired performance in real systems.

The overall idea here is the same as what we have
discussed in the previous simulation examples; the SNR
between noised signal and denoised signal was also computed
to illustrate the influence of noise for security analysis of
stacker in IIoT. The numerical results are shown in Table 5.

Obviously, the SNR is strengthened because the proposed
algorithm may obtain and integrate more abundant informa-
tion compared to traditional methods for security of stacker
in real health monitoring of IToT. That means that the effect
of the cooperative denosing algorithm is very good.

TABLE 5: SNR of the noised and denoised signal for stacker.

Signal/parameter SNR
-0.7437
14.6039

Noised signal
Denoised signal

The analysis results on the actual examples show that the
proposed denoising algorithm may improve the accuracy of
denosing to provide higher reliability for security monitoring
of stacker in IIoT. That means that our algorithm may be
applied to monitoring the security of the devices in the real
IIoT.

6. Conclusions

In this paper the cooperative denoising algorithm with
interactive dynamic adjustment function was depicted and
analyzed based on LMS, VSLMS, and VSLMS-EEMD via
the integrated optimization strategies. Meanwhile, some basic
theories and corresponding evaluated indexes were also
selected and established. The simulation examples and actual
examples show the validity and rationality of the proposed
algorithm in monitoring the security of real IToT devices. The
main conclusions of our work are listed as follows:

(1) In IIoT system, the original signal is seriously inter-
fered by the surroundings resulting in low SNR. Because of
this phenomenon, it is difficult to obtain accurate and reliable
features from the confused signals, which has seriously
hindered the security analysis, health detection, and the
maintenance of IIoT system. Therefore, it is necessary to
denoise the nonstationary signal of IToT.

(2) The shortcomings of traditional EMD algorithm
and traditional LMS algorithm with fixed step are consid-
ered. To maximize the advantages of LMS, VSLMS, and
EEMD, the VSLMS-EEMD denoising algorithm has been
constructed. On this basis, a cooperative denoising algorithm
with interactive dynamic adjustment function is proposed to
further improve the denoising accuracy of VSLMS-EEMD.
Meanwhile, the evaluated indexes and rules were designed
according to the features of the information for IIoT devices.
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FIGURE 10: Denosing simulation results of stacker’s running signal by using varieties of denoising algorithms (1-2000).

(3) Simulation examples and real data examples were  The simulation results show that the new algorithm has a
used to implement and verify the efficiency of the proposed  better synchronous precision and security. Compared with
algorithm. Moreover, the comparison results were computed ~ the traditional method, the presented method can greatly
via the denoising evaluating indictors (i.e., model and rule). ~ reduce the noise ratio of security monitoring of IIoT devices.
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Unfortunately, this cooperative denoising algorithm is
only for one or three kinds of denoising algorithms, and
no specific design is made for the cooperation of the two
algorithms; the weight coefficients w is calculated by error
signal, so its calculation can be further optimized. Due to the
limited space, this work will be given in another paper.
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The security of network information in the Internet of Things faces enormous challenges. The traditional security defense
mechanism is passive and certain loopholes. Intrusion detection can carry out network security monitoring and take corresponding
measures actively. The neural network-based intrusion detection technology has specific adaptive capabilities, which can adapt to
complex network environments and provide high intrusion detection rate. For the sake of solving the problem that the farmland
Internet of Things is very vulnerable to invasion, we use a neural network to construct the farmland Internet of Things intrusion
detection system to detect anomalous intrusion. In this study, the temperature of the IoT acquisition system is taken as the research
object. It has divided which into different time granularities for feature analysis. We provide the detection standard for the data
training detection module by comparing the traditional ARIMA and neural network methods. Its results show that the information
on the temperature series is abundant. In addition, the neural network can predict the temperature sequence of varying time
granularities better and ensure a small prediction error. It provides the testing standard for the construction of an intrusion detection

system of the Internet of Things.

1. Introduction

The big data of agricultural production is based on the
continuous observation of the environmental elements of the
farmland. It integrates massive multisource and multiscale
information [1, 2]. Relying on the perception terminal of the
Internet of Things (the following are expressed in IoT) to
collect farmland environmental information has been widely
used [3-6]. The Internet of Things sensor terminal integrates
various sensors, such as meteorology, water and salt, soil, and
groundwater, and combines ground and air sensor cluster to
collect and transmit all kinds of data in real time. Sensor
nodes in the Internet of Things are usually distributed in
an unattended environment, which is vulnerable to external
malicious attacks and requires high security for nodes. The
perspectives of attack mode and intrusion behavior are the
two main ways to influence the normal routing forwarding of
nodes and to consume node resources [7-9]. Although the

existing intrusion detection technology for wireless sensor
networks can resist system attacks to a great extent, there are
also some shortcomings [6], such as high false alarm rate of
intrusion detection system, the unstable speed of intrusion
detection system, and a previous update of attack feature
library. With the development of artificial intelligence, neural
networks have attracted much attention because of their abil-
ity of self-learning and searching for optimal solutions at high
speed. Using the principle and technology of neural network
to realize intrusion detection has become a new direction in
the development of intrusion detection technology in recent
years. It has emulated the theory and method of the biolog-
ical information processing mode to obtain the intelligent
information processing function [10]. The intrusion detection
system based on neural network belongs to the category
of abnormal intrusion detection, including data acquisition
module, data training, and detection module and a response
module. The most essential and most important feature of the
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neural network algorithm is the data training and detection
module. In this study, the research on the data training and
detection module is carried out. The prediction data is added
to the data training and detection module. By using the better
prediction method, the accurate prediction of the evidence is
realized [11], the characteristics of the collection information
are extracted, the internal association rules of the collection
information are excavated, and the detection standard for the
subsequent accurate intrusion detection is provided.

At present, the prediction of farmland climate mainly
involves indicators such as rainfall, humidity, wind speed, and
soil temperature. Among them, Ashok Mishra adopted the
SWAP crop model which run for the rice and two scenarios
and realized the rainfall forecasting. It was confirmed that
the accurate prediction of rainfall could save rice irrigation
water [12]. I. Biatobrzewski used neural network modeling
and STATISTICA method to predict relative air humidity
and found that neural network prediction results are more
accurate [13]. To realize mean hourly wind speed modeling
prediction, R.E. Abdel-Aal using GMDH-based abductive
networks verified abductive networks predictions have better
predictive effects than neural networks [14]. Z Gao et al.
using the revised force-restore method to predict the soil
temperatures in naturally occurring nonuniform soil [15].
In summary, most of the temperature prediction is aimed
at atmospheric temperature prediction, but the generalized
climate and field microclimate have different climatic char-
acteristics. Agricultural microclimate research is of great
significance to the development of agricultural production,
and farmland temperature is critical to crop production.
Therefore, the temperature of agricultural microclimate is
taken as the research variable [16]. Therefore, the temperature
in the agricultural microclimate is used as the research
variable. Moreover, the suitable forecast model has been
chosen to predict the farmland temperature to provide some
data guidance for agricultural production.

Although there are many studies on the prediction of
atmospheric temperature, most of the research is based on
the projection of the temperature according to the average
annual temperature, the monthly average temperature, or
the average daily temperature. Time has a significant influ-
ence on the prediction results, so the time factor should
be taken into account in the prediction [17]. Regarding
atmospheric temperature prediction, Changjun used the
Winters method to predict the average monthly temperature
from June to August in summer [18]. Zhang Yingchun used
the artificial neural network learning algorithm to predict
monthly average temperature data in the Karamay Desert
[19]. B. Ustaoglu used the three artificial neural network
algorithms (RBE, FFBP, and GRNN) to predict the daily
average, maximum, and minimum temperature series [20].
For the prediction of greenhouse temperature, Zuo Zhiyu
and others established the ARMA 1-step prediction model
using time series analysis method and realized the prediction
of greenhouse temperature during the next period with the
acquisition time unit of 30 minutes [21]. Zhang Xiaodan
using parameter optimization support vector machine to
predict and model the daytime temperature sequence in
the greenhouse, the time interval of data is one hour [22].
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HuihuiYu et al. used the improved PSO to optimize the
LSSVM to predict the temperature series collected in the solar
greenhouse. A temperature sequence with a time granularity
of 6 hours is predicted by contrasting different methods [23].
It can be perceived that most of the forecast of the climate
temperature is based on the monthly and daily forecasting
units, and the time granularity of the greenhouse temper-
ature forecast is mostly in groups of hours. However, the
greenhouse temperature is controlled more manually than
in the farmland microclimate. Therefore, the temperature
of farmland microclimate is taken as the research object,
the temperature time series data is organized, different time
granularities are divided, and the trend characteristics are
analyzed. The traditional time series analysis method and the
neural network prediction method are used to predict the
different time granularity, respectively. Based on the feature
extraction and prediction of the collected data, we construct
the association rule base of intrusion detection and update
the rule base of the detected intrusion information and
achieve the goal of dynamic learning.

2. Method

The Internet of Things can make all kinds of integrated
embedded sensors work together, monitor, perceive, and
collect the information of various environment or moni-
toring objects in real time by using all sorts of sensors
to work together. The embedded system analyzes the data,
and through adaptive wireless network communication, the
collection and perception of various signals in the physical
world are realized. However, because many sensors are
distributed in relatively open and unsupervised places, it is
easy to be attacked from outside. Therefore, the security of
the Internet of Things will become an important research
direction. The power supply of the Internet of Things is
limited, the communication ability is limited, and the cal-
culation and storage are also finite. In this case, how to
establish an effective security system, detect all kinds of
intrusion and malicious attacks, and ensure the reliability of
the Internet of Things is particularly important [24]. From
the point of view of security technology, the technologies for
the security of the Internet of Things include authentication
technology to ensure its own security, key establishment and
distribution mechanism to ensure secure transmission, and
data encryption to ensure the security of the data itself [25].
These technologies are passive precautions and cannot detect
intrusions actively. Intrusion detection based on Internet of
Things security technology is a proactive defense technology.
By monitoring the state, behavior, and usage of the whole
network and system, the intrusion detection system detects
the primary use of the system users and the attempt by the
external invaders to invade the network or system. It can
not only identify the intrusion from the outside but also
monitor the illegal behavior of the internal users [26]. Zhang
Jianfeng et al. have carried out a series of discussions on
the intrusion detection technology of WSN and introduced
the application of neural network to intrusion detection
technology in the Internet of Things [27]. By dividing the
intrusion detection system into different modules, the neural
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network is applied to each module to realize the intelligent
and dynamic detection of the intrusion detection system.
Through the feature extraction and prediction of the collected
data, the predefined dataset rules and attack data set rules
are trained to train the neural network module to provide a
dynamic rule base for the intrusion detection system.

Before analyzing and forecasting meteorological data, it is
necessary to examine the characteristics of the sequence and
grasp the changing rule of the data. The main characteristics
of meteorological data are seasonal analysis and periodic
analysis. Among them, the seasonal study is the analysis of the
climate differences between different seasons, the amplitude
of commonly used climatic elements, and the large magni-
tude indicating strong season. Through seasonal analysis, we
can understand the seasonal changes of data and help people
to conduct seasonal decomposition according to needs.
Moreover, the periodic report is to explore whether a variable
shows an inevitable trend of change with time [28]. The
relatively long periodic patterns of timescale include annual
cyclical trend, seasonal trend, cyclical trend, relatively slight
quarterly periodic trend, weekly cyclical trend, even shorter
day and hour cycle trend. The object of this study is the tem-
perature sequence. The feature analysis of the series is helpful
to understand the variation of the chain and can also be used
to distinguish the different prediction time granularity.

Temperature series are time series data, and the com-
monly used methods of analyzing time series data were
divided into traditional time series prediction model and
data-driven time series forecasting model [29]. The conven-
tional time series prediction models mainly include ARMA
(AR, MA), ARIMA, improved time series model Thresh-
old Auto-Regressive (TAR), Vector Auto-Regression (VAR),
Auto-Regressive Conditional Heteroscedasticity (ARCH),
and Generalized Auto-Regressive Conditional Heteroscedas-
ticity (GARCH). The use of ARMA model must satisfy the
self-correlation of the parameters, and the autocorrelation
coeflicient must be higher than 0.5, and the model can only
be used to predict the economic phenomena related to its
early stage. The main problem that the TAR model has for
meteorological time series prediction is that it requires a lot of
complicated optimization work in the modeling process [30].
The VAR model can be viewed as a multivariate extension
of the AR model. Using the VAR model must eliminate
the periodic nonstationary nature of the variables [31]. Both
ARCH and GARCH processes are new stochastic processes
that show the variation of the variance of random variables
over time, but not all-time series data exhibit heteroskedas-
ticity [32, 33]. The ARIMA model only requires endogenous
variables without resorting to other exogenous variables.
Data-driven time series prediction methods include chaotic
time series forecasting, gray time series forecasting, fuzzy
logic time series forecasting, neural network time series
forecasting, and SVM time series forecasting and so on.
When selecting the chaotic time series forecasting model, the
specific characteristics of the time series should be analyzed
to grasp the nature of the chaotic precursors. Gray prediction
still needs improvement regarding grey measure, sequence
operator, correlation measure, residual error correction, etc.
Fuzzy time series has the problems of the quantitative level

of fuzzy inference, prediction accuracy, and prior knowl-
edge dependent on specific issues. SVM is challenging to
implement for large-scale training samples, and the speed
of operation needs to be improved. Moreover, the neural
network has better nonlinear mapping ability, generalization
ability, and fault tolerance. Based on the above analysis, this
experiment selected the ARIMA model in traditional time
series analysis and the data-driven neural network model to
predict the farmland temperature.

ARIMA. ARIMA model only needs endogenous variables
and does not need to use other exogenous variables. The
use of ARIMA model needs to satisfy that time series data
must be stable. Moreover, the model can capture the linear
relationship in essence and cannot capture the nonlinear
relationship.

Step 1. To test the stability of the original sequence, if the p-
value of the nonstationary test is more than 0.05, the different
treatment should be continued at this time, and then the
stability test after the difference processing is carried out, if
the sequence is stationary, the first order difference is stable. If
nonstationary, the most two-order difference stationary test is
carried out. If the two-order difference post is nonstationary,
the sequence is a nonstationary sequence, and it is not suitable
for the next step prediction.

Step 2. According to the recognition rule of time series
model, the corresponding model is established. If the partial
correlation function of stationary sequence is truncated and
the autocorrelation function is tailed, it can be concluded
that the sequence is suitable for AR model; if the partial
correlation function of stationary sequence is tailed and the
autocorrelation function is truncated, it can be concluded
that the sequence is suitable for MA model; if the partial
correlation function and autocorrelation function of sta-
tionary sequence are tailed, then the sequence is suitable
for MA model. Sequences are suitable for ARMA models.
(Truncation is the property that the autocorrelation function
(ACF) or partial autocorrelation function (PACF) of a time
series is zero after a certain order (such as the PACF of AR);
trailing is the property that ACF or PACEF is not zero after a
certain order (such as the ACF of AR).)

Step 3. Carry out parameter estimation and test whether it
has statistical significance.

Step 4. The hypothesis test is used to diagnose whether the
residual sequence is white noise.

Step 5. Predictive analysis was performed using the tested
models.

Levenberg-Marquardt Algorithm. The Levenberg-Marquardt
algorithm is the most widely used nonlinear least squares
algorithm [34]. It is the use of gradient to find the maximum
(small) values of the algorithm. The goal of the algorithm
is to the function relation y = f(p), given f(-) and Noise-
containing observation victory, estimates. Calculation steps
are as follows.



Step 1. Take the initial point py, terminate the control
constant &, and calculate &, = |ly - f(py)l|k = 0,1, =
1073, v =10(v > 1 is OK).

Step 2. Calculate the Jacobi matrix J, calculate Nk = ]kT T +
AiI, and construct an incremental normal equation Ny - 8, =
J kT k-

Step 3. Solve delta normal equation to obtain ;.

1) If||y— t(pr + 8k)|| < g, make pp,; = pr + O, and
if |0, < &, then stop the iteration, output the result,
otherwise make A;,; = A, /v, and go to Step 2.

() If |ly — f(pr + 8)I| > &, make Ay, = A - v, resolve
the normal equation to obtain J, and return to 1.

3. Materials

The primary data sources and temperature data collected by
the automatic acquisition equipment of the Internet of Things
are introduced, and the data are pretreated and analyzed.

Monitoring Data. The real-time sensing system of dynamic
farmland information based on the Internet of Things broke
through significant real-time problems, such as real-time
dynamic detection of salt, alkali, water, rapid self-diagnosis
of equipment faults, and online automatic real-time warning.
The information database realizes data receiving, cleaning,
storage, integration, and sharing, effectively improves the
authenticity and reliability of the collected data, and provides
a useful data service foundation for subsequent data mining
and precision agriculture [35]. The data are divided into
two groups. One group is of Dongying city meteorological
station air temperature data, which is every 3 hours for a
sampling frequency. We selected the data from 2014-2017, a
total of 11680. The second part was based on IoT equipment
acquisition in Dongying, which is collected one hour at a
time. We choose the data for the whole year of 2016, with a
total of 8,784 data.

Data Feature Analysis. Before data analysis, two groups of
data are preprocessed to fill in missing values and smooth
noise data, identify and delete outliers and resolve inconsis-
tencies, and eliminate duplicate data. Data is transformed into
data mining form by smoothing and normalizing.

Annual Statistical Variation. Four-year overall air temper-
ature changes are obtained by plotting the farmland air
temperature for 2014-2017, as shown in Figure 1.

It can be seen from Figure 1 that the curve of farmland
air temperature changes in the region is similar to the
function curve of |sin(x)| (x € (0,7)). The changing trend
of air temperature in a year is firstly increased and then
decreased. The months with the highest temperatures occur
every year in the three months from June to August, the
lowest temperatures in January, February, and December.

In order to compare and analyze the difference in air
temperature spacing, we selected daily maximum tempera-
ture and daily minimum temperature of the most substantial
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TABLE 1: Stability test for 2014-2017 years.

t-Statistic Prob. *

Augmented Dickey-Fuller test statistic -17.9471 0

1% level -3.98354 —
Test critical values 5% level -3.422725 _

10% level -3.13398 —

Mean
R-squared 0.525219 dependent 0.007844
Adjusted R-squared 0.521252 S-D. 3.172735
) d ’ dependent '

2014-2017 A Temp data
T T T
‘

FIGURE 1: The changing trend of air temperature in 2014-2017.

temperature change in September (which is 0.528), the
smallest change in July (which is 0.270) and the general
temperature changes in April (0.421) and December (0.393)
as the object of study, their changing trends are shown in
Figure 2.

The daily maximum and minimum temperature gaps in
July are smaller than those in September which are evenly
distributed. The highest and lowest temperature curves in
December are distributed at 0°C, and the temperature gap is
minimal on the 22nd day.

Diurnal Temperature Change. The daily variation data for
each month were obtained by the statistical mean of 24 hours
of daily temperature in each month.

By analyzing Figure 3, we can find that the daily tem-
perature trends are similar, and the temperature is higher at
11:00-16:00 daily, at 22 oclock the next day 4 oclock to achieve
the lowest. The mean daily temperature in January was the
lowest and the highest in July. In September, the temperature
difference between day and night was tremendous, while that
of July was the smallest.

Stability Test of Air Temperature Time Series. Before ARIMA
predictive modeling, we need to test the stability of the data.
Therefore, the stationary test of time series of air temperature
in 2014-2017 is obtained by Table 1. Time series is first-order
differential stationary, that is, the temperature time series is
stationary.

Fitting Results and Analysis. The fitting of the average daily
temperature in 2015 and 2016 can be obtained as follows.
The equation of the fitting curve for two years is f(x) =
al *sin(bl * x+cl) +a2 * sin(b2 * x + c2). Coeflicients (with
95% confidence bounds) are as shown in Table 2 and Figure 4.
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FIGURE 4: Air temperature fitting.

Because the fitting curve is the sine function, the mean
squared error of the fitting is 3.201 and R? is 0.9067. There
is no discernible trend in the short term, but a certain
periodicity. If using traditional time series forecasting may
not get the ideal effect, but the neural network has good
learning ability, in the sequence some advantages can be
predicted.

4. Modeling

Using ARIMA model and the L-M algorithm model, respec-
tively, for modeling, we obtain the experimental results.

the temperature data of the time granularity of 3 hours are
modeled and predicted. We selected the temperature data in
2017 to verify the model and choose the best model. Finally,
the data for the last week of 2016 was forecasted by the time
granularity of 1 hour.

4.2. Model Construction. Two forecasting methods were used
in the experiment to predict the farmland temperature, in
which the prediction experiment of ARIMA should first
carry out the stability test. When the time series is stable,
the order forecast is carried out. Before using the neural
network for prediction, clean the data, format the input
variable and output variable, and divide the data set into
proportions. Through the network training, the optimization
is continuously optimized until the best state is reached. The
execution steps of the two prediction methods were shown in
Figures 5 and 6.

Figures 5 and 6 show the prediction process of the two
modeling methods. It can be seen that different forecasting
methods require different data, the ARIMA model needs the
higher stability of data, and the neural network does not need
data stability. The critical step of the ARIMA model is to solve
the stationarity of data and determine the order of the model,
and the key to the neural network lies in the optimization
model.

4.3. Results. The model training is realized by the Levenberg-
Marquardt algorithm. Besides, the network was trained
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FIGURE 6: The neural network forecast construction.

according to the sample input vector, target vector, and hid-
den layer nodes and delay number parameters of the preset
training network. The error autocorrelation was used to judge
the training network whether it is optimal. Moreover, the
model was continuously optimized until the autocorrelation
coeflicient of the error reaches the optimal range.
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By setting the time granularity for months, we forecast
the monthly average temperature. The results are as shown
in Figure 7.

The MSE diagram shows the variation of the mean
square error of training data, validation data, and test data
in different training periods. The overall trend of the three
curves is similar. The best state is at sixth times, at which
the mean square error of the test data is minimized. In the
training state graph, MU first dropped and then rose, then
fell to 1072, and remained stationary, which indicates that the
model had reached its optimal state. The regression diagram
describes the regression of the three datasets. Most of the
data are in the vicinity of the diagonal, indicating that the
regression works well.

The upper half of the graph (Figure 8(a)) is the response
of the output element to the time series, and the lower part is
the output error, whose range is (-5, 5), which indicates that
the error is small. It can be seen in the chart (Figure 8(b))
that except for the 0 order autocorrelation, the correlation
coeflicients should not exceed the upper and lower confi-
dence intervals. Some of the charts in the confidence interval
indicate that the prediction results are not very ideal, and the
reason is that the amount of data is relatively small.

Figure 9, because of the small amount of data, shows the
effect of model learning in general. The results of the L-M
prediction and the real value have a little gap, but the trend
is the same, which is consistent with the effects of the error
and error autocorrelation of Figure 8. The data quantity has
a particular relationship with the accuracy of the prediction
of the model. The black line shows the data predicted by
the traditional time series forecasting method ARIMA. The
RMSE, MAE, MPE, and MASE of the detected ARIMA are
1.588801, 1.051737, -86.78105, and 0.3993068. It can be seen
that the trend of the ARIMA model is the same as that of
the real value, but the numerical difference of the data is
significant. The average difference is 6.537237°C, which of L-
M neural network is 0.548778°C.

Daily Sequence Prediction. By setting the time granularity of
the obtained data to the day which is collected every three
hours. The result of the prediction is as shown in Figure 10.

Figure 10(a) shows the MSE of the three datasets trained
15 times is displayed, and the MSE becomes best when the
number of training times is close to 9 times. The first curve
of Figure 10(b) shows that the gradient of training shows a
decreasing trend. When the value of MU does not change, it
means that the model training reaches the best state, and stop
the practice. Otherwise, it will cause overfitting and affect
the prediction effect. The third figure is the verification of
neural networks, whose main impact is to look at the effects
of network evolution.

The target and output sequence of three data sets is all
distributed in a sinusoidal style. From the error diagram,
the time series error is small, and the distribution is about
0. Figure 11(b) shows that the time series has a high 0
order autocorrelation, and the other self-correlation values
are small, and most of them are distributed in the upper and
lower confidence intervals.
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By comparing the predicted values with the real costs
of different methods as shown in Figure 12, the sequences
predicted by the ARIMA method are not accurate, indicating
that ARIMA cannot achieve good results in predicting
temperature time series.

Performance Evaluation. Two evaluation indexes are used to
measure the accuracy of the model: mean square error (MSE)
and R*. The accuracy of the ARIMA model is measured by
comparing the average absolute standard error (MASE). The
MSE is the expectation of the square of the difference between

the parameter estimate and the true value of the parameter,
which can evaluate the degree of change of data, and the
smaller MSE value shows the prediction model has better
accuracy in describing experimental data. R* is similar to
MSE, but the difference is that R* compares the trend of the
predicted value with the actual value. R* close to 1 indicates
that the linear relationship between y and y is very close. The
corresponding calculation formulas are (1) and (2).

I _
MSE (y,3)= — Y (3= 7)’ (1)

m =0

n,,— ~\2
X ' (yi =)

R (y,)=1- <% =
Yt (5 - 5)

2)

In formula (1) and formula (2), ¥ is the predictive value, y is
the real value, n,, is the sample capacity, by calculating MSE,
and R? can evaluate the performance of the model. Besides,
in formula (1), the numerator is the sum of squares of errors,
and n,, is the degree of freedom. The evaluation index of the
model is calculated as shown in Table 3.
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FIGURE 12: Comparison and analysis of results with a time granular-
ity of 3 hours.

In Table 3, the monthly mean temperature measured MSE
values larger than regular daily temperature MSE. It is due to
the fewer data on average monthly temperature. The value R
is measured by the two experiments indicating that the fitting
result is good, and the prediction error is smaller than the real
value.

Model Application. To verify the accuracy of the temperature
prediction model, we selected the air temperature data
collected in the project area Dongying in 2016.

dayls day2s day3s day4s day5s day6s day7s

FIGURE 13: Comparison and analysis of results with a time granular-
ity of 1 hour.

According to Figure 13, it can be seen that the neural
network algorithm has high accuracy and consistency.

By calculating the MSE and R* of the model again, we
got Table 4. The values of MSE in the table are all less than
1.8. The value of R* is above 94%, which indicates that the
error of model prediction data is small and the fitting degree
of verification data is high.

4.4. Summary. It can be found that when the data quantity is
few, the difference between the two models’ predicted results



Security and Communication Networks

TABLE 3: MSE and R* of air temperature test results.

MSE (LM) R* (LM) MASE (ARIMA)
Average Daily timing Average Daily timing Average Daily timing
monthly monthly monthly
temperature temperature temperature
temperature temperature temperature

Training 0.0336 1.99 0.999 0.992
Validation 6.76 241 0.958 0.990 0.3993 0.86212
Testing 1.06e 2.50 0.996 0.990
TABLE 4: The MSE and R” of the temperature in the last week of 2016. Data Availability

MSE R
Daily timing temperature ~ Daily timing temperature
Training 1.17 0.995
Validation 1.33 0.994
Testing 1.30 0.995

and the real value is excellent, but the L-M is better than
ARIMA. The prediction effect of ARIMA model is weak when
the data volume is large and has no long-term trend.

5. Summary and Prospect

The security of the wireless sensor network has been the
focus of attention all the time. The contradiction between
the security protection measures and the attack mode of the
Internet of Things will emerge. Therefore, the application
of intelligent new intrusion detection model to intrusion
detection is one of the key points in its security research.

In this study, we study the application of neural network
in intrusion detection system. By modeling and analyzing the
real-time data collected by the Internet of Things terminal,
we constructed the intrusion detection rule base. The main
research work has the following two points.

(1) The neural network is applied to the intrusion detec-
tion system, which makes full use of the self-organization
and self-learning ability of the neural network. Moreover, we
make up for the shortcomings of the lack of active protection
for the security technology of the Internet of Things.

(2) Taking temperature data as an example, we study
the accuracy and efficiency of the neural network and the
traditional ARIMA model in predicting the type of data.
The study provides a reference for introducing prediction
research into intrusion detection.

Through the research and discussion of the intrusion
detection system, we propose a network intrusion detection
system based on a neural network. On the premise of
guaranteeing the security and reliability of the system, the
system fully considers the intelligent characteristics of data
acquisition and intrusion detection nodes in the Internet of
Things. Using the intelligent perception ability of intrusion
detection nodes in the Internet of Things (IoT), we synthesize
intrusion detection and data prediction and provide a new
scheme for the construction of the IoT security system.

The data used to support the findings of this study are
avaijlable from the corresponding author upon request.
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For intrusion detection, it is increasingly important to detect the suspicious entities and potential threats. In this paper, we introduce
the identification technologies of network entities to detect the potential intruders. However, traditional entities identification
technologies based on the MAC address, IP address, or other explicit identifiers can be deactivated if the identifier is hidden or
tampered. Meanwhile, the existing fingerprinting technology is also restricted by its limited performance and excessive time lapse.
In order to realize entities identification in high-speed network environment, PFQ kernel module and Storm are used for high-speed
packet capture and online traffic analysis, respectively. On this basis, a novel device fingerprinting technology based on runtime
environment analysis is proposed, which employs logistic regression to implement online identification with a sliding window
mechanism, reaching a recognition accuracy of 77.03% over a 60-minute period. In order to realize cross-device user identification,
Web access records, domain names in DNS responses, and HTTP User-Agent information are extracted to constitute user behavioral
fingerprints for online identification with Multinomial Naive Bayes model. When the minimum effective feature dimension is set
to 9, it takes only 5 minutes to reach an accuracy of 79.51%. Performance test results show that the proposed methods can support
over 10Gbps traffic capture and online analysis, and the system architecture is justified in practice because of its practicability and

extensibility.

1. Introduction

With the rapid development and widespread application of
computer networks, mobile communications, smart devices,
and the Internet of Things technology, cyberspace is becom-
ing more and more integrated into people’s social life. People
can access services through various devices anytime and
anywhere, thereby realizing the interconnection between
people and people, people and things, and even things and
things. However, while cyberspace brings a lot of convenience
to people, network attacks such as DDoS attacks, worm
attacks, information theft, and cyber fraud have become
increasingly severe. Therefore, it is imperative to effectively
protect against cyber threats.

The intrusion detection system is used to monitor a
network or system, which can identify malicious activities or
policy violations from both inside and outside intruders. As
an important and dynamic research area, the network intru-
sion detection technology can identify malicious activities by

monitoring and analyzing inbound and outbound traffic [1,
2]. But there is less work that can effectively identify potential
threats if an intruder has no abnormal activity. To address this
issue, we introduce the identification technologies of network
entities to detect the intruder with no abnormal activity,
which mainly consist of device identification and user iden-
tification. The basic idea is that if we detect unauthorized
devices or unauthorized users using authorized devices, we
can indicate that a network intrusion may be taking place.
However, the conventional identification technologies of
network entities are usually based on explicit identifiers.
For example, user devices are always identified by the MAC
addresses or browser cookies, and the user is identified by
intercepting and verifying his account information in the net-
work traffic through the Deep Packet Inspection (DPI). These
explicit identifiers can be easily hidden or tampered, causing
an identification failure. In response to this problem, the
researchers have demonstrated [3] that the absence of explicit
identifiers brings no harm as long as well-chosen implicit


http://orcid.org/0000-0002-8209-1000
http://orcid.org/0000-0001-9691-8702
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2018/6124160

identifiers are reasonably combined. The potential selections
are instantiated as the SSID information in the 802.11 active
probe frame, the plug-in installed in the browser, the font
library in the system, etc. Although these implicit identifiers
cannot uniquely identify a network entity individually, they
are hard to be concealed because they usually reflect the
user’s personalized configuration, historical behavior records,
or subtle differences between entities. Therefore, in practice,
a combination of the implicit identifiers is usually utilized
to generate a fingerprint for device identification and user
tracking. The fingerprinting technology based on implicit
identifiers is essentially a method of traffic analysis and side-
channel attack. Although its effectiveness has been initially
verified by existing work, there are still many problems to
be solved in practical application, including the selection
of efficient features, realization of real-time processing of
network traffic in a high-speed network environment, and
quick identification of devices and users in a short period of
time.

In view of the problems mentioned above, we use PFQ
kernel module to realize high-speed capture of network
packets and use Storm, a well-known distributed real-time
streaming data processing technology, to realize online anal-
ysis of network traffic. Based on these, a device identification
method based on runtime environment analysis and a net-
work user identification method based on behavioral finger-
printing are proposed separately. The main contributions of
the paper are as follows:

(i) A distributed traffic analysis framework for high-
speed network environments is designed. The frame-
work uses the PFQ kernel module to implement
packet capture, Kafka for packet distribution, and
Storm for packet content analysis and information
extraction of applications, operating systems, HTTP
User-Agents, domain names, and Web access records.

(ii) An online device identification technology based on
the analysis of user device operating environment is
proposed. This technology selects 961 features such
as applications, operating systems, and HTTP User-
Agent fields to constitute the fingerprints of the
devices, while a variety of offline classification models
are trained and verified. Finally we select the logistic
regression algorithm to identify the user device in a
sliding window manner.

(iii) In order to realize network user identification, Web
access records, domain names, and HTTP User-
Agent fields are selected to constitute user behavioral
fingerprints according to the user’s network behavior
habits. These fingerprints, containing a total of 57593
feature columns, are trained and verified by the two
offline classification models using machine learning,
which are Naive Bayes and random forest models. By
comparison, the Multinomial Naive Bayes model is
found to outperform the random forest model, so it is
chosen as the classification algorithm for identifying
online users in a sliding window manner.
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(iv) In order to achieve high-efficiency identification,
the impacts of different time window sizes on the
recognition rate are tested. Specifically, the accuracy
rate of device identification reaches 77.03% within 60
minutes, and 79.51% of user identification accuracy
can be achieved within 5 minutes. The packet cap-
ture rate, distributed processing speed, and online
recognition response speed are also evaluated to
verify the practicability of the proposed identification
technology.

An early version of the network entities identification
is presented in [4]. In the early version, we design a dis-
tributed high-speed traffic analysis framework to recognize
devices based on runtime traffic. In this journal version, to
deal with the cross-device scenario, we further analyze the
user’s network behavior habits and generate fingerprints to
identify the network users. We also evaluate the identification
performance difference between the Boolean and numerical
type fingerprints in this extended version.

The rest of this paper is organized as follows. In Section 2
we overview the related work. In Section 3 we describe the
overall design of our network entities fingerprinting technol-
ogy. Section 4 introduces a distributed traffic analysis frame-
work for high-speed network environments. In Sections 5 and
6, we present the details of the identification technologies
of network device and user, respectively. Section 7 tests the
performance of the identification technologies. Finally, the
paper is concluded in Section 8.

2. Related Work

The identification of network users and that of devices are
two differentiated research directions but are closely related.
Earlier device identification technologies mainly obtain the
information of the hardware, operating systems, network
protocols, and other parameters by collecting and analyzing
the physical signals or traffic generated by the device. For
example, in the physical layer [5], the TCP packet time
stamps are analyzed to obtain the clock skew [6], and the
Ethernet frames are analyzed to obtain the differences among
the analog signals of different devices [7]. While in the
operating system layer, the active scanning algorithm used
by the wireless device driver might be inferred by analyzing
the interval time of 802.11 probe request frames [8]. In the
application layer, the User-Agent field, IP address, browser
cookie, user login ID, and other identity information are
extracted through the traffic analysis in clear text [9]. The
interval time, number, direction, and other attributes of the
encrypted wireless packets are analyzed for the distinction
of different terminal applications [10]. Other researches have
applied different threat models to achieve the identification of
devices, e.g., the device recognition based on browsers [11-17]
and that based on mobile applications [18, 19].

The above-mentioned identification technologies are
merely, in essence, the identification of a single browser
[20] or a single terminal device. They are far from being
capable enough to identify the user’s cross-device activities.
For example, in the scenario of intrusion detection, if some
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intruder occupies an authorized device, we cannot detect
the intrusion by using the device identification technologies.
So it is necessary to carry out the research on the user
identification technology based on behavioral fingerprints.

Essentially, user identification technologies based on
behavioral fingerprinting are biometric, which use the inher-
ent physiological characteristics or behavioral characteristics
of the human body for identification. They can be categoried
into two types. The former one has been widely used by
employing the characteristics of human body parts, such as
fingerprint identification, face identification, and iris identi-
fication.

The behavior-based identification technology [21]
extracts the features for identification with the information
of the user’s operation skills, knowledge, styles, preferences,
and strategies revealed in behaviors. For example, researchers
have found that different users differentiate from each other
in moving, clicking, dragging, and releasing the mouse [22].
Some may be different in key stroking when keyboarding
[23]. All of these differences can help to extract fingerprints
for effective identification. In the network area, users have
different behavioral patterns for network access due to
different preferences, habits, etc. Different behavior patterns
lead to different traffic flows. Therefore, researchers believe
that the network traffic generated by the user can be regarded
as biometric for user identification [24].

In order to identify users based on network traffic, early
solutions are implemented by extracting explicit identifiers
such as IP addresses or MAC addresses [3]. However, such
method based on explicit identifiers is not reliable for that
it will fail once the user changes the IP address or devices.
So far, the dynamic address allocation scheme adopted by
ISP makes users change the IP more frequently. To address
this issue, the researchers apply the behavior fingerprinting
technology to user identification based on network traffic.
Padmanabhan et al. [25] find that different users may have
different behaviors when browsing the same website. By
analyzing the real data, they extract the users’ clickprints
to generate behavioral fingerprints. Pang et al. [3] propose
to explore the destination address, network name, 802.11
option configuration, and broadcast frame length so as to
identify the user from the perspective of protocol and user
preferences. This is actually a comprehensive application of
user-related and device-related implicit identifiers.

Yang [26] uses data mining techniques on the Web
browsing dataset in order to mine association rules for each
user’s behavior, proposes three strength evaluation criteria
based on support and lift to generate fingerprints, and finally
calculates the distance between fingerprints for identification.
Kumpostetal. [27] believe that the websites visited by the user
and the corresponding frequencies, which reflect individual
preferences, can be identified as a behavioral fingerprint.
They store the source IP, destination IP, and frequency in a
two-dimensional matrix and perform the inverse document
frequency and cosine similarity algorithm to identify users.
Similarly, Herrmann et al. [28] extract user’s destination
domain names and the corresponding visiting frequency
to derive the behavioral fingerprints and use Multinomial
Naive Bayes classifier to classify them. Experiments are

conducted on a dataset containing HT TP traffic generated by
28 volunteers, and a 73% accuracy rate is obtained.

Since the data set used in the experiments [28] is not
big enough to prove the feasibility of the method, the
author conducts a larger-scale experiment in the later work
[29]. He tests a dataset containing more than 2,100 users’
DNS requests, uses the cosine similarity algorithm to filter
the noise data, and finally obtains an accuracy of 88%. In
addition, Herrmann et al. [30] also compare and evaluate
three classification methods through a large number of
experiments, including the Multinomial Naive Bayes classi-
fier, the nearest neighbor algorithm, and association rules
mining technology. Kim et al. [31] get the user’s behavioral
fingerprints based on DNS traffic by analyzing the domain
name, the sequence of domain names, and the requested
periods. Gu et al. [32] infer the users’ preferences through the
semantic analyses of search records and achieve an accuracy
of 93.79% on the dataset of 509 network users.

Overall, the current device and user identification
researches have some defects. For example, only a few features
are explored and the identification effect is prone to jitter. In
addition, the existing studies are not time-efficient enough as
it needs to aggregate a whole day’s traffic as a fingerprint.

To avoid the aforementioned problems, we adopt the
distributed processing technology to extract information
such as applications, operating systems, HTTP User-Agent,
domain names, and Web access records in real time from
high-speed network traffic. Then we propose two online
identification methods based on the runtime environment
and the behavioral fingerprints, respectively, which are made
possible in the pattern of sliding windows. In addition, we
also focus on testing the impact of different traffic window
sizes on the identification rate and thereby prove the high
efficiency and practicality of the proposed technologies.

3. Overall Design of Fingerprinting

The overall design of our network entities fingerprinting
technology is shown in Figure 1. The initial step leverages
the PFQ-based high-speed packet capture module to capture
high-speed network traffic and then forwards the packets to
distributed high-speed network traffic processing modules
through the Kafka message queue. Then the processing
module parses the message content, extracts the relevant
feature data, and stores it in the HBase. Finally, the Spark-
based online identification module periodically reads the
feature data from the distributed database and realizes the
online identification of network devices and users by employ-
ing the machine learning algorithms in a sliding window
mechanism. The working mechanism and functions of each
module are specified as follows:

(i) PFQ-based high-speed packet capture module.
Configure a mirror port on the switch or router, or use
an optical splitter to mirror the traffic to a data distri-
bution server. The high-speed packet capture module
on this server achieves highly efficient packet capture
by adopting the memory mapping mechanism, zero
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FIGURE 1: Overall design of network entities identification.

copy technology, and double-buffering mechanism
based on the PFQ Linux kernel module.

(ii) Kaftka message queue. The distributed message
queue is a data transmission channel between the
packet capture module and the distributed processing
module. More specifically, it is a buffer zone for coor-
dinating the producer and consumer. We use Kafka to
implement distributed message publish, which has a
high linear extensibility in adapting to the high-speed
data transmission scenario.

(iii) Storm-based data processing module. The dis-
tributed data processing module, as a core functional
module, undertakes all processing and analysis tasks
for network traffic, including parsing of network mes-
sages, identification of application protocols, identifi-
cation of applications, and finally extracts and stores
data of applications, operating systems, Web access
records, domain names, and HTTP User-Agent fields.
We realize distributed streaming data processing
based on the Storm platform, which can achieve high-
speed data reading combined with Kafka queues and
can achieve high-speed data writing combined with
HBase. Meanwhile, data transmission performance
between the internal components of Storm is also very
efficient.

(iv) HBase. The online identification module is proposed
to read and analyze the data periodically. Thus, as
a distributed column-oriented database, the HBase
functions as a data medium between the distributed
data processing module and the online identification
module.
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(v) Spark-based online identification module. Our
identification module is based on the Spark platform
and designed to fit into two scenarios. For the device
identification scenario, the module extracts device
features about runtime environment to generate the
fingerprints. For the cross-device identification sce-
nario, the user behavior data are collected to imple-
ment fingerprinting for network users. The relevant
feature data are read from the HBase distributed
database, and the machine learning algorithms in
Spark MLIib along with the sliding window mecha-
nism are employed to identify the network devices
and users online.

4. Collection and Distributed Processing of
High-Speed Network Traffic

4.1. Collection of High-Speed Network Traffic. Compared to
Pcap, which is a traditional packet sniffing toolkit, PFQ
is a better designed network packet capture framework
customized for the optimization of multicore CPUs and
multihardware queue network interfaces. It is primarily used
for efficient packet capture and transmission on Linux. In its
internal implementation, PFQ eliminates the cost of copying
packets from kernel space to user space by adopting a
memory mapping mechanism, and performs concurrency
operations of user-space applications and PFQ kernel packet
grabbing programs on the buffers by means of double-
buffering technology. The core components of PFQ fall into
three parts: packet extracting program, packet forwarding
module, and socket queue. First, the packet extraction pro-
gram directly obtains the packets from the network interface
card (NIC) driver and transfers them to the batch queue.
Then, the packet forwarding module selects the socket and
sends packets to the user-space applications.

After the packets are captured, librdkatka is used to
write them into the Kafka message queue. In this paper,
we decouple the high-speed packet capture module and
the Kafka message queue through the open source project
Blockmon [33].

4.2. Distributed Processing of Network Trafficc. When the
captured packets are written into the Kafka message queue,
we implement distributed analysis and processing of packets
based on the Storm platform. The following are the key
concepts related to the Storm:

(i) Topologies: the logic of the application which defines
various components and the ways of communication
between them.

(ii) Streams: data flows consisting of message tuples
transmitted between Storm components. All Streams
are parallel transferred in a distributed way.

(iii) Spouts: data sources. Usually, a Spout reads messages
from an external data source and transfers them into
the Topology in the form of tuples.

(iv) Bolts: Storm processing units. Each Bolt completes
one or more processing tasks and is responsible for
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transmitting the processing results to the external
system for storage or display.

4.2.1. Input of Flow Data. Data transmission between Spouts
and Bolts, as well as that among Bolts, is in the form of
Streams, while Spouts obtain data from external sources in
different ways. In this paper, we use KafkaSpout to read
packets from the Kafka message queue and transmit tuples
to the packets parsing Bolts.

In the distributed processing environment, KafkaSpouts
retrieve data from Kafka partitions in parallel on all slave
nodes. And the degree of parallelism has a crucial influence
on the throughput of the system. Meanwhile, it is affected by
the number of Kafka partitions, because each Kafka partition
can only be consumed by one KafkaSpout. Namely, the key
to improving Storm throughput is to increase the number of
Kafka partitions.

4.2.2. Packets Analyzing and Filtering. The inputting packet
tuples are analyzed and filtered to obtain the content of
messages, and the header information in each layer of the
network protocol is extracted, including PFQ pkthdr header,
Ethernet frame header, IP header, TCP header, and UDP
header. In the process of packet analysis, several rules are set
to filter packets unrelated to network device identification,
such as the network control protocol packets and routing
protocol packets to improve the processing efficiency of the
system.

4.2.3. Application Protocol Identification. Traditionally, in
order to identify application protocols, the port numbers
of the captured packets are always matched with the well-
known ones. Such method is deficient due to a high false
positive rate. Therefore, we aim to improve the identification
accuracy by employing DPI technology to analyze the packet
payloads. Although such method is less efficient, its accuracy
rate is significantly higher than that of the former. The
module of application protocol identification is developed in
two phases: (a) designing the rule matching engine and (b)
writing protocol identification rules. The first step extracts
the rule matching engine of the Snort core components
and introduces multithreading. Then, based on referencing
protocol documents, we summarize the characteristics of a

alert udp $SEXTERNAL_NET any -> $HOME_NET any
(msg: "snmp"; content: "[30|"; offset:0; depth:1;
byte_test:1,<,0x80,1; content: "[02]"; offset:2; depth:1;
sid:70; rev:1;)

Box1

typical protocol and write an appropriate rule according to
the writing specification of Snort rules.

The process of identifying application protocols is shown
in Figure 2. The rule matching engine generates a rule tree
according to the specified protocol identification rules and
performs rule matching for network traffic. When a match
occurs, it indicates that the packet is identified as a specific
type of protocol.

Box 1 shows an identification rule for the SNMP protocol
and corresponding explanation ensues.

This statement indicates that the rule is released as the first
version, with the id of 70. All the UDP packets sent from any
port or IP address are detected without exception. According
to the identification rule, the first byte value of the application
layer payload is 0x30. The second byte value must be less than
0x80, and the third is 0x02. When the match is successful, the
alert action is triggered and the protocol type value SNMP is
returned to the caller.

After a review of various typical protocol documents,
we have completed the writing of recognition rules for 25
typical application layer protocols such as BITTORRENT,
DNS, DROPBOX, HTTP, SMTP, and SSH.

4.2.4. Application Identification. After the identification of
the application protocol, we further figure out the type
of application that generates the packets. As we all know,
apart from the traffic generated by the user interaction, the
background process of the application communicates with
the server periodically, thereby generating more traffic. We
analyze the traffic and extract various features to identify the
applications.

The data transmission between an application and the
server is generally divided into two cases. First, the applica-
tion uses a custom data transmission protocol, such as the
OICQ protocol, which is designed by Tencent and is merely
used as the data transmission protocol of QQ. In this case,
as long as the application protocol has been identified, the
application is sure to be identified. Second, multiple kinds
of applications share an application layer data transmission
protocol, such as the HTTP protocol, to encapsulate data
transmitted between the client and the server. For this
situation, we distinguish different applications by extracting
multiple field values from the traffic. For example, in the
HTTP protocol, the HOST field represents the combination
of the domain name and the port number of the server
address. Usually, the addresses and corresponding domain
names of applications devised by different companies are not
identical. Even though different applications provided by the
same company share the same server, the addresses are still
distinguished from each other with different HTTP request
parameters. Therefore, the combination of the HOST field



of HTTP protocol and request parameters can be used to
identify different applications.

This paper observes and analyzes the application traffic
in the experimental network and summarizes a collection
of 116 commonly used application identification rules under
21 categories, such as browser, e-mail, remote management,
online game, instant messaging, social networking, Web disk,
input tool, online video, P2P video, and stock software. These
identification rules cover traffic generated from users’ clicks,
login activities, automatic updates, and background process
communications.

4.2.5. HTTP User-Agent Detection. As the name suggests,
the User-Agent field in HTTP traffic contains the user
agent information. Generally, the User-Agent field generated
by a browser contains the information like the types and
versions of the browser and the operating system. As an
important piece of information in the User-Agent field, a
specific operating system has its own structure-mapping
rules, diversifying the types of all the existing operating
systems. For instance, the prefixes of the Windows operating
systems are normally Windows NT, and suffixes represent
specific operating system versions. The identification rules
of the operating systems presented in this paper cover the
mainstream operating systems such as Windows, Mac OS,
OpenBSD, and Ubuntu.

4.2.6. DNS Resolution and Web Access Records. The user
generates a large number of HTTP requests and DNS requests
when he manipulates the applications or accesses websites
using the browser. The destination IP address in an HTTP
request together with the corresponding time information
can reflect the behavioral characteristics of the user to some
extent. And the DNS responses can help us to associate
multiple IP addresses of the same domain name together.
The resolution of DNS packets is mainly for the IPv4
protocol. From the response packets, we can extract the
<domain name, address> pairs. Specifically, the Questions
field indicates the number of requested domain names, and
the number of corresponding addresses is contained in the
Answer RRs field. There are many kinds of DNS response
types, which are distinguished by the Type field. For example,
the A record maps a domain name to the corresponding IP
address while the CNAME record maps an alias name to a
canonical domain name.

4.3. Distributed Storage of Network Traffic Data. Based on the
processing and extraction of the packets, the information of
the extracted applications, operating systems, HTTP User-
Agent, DNS, and Web access records is stored in the cor-
responding columns of the distributed database HBase. By
reading data from HBase, the device identification and user
identification are implemented.

5. Device Identification Based on Runtime
Environment Analysis

5.1. Basic Ideas. For the first device identification scenario,
we propose a novel identification method based on runtime
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environment analysis. Its basic idea is to realize the unique
identification of devices based on the combination of the
device operating system, the HTTP User-Agent information,
and especially the installed applications.

As shown in Figure 3, the identification process can be
divided into two phases, namely, the Spark-based offline
training phase and the Spark-based online training phase.
In the offline training phase, Spark distributedly reads the
relevant features from the HBase, generates the correspond-
ing device fingerprint denoted as a vector, and accordingly
learns an appropriate classification model by oftline training.
The dataset needed for oftline training and verification can be
labeled with IP addresses (MAC addresses can be utilized for
labeling in LANSs instead). In the online identification stage,
distributed analysis and feature extraction are performed on
the real-time traffic. And the generated fingerprint vector is
classified by the offline training model. Finally, the classifica-
tion results indicate the identity of the device.

5.2. Feature Selection and Fingerprint Generation. This sec-
tion focuses on the operating environment of user devices
and derives a device identification technology based on its
characteristics. The operating environment mainly includes
two types of features, which are the operating system type
and application type (version information is included). To
generate the device fingerprints for identification of the
user device, we collect the type and version information of
applications from the results of application identification, and
extract the attributes such as the browser type and version and
operating system type from the results of HTTP User-Agent
detection.

Specifically, the device fingerprints are generated by ana-
lyzing the traffic per unit time. If the traffic of an application
is detected within the time period, the corresponding feature
attribute of the application is set to 1 or the corresponding
frequency. The dimension of the device fingerprint feature
vector is 961. According to the value types of the extracted
feature attributes, we design two types of device finger-
prints: boolean type device fingerprint and numerical type
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device fingerprint, where the Boolean type device fingerprint
indicates whether features such as applications or operating
systems appear in the network traffic, and the numeric device
fingerprint indicates how often these features appear.

Note that all the identifiable application type sets are
S = {S5,,S,,---,Sy} and the ith application’s version set is
vV, = {VLVE.. ,Vl.c"}. C; refers to the total number of
recognizable versions of the ith application and OS represents
the operating system type. The feature vector of the device
fingerprint can be presented by formula (1).

FPy, = 18,8V}, 8V, 8,V - S, Va2, -
S, S,

Sa> S Vi -+, Sy VN, 08
Sn

When the value of the attribute in fingerprint ITM is
numerical, it is a numerical type device fingerprint. When the
value of the attribute is only 0 or 1, it is a Boolean type one.
Then the device identification problem can be modeled as a
multiclassification problem in machine learning.

5.3. Offline Model Training and Verification. Since the effi-
ciency of identification depends greatly on the classifica-
tion algorithm and the dimension of the device fingerprint
vector is relatively small, the multiclassification algorithm
can generally be used to train the identification model. We
compare the classification effects of Multinomial Naive Bayes
algorithm, random forest algorithm, and the logistic regres-
sion algorithm. After that, the best performed algorithm is
selected for online identification.

We collect network traffic of 118 user devices for 53
days from June Ist to July 23rd, 2016. The network traffic
produced on each device is examined per hour. Based on the
examination, the features are extracted to form a fingerprint
(all zero-vector fingerprints are discarded). Then we get
50,305 valid device fingerprints in total. The data collected
in the first 30 days is used to train and verify the offline
model, including 30,148 records, while the remaining 20,157
records gathered in the following days are used to evaluate the
accuracy of the classification model.

During the offline training process, the device finger-
prints in the data set are randomly divided into two subsets,
one being the training set containing 70% fingerprints and the
other being the verification set containing the remaining 30%.
Above all, the classification model of Boolean type device
fingerprinting is trained and verified as follows.

5.3.1. Training and Verification of the Classification Model of
Boolean Type Device Fingerprinting. First, the random forest
classification model is trained. Different from Multinomial
Naive Bayesian and logistic regression, the random forest
classification model has two parameters that need to be
tuned, i.e., the number of decision trees (nums) and the
maximal depth of the decision tree (depth). The parameter of
nums affects the accuracy of the overall classification, while

depth affects the classification accuracy of each decision tree.
Training and testing are performed under different values of
nums and depth, and the obtained classification accuracy is
shown in Figure 4(a).

As can be seen from Figure 4(a), depth generally has
a greater impact on the classification accuracy. With the
increase of depth, the accuracy is significantly improved.
When the value of depth is 30, the classification turns to be
optimal. The effect of nums on the classification accuracy cor-
relates positively to depth: when depth is small, the accuracy
rate rises with the increase of nums; when the depth is larger,
the classification accuracy rate first goes up with the increase
of nums, and then remains stable when nums is greater than
20. When the value of nums is 150, the classification accuracy
is the highest. Therefore, we set the value of nums as 150 and
the value of depth as 30, respectively, for optimization.

Then, the Multinomial Naive Bayesian and logistic regres-
sion classification models are trained separately, and the
classification accuracy of the models is evaluated by the
verification set and test set, respectively. Figure 5(a) shows the
classification accuracy of the three models, where MNB refers
to Multinomial Naive Bayes, RF denotes random forest, and
LR represents logistic regression. From Figure 5(a), it can be
seen that the classification accuracy of the verification set by
performing the logistic regression algorithm is considerably
higher than that of other algorithms. For the same algorithm,
the classification effect of the test set is significantly lower
than that of the verification set. This is because the data in
the training and verification set is randomly segmented, and
data in the test and training set has a time-series relationship.
Moreover, the operating environment of the device is likely
to change, so the accuracy of the device identification may
gradually decrease over time.

Further analysis of the data reveals that a portion of
records in the device fingerprint vectors stay close to the
full value of 0. This is due to the fact that not all device
traffic is generated by the identifiable applications involved
in this paper. Such traffic cannot be identified as valid device
information. To deal with it, the following definitions are
given.

Definition I (effective dimension). Given a fingerprint vector,
denote the number of feature columns with a nonzero value
as effective dimension.

Definition 2 (the minimal effective dimension). For the set
of fingerprint vectors to be identified, the minimal effective
dimension is defined as the threshold, below which the
fingerprints are deemed as invalid ones and filtered out due
to a lack of information.

Figure 6(a) shows the impact of this threshold on the
classification accuracy. And Table 1 shows the ratio of valid
device fingerprints to the total number with different values
of the minimal effective dimension, which shows the traffic
coverage rate of device identification.

From Figure 6(a) and Table 1, we can see that the
classification accuracy of the validation set and the test
set increases gradually as the minimal effective dimension
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TABLE 1: The effect of the minimum effective feature dimension on
the number of device fingerprints.

Minimum Effective

. . Validation Set Test Set
Feature Dimension
1 100.00% 100.00%
2 89.58% 90.43%
3 82.98% 81.66%
4 75.94% 74.85%
5 70.57% 68.99%
6 63.73% 62.08%

climbs. The classification accuracy values of three models
all plateau close to 80% for the test set when the minimal
effective dimension is 6. However, despite the top accuracy,
only 62.08% of device fingerprints in the test set are retained.
In comparison, when the minimal effective dimension is
lowered to 4, the classification accuracy of Multinomial Naive
Bayes and logistic regression for the test set is higher than
75%, and 74.85% of device fingerprints in the test set are
retained. Considering the effect of the minimal effective
dimension on fingerprint classification accuracy and traffic
coverage, the minimal effective dimension 4 is determined as
the threshold for filtering fingerprint data. Since the logistic
regression model performs comparatively better for both the
validation set and the test set, the logistic regression model
is chosen as the online identification model for the Boolean
type device fingerprinting.

5.3.2. Training and Verification of Classification Model for
Numerical Type Device Fingerprinting. For numerical type
device fingerprinting, the same random forest parameters are
first trained. The results are shown in Figure 4(b). When nums
is 100 and depth is 30, the random forest model has the best
classification effect. Since the specific value of each feature
has an important influence on the classification result of the
Multinomial Naive Bayesian classification model, we need
to perform the term frequency (TF) transform as shown in
formula (2) for each feature value.

I =1+log(f,) )

To further implement numerical type device fingerprint-
ing, we train the Multinomial Naive Bayes classification
model and the logistic regression classification model, respec-
tively, and calculate the classification accuracy on the verifica-
tion set and the test set. The results are shown in Figure 5(b).
We also verify the impact of the minimum effective dimen-
sion on the classification accuracy, as shown in Figure 6(b). By
comparing Figures 5(a) and 5(b), Figure 6(a) and Figure 6(b),
respectively, we can find that the performances of Boolean
and numerical type device fingerprinting are basically the
same and can both achieve a comparatively high device
identification accuracy. However, because the numerical type
fingerprints may fluctuate on feature values, we only leverage
the Boolean type device fingerprinting to test the online
identification accuracy of devices.

5.4. Online Identification of User Devices. The online iden-
tification of user devices employs the Boolean type device
fingerprinting, and a logistic regression model is taken as
the classification model. The experiment is based on the
sliding window mechanism, which simulates the online
identification process by replaying network traffic in the
test set for 23 days. The sliding window has two important
parameters: the windows slide and the windows size.

A prediction is made iteratively when the sliding window
slides backward over a distance of the window slide. The
windows size is the range that fully covers flow data. When
we want to make a prediction, we need to read feature data
within the time range of the previous windows size from the
current moment. The online identification accuracy rate of
the user devices is counted as the ratio of the total number of
device fingerprints correctly classified to the total number of
device fingerprints in all the windows.

In this paper, the values of the windows slide and the
windows size are set to be 1 minute, 2 minutes, 5 min-
utes, 10 minutes, 20 minutes, 30 minutes, and 60 minutes,
respectively. By adjusting the values, we analyze how the
two parameters influence online identification accuracy of
user devices. Figure 7 shows the results when the minimum
effective dimensions are 1 and 4, respectively.

As can be seen from the figure, the online identification
accuracy rate is barely influenced by the change of windows
slide, while it is in a positive correlated response to the
increase of windows size. That is, the bigger the windows
size, the more accurate the identification. When the windows
size is 60 minutes, the identification accuracy rate reaches
a maximum value of 68.93%. If we filter the data with
low information content by setting the minimal effective
dimension to 4, the maximal online identification accuracy
will increase to 77.03%.

6. User Identification Based on Network
Behavioral Fingerprints

6.1. Basic Ideas. Inthe scenario of intrusion detection, if some
intruder occupies an authorized device, we cannot detect the
intrusion by using the device identification technologies. So
it is of great practical importance to identify user across mul-
tiple devices. To this end, we try to analyze the user’s behavior
habits and generate fingerprints, which are constituted by
the device-independent Web access records, DNS domain
name information, and HTTP User-Agent field. Except for
the feature selection, other steps are similar to those of
device identification. The specific identification procedures
and verification steps go as follows.

6.2. Feature Selection and Fingerprint Generation. The user’s
network behavior habits are mainly reflected by his Web
access records, and the attributes such as operating system
and browser in HTTP User-Agent can also reflect the user’s
preferences to some extent. Therefore, we use the Web access
records extracted from the application protocol identification
unit, the mapping relationship between IP addresses and
domain names obtained from the DNS analysis results, and
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the information about the types of browsers, versions, and
operating system types achieved through HTTP User-Agent
detection, to generate user’s online behavioral fingerprints for
the identification of network users.

The behavioral fingerprint vector is generated by extract-
ing features from captured traffic in a unit time. For the target
IP address in the Web access record, we associate it with
the domain name based on the DNS response records and
treat all IP addresses and subdomains under the same domain
name as one attribute of the vector.

After the features of domain names are determined,
combined with the information contained in the HTTP
User-Agent field, a network user’s behavioral fingerprint is
generated, which constitutes the fingerprint vector of the user
behavior in a unit time.

The dimension of the user behavioral fingerprint vector
is 57,593. According to the value type of feature attributes,
behavioral fingerprints can also be divided into two types:
boolean and numerical type. However, we can see from the
fingerprint classification results of the device that there is no
obvious difference between the classification accuracy of the
two types of fingerprints, and the classification accuracy of
Boolean type device fingerprinting is slightly better than that
of numerical type fingerprinting. Therefore, we will test the
identification accuracy of network user with Boolean type
behavioral fingerprinting.

6.3. Training and Verification of Offline Model. Since the
overall dimension of the behavioral fingerprint vector is large,
we select Multinomial Naive Bayes and random forest to
perform and compare their performance to select the better
one for online identification of network users.

The network traffic collected in this paper contains data
of 118 users. The data collection procedure lasts for 53 days.
Each fingerprint is generated through extraction of each
user’s network data per hour. Note that the fingerprints with
a full list of zero feature values are discarded. Altogether,
we get a total of 54107 fingerprints. The overall fingerprints
are categorized into two groups. One group contains 32,217
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FIGURE 8: The classification accuracy of behavioral fingerprints
using random forest model.

behavioral fingerprints collected in the first 30 days, used for
the training and verification of the offline models. The other
group includes the remaining 21,890 behavioral fingerprints
collected in the following 23 days, used for testing the
identification accuracy of network users.

Moreover, when training an offline model, the first group
of the behavioral fingerprints are randomly divided into the
training and verification sets, of which 70% of the behavioral
fingerprints are used as a training set for model training, and
the remaining 30% are used for verifying. The rest of the
behavioral fingerprints are gathered as a test set for evaluating
the classification accuracy. Two offline models, Naive Bayes
and Random Forest, are trained with the same allocation of
data sets.

First, the random forest model is trained. Its nums and
depth parameters are taken into account. The obtained clas-
sification accuracy from training and testing under different
values of nums and depth is shown in Figure 8. As can be seen
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from the figure, when the nums is 40 and the depth is 30, the
random forest model achieves the best classification accuracy.

Then the Multinomial Naive Bayes classification model
is trained, and the classification accuracy is evaluated by the
validation set and the test set, respectively. Figure 9 shows
the classification accuracy of the validation set and the test
set by performing the two models. These results show that
the random forest model is far worse than the Multinomial
Naive Bayes model for both data sets in terms of classification
accuracy.

Finally, the effect of the minimum effective dimension
on the classification effect and the ratio of valid behavioral
fingerprints are tested. The results are shown in Figure 10 and
Table 2, respectively.

As can be seen from Figure 10, the positive effect of the
Multinomial Naive Bayes model on the test set is gradually
enlarged as the minimum effective dimension increases.
When the minimum effective dimension is set to 3, the
classification accuracy rate of the test set is already higher
than 75%. And when the minimum effective dimension is
9, the classification accuracy of the test set is the highest,
reaching 80.70%, which can cover 74.87% of behavioral
fingerprints.

11

TABLE 2: The effect of the minimum effective feature dimension on
the number of behavioral fingerprints.

Minimum Effective

. . Validation Set Test Set
Feature Dimension
1 100.00% 100.00%
2 92.39% 93.70%
3 91.77% 90.54%
4 89.34% 86.72%
5 87.98% 84.22%
6 86.53% 81.03%
7 83.18% 78.36%
8 80.45% 76.42%
9 79.03% 74.87%
10 77.07% 73.43%
11 73.67% 72.16%

In comparison, the classification effect of the random
forest model is not only relatively poorer, but also not
stable enough. Therefore, we use the Multinomial Naive
Bayes classification algorithm to implement the online user
identification. Moreover, after comprehensively considering
the effect of the minimum effective dimension on the
classification accuracy and the coverage of the behavioral
fingerprints, the value of 9 is selected as a condition to filter
the invalid behavioral fingerprints.

6.4. Online User Identification. The online identification of
network users is also performed in the sliding window
manner, and the online process is simulated by replaying the
real network traffic in the test set for 23 days. The step size and
the window size of the sliding window are varied to figure out
their effects on the user identification accuracy. In this paper,
the values of step size are set to be 1 minute, 2 minutes, 5
minutes, 10 minutes, 20 minutes, 30 minutes, and 60 minutes
and so are the values of window size. Figure 11 shows the
results when the minimum effective dimensions are 1 and 9,
respectively.

As can be seen from the figure, the step size of the sliding
window has very little effect on the accuracy of online user
identification. When the minimum effective dimension is 1,
the accuracy goes up as the size of sliding window increases.
When the window size is 60 minutes, the identification
accuracy rate reaches a maximum of 72.58%. And the
experimental results also show that when the window size of
the sliding window is 20 minutes, the identification accuracy
rate has already reached 71.42%. Thus, the time window size
of the online user identification can be controlled within 20
minutes.

When the minimum effective dimension is 9, the iden-
tification accuracy rate firstly increases with the increase of
the sliding window. When the window size increases to 5
minutes, the accuracy remains basically unchanged at 79.51%.
When the window size is 20 minutes, the accuracy reaches
81.37%. And when the window size is 60 minutes, the rate
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FIGURE 11: The effect of sliding window on the accuracy of online user identification.
TaBLE 3: The results of high-speed packets capture (pps).
Packet length (Byte) Number of physical cores
1 2 4 8 12
100 1329465 1566371 3206383 5936376 6272835
200 1130613 1734582 2917599 5352853 5586074
500 922524 1155344 2384589 2385555 2402127
1000 852867 1219714 1219109 1230260 1229943

is 80.74%. Therefore, the time window size of online user
identification can be further shortened to 5 minutes.

7. Performance Tests and Results

71. Test Environment. In the above we have evaluated and
proved the effectiveness of device identification and user
identification with different algorithms and parameters,
respectively. This section mainly tests the performance of the
identification methods. The test environment is as follows:

71.1. Hardware

(i) 1 master node: Dell PowerEdge R730 (CPU: 2 6-
core E5-2620V2, 2.1GHz, memory: 96 GB, external
storage: 3.6TB).

(ii) 14 slave nodes: Dell PowerEdge C6220 II (CPU: 2 6-
core E5-2620V2, 2.1GHz, memory: 64 GB, external:
8TB).

(iii) NIC: Intel 82599ES 10-Gigabit, supports up to 64
hardware queues.

7.1.2. Operating System

(i) Operating system: Red Hat Enterprise Linux 7.
(ii) Kernel version: 3.10.0-123.20.1.el7.x86_64.

7.2. Test Results. This section tests the performance of three
modules: packets capture, distributed packets processing, and
online identification modules. The test results are illustrated
as follows:

7.2.1. Packets Capture Rate. First, network traffic is generated
by the tcpreplay tool [34] and the packets capture rate
is tested on the Intel 82599ES 10-Gigabit NIC. The NIC
supports a maximum of 64 hardware queues and the number
of hardware queues can be configured freely as required.
However, due to the fact the CPU in our experimental
computing node only has 12 physical cores and that the packet
capture speed cannot be greatly enhanced if multiple packet
capture threads are located in the same physical core, at most
12 hardware queues are enabled in this experiment.

In this paper, the speed of traffic capture is tested for the
packets with different lengths and number of NIC hardware
queues, separately. The results obtained are shown in Table 3.
The results are acquired by calculating the average total
numbers of packets that multiple NIC hardware queues
capture within 10 seconds. The corresponding packet capture
rate is shown in Table 4. From Tables 3 and 4 we can conclude
that the packet length has a great influence on the capture
rate. When the packet length is 1000 bytes, the ultimate speed
of the NIC (9.76Gbps) can be reached by just consuming
two hardware queues. If the packet length is reduced to
100 bytes, the packet capture rate rises as the number of
NIC hardware queues increases till reaching a peak speed
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TABLE 4: The results of high-speed packets capture (Gbps).
Packet length (Byte) Number of physical cores
1 2 4 8 12
100 1.06 1.25 2.57 4.75 5.02
200 1.81 2.78 4.67 8.56 8.94
500 3.69 4.62 9.54 9.54 9.61
1000 6.82 9.76 9.75 9.84 9.84

TaBLE 5: The speed test results of distributed processing framework.

TaBLE 6: The time consuming of online identification.

The Number of Kafka Maximum # Time consuming of online
Partitions Processing Speed identification (ms)
1 3.76Gbps 1 9074
2 6.68Gbps 2 8256
3 10.01Gbps 3 7480
4 13.35Gbps 4 8188
5 6566
6 6780
of 5.02Gbps. When the length is changed to 200 bytes, the 7 6643
maximum capture rate is 8.94Gbps. When the packet length 8 6503
is 500 bytes, the maximum packet capture rate is 9.61Gbps. 9 8047
The experimental results above show that the use of Linux 10 6080

PFQ kernel module can capture packets with a high speed and
has robust systematic extensibility.

7.2.2. Speed of Distributed Processing of Packets. When testing
the speed of the distributed processing framework, this paper
uses KafkaProducer to write the network traffic captured by
the packet capture module into each Kafka partition and then
calculate the framework’s processing speed of reading and
analyzing data from Kafka partitions.

The number of KatkaSpouts is consistent with the number
of Kafka partitions, which has a crucial influence on the
speed of the distributed processing framework. Table 5
shows the speed of the distributed processing framework
under different Kafka partition numbers. As we can see, the
maximum processing speed is basically proportional to the
number of Kafka partitions. It is noteworthy that it exceeds
10Gbps when the Kafka partition number is 3.

7.2.3. Response Speed of Online Application Identification.
This paper uses the maximum window size of 60 minutes to
test the response speed of the online identification module.
This module contains two parts: online device identification
based on the runtime environment and online user identi-
fication based on network behavioral fingerprints. Through
the statistics of the time consumption of online identification
modules for 10 trials, the average value is calculated as the
response speed of the online identification module. The time
consumption of the 10 online identifications is collected in
Table 6. By averaging them, the response speed is derived
as 7362 ms. This value is much smaller than the minimum
step size of the recognition window (1 minute), so it can be
considered that the online identification processing speed can
meet the performance requirement.

8. Conclusion

In the intrusion detection area, it is increasingly important
to detect the suspicious entities and potential threats. In
this paper, we introduce the identification technologies of
network entities to detect the potential intruders. In order
to achieve network entities identification in high-speed
environment, we use PFQ kernel module to capture high-
speed network packets and employ Storm distributed real-
time streaming data processing technology to realize online
analysis of network traffic.

For the unauthorized devices in the monitored network,
we design an online device identification technology based on
runtime environment analysis. 961 features, such as applica-
tion program, operating system, and HTTP User-Agent field,
are selected to constitute the device fingerprints. And then the
logistic regression algorithm is applied in a sliding window
manner. For the case that the intruder occupies an authorized
device and disguises himself as an authorized user, we extract
the Web access record, DNS domain name, and HTTP
User-Agent field to constitute user behavioral fingerprints.
And then users are identified online in a sliding window
manner using the Multinomial Naive Bayes model. The
experimental results show that the traffic analysis framework
and identification methods proposed in this paper have a
high practicality as they can achieve satisfying identification
accuracy rates in a short time. For future research, we intend
to design an automated application identification tool in
order to identify a large scale of applications and enhance the
identification accuracy.
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Currently, searchable encryption becomes the focus topic with the emerging cloud computing paradigm. The existing research
schemes are mainly semantic extensions of multiple keywords. However, the semantic information carried by the keywords is
limited and does not respond well to the content of the document. And when the original scheme constructs the conceptual graph,
it ignores the context information of the topic sentence, which leads to errors in the semantic extension. In this paper, we define
and construct semantic search encryption scheme for context-based conceptual graph (ESSEC). We make contextual contact with
the central key attributes in the topic sentence and extend its semantic information, so as to improve the accuracy of the retrieval
and semantic relevance. Finally, experiments based on real data show that the scheme is effective and feasible.

1. Introduction

1.1. Background. In 2000, digital storage accounted for only
1/4 of the world’s data, and another 3/4 of the informa-
tion was stored in newspapers, books, and other mediums.
But by 2020, digital information will account for 4/5 of
global data and will reach 40ZB, which is equivalent to
5200GB of data generated by each person. The consumption
of the local storage of the users is too expensive. So in
order to save storage costs of data, users usually choose
to upload data to the cloud. However, public clouds are
not always trusted, so the data always is encrypted before
uploading to the cloud servers, which also makes the tra-
ditional plaintext search scheme invalidated. Thus, how to
better protect and utilize user privacy in cloud comput-
ing has become a major research issue in mobile cloud
computing.

Searchable encryption of the cloud server has become an
important field of investigation in recent years. One of the
most popular methods of traditional schemes is keywords-
based search. The data owner first extracts the corresponding
keywords for the data documents and builds the correspond-
ing index and then outsources the encrypted documents and

index to the cloud server. When searching for the encrypted
data, the cloud server can match the trapdoor with the
encrypted index; then the corresponding data documents are
returned to the data user. But, as we know, there are some
deficiencies with the above keywords-based schemes, which
cannot reflect the user’s search intention and the semantic
information of the document.

In the keyword-based encryption search schemes, the
data owner summarizes a document’s content into some
keywords, which can make search matching efficient and
simple. However, the keyword cannot represent the contents
of the data document well; it ignores the semantic informa-
tion of the document. Thus, the returned search results from
cloud server are not always matching with the requirement
of the user’s query. Although the keywords-based schemes
[1, 2] have a semantic extension of the keywords, they still
cannot overcome the limitations of the keywords. Thus,
we research content-based searchable encryption scheme.
The scheme [3] takes into account the central content of
the text, which expresses the document content with a
topic sentence, then establishes the conceptual graph for
the topic sentence, and builds the corresponding encrypted
index structure. Unfortunately, the scheme does not consider


http://orcid.org/0000-0002-5843-6953
http://orcid.org/0000-0002-4363-2521
http://orcid.org/0000-0001-7982-726X
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2018/1420930

context-sensitive semantics. Thus, the scheme still has a lot of
defects.

Therefore, under protecting the security of user privacy
in the cloud environment, in order to improve the relevance
of documents information obtained by encrypted search, we
proposed a searchable encryption scheme which combined
the local features with the context similarity.

1.2. Main Contribution. In the paper, we propose a semantic
search encrypted scheme based on conceptual graphs of
context (ESSEC). We still extract the central content of the
whole document as the index rather than keywords and then
construct the corresponding weighted conceptual graph [4]
for the topic sentence:

(i) We extend the context-based semantics of the center
concept attribute, so that the generated conceptual
graph can contain the content information of the
document and constructs the semantic network of
the conceptual graph, which helps to make search
results satisfy the needs of users’ retrieval as much as
possible.

(ii) The experiments based on real datasets have been
implemented, and the experimental contrast dia-
grams make clear that the two schemes put forward
in this paper are effective and feasible.

2. Related Work

Searchable encryption [2, 3, 5] is cryptographic primitives
developed for data’s encrypted search. The symmetric key
searchable encryption scheme was first proposed by Song et
al. [6]. Subsequently, the early researchers Golle and Ballard et
al. [7-9] have proposed the schemes to support multikeyword
search in different application scenarios. Returns related
documents based on whether the keywords are contained in
the document. However, the earlier proposed schemes are
only applicable to small-scale specific types of applications
and ignore the semantic information of documents.

Cao et al. [10] first defined and solved the problem
of multikeyword classification retrieval on encrypted cloud
data (MRSE). In the scheme, Cao creatively uses intrinsic
product similarity and coordinate matching to compute the
correlation between keywords and files and put forward the
two different threat models. The first model is a known
ciphertext model and other is the known background model.
Then, [11-13] have the further study on the basis of MRSE.

Then, the scholars have put forward many excellent
schemes based on semantic searchable encryption [14-18].
Li et al [14] first use the wildcard technology and editing
distance to construct a fuzzy semantic keyword set. Fu et
al. [15] construct wordnet tree to expand its semantics for
keywords. Then, [16] was based on the NLP analysis of
the input multiple keywords to obtain the weight of each
keyword to represent the interest of the user and expand
the semantics by extending the central keyword to improve
the efficiency and accuracy. However, taking into account
the deficiencies of the keywords, literature [19] constructs
a content-based semantic searchable encryption scheme,
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which uses the semantic representation tool of the conceptual
graph to store the content information of the document,
thereby implementing semantic retrieval. [18] proposes a
verifiable diversity ranking search scheme over encrypted
outsourced data. In our scheme, we still use the conceptual
graph as our semantic expression tool, but we take into
account the contextual semantic content when constructing
conceptual graph, in order to construct a semantic network,
increasing the retrieval accuracy.

3. Problem Formulation

3.1. System Model and Threat Models. The system model
considered in this paper is shown in Figure 1: the data owner,
data user, and the cloud server are 3 entities of the system.
To keep the data private, before uploading the documents
F = {F,,F,, .., F,} to the cloud server, the data owner would
encrypt the data C = {C,,C,, ...,C,}. Meanwhile, to retrieve
encrypted data, the data owner needs to generate a searchable
encryption index I. In our scheme, we generate a conceptual
graph index for encrypted documents. Finally, both index
and documents will be encrypted and upload to the cloud.

The data users need to obtain the authorization from the
data owner. Then they need to generate request trapdoor
(conceptual graph) n for query sentence, which will be
encrypted upload to the cloud server. And the cloud server
matches the encrypted index I with the encrypted trapdoor #.
Finally, the cloud will return the related encrypted documents
to the data user. The data user would decrypt the encrypted
documents.

In our scheme, we think the cloud server is “honest
but curious.” In other words, the cloud server can comply
with the protocols, but it still hopes to obtain more sensitive
information through learning and guessing. In this paper,
we only focus on how the cloud can deal with the similarity
search over the encrypted data, which is the same as the
model adopted by previous literature [10].

3.2. Notations and Preliminaries

3.2.1. Notations
(i) F: the plaintext document dataset, F = {F,, F,, ..., F,},
and each F; can be summarized as a CG.

(ii) C: the ciphertext document dataset, C = {C,,C,, ...,
C,}.

(iii) CG: conceptual graph

(iv) Q: the query represented by two vectors and a hash
table, defined as a collection Q = {Q,, Q,, QM;}.

(v) QM: the hash structure in query.

(vi) F(Q,): the encrypted set of documents in F whose D,
is similar with Q;.

(vii) D;;: the index composed of vectors and hash table,
which is defined as D; = {D;;, D;,, D;5, M,}.

3.2.2. Preliminaries. Conceptual Graph: Sowa first proposed
the conceptual graph scheme [20], which is the model of
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semantic knowledge representation, similar to a knowledge
graph. It is the structure of knowledge representation based
on first-order logic [21]. As a logical model, conceptual
graph can be used to describe any content that can be
implemented on the digital computer. It usually has two types
of nodes: concepts (rectangles) and conceptual relationships
(also known as semantic roles) (Ellipse) (Figure 2). At the
same time, for each concept, there are two parts: the left
is a type label, which represents the type of entity, and on
the right is a concept attribute value, but its concept type
does not necessarily exist. Each concept is associated with
other concepts. And there are about 30 relationships and 6
tenses.

TF-IDF(term frequency-inverse document frequen-
cy): is a statistical method used to reflect how important
a word is to a document or corpus [1]. The TF-IDF value
increases proportionally to the number of times a word
appears in the document and is offset by the frequency of
the word in the corpus. Term frequency (TF) refers to the
frequency of a given word in the file. Inverse document
frequency (IDF) is a measure of the universal importance of
aword. And the TF-IDF is the product of two statistics, term
frequency and inverse document frequency.

TF _ M « log |D|
IDF ank,j Hj:ti edj}'

Text summarization: Text summarization always tries
to determine the central content of documents. And the
methods of automatic text summarization are mainly divided
into two categories: extractive and abstractive. The extractive
summarization is based on the assumption that the core

)

idea of a document can be summarized in one sentence
or a few sentences in the document. In this paper, we first
preprocess the document and make it a clause. Then the
words and sentences are expressed as vectors (word2vec) that
the computer can understand. And the sentences are sorted
by the following models.

(1) Bag Of Words [22]: The bag of words model defines a
word as a dimension, and a sentence is represented as
a high-dimensional sparse vector in the space where
all words are formed.

(2) Word Embedding [23]: Through word2vec and other
techniques, get the low-dimensional semantic vectors
of words, sentences, and documents.

3.3. Design Goals. Taking into account the above system
model and to solve the problem of neglecting context seman-
tics in the model, the following design goals will be achieved.

(i) Data privacy: our privacy goal is to prevent the cloud
learn private information from the outsourced data,
the corresponding index, the user queries, and search
results.

(i) Concept attribute access privacy: the cloud cannot
know which concept attribute is focused queried and
extended.

(iii) Context semantic search: the goal of our scheme is to
take context semantic information into consideration
in building conceptual graph to achieve more accu-
rate search.
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FIGURE 4: Weighted Conceptual graph for the subject sentence.
4. The Proposed Schemes So after we have extracted the central sentence and

The searchable encryption scheme [10] ignores the semantic
information of the context during the construction of the
index; thus the accuracy of the search matching can be lost.
We reconstruct the context-sensitive searchable encryption
scheme based on conceptual graphs. First of all, we need to
summarize the content of the document. According to the
scheme in Section 3.2.2, we can get a topic sentence from the
document abstract, and then we establish the corresponding
conceptual graph [11].

In our scheme, considering the efficiency of the con-
textual semantic extension, we only extend the semantic
information of the most important topics and construct a
semantic network based on conceptual graph of document
and then establish a corresponding encrypted index.

4.1. Our Basic Idea. In this section, we will detail our index
construction scheme.

4.1.1. Weighted Conceptual Graph. We first introduce the
weighted conceptual graph [24], which can help us analyze
the importance of each concept attribute in the topic sen-
tence, and reflect the theme of the document. In our scheme,
both edges and nodes have weights. And edges” weights are
assigned according to the relevance of the semantic flow in
the concept relationship as shown in Figure 3.

In our idea, the initial importance of each concept should
be the equal. Then we define it as follows.

Definition 1. The more times a concept type appears in
a document or more grammatical relations between its
conceptual type and other key attributes, the more important
it is.

constructed corresponding conceptual graph, we get all its
concept attribute values (rectangular) and we calculate the
term frequency (each sentence is considered as a document)
and the document frequency of the concept attribute value
in its sentence. We use the algorithm to get our weight.
We represent the concept value in the concept map as its
corresponding weight.

()

 IDF (caq;)

Thus, we can effectively obtain topic attributes by statisti-
cally weighting concepts, which helps us to extend its context-
sensitive semantics. Suppose we obtain the subject sentence
of the document: “Apple will launch four high-performance
and large-memory iPhones in 2018.” Our weighted concep-
tual graph for the sentence is shown in Figure 4.

q; (2)

4.1.2. Context-Sensitive Expansion of Central Attributes. For
the topic sentence of Figure 4, we obtain the theme
concept attribute which is “apple,” but computer cannot
know whether it represents the name of the fruit or the
name of the enterprise, which leads to error easily when
it is extended semantics and synonyms. So we need to
have context-based semantic extensions for the central key
attributes.

Our context-sensitive semantic expansion scheme is
based on the assumption that the frequent-common attribute
in the document has statistical relevance for the same topic.
Therefore, we can reflect the connection relation of attributes
by statistically analyzing the contextual relationships from the
document collection.

We have the following definitions.
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Definition 2. The vector of the concept attribute attr; is
represented by

attr; = <w1j, Wy wnj> . (3)
n indicates the number of words which are cooccurring with
attr; at least once in the document, and wy; represents the
word-to-word weight of word ¢, to word attr;.

In our scheme, we define that extended words and key
attributes must belong to the same sentence. And it is
generally believed that the closer the word to the key attribute
in the document, the more times the word appears around the
keyword,

Definition 3. Relevance between concept attribute and the
word:

e—)td(attr,tj)

P(attr | t;) = wy; x (4)

W'
A is the influence factor, and d(attr, tj) represents the dis-
tance between attr and t i

When we calculate the relevance of all the extended
words, then we need to calculate the relevance of the extended
words to the subject sentence.

Definition 4. The relevance of the word ¢, to the key sentence

A:
R(tjA)= Y P(tj]a)

ai€eA

©)

Q is a set of all the different concept attributes in the key
sentence.

When selecting the extended word, we need to calculate
the relevance of the word and the key attributes. At the same
time, through Definition 4, we can get an extended attribute
which is most relevant to the content of the entire topic
sentence. Our scheme extends the semantics based on the
context of concept attributes. For example, for Figure 4, we
extend its context semantics in Figure 5.

Similarly, for the user’s query sentence, we also need to
construct a corresponding conceptual graph. And in order to
return the search results which best match the user’s search
intent, our paper adopts the method of [18] to construct a user
interest model with semantic information on the user’s input
topic through the wordnet synset.

4.1.3. Index and Trapdoor Constructions. After we obtain the
context conceptual graph, we need to construct correspond-
ing index structure, which can store all semantic information
of conceptual graph. We take Figure 5 as an example to
illustrate our construction scheme.

First, we design two vectors for the index. The first vector
is mainly used to match the semantic structure in the query
request. The second vector is used to store the weight of
the semantic role, so that we can know the theme of the
document. In our scheme, we ignore the conceptual type
information in the conceptual graph because it is dispensable
in our semantics. Meanwhile, we need to construct a hash
table to store the corresponding concept attribute values. For
the extended concept attributes, we only need to store it in the
corresponding vector, so that the semantic information of the
entire conceptual graph can be completely stored through our
index structure.

The construction process is as follows:

il el >0

D, [j] = (6)
0, 'cj| =0
Ddn o] >0

DW, [j] = { Il 7)
0, |cj' =0

P[] - V(epr)s gl >0 )

null, |c,~j| =0

For the first vector D, if the conceptual graph CG
contains a semantic role r; and it has |ch number concept
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AGNT DEST THME TIME NUM ATTR OBJ
Dy | 1 | 0 | | 1 | 1 | | 1 | 2 | 0 |
DwW; | 0.29 | 0 | | 0.21 | 0.08 | | 0.03 | 0.24 | 0 |
| AGNT | apple |
| THME | iPhone |

DM;
| TIME | 2018 |
| ATTR | large-memory, high-performance |
FIGURE 6: The index structure.

AGNT DEST THME TIME NUM ATTR OBJ
Q | 1 | 0 | | 1 | 1 | | 1 | 0 | 0 |
| AGNT | apple |
| THME | iPhone |
QM | TIME | 2018 |
| ATTR | large-memory, high-performance |
| NUM | four |

FIGURE 7: The trapdoor structure.

attributes (|c;| represents the number of concept attributes),
Dy[jl = ¢l For second vectors DW,, the weight of
each semantic role DW,[j] is equal to the sum of all the
weights of the concept attributes. Meanwhile, we construct
the hash table DM, [j] to store the corresponding concept
attribute values. The key is to store the corresponding
semantic role; then its value can store its corresponding
concept attribute values. The index structure is shown in
Figure 6.

Similarly, we can also generate corresponding conceptual
graph for user-entered query sentence and also construct
corresponding trapdoor structures. For example, the user
enters a query statement: “Apple tipped to launch four
iPhones in 2018.” We get its trapdoor structure as shown in
Figure 7.

4.14. Retrieval Calculation. Then, we give our retrieval
scheme. The data user generates a vectors and hash table
Q,,QM, based on the query sentence. The cloud server
first calculates the inner product of D, vector and Q

vector and multiplies the weight vector DW; of document
semantic role to select the N documents set with the largest
correlation score. Then, the cloud server will match DM, and
QM,, that is, whether the corresponding semantic roles have
corresponding concept attribute values, and calculate the
final score so as to filter out the most relevant K documents
from the N documents set. As shown in Algorithm 1 score is
the threshold for R(D;, Q,).

4.2. ESSEC Scheme. We use the MRSE framework [10, 25]
to construct a searchable encrypted ESSEC scheme based
on context-sensitive conceptual graph. At the same time,
we combine submatrix techniques to reduce the encryption
time in conjunction with the [11] scheme. The encryption
scheme contains four steps: KeyGen, BulidIndex, Trapdoor,
and Query. By calculating the cosine distance between the
two vectors, we can get the similarity score, described as
follows.

KeyGen: The data owner first constructs a secret key SK,
generating two (n + 2) x (n + 2) invertible matrices M, M,
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Algorithm 1 RCG

(2) Output: F(Q)
(3) For each document F; in F do

(6)  R(DW;,Q,) = DW,, - Q

(9) Else return;
(10) End if
(11) End for

(1) Input: F, D,, DW,, DM,, Q,, QM,
(4) IfR(D;,Q,) =D, -Q, > score then
(5) Calculate DW,;, DM;; and QM,

(7)  R(DM,,,QM,) = ¥(3Val(DM,,) in QM,)
(8) Insert a new element (R(DW;;, Q,), RCIDM;;, QM,), FID) into RList.

ALGORITHM l: Retrieval algorithm.

which generated randomly and a (n+2) bit vector S generated
randomly, to form SK = {S, M, M,}.

BulidIndex(D, DM): The scheme generates subindexB
by applying dimension expansion and splitting procedures
on D, which is similar to the secure KNN algorithm [10].
In this process, we generate two vectors {D;,Dl{’}. And we
set the (n + 1)-th dimensions in B to a random number ¢;

(n + 2)-th dimensions is set to 1. Therefore, D = (D;, &, 1).

—/ — I
Finally, the encrypted subindex I; = {M] D, M} D ;} for
each encrypted document C;. And the DM is encrypted by
using 77(e), which is an off-the-self hash function.

Trapdoor(Q, QM): The user generates a n-bit vector 6
for query sentence. Then, a similar splitting process will be

applied. We extenda to (n + 1)-dimension, and (n + 1)-th is
set to 1. Then scale it with a random number r # 0. Anda

N
is extended to (n + 2)-dimension. Therefore, Q = (rQ,1,1t),
n

!
t is random. The formulation of T, is {M; 16 ,Ml_l(_j 1.
Similarly, the QM is encrypted by using 7r(e).
Query: The cloud server calculates the encrypted trap-
door and encrypted index based on cosine measure. The final
relevance score is

cos (I, Tg)
—/ — 1 —/ — I
= cos({MlT Dy, M, Dil} . {Ml_l Q.M Q })
)
—!  —/ —I —
= COS <Dll . Ql + Dil . Ql )
= cos {(D;, & 1) - (rQy,7,1)}

Then cloud server can compare whether 7(DM) are the
same as 771(QM;,) in document set F(Q;).

5. Performance Analysis

In essence, our proposed scheme is only some post processing
further considered compared with the method in [19]. There-
fore, the security of our scheme directly inherits the security

of the method in [19]. In addition, we adopt the secure KNN
inner product scheme [10].

In this section, to assess the feasibility of our scheme, we
use java+stanfordNLP to build our experimental platform.
Our implementation platform is Windows 7 server with Core
CPU 2.85GHz. The dataset is a real-world dataset: CNN
set (https://edition.cnn.com/) which is available to construct
the outsourced dataset [26]. In our experiment, we use
approximately 1000 documents.

5.1 Precision. Precision means that users can get what they
want based on their queries’ sentence. In our scheme, we
expand the conceptual graph based on context semantic
information. In order to achieve a balance between security
and precision, we use 2 layers of index to store all the semantic
information of the conceptual graph and also store the
extended context semantic information. Thus, the retrieval
accuracy of our scheme has a wider range of breadth and
deeper precision.

5.2. Efficiency. In our scheme, we need to segment the
documents of the dataset and remove the stop-word. We get
topic sentences by word2vec, word-embedding, and other
NLP methods, but we do not calculate the time, because
the time is influenced by the corpus. Thus the time of
index construction consists of 2 parts: one is to make a
syntactic analysis of the subject sentence and the other
is to construct the corresponding index and encrypt the
index.

We can see in Figure 9 the relationship between the time
of the index construction and the number of documents.
Table 1 shows the required time cost and space cost for
each index when the size of the document is about 1000.
This is because our scheme needs to count the weights of
the concept attributes and also needs to extend the context
semantics of the central concept attributes. Thus, our index
construction needs more time. Our scheme is different from
the traditional keywords searchable scheme. We have taken
into account the content of the document when constructing
the index, which has greatly improved in accuracy and
semantic aspects. Meanwhile, compared with the MRSE [10]
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TaBLE 1: Index Construction overhead for 1000 documents.

Scheme Index vectors size The time of index vectors for each file
MRSE [10] 12898KB 0.9s
USSCG [19] 8394KB 1.79s
Our 10738KB 1.84s
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FIGURE 8: The time cost for generating index vectors in MRSE [10].

index construction time (Figure 8), our scheme proved to be
acceptable.

Figures 10 and 11 are the analysis diagrams of the relation-
ship between the query time and the number of documents.
It can be clearly seen that the query time is proportional
to the number of documents, because the increase in the
number of documents leads to an increase in the number of
conceptual graphs indexes and the increase in the complexity
of the context extension so that the query time eventually
increases. Despite the results, our scheme has more time than
MRSE [10] (Figure 10) and USSCG [19]. However, because
our scheme carries the semantic information of the document
content, we return more accurate results to compensate for
the loss of efficiency.

6. Conclusion and Future Work

In this paper, for the first time, we take the relationship
between semantic information of the context and conceptual
graph into consideration, and we design a semantic search
encryption scheme for context-based conceptual graph. By
choosing the central key attributes in the topic sentence, not
all attributes, our scheme performs a tradeoff between func-
tionality and efficiency. To generate the conceptual graphs, we
apply a state-of-the-art technique, i.e., word embedding and
Tregex, a tool for simplifying sentences in our method. Also
for the literature [10], we put forward a supplementary plan.
When constructing the conceptual graph, we considered the

FIGURE 9: The time cost for generating index vectors.
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FIGURE 10: The time cost for query in MRSE [10].

semantic information of the context. By extending the context
of the central concept attribute, we enhance the relevance of
our semantic query and achieve a balance of precision and
efficiency. Experimental results demonstrate the efficiency of
our proposed scheme.
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FIGURE 11: The time cost for query.

In the future, we will continue to focus our research
on semantic searches using grammatical relations and other
natural language processing. In addition, we are considering
modifying the process of changing a conceptual graph into
a numerical vector which can help improve accuracy and
efficiency.

Data Availability

Our dataset is a real-world dataset: CNN set (https://edition
.cnn.com/) which is available to construct the outsourced
dataset [26]. And we construct the conceptual graphs by [24].
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Distributed denial-of-service (DDoS) has caused major damage to cloud computing, and the false- and missing-alarm rates of
existing DDoS attack-detection methods are relatively high in cloud environment. In this paper, we propose a DDoS attack-
detection method with enhanced random forest (RF) optimized by genetic algorithm based on flow correlation degree (FCD)
feature. We define the FCD feature according to the asymmetric and semidirectivity interaction characteristics and use the two-
tuples FCD feature consisting of packet-statistical degree (PSD) and semidirectivity interaction abnormality (SDIA) to describe the
features of attack flow and normal flow. Then we use a genetic algorithm based on the FCD feature sequences to optimize two key
parameters of the decision tree in the RF: the maximum number of decision trees and the maximum depth of every single decision
tree. We apply the trained RF model with optimized parameters to generate the classifier to be used for DDoS attack-detection. The
experiment shows that the proposed method can effectively detect DDoS attacks in cloud environment with a higher accuracy rate

and lower false- and missing-alarm rates compared to existing DDoS attack-detection methods.

1. Introduction

Cloud computing is a powerful technology to perform
massive-scale and complex computing in which a huge
amount of storage, data, and services is available over the
Internet. Cloud services are distributed in nature so they
can be sharable by millions of users, so that the cloud
environment has to face numerous security challenges; in
particular, distributed denial-of-service (DDoS) is one of the
most prominent security attack in cloud computing. In recent
years, DDoS attacks are on rise in frequency and severity
in cloud computing and have become a growing problem
because automated tools have been continuously improved
and botnets of computers can be easily rented and organized
to launch attacks by less sophisticated attackers [1, 2].

A DDoS trend and analysis report [3] shows that the
average global enterprise encounters 237 DDoS attacks each
month, which is equivalent to eight attacks per day. The main

purpose of attackers is to force enterprise system servers
unavailable or steal sensitive data. At the same time, the
average number of DDoS incidents that global companies
have experienced every month (Q3 2017) has increased by
35%. The scale and harm of DDoS attacks are increasing by
leaps and bounds. Various forms of flooding and vulnerability
attacks still affect and destroy networks and services. What
is more, the Internet of things (IoT), industry 4.0, smart
cities, and novel artificial-intelligence (AI) applications that
require devices to be connected to cloud platforms provide
an increasing wide range of potential botnet zombies, and
the issue of controlling these botnets to launch DDoS attacks
has become increasingly severe and important in cloud
computing environment. Research in this area is important
and significant.

Through the above analysis, we can understand the
necessity of a DDoS attack-detection method. This paper
seeks a better feature for attack-detection and a relatively
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accurate and stable random forest (RF) attack-detection
model by experiments and analysis. The organization of
this paper is as follows. Section 2 introduces related work.
In Section 3, we analyze attack characteristics and flow
correlation degree (FCD) features. Section 4 introduces a
random forest detection model based on genetic algorithm
optimization. Section 5 introduces our experiments and their
results. We provide our conclusions and ideas for future work
in Section 6.

2. Related Research

Much research has been dedicated to DDoS attack-detection
technology. Soft computing or artificial-intelligence methods
are widely used in attack-detection [4]. Depending on the
analysis method, DDoS detection methods can be classified
into the three types of misuse, anomaly-based, and hybrid
detection.

(1) Feature-based detection is also known as misuse,
pattern, knowledge-based, and rule-based detection. This
approach captures the required behavior from available
datasets (such as protocol provisions and network-traffic
events) and collects information about various attacks and
system risks. This type of method uses the signature or
mode of an attack, and such information as the index of
the source IP address, destination IP address, and key of
the port and packet payload in the IP packet. It matches
incoming traffic to a stored pattern to identify an attack
instance. IDES and INBOUNDS [5] are both signature-based
detection methods. In recent years, new research has been
conducted. Zhou et al. [6] proposed a DDoS attack-detection
method which distinguished the constant attacks and the
pulsing attacks from normal traffic by using the expectation
of packet size. However, this method relies excessively on
packet size and cannot adapt to multiple attack scenarios.
Dodig et al. [7] proposed a new data structure based on
a novel Dual Counting Bloom Filter to reduce detection
errors for matching packages and theoretically analyzed the
detection probability of determining the error rate and the
requirement of increasing memory.

(2) Detection methods based on anomalies (also known
as outliers and performance-based) can detect new types of
attacks and unknown or emerging (undefined) attacks. When
the difference between observed and expected behavior
exceeds a predefined threshold, the detection system will
generate an alarm. This method uses statistical methods,
data mining, artificial intelligence, information theory, K-
nearest neighbor, and other methods to identify anomalies
in network traffic. Bhuyan et al. [8] proposed a scheme
for DDoS flooding attack-detection and IP traceback by
measuring the metric difference between the lightweight
extended entropy of normal flow and attack flow. Latif et al.
[9] proposed an enhanced decision tree algorithm based on a
lightweight iterative pruning technique to detect DDoS attack
and evaluated the performance of the proposed algorithm
from classification accuracy, time, and space complexity, but
the algorithm displays some defects in robustness due to flaws
in decision tree classifier.
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(3) Hybrid-based DDoS attack-detection combines two
or more of the above strategies. A hybrid model can analyze
common system behavior and inappropriate attacker behav-
ior to improve the monitoring capabilities of the detection
system. If hybrid system has both detection technology based
on anomalies and features, the hybrid system can handle
familiar and anonymous attacks and has characteristics of
two detection methods, such as a high detection rate and
low false-alarm rate [10]. Feature-based systems use anomaly-
based techniques to detect attackers who try to change the
attack patterns in the stored signature database. In recent
years, some researchers have conducted extensive research
on hybrid detection techniques. Gu et al. [11] presented a
semisupervised clustering detection method using multiple
features to solve the problems of large amount of unlabeled
data in supervised learning, low detection accuracy and
slow convergence speed of unsupervised learning. Liu et al.
[12] proposed a DDoS attack-detection method based on
conditional random fields, in which two sets of traffic feature
conditional entropy (TFCE) and behavior profile deviate
degree (BPDD) were depicted the characteristics of DDoS
attacks. However, the training convergence speed of this
method is slow. Bojovi¢ et al. [13] proposed a DDoS attack-
detection method based on an exponential moving average
algorithm. However, this method cannot detect attacks well
when the packet forwarding rate of attack traffic is small.

Recent DDoS attack-detection methods have tended to
be hybrid methods using a combination of multimode and
multipart detection in the expectation of better performance.
At the same time, the advent of the cloud computing era
has seen increased security analysis and strategic research
in these related realms. For example, research on providing
reliable, stable, efficient, and secure services as well as data
to the users of cloud computing [14-21], research on security
strategies and privacy protection on the IoT [22-29], research
on efficient cryptography to improve system security [30-
32], and research on data processing, feature extraction,
and information protection by machine learning method
[33, 34] are all continuously deepened. There is also more
research related to machine learning and integrated learning,
combining attack features or optimization algorithms with
time-series, ensemble learning, and deep-learning methods
for network security analysis and traffic analysis. Intrusion-
detection and attack-detection can improve detection results
and speed. Cheng et al. [35] proposed a prediction approach
based on abnormal network flow feature sequence to solve
the problems of long response time and large comput-
ing resources of a DDoS attack detector in the big-data
environment. However, this method requires relatively high
stability for time-series data. Jia et al. [36] proposed a hybrid
heterogeneous multiclassifier ensemble learning method to
detect DDoS attacks, and constructed a heuristic detection
system based on singular value decomposition, but the
computational efficiency of this system may be low.

In general, the false- and missing-alarm rates of existing
DDoS attack-detection methods are still relatively high in a
cloud computing environment. In response to the problem,
this paper analyzes network traffic, proposes a flow correla-
tion degree feature, applies a random forest detection model,
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optimizes its parameters to accurately and effectively detect
DDoS attacks, and conducts research on attack characteristics
and algorithm detection-performance optimization.

3. DDoS Attack Feature Extraction

3.1. DDoS Attack Feature Analysis. DDoS attack features have
an important impact on attack-detection results. A feature
that can effectively and steadily reflect DDoS attacks has a
significant improvement in detection. Generally, DDoS attack
features are extracted by describing the current network state
through certain parameters or by observing changes in net-
work parameter values, such as IP addresses, ports, payloads,
and sizes of IP packets. The following two points are drawn
from the consideration of cloud computing environments, as
well as a great deal of research on feature extraction of DDoS
attacks [37-39].

(1) The net source address and destination address,
source address and destination port, and destination port
and destination address all have a “many to one” relationship
resulting in attacks that present the characteristics of flow
asymmetry. Currently, many flooding attacks rely on botnets
to attack target hosts or networks, forming a many to one
attack mode to expand the scope of attacks and increase
the harm of attacks, which can restrict or even paralyze
them. At the same time, attacks can be more targeted,
resulting in a certain service in the target network that
cannot be used normally. Furthermore, system resources are
attacked on multiple ports, so that multiple services cannot
be used normally. Attacks can present a large amount of flow
asymmetry.

(2) The network flows in direct or reflected DDoS
attacks have higher semidirectivity interaction. In addition
to flooding attacks, for an open shared-resource platform
that lacks source IP address authentication or authentication
capability of the packet source, the attacker uses packet
source IP spoofing to attack. Using existing tools, numerous
fake IP data packets are sent to the target network or host,
causing abnormal or degraded network service. Most of
the normal traffic at the monitoring point will respond
to the destination and destination-to-source addresses. A
large number of attacks will seriously affect the interaction.
Therefore, the source IP address cannot receive a valid reply
from the destination IP address. That is, the attack will
greatly increase semidirectivity interaction of the network.
Therefore, based on flow asymmetry and semidirectivity
interaction characteristics, we propose the following feature
extraction process.

3.2. Feature Extraction Rules. Assume that, within a unit
time T, the net flow F is < (¢,s,,d,dp,),..., (t;, s; dj, dp,),
coos(tyspd,,dp,) > Among them, i = 1,2,...,1, t, 5, d;,
dp;, represent the time of the i-th packet, source IP address,
destination IP address, and destination port number. To
classify these n packets, we use the following rules:

(1) Packets with the same source and destination IP
addresses are grouped in the same category. All data with the
source IP address A,, and the destination IP address A, are

marked. The packet formation classis SDIP(A,,, A,). For the
above formed classes, execute the following deletion rule.

If there are different destination IP addresses A, and A,,
ensure that the classes SDIP (A,,, A,) and SDIP (A,,, A;)
are not empty, and delete all the classes whose source IP
addressis A,,,.

Assume that the last remaining classes are RSD,, ...,
RSD,,,, which define the packet-statistical degree (PSD) of the
network flow F as

PSDy, = iw (RSD)). )
i=1

where W(RSD;) = aPort(RSD;) + (1 — a)Packet(RSD;),
(0 < 8 < 1), Port(RSD;) is the number of different port
numbers of class RSD;, Packet(RSD;) is the number of pack-
etsin the class of RSD;, and « is the weighted value. In general,
a=0.5.

(2) Classifying the n packets, separate data packets from
the same source and destination IP addresses in the same
class. SIPC (A,,) represents the class of data packets with
source IP address A,,. DIPC (A,) represents the class of data
packets with destination IP address A,,.

If the source IP address A,, of class SIPC (A,,) causes
DIPC (A,,) to be NULL, we define all of the data packets
as source semidirectivity interaction flow and mark them as
SOH(A,,). This respects the property of source semidirectiv-
ity interaction, and we mark the different port numbers as
Port(SOH(A,,)).

According to the above definition of source semidirec-
tivity interaction, we obtain all the source semidirectivity
interaction flow SOHs, expressed as SOH,, ..., SOH,.

Classifying the flow of SOH, we place the SOHs with
the same destination IP in the same class marked as
SDH (Mton,,, A,,),m = 1,2,...,1, ] represents the amount
of the destination IP address in SOH flow. The number of
SOH flows with different source IP addresses and the same
destination IP address is marked as Mton,,,.

Suppose Mton,, > M(M > 2, where a greater value of M
signifies a better effect of removing normal flow interference.
To improve the coverage of attack-detection, we define M =
2. If we have SDH class asSDH,, SDH,,..., SDH,, the
number of destination port numbers in a class is expressed
as Port(SDH;),i=1,2,...,k.

Semidirectivity interaction abnormality (SDIA) of the
network flow F is defined as

SDIA,

A )
- ® <Z (Mton; + weight (Port (SDH;))) — k> .
i=1

Here, f(x) = {x,x > 1;1,x < 1}, weight(x) = {x, x/At >
0,;0,x/At < 0.}, At is the sampling-time period, 0, is
weighted thresholds for the number of different destination
ports, and 0, = max(Port(SDH;)) /At,i = 1,2,...,k. One
can also specify a threshold based on experience.

(3)Combined with the feature extraction rule of (1) and
(2), in a unit time T, two features of PSD and SDIA are



calculated and extracted, respectively, and a two-tuple feature
is structured from these two features of PSD and SDIA to
generate the network flow correlation degree (FCD) feature
of the network flow F; we compute

FCDy, = (PSDy, SDIAy). 3)

Normal network flow and DDoS attack flow in large
data environment have the characteristics of high capacity,
diversity, and burst, but FCD feature can still reflect the
essential difference between normal flow and attack flow.
First, the two parts in FCD feature are both extracted based
on the asymmetry of DDoS attacks, and the FCD eigenvalues
in attack cases are significantly larger than those in normal
cases and last longer. Second, PSD features extraction is the
weighted statistical features of the source IP address and
port of the network flows of the “many to one” and “one
to one” session mode, which eliminates the interference the
network flows of “one-to-multi” session mode and reflects
the correlation between attack flow and normal flow in
the network more clearly. However, what the SDIA feature
extracts is the weighted statistical information of the one-way
flows of the “many to one” session mode in the network flow,
which can more accurately describe the dramatic increase
of the one-way flow when the network is attacked by DDoS
attack. The combination of these two pieces of statistical
information can accurately describe the phenomenon that
attack flows converge at the injured end and directly affect
the change of normal traffic and that a partially converged
attack flow is mixed with a large amount of normal flow.
This feature can present the higher source address distribu-
tion, destination address concentration, source destination
IP address asymmetry, and high-traffic bursts for DDoS
attacks in cloud computing environment, which provides
more accurate, timely, and complete information about the
network before and after the attack.

4. Implementation of DDoS Attack-Detection
Method Based on Random Forest and FCD

4.1. FCD Feature Sequence Extraction. According to the rule
described above in Section 3.2, the data of net flow are
sampled by time interval, and the values of PSD and SDIA
in each sampling-time are calculated and integrated into a
two-element combination. After N samples, FCD time-series
sample M is obtained, M(N, At) = {FCD,,i = 1,2,...,N},
where N is the sequence length. With the accumulation
of sampling-time At, the sequence is a time-characteristic
sequence with a time length of N. Based on the FCD feature
sequence extracted above, we can construct a RF classifier to
detect DDoS attacks.

4.2. Random Forest. Random forest is a classification method
of integrated learning. In the training process, it can use
a resampling technique (bootstrap method) in which each
sample returned from the original training data is randomly
selected from the same number of samples, consisting of
a new training dataset, and multiple decision trees are
independently generated. In each decision tree, according to
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some evaluation criteria like the information entropy and
Gini coeflicient, the selection of the best test from the new
training dataset is used as the decision point to carry on
the split test, and then the result of the single decision tree
is produced; the final decision is formed by calculating the
mode of classification results of all decision trees. A formal
description is given below.

Suppose the whole RF classifier is R(x); decision tree i
is denoted as t(x), R(x) = {t;(x),i € [0,n_estimators]},
where n_estimators represents the number of decision trees
in the RE x is the input training sample to be classified, and
sign(x) € Sis the tag value of x, in which S is the set of labeled
categories, the output of the #;(x) is a certain value in S, and
the output of the R(x) is the mode of the estimated value of
{t:(x),i € [0,n_estimators]}. In the use of RF for testing, x is
the value of the new training dataset randomly generated by
resampling technology in the FCD feature training set; there
are only two kinds of labels in DDoS attack-detection, which
represent abnormal and normal. Therefore, S = {-1,1}, and
sign(x) can only take the value -1 or 1 to represent the attack
sample labels and normal sample labels, respectively.

k
Gini (D) =1-) p;. (4)
i=1

In this paper, the Gini coefficient is selected as the
quantitative evaluation criterion of the single-decision tree
division, as specified in formula (4). In this equation, D
represents the sample space of n samples and k categories,
and p, represents the proportion of the i samples of the entire
sample. When used in a specific experiment, D is a sample
space constructed for the set of feature datasets for training,
where k = 2, and n is the size of the training sample.
The Gini coefficient represents the impurity of the training
model. The smaller the value, the lower the purity and the
better the characteristics. In addition, the main reason for
the use of Gini coefficients as splitting indices of decision
trees in the RF is that the coefficient cannot only reflect the
proportion of all categories of samples and different types of
sample proportion changes but can also make their values
meet between (0, 1), to facilitate the processing analysis.

According to the information above, the RF-detection
model is constructed based on the FCD feature sequence. In
the construction process, a genetic algorithm is selected to
optimize and determine the number of decision trees and the
maximum depth of the single decision tree in the RE. The
process is introduced in Section 4.3.

4.3. Genetic Algorithm Optimization of Random Forest. The
genetic algorithm is based on Darwin’s biological theory of
evolution. We search for the optimal solution by simulating
the process of natural evolution in a certain range of solution
sets. The solution set most in accordance with the “survival
of the fittest” principle as in generational evolution is the
approximate optimal solution. As a global optimization
probability algorithm, a genetic algorithm can guarantee
effectiveness in a large dataset using a heuristic method, and
it can search the optimal solutions of all problems in any
sense of form and function in a global sense. Therefore, the
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range of key parameters in RF can be determined based on
empirical values and mathematical derivation. In a relatively
simple way, a genetic algorithm is used to select more reliable
detection parameters.

In the process of constructing RFs, the parameters in a
forest, such as the number of producing subdecision trees,
the number of random attributes, and the maximum depth
of trees, will affect the final classification results. Whether
the number of subdecision trees selected is appropriate for
the training results of a RF has a critical impact. Too small
a number will lead to inadequate training, which cannot
produce good results, while too large a number will lead to
a long construction time and overly complex RFE. A single-
decision-tree depth also has a great impact on the training
results and training time. The appropriate depth can guar-
antee the subtree of the leaf node to have a more reasonable
classification, and it also reduces the training time. Therefore,
we choose two key parameters, the number of estimators
(n_estimators) and the maximum depth (max_depth ) of the
subtree as the parameters to be optimized. The process is as
followed.

(1) Choose the parameter-selection strategy and fitness
function. Parameter selection includes the determination
of the population size, the number of iterations, selection,
crossover, and mutation probability. Fitness function is the
basis of genetic variation of individuals and population evo-
lution in genetic algorithm. Here, considering the impact of
constructing RF and finding optimal parameters on the time
of constructing classification model, the following parameter
values and the ranges of parameters to be optimized are deter-
mined. Set that the initial population size is 10, the number
of iterations is 30, the range of n_estimators in RF is (2, 30),
the range of max_depth of the subdecision tree is (2, 8), and
the mutation rate and cross rate are default. Considering the
generality and reliability of the fitness function value, the
average value of the area (area under curve, AUC) under the
ROC curve in the cross validation of the training sample is
selected as the fitness function value. The greater the value,
the more conducive to the inheritance and evolution of the
individual.

(2) Encode and initialize the population. The binary
encoding method is used for coding. From a given set of
two positive integer parameter ranges, the parameter combi-
nation (n_estimators, max_depth) is randomly selected and
encoded as chromosome X = {n_estimators, max_depth}.
The initial population G is randomly initialized by multiple
individuals resulting from the crossover and mutation of the
chromosome X. Binary coding of chromosomes can increase
the likelihood of mutation and crossover, thus providing
more diverse solutions.

(3) Evaluate the fitness value. According to the fitness
function value mentioned above in (1), the fitness value
of each individual population can be calculated, as shown
in formula (5), in which K represents the fold number
of cross validation, AUC is the area under the calculated
ROC curve when the training sample is tested as a test
sample in cross validation, and when this value is greater,
the fitness value is better. Then the fitness values of each
individual are calculated. By comparing the fitness values

of individuals, those with the best fitness value are selected
to generate the initial individuals of the next generation of
the population, so as to carry out subsequent crossover and
mutation operations.

1 K
Fit = — ) AUC.. 5
itness K; ; (5)

(4) Judge terminating conditions. In the process of con-
tinuous iteration, it is judged whether the fitness meets the
established standard. If it is not satisfied, then step 3 is repeat-
edly performed until the termination condition is reached. At
this time, we select the individual with the largest fitness value
in the population and extract the corresponding decimal
values of binary-coded chromosome X in the individual as
the optimal parameters of RF for training.

(5) Apply the optimal parameters. The optimal
n_estimators and max_depth values are selected as the
parameters of the RF for training, the RF classifier is trained
based on the training set of FCD feature sequence and this
two optimal parameters, and the DDoS attack-detection
model based on genetic algorithm optimization and RF is
constructed.

By optimizing the parameters above and constructing RF
model, we can obtain an RF-detection model optimized by
the genetic algorithm, which is more accurate than the gen-
eral RF-detection model. Considering the heuristic searching
ability of genetic algorithm, the combination of genetic
algorithm and RF can effectively improve the classification
ability of RE so as to detect DDoS attacks more accurately
and effectively.

4.4. Random Forest Detection Based on Genetic Algo-
rithm Optimization. According to the above description in
Section 4, we optimized the parameters based on the FCD
feature, trained the RF classifier and obtained the genetic
algorithm-optimized random forest (GAORF) based on the
FCD feature sequence. In this paper, the DDoS attack-
detection method with the model generated by FCD feature
sequence and GAORF algorithm is referred to as FGRF
attack-detection method. The process of the application of the
method in this paper is shown in Figure 1.

An attack can be identified according to the model of the
FGRF detection method trained to characterize the network
state. The model actually solves the problem of binary
classification in machine learning. The detection task can
only identify an attack or not. Assuming that the detection
model detects that net flow does not have feature anomalies
during a certain period of time under normal conditions,
we set the detection model output flag to 1. Under attack
conditions, the FCD feature value will rise obviously with
the time change, which is gradually higher than the normal
value, and then we set the output flag of the detection model
to another value, and we set it to -1 in this paper. These two
settings can characterize whether the network is attacked or
not. As the FGRF detection method is used to detect the real
DDoS attack, after the FCD value of the net flow is entered
into the model, the output flag returned by the model can
reflect whether the network is attacked.
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The analysis in Section 3.2 of this paper shows that
FCD feature sequence can better reflect the different state
characteristics of normal flow and DDoS attack flow in
cloud computing environment. Multiple decision trees are
integrated in the RE, the bootstrap method is used to reduce
the size of the single-decision-tree training sample set, and
a more reasonable classification result is selected using the
voting mechanism. The combination of these mechanisms
in RF can improve the accuracy of detecting high-capacity
traffic information in DDoS attacks under cloud comput-
ing environment. Moreover, the method based on genetic
algorithm to optimize RF parameters effectively improves
the classification ability of RE Therefore, the FGRF attack-
detection method proposed in this paper can effectively
detect DDoS attacks under cloud computing environment.

5. Experiment

5.1. Data Set and Evaluation Criteria. The experimental hard-
ware had 8G memory and an i7 processor. The experiment
was carried out on a Windows 10 64-bit system running
Python 3.5.2 |Anaconda 4.2.0 (64 bits).

The experiment was based on the dataset of the CAIDA
DDoS attack in 2007 [40]. It contained data on an anonymous
DDoS attack that lasted for about an hour on August 4, 2007.
This type of attack attempts to prevent access to target servers
by consuming computing resources on servers and all the
bandwidth of connecting servers to Internet networks. The
total size of the dataset was 21 GB, accounting for about an
hour (20:50:08 UTC -21:56:16 UTC). The attack started at
about 21:13 and caused the rapid growth of the network load
(in a few minutes) from about 200,000 bits/sec to 80 MB/sec.
The attack traffic was divided into five-minute files and stored
in PCAP format.

To judge the validity of attack-detection, some evaluation
criteria were used to fully illustrate the performance of the
test, including the accuracy rate, missing-alarm rate (MR),
and false-alarm rate (FR). Suppose TP is the number of
normal samples marked correctly, TN is the number of attack
samples that are correctly marked, FN is the number of attack
samples marked in error, and FP is the number of normal
samples marked in error.

TP+ TN
accuracy = .
Y= TP+TN+FN + FP

(6)
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The accuracy rate is the proportion of the correctly
identified samples in all samples; the false-alarm rate is the
proportion of samples judged to be attacked in the normal
sample, and the missing-alarm rate is the proportion of the
sample that is not successfully identified. Then TN/TN + EN
is the detection rate. Through the environment, datasets, and
evaluation criteria described above, experiments are carried
out according to the process described in Section 4. FCD
feature sequences are extracted from the data sets described
in Section 5.1, and all normal samples are labeled as 1 and
all attack samples are labeled as -1 according to Section 4.4.
Training and test sets are selected from the FCD feature
sequences. The parameters of RF are optimized by genetic
algorithm based on training set, and the model of the FGRF
attack-detection method is established, and the performance
of classification model is verified by test set. SVM algorithm
is more classic and has better classification results because
of its use of the mechanism of hyperplane classification. In
order to better illustrate the good performance of the FGRF
attack-detection method proposed in this paper, the model
is compared with several detection models generated by a
variety of SVMs which is trained based on the FCD feature
sequences. The scikit-learn [41] toolkit was used to complete
the implementation of RF and GAORE The LIBSVM [42]
toolkit was used to complete the contrast test in SVMs.
The experimental process and its results are introduced in
Section 5.2.

5.2. Experimental Data Analysis. We obtained a normal
data sample from ddostrace.20070804_134936.pcap and an
attack data sample from ddostrace.20070804_141436.pcap in
the DDoS Attack 2007 dataset. According to the feature
extraction rules in Section 3.2 and the feature sequence
extraction method in Section 4.1, FCD feature sequence was
extracted from normal and attack samples. For convenience
of calculation and processing, we set At = 1s as the sampling
interval. The parameters of PSD and SDIA in FCD feature
were set according to Section 3 and the FCD value time-series
sample M as shown in Figures 2 and 3.

As shown in Figure 2, in the normal flow, the sequence
of the PSD eigenvalues shows a stronger volatility, and the
highest feature value can reach about 500, while the sequence
of the SDIA eigenvalues is relatively stable and their values are
floating within the range of 150. The PSD feature statistics are
the characteristic information of the network flows of “one
to one” and “many to one” session mode, and because of
network congestion, similar network flows are more common
in normal flow, so the values of PSD features will fluctuate in a
certain range, which can better reflect the abnormal changes
of normal flow state caused by attack flow than SDIA features.
The SDIA feature statistics are the characteristic information
of the one-way flows of the “multi to one” session mode. In
the normal network, the one-way flows are relatively less than
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FIGURE 2: Comparison of PSD and SDIA features in normal flow.
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FIGURE 3: Comparison of PSD and SDIA features in attack flow.

the bidirectional flows, so the sequence of SDIA eigenvalues
is more stable.

As shown in Figure 3, both PSD eigenvalues and SDIA
eigenvalues increase with the increase of DDoS attack flow,
but SDIA eigenvalues are relatively higher than PSD eigen-
values at the same time, The SDIA eigenvalue reaches a peak
value of about 25000, while the PSD eigenvalue reaches a
peak value of about 8000. Obviously, the change of the SDIA
feature between them is more obvious. The one-way flows of
the “many to one” session mode in the network will increase
rapidly caused by DDoS attacks; both PSD and SDIA feature
have weighted the information of the one-way flows of the
“many to one” session mode, so their values will increase and
can reflect the attack state to a certain extent. In addition,
the two eigenvalues in Figure 3 show a sudden decrease and
then continue to increase, which is caused by the decrease
of the one-way flows of the “many to one” session mode in
the network caused by such factors as the delay of attack
at that time. The SDIA feature, which is different from PSD
feature in the weighted calculation method, more centrally
describes the related information about the one-way flows of
the “many to one” session mode, so it can describe attack
flow more accurately than PSD feature. It can well reflect the
semidirectivity interaction of large-area network flow caused
by DDoS attacks.



The combination of PSD feature and SDIA feature is the
FCD feature proposed in this paper. This feature can integrate
the advantages of the two features, not only can describe the
attack flow well, but also can reflect the abnormal changes of
the normal flow state caused by the attack flow, so it can better
identify the attack.

In the process of experiment, training and testing samples
were selected first. To facilitate integration, calculation, and
processing, 200 FCD features were selected as test datasets,
which include 100 normal flow features and 100 attack flow
features, respectively. In the rest of the features of FCD, 100
normal flow features and 120 attack flow features are selected
as training samples. To study the negative sample, which is
the attack sample, we made an appropriate increase under
the restriction of the existing characteristic dataset, so as to
obtain better training.

After selecting the training set and test set from the
whole feature set, the data samples are normalized, and the
genetic algorithm is used to optimize the RF model trained
by the training set. Due to the small number of samples, it
is still necessary to ensure reasonable and effective testing.
Therefore, K = 2 in formula (5) are used when evaluating
the fitness value in Section 4.3.

In the experiment of optimizing the parameters, the num-
ber of training samples is small, and the initial population size
is large. Considering the good classification performance of
the RF algorithm itself, a good parameter-solution set will be
found quickly within the specified number of iterations. In
addition, the properties of the genetic algorithm in random
search of the optimal parameter-solution set in the prescribed
range also increase the possibility of producing better results.
Therefore, the combination of genetic algorithm and RF
algorithm can find the approximate optimal solution of these
parameters to a large extent in the global scope.

In the end, after the 30 iterations we set in Section 4.3,
a relatively high-quality parameter-solution set was deter-
mined based on the training sample set, that is, the value
of the two optimal parameters of the number of subtrees
and the maximum depth of subtree. These two parameter
values were brought into the RF model for training, and
a classification model was generated for detection. Finally,
the results described in Section 5.1 were used to judge the
test results. To make the results more effective and reliable,
we conducted comparative experiments. The experimental
results are introduced in Section 5.3.

5.3. Experiments and Results. To verify the detection capa-
bilities of our proposed FCD feature combined with the
detection model constructed by the RF algorithm and the
genetic algorithm, we performed comparison experiments,
and the specific steps and the results of the comparison
experiment are as follows:

(1) In accordance with the description in Section 5.2, the
training data set and test data set are selected. Here, the test
data set is kept unchanged, and the following two change
operations were performed on the normal sample and the
attack sample in the training set to perform comparison
experiments: the number of fixed attack training samples
was 120, and the number of normal training samples was
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increased to 100 on the basis of 10 normal training samples,
in order to simulate the change of normal flow in network
caused by the delay of DDoS attack and other factors; the
number of fixed normal training samples was 100, and the
number of attack training samples was increased to 120 on
the basis of 10 attack training samples to simulate the situation
that the normal network is gradually starting to be attacked
by DDoS attacks, resulting in a gradual increase in the attack
flow. The different training samples were applied to train each
model to detect the same test set, and the final test results were
obtained.

(2) In order to further verify the good performance of
the FCD feature proposed in this paper for DDoS detection,
the feature FCD was compared and analyzed with the PSD
and SDIA features during the experimental operation (1) in
Section 5.3. The PSD, SDIA, and FCD features are extracted
from the same training samples, and three classifiers are
generated based on three features training RF model respec-
tively, and then the same test set is used to test the three
classifiers in order to compare the ability of the three features
to distinguish between normal flow and attack flow. With
the number of fixed attack training samples, Figure 4 shows
the accuracy rates obtained by changing the number of
normal training samples, and Figure 5 shows the false- and
missing-alarm rates obtained by changing the number of
normal training samples. With the number of fixed normal
training samples, Figure 6 shows the accuracy rates obtained
by changing the number of attack training samples, and
Figure 7 shows the false- and missing-alarm rates obtained
by changing the number of attack training samples. Among
them, FCD_MR, PSD_MR, and SDIA_MR are missing-alarm
rates based on FCD feature, PSD feature, and SDIA feature,
respectively. FCD_FR, PSD_FR, and SDIA_FR are false-alarm
rates based on FCD feature, PSD feature, and SDIA feature,
respectively.

As shown in Figures 4 and 5, all three features can
better identify attack, among which the FCD feature is the
best. Seen from the aspect of accuracy, with the increase of
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FIGURE 6: Accuracy comparison results of three statistical features
with changing numbers of attack training samples (%).

normal samples, the accuracy rate based on FCD feature is
the highest, which keeps above 98%, and increases to nearly
100%. The accuracy of PSD feature is also increased, but it
is about 1% lower than that of FCD feature. As for the SDIA
feature, the accuracy is kept below 97%. From the aspect of
false- and missing-alarm rates, as the number of normal flow
increases, FCD_MR, PSD_MR, and SDIA_MR are all zero.
FCD_FRalso tends to zero, although PSD_FR is down steadily
to about 3%, and SDIA_FR decreases to 2% in fluctuation;
they were still higher relative to the combined feature. Among
them, when the number of normal samples is 60, the accuracy
rate of SDIA feature decreased to about 93% and SDIA_FR
increased to 13%. The accuracy rate of PSD features is about
5% higher than that of SDIA features, while the accuracy rate
of FCD remains above 99%, and PSD_FR is about 10% lower
than that of SDIA_FR, and FCD_FR is less than 2%. The PSD
feature is the statistics of the network flows of the “many to

MR&EFR (%)
T N )

20 30 40 50 60 70 8 90 100 110 120

sample numbers

—— FCD_MR —— FCD_FR
PSD_MR PSD_FR
‘‘‘‘‘‘ SDIA_MR <% SDIA_FR

FIGURE 7: False-alarm rate and missing-alarm rate comparison
results of three kinds of statistical feature with changing numbers
of attack training samples (%).

one” and “one to one” session mode, including normal flow,
its value will change with the increase of normal flow, that
is, the PSD feature can better reflect the abnormal changes
of normal flow state caused by attack flow, so PSD features
maintain higher accuracy rate and lower false-alarm rate than
the SDIA feature. The SDIA feature is the statistics of the one-
way flows of the “many to one” session mode. It can describe
attack characteristics more centrally, but cannot describe
subtle changes of normal flow state better. Therefore, when
the number of normal training samples is 60, the false-alarm
rate of the detection suddenly increases, thus reducing the
accuracy. FCD features contain two statistical information
provided by PSD and SDIA features, so the accuracy rate
of FCD features is higher, and the missing- and false-alarm
rate are lower. Compared with FCD and SDIA features, FCD
features can better identify DDoS attacks.

Figures 6 and 7 show that the FCD-based RF-detection
method can maintain higher accuracy rate with low false-
and missing-alarm rates compared to that based on PSD and
SDIA features. When the attack flow increases, the detection
based on FCD features has a high accuracy of up to 99% and
low false- and missing-alarm rates below 2%. PSD_FR and
SDIA_FR both fluctuate over 1%, resulting in low accuracy.
FCD_MR, PSD_MR, and SDIA_MR, are all zero. When the
number of attack samples increases to 90, the false-alarm
rate of PSD features suddenly increases to more than 5%,
which is about 1% higher than that of SDIA features, and its
accuracy rate decreases to less than that of SDIA features.
In this case, the accuracy rate of FCD feature still maintains
accuracy above 99% and false-alarm rate about 1%. Among
the above data analysis results, the detection results of the
three characteristics are mainly reflected in the trend of false-
alarm rate. The PSD feature can well reflect the abnormal
changes of normal flow state caused by attack flow, so when
the proportion of normal flow in the network is still large
and attack flow changes little, PSD_FR is generally lower
than SDIA_FR. However, the PSD and SDIA eigenvalues are
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generally small in normal flow, the early attack traffic is
generally small and the impact on normal flow is also small,
so the PSD and SDIA eigenvalues change little in the early
attack and are more likely to cause false- and missing-alarm
rates. The SDIA feature is the statistics of the one-way flows
of the “many to one” session mode, which can describe attack
characteristics more centrally, Therefore, SDIA_FR will be
significantly reduced when the early attack traffic is small or
the attack is delayed, which results in a situation similar to
that when the number of attack samples is 90. As for the FCD
feature, it contains the information provided by the above two
features, so the feature has better detection results and can
better identify DDoS attacks.

(3) In order to further verify the validity of the genetic
algorithm in optimizing the RF classification model, a com-
parison experiment was made between the RF classifier
with parameter optimization by genetic algorithm and the
RF classifier without parameter optimization based on the
FCD feature sequences during the experimental operation
(1) in Section 5.3. Two classifiers are generated based on
FCD feature sequence training RF model and GAORF model
respectively, and then the same test set is used to test the two
classifiers in order to compare the classification ability of RF
model and GAORF model.

Figure 8 shows the accuracy rates from the number of
fixed attack training samples and the number of varied nor-
mal training samples. Figure 9 shows the false- and missing-
alarm rate from the number of fixed attack training samples
and the number of varied normal training samples. Figure 10
shows a comparison of accuracy rates from changing the
number of attack training samples and fixing the number of
normal training samples. Figure 11 shows a comparison of the
false- and missing-alarm rates from changing the number
of attack training samples and fixing the number of normal
training samples. Here, GAORF_MR and RF_MR are the
missing-alarm rate of GAORF detection and RF detection,
respectively. GAORF_FR and RF_FR are the false-alarm rate
of GAOREF detection and RF detection, respectively.
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Combined with Figures 8 and 9, it can be seen that the
accuracy rates of RF-detection model and GAORF detection
model based on FCD feature sequences increases to a certain
extent, and the false-alarm rates decrease gradually when the
attack training sample is invariable and the normal training
sample is increasing. The accuracy rate of GAORF detection
model is about 2% higher and the false-alarm rate is about 2%
lower. Because the heuristic parameter searching method of
genetic algorithm can find better training parameters for RF
classifier based on the correlation between normal flow and
DDosS attack flow, which is shown by PSD features contained
in FCD features, the classification performance of GAORF
detection model is improved. It is worth considering that
the parameter optimization process will also be constrained
by the number of normal training samples, but the genetic
algorithm can still find better training parameters for RF-
detection model, so that can maintain the original better
detection results.
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TaBLE 1: Comparison results of four algorithm detection evaluation criteria with changing numbers of normal training samples.
Sample numbers
30 50 70 90
accuracy 98.57 99.52 100 100
GAORE MR 0 0 0 0
(%)
FR 2.72 0.91 0.0 0.0
accuracy 93.33 85.24 99.05 100
pu SVM MR 0 0 0 0
(%)
FR 12.72 28.18 1.81 0
accuracy 91.90 100 100 100
C-SVM MR 0 0 0 0
(%)
FR 15.45 0 0 0
accuracy 37.62 38.10 40.95 45.71
one-class-SVM
(%) MR 21.00 21.00 21.00 21.00
FR 100 99.09 93.64 84.55
2.00 accuracy rate and reduce the false-alarm rate of DDoS attack
1.75 detection.
150 (4) To further verify the good performance of the FGRF
- attack-detection method proposed in this paper, the GAORF
& 125 classification model was compared with nu-SVM, C-SVM,
% 1.00 and one-class-SVM classification models based on the FCD
; 075 feature sequence during the experimental operation (1) in
050 Section 5.3. Considering that SVM is a supervised learning
' algorithm with good classification performance and is widely
025 used in previous research for DDoS attack detection, further-
0.00 more, nu-SVM, C-SVM, and one-class-SVM among SVM
20 40 60 80 100 120

sample numbers

.-~ GAORF_MR
...... RF_MR

GAORF_FR
—— RF_FR

FIGURE 11: Comparison of false-alarm rate and missing-alarm rate
between optimization and common model detection with changing
numbers of attack training samples (%).

As shown in Figures 10 and 11, when the normal training
samples remain unchanged and the attack training samples
increase, the GAORF detection model has no missing-alarm
and the false-alarm rate is about 1% lower than the RF-
detection model; thus the overall accuracy rate is about 1%.
Because the genetic algorithm can optimize the GAORF
detection model based on the asymmetry and semidirectivity
interaction characteristics of the attack flow described by the
SDIA feature included in the FCD feature, the classification
performance of the RF-detection model can be improved.
Because the attack traffic in the early stage of DDoS attack
has little influence on normal flow, the value of PSD and SDIA
features in the FCD features in the early stage of DDoS attack
is lower, thus affecting the detection results of the model.
Genetic algorithm can still find better training parameters for
the RF-detection model, so as to maintain better detection
results. To sum up, using genetic algorithm to optimize the
parameters of RF-detection model can effectively improve

algorithms show stronger mode identification and classifica-
tion ability; thus we chose these three SVM algorithms as
the comparison algorithms. The FCD feature sequence was
trained in the GAOREF and three classical SVM classification
methods, respectively, and then the same test set is used to test
the four classifiers. We fixed the number of training samples
in the attack flow and changed the number of training
samples in the normal flow. The results are shown in Table 1.
We fixed the number of training samples in the normal flow
and changed the number of training samples in the attack
flow. The results are shown in Table 2.

From Table 1, we can see that FCD combined with the
GAOREF detection method has higher accuracy and lower
false-alarm and missing-alarm rates compared with three
traditional SVM detection methods, especially when the
number of normal training samples is relatively small. When
the attack training samples remain unchanged, with the
increase of normal training samples, the accuracy of GAORF
detection model remains above 98% and the false-alarm rate
remains below 3%. On the one hand, RF has a good and
stable classification performance, which can be used to mine
and utilize FCD features to represent the abnormal changes
of normal flow state caused by attack. On the other hand,
genetic algorithm optimizes RF parameters and improves RF
classification ability by learning normal training sample set,
so the classification effect of GAORF classification model is
the best. The false-alarm rate of nu-SVM detection model
fluctuates greatly, and the accuracy ranges from 85% to 100%.
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TaBLE 2: Comparison results of four algorithm detection evaluation criteria with changing numbers of attack training samples.

Sample numbers

30 60 90 120
accuracy 100 100 100 100
GAORE MR 0 0 0 0
(%)
FR 0 0 0 0
accuracy 90.0 98.1 99.05 100
pu SVM MR 0 0 0 0
(%)
FR 19.09 3.63 1.82 0
accuracy 97.14 100 100 100
VM MR 6.0 0 0 0
(%) '
FR 0 0 0 0
accuracy 65.0 65.0 65.0 65.0
one-class-SVM MR 0 0 0 0
(%)
FR 70.0 70.0 70.0 70.0

The training set contains some data with lower attack eigen-
values in the early stage of the attack, and these eigenvalues
are similar to the normal flow eigenvalues; it is difficult to
distinguish normal samples in the classification hyperplane of
nu-SVM model, thus affecting the detection results. We can
see that C-SVM detection model has no classification error
when the number of normal training samples is more than
50, while the false-alarm rate is about 15% when the number
of normal samples is 30. As the penalty coeflicient of C-SVM
does not change due to the excessive increase of normal train-
ing samples, the model shows good stability. However, when
the number of normal samples is small, the model is difficult
to obtain the optimal classification hyperplane, resulting in a
sudden increase in false-alarm rate. For the one-class-SVM
detection model, the detection of this model keeps the accu-
racy rate under 50%, the higher false-alarm rate and the false-
alarm rate. The reason is that one-class-SVM can only train
normal training samples to generate classification model,
which makes it more difficult to recognize attacks. Therefore,
it is difficult to achieve a more ideal classification effect.

As shown in Table 2, when the number of normal training
samples is constant and the number of attack training samples
increases, the GAORF detection method does not have a
classification error, showing a better performance compared
with the SVM detection methods. On the one hand, RF
itself has good and stable classification performance and
can better mine and utilize FCD features to characterize
the characteristics of attack flow; on the other hand, genetic
algorithm optimizes RF parameters by learning attack train-
ing sample set and improves the classification ability of RF
so the classification effect of GAORF classification model
in the four classification models is still best. The nu-SVM
detection model has a better detection effect when the
attack training samples increase, but its detection result is
much worse than that of GAORF model when the attack
training samples are few. In the early stage of attack, the
attack eigenvalues are small, which can easily affect the
location of the optimal hyperplane of SVM classification
model, affect the recognition of normal flow, and increase the

false-alarm rate. As for the C-SVM detection model, when
the attack training sample is 30, the accuracy rate is 97.14%
and the missing-alarm rate is 6%. With the increase of attack
training samples, the classification performance becomes
better. This is still the result of different fitting degree of
the attack training samples, but the overall performance is
still worse than GAORFE. In addition, the one-class SVM
detection model can only train normal training samples, thus
increasing the number of attack samples, and it does not
change the classification results. However, the accuracy rate of
one-class-SVM attack-detection model based on FCD itself
remains below 50% and missing-rate and false-alarm rate are
higher, and its performance is much worse than that of the
FGRF attack-detection method.

The comprehensive Tables 1 and 2 show that the GAORF
classification model has stronger learning classification abil-
ity and robustness than the various classic SVM classification
models for the constant change of normal samples and attack
samples. Especially in the cloud computing environment,
the sample feature dimension and the scale of datasets are
increasing. Compared with the SVM classification model, RF
can better adapt to the requirements of cloud computing. At
the same time, facing the difficulty of finding the effective
parameters for the detection model in cloud computing,
the genetic algorithm provides a simple and effective search
method, which can find the relative ideal parameters for
the attack detection in a larger data range and the higher-
dimension data sets. According to the characteristics of the
FCD features, the characteristics of the two algorithms of
GA and RE and the experimental results, it is known that
the FGRF detection method can detect attacks effectively,
reduce the false- and missing-alarm rates and have good
robustness. This detection method has better adaptability to
DDoS attack-detection in a cloud computing environment.

6. Conclusion

In this paper, we proposed a DDoS attack-detection method
based on FCD-RE which can enhance the accuracy of
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DDoS attack-detection in a cloud computing environment.
We designed a feature-tuple with the statistical features of
PSD and SDIA, which can describe the features of attack
flow and normal flow, i.e., the FCD feature. This feature
can reflect the asymmetric and semidirectivity interaction
characteristics of the attack flow. The classification model was
trained by the FCD feature sequence using the optimized RF
based on a genetic algorithm. It could increase the accuracy
rate of DDoS attack-detection and reduce the false- and
missing-alarm rates. The experiment demonstrates that the
detection model based on FCD and optimized RF can achieve
higher accuracy and lower false- and missing-alarm rates
with relatively good adaptability and robustness in a cloud
computing environment.

A possible goal for our future research would be to
consider multilayer mitigation and defense using profound
resources in cloud computing.
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The characteristics of MANET such as decentralized architecture, dynamic topologies make MANETs susceptible to various
security attacks. Sequence number attacks are such type of security threats which tend to degrade the network functioning and
performance by sending fabricated route reply packets (RREP) with the objective of getting involved in the route and drop some
or all of the data packets during the data transmission phase. The sequence number adversary attempts to send a fabricated high
destination number in the RREP packet which attracts the sender to establish a path through the adversary node. This paper
proposes a proactive secure routing mechanism which is an improvement over the authors previously proposed scheme. It makes
use of linear regression mechanism to predict the maximum destination sequence number that the neighboring node can insert
in the RREP packet. As an additional security checkpoint, it uses a bait detection mechanism to establish confidence in marking a
suspicious node as a malicious node. The proposed approach works in collaboration with the ad hoc on-demand distance vector
routing (AODV) protocol. The simulation results depict that the approach improves the network performance in the presence of

adversaries as compared to previously proposed scheme.

1. Introduction

The use of wireless network has increased tremendously due
to the nonrestriction of the nodes to be stagnant physically
[1]. MANETS: are such infrastructure-less wireless networks
where the communication between the nodes is performed
through multihop paths [2]. MANETSs have gained popularity
in various domains such as military operations, natural
calamities, maritime communications, vehicular computing,
and remote weather forecasting due to the properties such
as dynamic topology, easy configuration of nodes, and
distributed administration [3, 4]. Despite the popularity of
MANET;, its characteristics bring various vulnerabilities to
its doorstep [5, 6].

In a MANET, each and every node has the responsibility
to route the packets [7]. The routing protocols in MANET are
divided into two major categories, namely, proactive routing
protocols and reactive routing protocols [8]. The proactive

protocols have per-defined routes between the nodes in
the network whereas the reactive protocols establish on-
demand routes; i.e., they are created when there is a need
of communication between the nodes. The predefined routes
may waste the network resources if no communication takes
place through that route. As a result, the reactive routing
protocols have gained more popularity for such networks [4].
However, the reactive routing protocols are prone to different
types of attacks.

An adversary may take the benefit of the nodes being
routers and perform many malicious activities to hinder the
smooth communication between the nodes. This is due to
the fact that the normal legitimate nodes may come under
the influence of the adversaries and get compromised as
there are no security mechanisms present in the traditional
routing protocols [9, 10]. The issue of data privacy also
exists in the infrastructure-less networks such as MANETSs
[11, 12]. Many researchers have done their research in finding
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the solutions that addresses these various issues [13-15]. In
order to facilitate smooth communication in the presence of
such adversary nodes, various secure routing algorithms are
proposed to overcome the negative effects of the adversaries.
The cryptographic approaches are casually used to provide
confidentiality in the network [13, 16]. The use of hashing
mechanism is also used to resolve the privacy issues in
the smooth communication of data between mobile nodes
and vehicles [17]. In addition, cluster management and
classification based techniques are also used to overcome the
negative effects caused due to the dynamic topology of the
nodes in a MANET [18, 19]. Moreover, many secure routing
approaches have been proposed to achieve quality-of-services
(QoS) by addressing the availability issue infringed by denial-
of-service (DoS) attacks [8].

The sequence number attack (such as grayhole attack or
blackhole attack) is a type of DoS attack where the attacker’s
intention is to prohibit the benign node from receiving the
data packets [8]. The sequence number attacks cause packet
forwarding misbehaviors during data transmission with the
sole intention to degrade the network performance [3]. In
the initial phase, the adversary node first attempts to become
the part of the route. To accomplish this task, the adversary
sends a fabricated route reply packet (RREP) claiming that it
has fresher route towards the destination [20]. The adversary
node does this by sending an RREP packet with a fabricated
destination sequence number which indicates a high level
of freshness of the route. As a result, the source node gets
the impression that the node sending RREP (the adversary
node) has a fresher route towards the destination [8]. Thus,
the adversary node, after entering in the route between the
source and the destination starts packet dropping behavior.

Many researchers have designed different schemes to
overcome the performance losses caused by the sequence
number attacks by targeting the common routines that the
adversary follows [3]. The use of fuzzy systems also helps in
overcoming the sequence number attackers [21, 22]. Recently
machine learning approaches have achieved a great deal
of attention from the researchers to overcome the negative
effects of the adversary nodes [23, 24]. The detection of the
adversaries can be either performed during the route discov-
ery phase (i.e., proactive manner) or during the transmission
of data (i.e., reactive manner). As the reactive approaches tend
to detect the adversaries after some packet loss, they compro-
mise QoS of the network. In this paper, we propose a reactive
approach which detects adversary nodes during the route dis-
covery phase as critical applications such as industry control
systems or military operations may not afford to lose data
packets. The proposed scheme, sequence number prediction
based bait detection scheme (SNPBDS), is an enhancement to
our previous scheme, sequence number based bait detection
scheme (SNBDS) [3]. SNPBDS incorporates an additional
mechanism based on linear regression [25] which predicts
the threshold value of the destination sequence number of
the RREP packet. When a node sends RREP with higher
sequence number compared to the predicted threshold value,
the node is marked as a suspicious node. To confirm the
adversary node as a malicious node, a bait detection scheme
is employed. If the suspicious node is marked as a malicious
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> Route Request Packet (RREQ)

—— Route Reply Packet (RREP)

FIGURE 1: Operation of AODV protocol [2].

node, it is excluded from the route and control packets
received from that node are ignored.

The paper is organized as follows. The working of the
traditional sequence number based packet forwarding mis-
behavior attack is presented in Section 2. Section 3 presents
the enhanced adversary model. Section 4 provides the related
work and Section 5 presents the proposed approach followed
by Simulation Results in Section 6. Finally Section 7 provides
the conclusion to the paper.

2. Operation of the Sequence Number Attack

In MANETs adopting AODV routing protocol, the source
node wishing to communicate to the destination first gen-
erates an RREQ packet and broadcasts the packet to its
neighbors. The neighbors broadcast the request further until
the packet reaches the destination or an intermediate node
with a valid fresher path [2]. This node then replies with an
RREP packet towards the reverse path to the source node. The
RREP packet contains a destination sequence number which
is used to denote the freshness of the route [4].

Figure 1 shows the route establishment in the AODV-
based MANETs. The source node S generates an RREQ
packet and broadcasts the packet to its neighboring nodes 1,
2,and M. These nodes pass the packets further and the RREQ
packet reaches the destination D. The destination node selects
the reverse path having the less hop count and, therefore, the
RREQ from node 3 is discarded. Thus, the destination node
D generates an RREP packet and forwards it to node E which
then forwards the same to node S. In this way a path is formed
as S-M-D for data communication.

As aforementioned, every RREP packet contains a desti-
nation sequence number to indicate freshness of the route. A
sequence number adversary node in order to get involved in
the route sends a fabricated RREP packet with a higher des-
tination sequence number despite having a route towards the
destination [2]. The operation of the AODV protocol in the
presence of adversary node is shown in Figure 2. A legitimate
internal node M turns into an adversary node which discards
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s> Route Request Packet (RREQ)

——— Route Reply Packet (RREP)

FIGURE 2: Operation of adversary during route discovery [3, 4].

IOSRO
SoNc

—————> Data Packet

FIGURE 3: Operation of adversary during data transmission [3].

an RREQ packet which is supposed to be rebroadcasted to
establish a path to the node D. Instead the adversary node
M generates a forged reply packet with a higher destination
sequence number and sends it on the reverse path towards the
node S with a motive to deceive the source S that the node M
is having a fresher valid route towards the destination D. As
a result, the source node S gets the impression that node M
has a fresher route to the destination D. On the other hand,
the source node S ignores the benign RREP packet received
from the node 1 which is generated by the destination node
D as the RREP has a lower sequence number and higher
hop count as compared to those received from the fabricated
RREP generated by the adversary node M.

Once the route is formed through the adversary node M,
the source node S starts sending the data packets. Node M
after receiving the data packet may either forward or drop
that packet. The same is illustrated in Figure 3. The adversary
node may act as a genuine node for some time duration and as
a malicious node for the remaining time [2, 20]. This unpre-
dictive nature of the adversary makes its detection not so easy.

3. Related Work

Sequence number attacks degrade the network performance
by taking the advantage of lack of security mechanism in
the reactive routing protocols [3]. This has provided the
motivation to researchers to incorporate distinct types of
safety mechanisms in the routing protocols. In this section
we discuss various security approaches which detect the
adversary nodes either during the route discovery phase or
during the data transmission phase.

3.1 Detection during Data Transmission Phase. An Extended
Data Routing Information (EDRI) approach presented in
[26] detects the adversaries by keeping the track of the
data packets sent and received to and from the neighboring
nodes in the EDRI table. This approach keeps the track of
the neighboring nodes regarding the forwarding of the data
packets with the help of promiscuous mode. If a neighboring
node drops data packets more than predefined threshold,
the neighboring node is considered as an adversary node.
An enhancement to the EDRI approach is presented in
[27] which includes a preventive mechanism along with the
detection mechanism by using an alarm packet to alert all
the nodes in the network about the detected malicious nodes
with the help of data routing tables. A trust based approach
is presented in [, 28] where the nodes are assigned a trust
value based on the past data communication. The trust value
for the node is updated on the basis of the number of packets
sent by the node. The node receiving the RREP accepts it if
the forwarding node is marked as trusted node in the routing
table; otherwise that RREP packet is discarded. A cooperation
based defense mechanism (CBDM) scheme is presented in
[29] where the cooperation value is calculated for every node
using the probabilistic model. If the cooperation value of a
node crosses the threshold value then that node is considered
as suspicious node. As an additional check, a bait request
is sent to the suspicious node and if the suspicious node
replies to that request, then that node is considered to be
malicious node. Another trust based approach is presented
in [30] which makes the use of the contradiction mechanism
where the data transmission is facilitated via the nodes having
higher trust value. The trust value is calculated on the basis of
the packets exchanged between the nodes.

3.2. Detection during the Route Discovery Time. The peak
value calculation approach is presented in [31-33] where
the node receiving the RREP packet calculates a threshold
value of the destination sequence number. This threshold
value is calculated with the help of the three parameters,
namely, number of RREQs received and the number of RREPs
received and the routing table sequence number. If the RREP
received by the node contains a higher sequence number
than the calculated threshold value, that RREP packet is
discarded and the sender of that RREP packet is considered
as a malicious node and that malicious node is excluded
from the route. A cooperative bait detection scheme is pre-
sented in [34] where the source node selects the cooperating
neighbor as the bait destination address. The source node
then generates a bait request selecting the neighbor as the
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(1) Discard the received RREQ
2) If (RREQ is NOT for me) then

(1) If (data packet is NOT for me) then
(2) If (Packet_ID mod Random(1,3) == 0) then

Procedure 1: Actions by the malicious node after receiving an RREQ

(3) If (valid fresher route is available in the routing table) then

(4) Fill up RREP with Dest_Seqno=Routing_table_Dest_Seqno+Random(1,7) and Hop_Count=Random(1,3)
(5) Unicast the forged RREP on the reverse path to the source

(6) End If

(7) Else

(8) Fill up RREP with own Seqno and Hop_Count=1

9) Unicast the genuine RREP on the reverse path to the source

(10) End If

Procedure 2: Actions by the malicious node after receiving a data packet from the source node

3) Drop the data packet received from the source
(4) Else

(5) Forward the data packet

(6) End If

(7) Else

(8) Receive the data packet for me

) End If

ALGORITHM 1: Operation of adversary during Route discovery and data transmission [1, 3] (Algorithm 1 is reproduced from Rutvij et al.
(2015), ([under the Creative Commons Attribution License/public domain)).

destination and then broadcasts the bait request for a route to
that destination. If the node receiving the bait request sends
the reply, that node is considered as a malicious node. A graph
based approach is presented in [35] where the nodes with
their neighbors for a graph like structure where every node
monitors the control packets delivery of the neighboring
nodes. Based upon the frequency of the communication, the
nodes are assigned a fielder value which helps in deciding the
next hop for the discovering the route.

4. Adversary Model

An enhanced and powerful adversary model is provided in [1,
3,10]. In this model, the adversary node, as soon as it receives
an RREQ packet, it generates a fabricated RREP packet which
will have a marginally higher sequence number to attract the
source node to form a path through it. The adversary node
may generate this RREP packet even though it does not have
a route towards the destination.

In this adversary model, the attacker node just incre-
ments the value of the destination sequence number by
a random smaller value which keeps the fake destination
number marginally higher. The adversary node then adds
the fabricated and fraudulent destination sequence number
and hop count values into the RREP packet. This mode of
operation makes the detection of an attacker’s presence in
the network more difficult. Once one or more adversary
nodes get into the route they may pretend to be as a benign
node for some time period and carry out packet forwarding
misbehaviors for other time periods [3].

The operations of the adversary during the route dis-
covery phase and during the data transmission phase are
shown in Algorithm 1 [1]. As shown in the algorithm, when

the adversary node receives an RREQ packet, it fetches the
destination sequence number form the routing table and
adds a marginally incremented random value to that in order
to forge the destination sequence number for the RREP
packet. In addition, it enters a random hop count field in
the fabricated RREP packet. The adversary node thus fools
the source node about having the fresher and shorter route
to the destination, and, as a result, it becomes part of this
bogus route. The adversary now starts packet forwarding
misbehavior by dropping the data packets in a random way.
The nature of this capricious adversary makes its detection
very difficult.

5. Proposed Work

The proposed approach, sequence number prediction based
bait detection scheme (SNPBDS), attempts to detect the
adversary nodes during the route discovery phase. This
proactive detection during route discovery is imperative in
several critical applications where we cannot afford to lose the
data packets.

SNPBDS provides advancement to the SNBDS scheme
presented in [3]. SNPBDS adds various fields in the routing
table and in the neighbor table. A field for recording the past
sequence numbers for a node is added in the routing table
and the status field is added in the neighbor table to mark
the status of the neighboring node as normal, suspicious, or
malicious. Whenever any node receives an RREQ or RREP
packet for a destination node, the past data field in the routing
table is updated. Using the past sequence number history,
we use linear regression technique to predict the highest
destination sequence number possible for the RREP packet
sent by the replying node.
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5.1. Linear Regression Technique of Predicting Sequence Num-
ber [25]. The linear regression is defined with the help of a
plot on the X- and Y-axis. There are two lines of regression
that of Y on X and X on Y. The line of regression of Y on X is
given by Y = ay+ a, X where g, and a, are unknown constants
known as intercept and slope of the equation. This is used to
predict the unknown value of the variable Y when value of the
variable X is known. The equation for prediction is as follows:

Y =a,+a,X )

The equations for calculating a, and a, are as follows:

_ nY XY= XXy
TR} @
ay=y-a;x 3)

Using (1), (2), and (3), we can predict the value Y which
is based on X. In addition, to improve prediction we find
error at every point and based on this error we improve our
prediction. The equation for the calculating the error is as
follows:

M=

' (y; —ap — ayx;) (4)

1

n
min Zei =

i=1
Equation (4) defines the error at a particular point.
Based on the last error, we can improve our prediction by
performing addition and subtraction of the error value to the

predicted value. The equation for the final predicted value is
as follows:

Il
—

P=Y+e (5)

5.2. Application of Linear Regression in SNPBDS. Using linear
regression technique discussed above, we now tend to predict
the threshold value of the destination sequence number
which is sent in the RREP packet by the neighboring node.
We calculate the destination sequence number based on the
time factor. We assume time (denoted as T) as the value of
X and the sequence number (denoted as N) as the value of
Y in (1). For predicting the new value of N, we need the past
records of N and T. Table 1 shows the past history of the values
of T and N.

As shown in Table 1, as we have 5 records till now, we
take n=5. Now we wish to predict the threshold value of the
destination sequence number for the received RREP packet.

According to (1) we have

N=agy,+aT (6)

So now we first calculate the values of g, and a, using (2)
and (3). According to (2) we have

_ nY TN, =Y T; Y N,

1~ 2
”ZTiZ - (Z Ti)
o - 3X30147 - 432 x 287 (7)
' 5% 44202 - 287 * 287
a; = 0.19295

5
According to (3) we have
ay=N-a,T
ag = 57.4—0.19295 x 86.4 (8)
a, = 40.72912
Replacing the values of (7) and (8) in (1) we have
N =40.72912 + 0.19295 x T 9)

We want to predict the value of the destination sequence
number at time of 160 seconds. Therefore, we take the value
of T=160.

N =40.72912 + 0.19295 x 160
(10)
N =71.60112

Even though we calculated the value of N, it contains
some error. To address it, we use (4). We calculate the error
at time 138 and the sequence number at that time is 96.
Therefore, we calculate

e =96-40.72912 - 0.19295 x 138

D
e = 28.64378

Now accumulating the error in the predictive value
according to (5) we get

P=N+e
P =71.60112 + 28.64378 (12)
P =100.2449

Thus by the use of linear regression technique, at time
of 160 seconds, the predicted threshold of the destination
sequence number is 100.

5.3. SNPBDS Methodology. This section describes the oper-
ations of the nodes adopting SNPDS while receiving RREQ
and RREP packets.

5.3.1. Actions Performed by the Node Receiving the RREQ
Packet. When a node receives an RREQ packet, it first checks
the status of the node sending the RREQ packet in the
neighbor table. If the status of the node in the neighbor
table is marked as malicious, the node discards that RREQ
packet. If the status of the node that has sent the RREQ packet
has its status as normal, then the node receiving the RREQ
packet will update the routing table entry for that particular
destination.

(1) Algorithm. The steps followed by the node after receiving
RREQ packet are shown in Algorithm 2.

5.3.2. Actions Performed by the Node Receiving the RREP
Packet. The node receiving an RREP packet checks the
status of the node forwarding the RREP packet in the
neighbor table. If the status for that node is malicious,



Security and Communication Networks

Procedure 1: Actions by the node after receiving an RREQ
(1)  Retrieve the Status of the node forwarding RREQ packet
(2) If (Status == malicious ) then
(3) Discard the RREQ packet
(4) EndIf
(5)  ElseIf (valid fresher route is available in the routing table) then
(6) Generate the RREP packet and forward it towards the Source Node.
(7) EndIf
(8) Else
9) Update the Routing Information and forward the RREQ further.
(10)  Exit

ALGORITHM 2: Operation of node after receiving RREQ packet.

(2) If (Status == malicious) then

Procedure 1: Actions by the node after receiving an RREQ
(1) Retrieve the Status of the node forwarding RREP packet

(3) Discard the RREP packet

(4) End If

(5) Else If (Status==normal) then

(6) Evaluate the predictive seq. number (PRED_SEQNO)

(7) End If

(8)  If (DEST_SEQNO > PRED_SEQNO)

9) Status=suspicious

(10) Update the Status of the node in the neighboring table.

(11)  EndIf

(12)  Else

(13) Perform the normal routing operations.

(14)  If (Status = suspicious)

(15) Send BAIT_REQUEST to suspicious node

(16)  Endif

(17)  If (BAIT_REPLY received)

(18) Change the status of the node from suspicious to malicious
(19) Delete the routing entry for the malicious node.

(20) Initiate a local route discovery process to find an alternate route to the destination.
(21) EndIf

(22)  Else

(23) Change the Status from suspicious to normal and perform regular routing operations
(24)  Exit

ALGORITHM 3: Operation of node after receiving RREP packet.

the received RREP packet is discarded. If the status value
for the forwarding node is normal, the linear regression
technique is employed to predict the threshold value of
the destination sequence number based on the historical
data. If the predicted destination sequence number is greater
than the destination sequence number in the received RREP
packet, the routing table is updated if necessary and the
RREP is forwarded towards the source node. If the predicted
sequence number is less than the destination sequence num-
ber received in the RREP packet, the receiving node marks
the status of the node sending RREP packet as suspicious.
The receiving node then sends a bait (forged) request packet
to the suspicious node. If the suspicious node responds to
the bait request, status of the suspicious node is changed
from suspicious to malicious in the neighboring table and

the RREP is discarded. The routing table entry having the
malicious node as next hop node is then deleted and a local
route discovery process is initiated to discover an alternate
route. However, if the suspicious node does not reply to the
bait request, the suspicious status of the node is changed back
to normal. The steps followed by the node receiving RREP
packet are depicted in Algorithm 3.

(1) Algorithm. See Algorithm 3.

5.4. Hllustrative Example. As shown in Figure 4, the source
node S wants to communicate to destination node D. The
source node S generates the route request packet RQI1 and
broadcasts it to its neighbor nodes 1 and 2. Nodes 1 and 2
then add the necessary information in RQI and generate the
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TABLE 1: Historical data based on time.
T N T+N T+T
30 17 510 900
67 49 3283 4489
85 58 4930 7225
12 73 8176 12544
138 96 13248 19044
Total = 432 Total =287 Total = 30147 Total = 44202
TABLE 2: Parameters of request and reply packets.
RQI RQ2 RQ3 RQ4 RP1 RP2 RP3 RP4
Source IP S 1 2 3 D 3 1 M
Dest Seq, No. 15 15 15 15 17 17 17 17+5=22
Origin IP S S S S S S S S
Destination IP D D D D D D
Hop Count 1 2 2 3 1 2 3 2

FIGURE 4: Route discovery process for a path from node S to node
D.

packet RQ2 and RQ3, respectively, and forward it to their
respective neighboring nodes 3 and M. Node 3 after adding
the necessary information in RQ2 generates the packet RQ4
and forwards it to the destination node D. The destination
node D generates the RREP packet and sends that packet
through node 3 to the source node S as shown in Figure 4.

Node M behaving mischievously does not forward the
RQ3 packet to node D. Rather it discards the request packet
and generates a fabricated reply packet RP4 and sends it to
node 2 as shown in Figure 7. The malicious node M randomly
increments the destination sequence number by 3 and sets the
hop count to 2 and inserts this fabricated information in the
RREP packet RP4

The contents of the route request packets (RQ1, RQ2,
RQ3, and RQ4) and route reply packets (RP1, RP2, RP3, and
RP4) are shown in Table 2.

Node 2, after receiving the fabricated reply packet RP4,
checks the status value for node M in the neighbor table. If

Node | Status

M | malicious

RP4 RP1

©)

FIGURE 5: Avoiding the RREP from the malicious node.

the status value is equal to malicious, node 2 immediately
discards the reply packet which is shown in Figure 5.

If the status value of node M in the neighbor table of node
2 is normal, node 2 applies the linear regression technique to
predict the value of the destination sequence number. Node 2
now predicts the threshold value of the destination sequence
number by considering the past history data of the sequence
numbers. The collection of such data is shown in Table 3.
The table shows that the predicted value of the destination
sequence number is 10 which is less than the destination
sequence number received in RP4 sent by M. Therefore, node
2 marks the status of node M as suspicious in the neighbor
table.

As shown in Figure 6, when status of the node M changes
from normal to suspicious, node 2 generates a bait request
packet BRQI. This is a dummy request packet to verify
whether the suspicious node blindly replies to the request or
not.

Node M, which is marked as suspicious, after receiving
the bait request generates a reply BRP1 and sends it to node 2
as shown in Figure 7. Node 2 receives the packet BRP1in reply
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TaBLE 3: Collection of past sequence numbers.
Node Dest Time Seq No Historical Data
Time Seq No.
55 6
M D 115 10 o o
115 8
115 10
TABLE 4: Parameters of bait request packet and its reply.
BRQ1 BRP1 @
Source IP 4 4
DestSeq, No. 22 24 4
Origin IP s s Node| Status
Destination IP D M | Malicious
Hop Count 0 0
BRP1
FIGURE 7: Node M replies to bait request.
Node Status

)

M | Suspicious

®

FIGURE 6: Node 2 sends bait request to node M.

BRQ1

to the bait request. Therefore, node 2 now marks the status of
the node M as malicious and updates the value of status from
suspicious to malicious.

The parameters of BRQ1 and BRP1 are shown in Table 4.

Node 2 after marking the status of node M as malicious
discards the RREP packet and deletes the routing table entry
having the node M as the next hop node. As a result, the node
M is not allowed to enter the route. Node 2 now initiates a
local route discovery process for the destination for which the
routing table entry is discarded

6. Simulation Results and Analysis

6.1. Experimental Setup. In our experiments, we carry out
simulations on the NS-2 simulator [36]. In order to prove that
the SNPBDS approach provides better performance com-
pared to the SNBDS approach, we compare the performance
of both the approaches by varying various network param-
eters. For our experimental work, we select the maximum
simulation time of 200 seconds with the terrain area of
1500 m x 1500 m. The performance of SNPBDS approach
is compared with the simple AODV protocol, the AODV
protocol with the adversary, and the SNBDS approach. The

performance comparison of various approaches is based on
the performance metrics such as packet delivery ratio and
routing overhead. The detailed simulation parameters are
shown in Table 5.

6.2. Result Analysis. We perform various tests to evaluate the
performance AODV protocol, AODV protocol with adver-
sary node, SNBDS approach, and the SNPBDS approach. The
metrics selected for the evaluation of the approaches are the
packet delivery ratio (PDR) and routing overhead. Packet
delivery ratio (PDR) is defined as the ratio of the number of
packets received by the destination to the number of packets
sent by the source node [2]. Routing overhead refers to the
ratio of the control packets transmitted to the ratio of the
data packets transmitted [2]. The various test cases for the
evaluation of the performance of different approaches are
discussed below.

6.2.1. Test 1: Varying Number of Adversary Nodes. Figure 8(a)
shows the graph of the packet delivery ratio of the various
protocols. We have evaluated the PDR by varying the attacker
count. The number of nodes in the network is 100. The
range of the number of attacker nodes varies from 0% to
40% of the number of nodes in the network. Figure 8(a)
shows the decrease of the PDR with the increase of the
number of attacker nodes. The PDR of the AODV protocol
in the presence of adversaries decreases from 80% to 50%
with the increase in the number of adversaries. The SNPBDS
approach provides the PDR in the range of 83% to 70%,
The graph shows that the PDR of the SNPBDS approach
is higher than the SNBDS approach. Figure 8(b) shows the
graph of the routing overheard of the network operating
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TABLE 5: Simulation parameters.

Parameters Values

Simulator NS§2.35

Routing Protocols AODV, Attackerl, SNBDS, SNPBDS

Coverage Area 1500m x 1500 m

Mobility Model Random Way Point

Simulation Time 200s

Number of nodes (varying) 50 - 100

Maximum Mobility (varying) 5mto25m/s

Pause time (varying) 5-25s

No. of Connections (varying) 2to10

Transmission Rate (varying)

5 to 25 packets per second
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FIGURE 8: Performance comparison by varying number of adversary nodes.

with different protocols by varying the number of attacker
nodes in the network. The routing overhead in the AODV
protocol ranges from 3.0 to 6.0 with the increase in the
number of adversaries. The routing overhead of the SNPBDS
approach is in the range of 0 to L5 whereas the routing
overhead of SNBDS approach falls in the range of 0.2 to
2.0. Thus SNPBDS protocol produces lower routing overhead
compared to AODV protocol and SNBDS protocol. This is
because the SNPBDS protocol eliminates the malicious node
which results in the reduction of the frequency of route
discovery which in turn leads to lower routing overhead.

6.2.2. Test 2: Varying Mobility Speed. Figure 9(a) shows the
PDR of the protocols by keeping the number of nodes and
the number of attacker nodes fixed and varying the mobility
speed. The number of nodes is 100 and the attacker nodes
count is 10% of the total number of nodes. We vary the
mobility speed of the nodes from 5m/s to 25m/s. We can
see that, with the increase in the mobility speed, the PDR
of AODV protocol gradually decreases from around 90% to
70%. With the attacker’s interference, the PDR appears to be

in the range of 60 to 65% with the varying speeds of the
nodes. The SNBDS approach has PDR range of 70% to 82%.
The SNPBDS approach provides the PDR of around 76% to
83%. Thus the performance of SNPBDS is better than the
SNBDS approach. Figure 9(b) shows the routing overhead
of the network by varying the mobility speed while keeping
other parameters intact. The routing overhead of the SNPBDS
approach is in the range of 0 to 1 which is better compared
to SNBDS approach having routing overhead in the range of
1 to 3 and AODV protocol having the routing overhead in
the range of 3 to 7 with the increase in the mobility speed.
The results show that the effect of increase of mobility speed
does not have a great impact on the value of routing overhead
whereas, in AODV protocol and SNBDS approach, the
routing overhead increases with the increase in the mobility
speed which is due to the larger number of route discoveries.

6.2.3. Test 3: Varying Transmission Rate. Figure 10(a) shows
the packet delivery ratios of various protocols under the
effect of variable transmission speed. Varying the number of
packets sent per unit time also impacts the performance of
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FIGURE 10: Performance comparison by varying transmission rate.

the network. We take the same number of nodes as 100 and
10% nodes as attacker nodes. Here we take a constant mobility
speed for all the nodes and we vary the transmission speed
from 5 packets per second to 25 packets per second. From
the figure we observe that the PDR of all the protocols tend
to decrease with the increase of the transmission speed. The
AODV protocol provides the PDR in the range of 65 to 90%.
In the presence of attacker nodes, the PDR declines from
around 60% to 25% with the increase in the transmission
speed. The SNBDS approach has the PDR in the range of 66%
to 80%. The SNPBDS approach results in the PDR in the range
of 70% to 81%. Thus in the presence of attacker nodes and
by varying the transmission speeds, the SNPBDS approach
provides better performance compared to SNBDS approach.
Figure 10(b) shows the routing overhead incurred in the

network while varying the transmission rate of packets and
keeping other parameters intact. The routing overhead of the
AODV protocol with the variation in the transmission time
ranges from 4.5 to 7.5 which is very high compared to SNBDS
approach having routing overhead of 1. The SNPBDS has the
lowest routing overhead of 0.1 to 0.2. Figure 10 shows that the
SNPBDS approach results in the steady routing overhead with
the increase in the transmission rate of packets

6.2.4. Test 4: Varying Number of Nodes. Figure 11(a) shows the
performance of the network by varying the number of nodes
in the network. We take 10% of the nodes as the adversary
nodes. The mobility speed and the transmission speed of the
nodes are kept the same. The number of nodes varies from
60 to 100. We observe that the PDR of the network in the
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FIGURE 12: Performance comparison by varying simulation time.

attacker’s presence is very low in the range of 40 to 60%. The
SNBDS approach results in the PDR range of approximately
60 to 75% while the SNPBDS approach results in the PDR
range of 70 to around 80%. Thus SNPBDS approach provides
better results compared to SNBDS approach. Figure 11(b)
depicts the routing overhead in the network obtained by
varying the number of nodes in the network. The results
show that the AODV protocol has lower routing protocol
with the increase in the number of nodes. This is because as
the number of nodes increases, the network becomes denser
and nodes have path to majority of the destinations which
results in sending of RREP packet from the intermediate
nodes. As a result the RREP does not reach the destination
which results in lower number of RREQ and RREP packets.
This reduces the routing overhead in AODV protocol. The

SNPBDS approach has better results compared to AODV and
SNBDS approach. This is because the attacker is eliminated
from the route during the route discovery which would result
in increase of data packets without rediscovering the route.

6.2.5. Test 5: Varying Simulation Time. Figure 12(a) shows
the performance of the network by varying the simulation
time. We keep all the parameters as fixed and just vary
the simulation time from 100 seconds to 300 seconds. The
results show that the PDR reduces with the increase in the
simulation time. The PDR in the presence of adversaries
without any security mechanism falls in the range of 55% to
63%. The SNPBDS approach provides the PDR in the range
of 70% to 84% compared to the SNBDS approach which
provides the PDR in the range of 67% to 83%. Thus the



12

85 85
g0l x %0
£ 7% T X75
2 2 RS = 70
g \t\\ >< /7
2z 65 R 65
T - <
2 60 R 60
_Eé 55 R s 55
50 50
45 45
40 40
5 10 15 20 25

Pause Time (s)

%~ AODV  —u - Attacker

— & SNPBDS —e - SNBDS
(a) Packet delivery ratio

Security and Communication Networks

Routing Overhead
S = N W kUl Y N 0 O
X
T
w

5 10 15 20 25
Pause Time (s)

% AODV ~ — & SNPBDS

—o - SNBDS
(b) Routing overhead

FIGURE 13: Performance comparison by varying pause time.

performance of SNPBDS is again better than the performance
of the AODV protocol under the presence of adversaries
and the SNBDS protocol. Figure 12(b) depicts the routing
overhead of the network operating with the AODV, SNBDS,
and SNPBDS approach by varying the simulation time and
keeping other parameters intact. The routing overhead of
the ADOV protocol goes from 4.7 to 6.0 with the increase
of the simulation time. The routing overhead of the SNBDS
approach is approximately around 0.8 to 0.9 which is higher
compared to the SNPBDS approach which provides the
routing overhead of 0.1 to 0.3. The results show that the
SNPBDS approach has lower routing overhead due to the
fact that the prediction algorithm will work for the entire
simulation and the more the simulation time we have the
more the past data we will have and the closer the value of
predicted sequence number we will have. So this would result
in lower routing overhead compared to other approaches.

6.2.6. Test 6: Varying Pause Time. Figure13(a) shows the
performance of the network by varying the pause time. The
pause time is varied from 5 seconds to 25 seconds while
keeping the other parameters intact. The PDR of the SNPBDS
resides in the range of 72% to 78% which is better compared
to SNBDS approach having the PDR range of 70% to 76% and
AODV protocol with adversaries having PDR in the range
of 60% to 62%. The results show that the PDR in SNPBDS
approach is better than the SNBDS approach and the AODV
protocol in the presence of attacker nodes. Figure 13(b) shows
the routing overhead incurred in the network by varying
the pause time while other parameters are kept intact. The
SNPBDS approach produces the lower routing overhead
of 0.2 compared to SNBDS approach having the routing
overhead of 1. The AODV protocol provides very high routing
overhead of 5 to 8 with the variation in the pause time.
The SNPBDS approach provides the lowest routing overhead
compared to the three approaches shown in Figure 13(b).

7. Conclusion

The nodes in MANET need to depend on other nodes to
facilitate communication in the network. The characteristics
of MANET provide great value to the adversaries which tend
to degrade the network performance. Our proposed proactive
scheme (SNPBDS) counters the threat of such adversaries
by predicting adversaries in the route discovery phase. The
proposed scheme attempts to prevent the adversaries form
entering the route and, hence, increases the packet delivery
rate and thereby the quality-of-services. The prediction of the
destination sequence number and the bait request provide a
double security check to confirm the status of the node as
malicious. The scheme is evaluated under various network
conditions against a strong adversary model. The perfor-
mance evaluation of SNPBDS against SNBDS shows that
SNPBDS provides considerable improvement packet delivery
rate and normalized routing overhead.

The scheme can be enhanced by implementing hybrid
approach (proactive and reactive) which would provide
two-layer security during route discovery as well as data
transmission.
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Data used to support the findings of this study are available
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Wireless communication protocols are indispensable in Internet of Things (IoT), which refer to rules and conventions that must
be followed by both entities to complete wireless communication or service. Wireless protocol conformance testing concerns
an effective way to judge whether a wireless protocol is carried out as expected. Starting from existing test sequence generation
methods in conformance testing, an improved method based on overlapping by invertibility and multiple unique input/output
(UIO) sequences is proposed in this paper. The method is accomplished in two steps: first, maximum-length invertibility-dependent
overlapping sequences (IDOSs) are constructed, then a minimum-length rural postman tour covering the just constructed set of
maximum-length IDOSs is generated and a test sequence is extracted from the tour. The soundness and effectiveness of the method
are analyzed. Theory and experiment show that desirable test sequences can be yielded by the proposed method to reveal violations

of wireless communication protocols in IoT.

1. Introduction

Wireless communication is essential and critical to Internet
of Things (IoT) [, 2]. The reliability of wireless communi-
cation transmission largely depends on whether the wireless
communication protocol is implemented as specified. Con-
formance testing [3, 4] is widely used to check whether an
implementation conforms to its specification in areas such
as traditional communication protocols and reactive systems;
i.e., there must be the same behavior in the implementation
for any I/O behavior observed in the specification. In FSM-
based conformance testing, a protocol is called a specification
and is expressed as a Finite State Machine (FSM), while
an implementation under test is considered to be a “black
box”, the I/O behavior of which can only be observed.
A test sequence is an I/O sequence such that whether an
implementation conforms to the specification may be con-
cluded by delivering the input sequence of the test sequence

to the implementation and comparing the resulting output
sequence with the output sequence in the test sequence.

Test techniques based on state identification [5-10] are
well-known in FSM-based conformance testing. Test tech-
niques based on state identification are supposed to identify
every state and verify every transition of the specification in
the implementation. A state is said to be identified when a
state identifier is delivered to the state. A transition is said to
be verified when the end state of the transition is identified. A
state identifier of a state is a nonempty set of input sequences
for the state such that the set of corresponding output
sequences can characterize the state. Unique input/output
(UIO) sequence is a popular state identifier such that UIO-
based techniques are commonly used for test sequence
generation.

Since wireless communication protocols can also be
modeled by FSMs, FSM-based conformance testing is also
applicable to wireless protocol conformance testing in
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TaBLE 1: UIO sequence of FSM corresponding to the connection and release process of Zigbee.
No. States UIO(s)
Ex1 s i,/o,
Ex2 Sy ic/0,
Ex3 S isig/0;
Ex4 54 i2i3/010,
iiy/0,05

FIGURE 1: FSM corresponding to the connection and release process
of Zigbee.

IoT. Zigbee is a typical wireless communication protocol
and is divided into four layers: physical layer (PHY),
media access control lay (MAC), network layer (NWK),
and application layer (APL). The connection and release
process of nodes in the MAC layer is modeled by the
FSM in Figure 1 and UIO sequences of every state are
listed in Table 1. On this basis, test sequences based
on FSMs can be constructed using UIO sequences as
state identifiers. There is a test sequence s;(i;/0;)s,(iyi5/
010,)83(i5)8,(ig/01)81(i1/0)84(i5is]0,05)s, (i) /01)s4(i7)s, (i, /
0,)84(i5i3/0,0,)85(i7)s,(i;/0,)s, of the FSM in Figure 1 based
on UIO sequences in Table 1. When the input sequence of
this test sequence is applied to an implementation, every state
of the FSM in Figure 1 can be identified and every transition
of the FSM in Figure 1 can be verified in the implementation.
Meanwhile, an output sequence can be obtained. It can be
concluded whether the connection and release process of
nodes is executed as the specification specifies by comparing
the obtained output sequence with the expected one in the
test sequence.

Test sequence reduction has long been an active research
topic in FSM-based conformance testing. One approach is to
convert the problem into the Rural Chinese Postman Problem
from which a test sequence is extracted. For the purpose of
transition verification every transition of an FSM is followed
by an appended UIO sequence in the test sequence. Bo Yang
et al. reduced test sequences by overlapping and multiple
UIO sequences [11]. Benefiting from overlapping, more than
one transition may be verified by a single appended UIO
sequence. Hierons improved the method of UIO sequences
through the use of an invertibility criterion, thereby achieving
more overlapping [12], i.e., verifying even more transitions
of an FSM with a single appended UIO sequence. However,
multiple UIO sequences which are conducive to test sequence
reduction are not considered by Hierons.

In order to reduce the cost of testing while assuring
the effectiveness, this paper presents an improved method
to generate reduced test sequences for wireless protocol
conformance testing of IoT. Transitions in a test sequence
are of three kinds: a copy of transitions in an FSM, UIO
sequences which have been appended to the test sequence for
the purpose of transition verification for the FSM, and the
transitions which have been appended to the test sequence.
In the improved method, invertibility is taken into account
to leverage as much overlapping as possible such that all the
transitions of an FSM can be verified with as few appended
UIO sequences as possible. Rural symmetric augmentation
is the main measure for test sequence generation. The
replicated transitions during the rural symmetric augmen-
tation are exactly the transitions for concatenation of test
subsequences in the test sequence. More options of rural
symmetric augmentation can be supplied by multiple UIO
sequences than those supplied by single UIO sequences; i.e.,
a sensible choice of UIO sequences can lead to a minimum
number of replicated transitions during a rural symmetric
augmentation, and a minimum number of transitions for
concatenation are achieved in the test sequence. In this way,
further reduced test sequences are obtained by the proposed
method.

The rest of the paper is organized as follows. In Section 2,
the basic concepts and assumptions used in this paper are
presented. The improved method is described with simple
examples in Section 3, and the soundness and effectiveness
of the method are discussed. Experimental evaluation is set
out in Section 4. Then, the related work about the testing of
IoT isreviewed in Section 5 and the paper is concluded briefly
in Section 6.

2. Preliminaries

In this section, we introduce the definitions related to FSMs
and graphs, together with the assumptions necessary for
FSM-based conformance testing.

2.1. Definitions. An FSM is formally defined as a 6-tuple M =
(I,0,S, sy, 6, A) where

(i) I and O are finite and nonempty sets of input symbols
and output symbols, respectively;

(ii) S is a finite and nonempty set of states;

(iii) s, € S represents the initial state of M;
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TaBLE 2: UIO sequence of M;.

No. States UIO(s)
Ex1 5 a/0
b/1
Ex2 s (a/1)(a/1)
(a/1)(b/1)
Ex3 S5 (a/1)(a/0)

(iv) 6 : S x I — S denotes the state transition function;

(v) A : S x I — O is the output function.

According to this definition, when an input symbol i
is delivered to the current state s, M moves to the state
s’ = &(s,i) with an output produced by A(s,i). The
transition function and output function can be extended to
finite input sequences, i.e., for an input symbol i, an input
sequence 3 € I" (where I is the set of finite sequences
of input symbols), and a state s, §(s,if) = 8(8(s, i), B), and
A(s,iB) = A(s,D)A(8(s, 1), B) where concatenation is denoted
by juxtaposition.

A transition ¢t is defined by a tuple (s, s',i/o) where s is
the start state, i is an input of s, 0 = A(s, ) is the associated
output, and s' = 8(s, 1) is the end state. A transition (s, s’,i/0)
is invertible if it is the unique transition ending at s’ with input
i and output o.

A UIO sequence of a state is an input/output sequence
such that the input/output behavior exhibited by the state
is unique, i.e., given a UIO sequence f3 of a state s, and the
input sequence of f3 is denoted by ,,; for any state s # s, it
is always true that A(s, B,,) # A(s', B;,). A UIO sequence is
irreducible if it is not a UIO sequence anymore when the end
i/o symbol of the sequence is deleted. UIO sequences in this
paper will be supposed irreducible unless otherwise specified.
There may be more than one UIO sequence for a state and the
UIO sequences may be of different length.

An example FSM M, is described in Figure 2 where S =
{s1,55, 83}, 1 = {a, b}, O = {0, 1} and s, is the initial state of M.
There are four invertible transitions (s;, s,,a/0), (s,,,,a/1),
(55, 835,b/1), and (s3,5,a/1). The UIO sequences for every
state are shown in Table 2.

An FSM M can be perceived as a labeled, directed graph
G. A state of M is represented as a node of G, and there is
an edge labeled with i/o from node s to s’ in G if and only if
8(s,i) = s’ and A(s, i) = 0in M, where sand s’ are the start and
end node of the edge. The numbers of incoming and outgoing
edges of a node are called the in-degree and out-degree of the
node, respectively. If the in-degree equals out-degree at each
node then the directed graph is symmetric. Suppose that G is
an asymmetric directed graph; if G* is a symmetric directed
graph generated from G by making copies of the edges then
G” is a symmetric augmentation of G. When the total cost
of copies of edges is minimized, G is said to be a minimal
symmetric augmentation of G. Suppose that E is the set of
edges of G and E' C E, if G* is a symmetric directed graph
generated from G by making copies of the edges such that
each edge in E’ is included in G* at least once and the total
cost of copies of edges is minimized then G is called a rural
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FIGURE 2: FSM M,.

symmetric augmentation of G. A sequence of contiguous
edges B = (51,85,11/01)(53, 83,13/05) - .. (Sx_1> S i1/ Oc—1)
forms a path of G where s; and s, are the start and end node
of the path, respectively. A path that starts and ends at the
same node forms a tour, furthermore, if the tour traverses
every edge of G exactly once then it is an Euler tour. A rural
postman tour is a tour that traverses a given set of edges at
least once. The Rural Chinese Postman Problem is to find
a minimum-length rural postman tour for a given set of
edges. FSMs and their directed graph representations are used
interchangeably throughout this paper.

2.2. Assumptions. Given a specification FSM M with n
states, the fault domain W(I) of M is the set of all possible
implementations of M over the input alphabet I of M. ¥, (I)
refers to the implementations with up to # states in W(I). This
paper only focuses on implementations in ¥, (I).

An FSM M is strongly connected if for any two distinct
states s and s’ there is an input sequence 3 that takes M from
stos’;ie, Vs, s €8,s#¢, Bel” (s p) = sH.

Two states s and s are equivalent if for any input sequence
there are always the same output sequences from s and s'.
An FSM M without equivalent states is said to be minimal
or reduced; otherwise M is reducible by joining equivalent
states.

An FSM M is deterministic if at any state for any input
there is at most one transition leading to the next state.
Otherwise, M is nondeterministic.

Only strongly connected, minimal and deterministic
FSMs are considered in this paper. In addition, it is assumed
that UIO sequences for each state of an FSM are available and
are derived from successor trees in advance. It is noted that
only state transition functions in forms of S x I — § are
considered; i.e., state transitions without any input in IoT are
out of the scope of this paper.

3. Test Sequence Reduction
3.1. Key Properties of the Method

3.1.1. Overlapping by Invertibility

Definition 1 (invertibility-dependent UIO sequence). If a
transition (s, s, i/0) is invertible and B is a UIO sequence of
s', then (i/0)-f is an invertibility-dependent UIO sequence of
s.



The transition (s;, s,,a/0) of M, in Figure 2 is invertible
and (a/1)(b/1) is a UIO sequence of s,, then (a/0)(a/1)(b/1)
is an invertibility-dependent UIO sequence of s;.

Definition 2 (invertibility-dependent overlapping sequence).
Given a transition sequence  (sy,S,,7,/0;)(Sy, S350,/
0y)...(s;8j,1,i;/0;) and a UIO sequence B of s;,, if
every transition (s, s, ,/0)(1 < k < j — 1) is verified
by an invertibility-dependent UIO sequence (i;,;/0x,;) -
(is2/Oks2) - - (i5/0;) - B when (s> Sje151/0)) s verified by
B, then (sy,5,,i1/01), (5, 83,05/05) ... (5> 5/,151;/0;) is an
invertibility-dependent overlapping sequence (IDOS).

There is a transition sequence s,(a/0)s,(a/1)s,(b/1)s5(a/
1)s, of M, in Figure 2 and a UIO sequence a/0 of s, . When the
last transition (s5, s;, a/1) of s;(a/0)s,(a/1)s,(b/1)s;(a/1)s,
is verified by the UIO sequence a/0 of s;, by working
backward (s,,s;,b/1) is verified by (a/1)(a/0), (s,,s,,a/1)
is verified by (b/1)(a/1)(a/0), and (s;,s,,a/0) is verified
by (a/1)(b/1)(a/1)(a/0); i.e., all the other transitions except
the last one are verified by invertibility-dependent UIO
sequences. As a result, s,(a/0)s,(a/1)s,(b/1)s5(a/1)s; is an
IDOS.

For (ij1/0k1) * (iksa/Oia) .- (ij/0)) - (1 < k <
j — 1) to be invertibility-dependent UIO sequences, indis-
pensable requirements for transitions in (s;, s,,1,/0;)(s,, S5,
iy]0,) ... (sj, Siv1> ij/oj) are put forward.

Theorem 3. Given a transition sequence (s, $,,1,/0;)(s,, 53,
i,/05) ... (s;;85.15i5/0;) and a UIO sequence f of s,
(sl,s?, il/ol)(sz,s3','i2/02) .. (sj,'st, i;/0;) is an {D‘OS iffmd
only if every transition (sy, S, ix/0i) (2 < k < j) is invertible.

Proof. The sufficiency of the condition is proved inductively
by working backward. In the base case when k = j, (sj_l, S
i;_1/0;_;) is sure to be verified by an invertibility-dependent
UIO sequence (z'j/oj) - B since (sj, Sist> ij/oj) is invertible.
In the inductive step, assume that (s;_;, S, ix_1/0k_1) (3 <
k < j — 1) is verified by an invertibility-dependent UIO
sequence p, then (s;_,, S¢_q>i_»/0_,) is definitely verified
by an invertibility-dependent UIO sequence (i_;/0x_;) - ¥
since (Sg_> Sk» ix_1/0x_1) is invertible. In this way, every
transition (s, sg,1,4;/0;) (1 < k < j — 1) is backward veri-
fied inductively by an invertibility-dependent UIO sequence
(is1/0k11) * (gia/0ks2) - (i;/0;) - B when (s}, 55,1, i;/0;) is
verified by f. Thus, it is a sufficient condition for a transition
sequence (s, $,11/01)(8, 53,1,/0,) ... (8}, $;,1,1;/0;) to be an
IDOS that every transition (s, Si,p> i/0r) (2 < k < j) is
invertible.

Next, the necessity of the condition is proved by
contradiction. As shown in Figure 3, suppose that
(81582, 11/01)(85, $3,15/05) ... (5,8 j4151;/0;) is  an  IDOS
with a noninvertible transition (s;, S, ix/0) (2 < k < j);
ie., there is another transition (sp, sp.;, ix/0;) ending
at sg,, with the same input and output. Obviously, s;
cannot be identified by (ix/or) - (igp1/0ks1) - - (ij/0;) - fs
ie, (Se_1> Sp» ix_1/0k_) cannot be verified by (i /o) -
(ix41/0k41) - - (i;/0;) - B. This contradicts with the assumption
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FIGURE 3: A fragment of an FSM.

that (s, 5,,11/01)(s3, 83,1,/05) ... (8}, 41, 1;/0;) is an IDOS.
Accordingly, it is a necessary condition for a transition
sequence (s, $,,11/01)(5y,$3,1,/05) ... (s> 5j,1,1;/0;) to be
an IDOS that every transition (sy, s, ;> i/0) (2 < k < j) is
invertible. O

Definition 4 (set of IDOSs). Given a set T' in which every
sequence is an IDOS of an FSM M, if every transition of M
is included in one and only one IDOS of T then T is a set of
IDOSs of M.

Of all the IDOSs from a state, a maximum-length IDOS
is the one contains no fewer transitions than any other ones.
There is no doubt that the longer IDOSs are, the more
overlapping can be achieved, and the shorter test sequences
will be obtained. For maximum overlapping, this paper is
only interested in maximum-length IDOSs.

The set {s;(a/0)s,(a/1)s,(b/1)s5(a/1l)s,} is a set of
IDOSs of M, in Figure 2. There is only one IDOS in the
set since the only IDOS s,(a/0)s,(a/1)s,(b/1)s5(a/1)s,
already covers all the transitions of M,. Obviously,
s1(a/0)s,(a/1)s,(b/1)s5(a/1)s; is also a maximum-length
IDOS starting from s;.

3.1.2. Multiple UIO Sequences. In the improved method,
for any maximum-length IDOS (s,s,,1;/0;)(sy S35
i2/05) ... (sjSj1> 1j/0;), the associated test subsequence
is expressed as (51, $5,11/01)($, 53,12/05) ... (S}, 41, 1j/07) - B
where f8 is a UIO sequence of s;,;. A minimum-length
rural postman tour covering all the test subsequences is
subsequently constructed by a rural symmetric augmentation
and a test sequence is obtained from the tour. Accordingly,
transitions for concatenation of test subsequences in the
test sequence are derived from the transition replications
during the rural symmetric augmentation. It is noted that
different choice of UIO sequences may result in different
rural symmetric augmentations; i.e., a minimum number of
transition replications can be achieved by a sensible choice
of UIO sequences during the rural symmetric augmentation.
The minimum number of transition replications during
the rural symmetric augmentation indicates the minimum
number of transitions for concatenation of test subsequences
in the test sequence, leading to a reduced test sequence.
In other words, the result of using single UIO sequences
can only in best-case scenarios obtain the same length
of minimum-length rural postman tours as that of using
multiple UIO sequences.

3.2. Design of the Method. It is known from Theorem 3 that
noninvertible transitions restrict the generation of IDOSs.
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From this point of view, FSMs can be partitioned into two
subsets. One is FSMs with only invertible transitions and
the other is FSMs with noninvertible transitions. For FSMs
with only invertible transitions, if the FSMs are symmetric
test sequences can be obtained directly. Otherwise, the FSMs
should be augmented firstly. So FSMs with only invertible
transitions can also be partitioned into two subsets. One
is symmetric FSMs with only invertible transitions and the
other is asymmetric FSMs with only invertible transitions.
Generally, FSMs are classified into three categories: symmet-
ric FSMs with only invertible transitions, asymmetric FSMs
with only invertible transitions and FSMs with noninvertible
transitions. The improved method is described in two steps
for each type of FSMs and the detail varies for different types.

Step 1. Construct the set of maximum-length IDOSs.

Step 2. With the consideration of multiple UIO sequences,
generate a minimum-length rural postman tour covering the
set of maximum-length IDOSs and extract a test sequence
from the tour.

3.2.1. Symmetric FSMs with Only Invertible Transitions

Step 1 (maximum-length IDOSs generation). There is an
Euler tour in a directed graph if and only if the directed graph
is strongly connected and symmetric. Under the assumption
that all the FSMs are strongly connected, there must be Euler
tours for symmetric FSMs with only invertible transitions.
An Euler tour starting from and ending at the initial state is
definitely an IDOS since there are only invertible transitions;
furthermore, it is a maximum-length IDOS from the initial
state since there is no other one containing more transitions.
In other words, an Euler tour of a symmetric FSM with
only invertible transitions is the only sequence in the set of
maximum-length IDOSs.

Note that an Euler tour starting from and ending at the
initial state may not be unique; i.e., there may be nonunique
sets of maximum-length IDOSs. Nonetheless, all the sets of
maximum-length IDOSs hold the following properties.

(i) There is only one maximum-length IDOS covering all
the transitions of the FSM in every set of maximum-length
IDOSs.

(ii) The start state of the maximum-length IDOS is the
initial state of the FSM in every set of maximum-length
IDOSs.

(iii) The end state of the maximum-length IDOS is the
initial state of the FSM in every set of maximum-length
IDOSs.

Step 2 (test sequence generation). For symmetric FSMs
with only invertible transitions, test sequences are denoted
by  (s1,5,,71/01)(sy,83,15/0,) ... (sj,s1,1;/0;) - B where
(51> 82,11/01)(55, 83,0,/0,) ... (5> 51,1;/0;) is an Euler tour
staring from and ending at s; and 8 is a minimum-length
UIO sequence of s, . It can be inferred that test sequences from
different sets of maximum-length IDOSs are always of the
same length when there is more than one set of maximum-
length IDOSs. As a result, a randomly generated set of

maximum-length IDOSs will do for test sequence generation
of symmetric FSMs with only invertible transitions.

M, in Figure 2 is a symmetric FSM with only invertible
transitions and  s,(a/0)s,(a/1)s,(b/1)s;(a/l)s; is an
Euler tour starting from and ending at s;. It is known
from Step 1 that {s,(a/0)s,(a/1)s,(b/1)s;(a/l)s,} is a
set of maximum-length IDOSs of M,;. A test sequence
s;:(a/0)s,(a/1)s,(b/1)s5(a/1)s,(a/0)s, is resulted from Step
2.

3.2.2. Asymmetric FSMs with Only Invertible Transitions

Step 1 (maximum-length IDOSs generation). An FSM is
asymmetric which refers to the fact that there are nodes
whose out-degree does not equal in-degree. It is known that
ZSES dout(s) = ZSES din(s) = |E| where dout(s) and din(s)
denote the out-degree and in-degree of a node, respectively
[13]. The notation |E| refers to the number of edges in a
directed graph. Itis concluded from Y ¢ d,,:(s) = Y s din(S)
that Y s doprsin(s) = Yeg dinsoue(s') where S~ and S* are
the sets of nodes whose out-degree outnumbers in-degree
and in-degree outnumbers out-degree, respectively. Corre-
spondingly, d,;-;,(s) and d,,,. ., (s") represent the amount of
out-degree over in-degree for a node in S~ and the amount
of in-degree over out-degree for a node in S*, respectively.
The relation Y  (dy,.(s) = Y csdiu(s) = |E| implies that
if a path passes through as many edges as possible exactly
once then the path consumes as many out-degree and in-
degree as possible. Every path through a node takes up one
incoming edge as well as one outgoing edge, so if the out-
degree outnumbers in-degree at a node, its outgoing edges
cannot be traversed completely by paths passing through
the node; i.e., some of its outgoing edges must instead be
traversed by paths starting from the node. Thus, it is advisable
to start the paths from nodes whose out-degree outnumbers
in-degree if all the edges should be traversed exactly once
with as few paths as possible. Moreover, it can be proved by
contradiction that the paths from nodes whose out-degree
outnumbers in-degree must end at nodes whose in-degree
outnumbers out-degree otherwise the paths will continue to
extend.

According to the above analysis, maximum-length IDOSs
generation for asymmetric FSMs with only invertible transi-
tions is performed as follows: start from a node s € S~ and go
down along an outgoing edge until a node s’ € S* is reached
and all the outgoing edges of s’ have been traversed. Thus
a maximum-length IDOS from s to s’ is obtained. Add the
maximum-length IDOS to the set of maximum-length IDOSs
and delete the corresponding edges in the directed graph.
Repeat the above process until all the nodes of the directed
graph are isolated which implies that the set of maximum-
length IDOSs is obtained.

Similarly, there may be nonunique sets of maximum-
length IDOSs for asymmetric FSMs with only invertible
transitions and all the sets of maximum-length IDOSs hold
the following properties:

(i) For any set of maximum-length IDOSs, S™ is the set of
start states for maximum-length IDOSs.



FIGURE 4: FSM M,.

(ii) For any set of maximum-length IDOSs, S* is the set
of end states for maximum-length IDOSs.

(iii) For any node s € S™, the number of maximum-length
IDOSs starting from s is d (s) in every set of maximum-
length IDOSs.

(iv) For any node s’ € §*, the number of maximum-
length IDOSs ending at s’ is d;,. ., (s') in every set of
maximum-length IDOSs.

(v) The total number of maximum-length IDOSs is
Y cs Aousin(s) which equals ¥ o g dipsone(s') in each set of
maximum-length IDOSs.

out>in

Step 2 (test sequence generation). With the set of maximum-
length IDOSs, the same method as that of Bo Yang et al. is
used to construct test sequences and the detail of the method
is described in Algorithm 1. The core of the method is the
rural symmetric augmentation over an FSM augmented by
maximum-length IDOSs and the multiple UIO sequences for
the end states of maximum-length IDOSs. The core of the
symmetric augmentation is the states involved. According
to the above properties, for any set of maximum-length
IDOSs, there is no difference about the states involved in
the symmetric augmentation such that a random set of
maximum-length IDOSs will do for asymmetric FSMs with
only invertible transitions when there is more than one set of
maximum-length IDOSs.

M, in Figure 4 is an asymmetric FSM with only invertible
transitions and its UIO sequences are shown in Table 3. The
nonunique sets of maximum-length IDOSs for M, are listed
as follows:

{s1(a/1)s,(c/0)s,(a/1)s5(b/1)s4(c/1)s,(b/0)s,, s,(a/0)s,},

{51(/1)5,(c/0)55(a/1)s3(b/1)s4(a/0)s3, 54(¢/ D)3, (b/0)s,},

{51(b/0)s,(c/0)s,(a/1)s5(b/1)s,(c/1)s (a/1)s,, s,(a/0)s,},

{s1(b/0)s,(c/0)s,(a/1)s5(b/1)s,(a/0)s,, s4(c/1)s,(a/1)s,}.

Clearly, all the sets of maximum-length IDOSs
satisfy the properties in this section. The augmentation
of M, using a random set of maximum-length IDOSs
{s1(a/1)s,(c/0)s,(a/1)s;(b/1)s,(c/1)s,(b/0)s,,s,(a/0)s,} s
shown in Figure 5 and the associated test sequence of M,
is s1(a/1)s,(c/0)s,(a/1)s5(b/1)s4(c/1)s,(b/0)s,(a/1)s;(b/
1)s,(a/0)s,(c/0)s,.

3.2.3. FSMs with Noninvertible Transitions

Step 1 (maximum-length IDOSs generation). To address an
FSM with noninvertible transitions in a similar way to the
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TaBLE 3: UIO sequence of M,.

No. States UIO(s)
b/0
Ex] 5 (a/1)(c/0)
(a/1)(a/1)
o . (a/D)(b/1)
c/0
Ex3 S5 b/1
Ex4 S a/0
c/1

first two types of FSMs, noninvertible transitions are removed
from the FSM and saved to a set. The remainder excluding
noninvertible transitions is either an FSM or more than one
connected component with only invertible transitions. And
thus maximum-length IDOSs of the remainder excluding
noninvertible transitions are generated in the same way
as symmetric or asymmetric FSMs with only invertible
transitions. Naturally, it comes to the same conclusion as
the first two types of FSMs that a random set of maximum-
length IDOSs will do when there are nonunique sets of
maximum-length IDOSs. Next, a union of maximum-length
IDOSs of the remainder excluding noninvertible transitions
and all the noninvertible transitions is derived; moreover,
whenever the start state of a maximum-length IDOS is the
end state of a noninvertible transition, the maximum-length
IDOS is concatenated with the noninvertible transition. If a
maximum-length IDOS is an Euler tour then a node which
is the end state of a noninvertible transition is preferred
to be the start state of the tour. The set after all possible
concatenations is a set of maximum-length IDOSs of the FSM
with noninvertible transitions.

Given a union of maximum-length IDOSs of the remain-
der excluding noninvertible transitions as well as all the
noninvertible transitions, there may be nonunique sets of
maximum-length IDOSs for the FSM with noninvertible
transitions because of different concatenation. The properties
of nonunique sets of maximum-length IDOSs for FSMs with
noninvertible transitions are described as follows:

(i) In any set of maximum-length IDOSs, for any state s
which is the start state of a maximum-length IDOS, if there
are j maximum-length IDOSs starting from s then there must
be j maximum-length IDOSs starting from s in every other
set of maximum-length IDOSs.

(ii) In any set of maximum-length IDOSs, for any state s
which is the end state of a maximum-length IDOS, if there
are k maximum-length IDOSs ending at s then there must be
k maximum-length IDOSs ending at s in every other set of
maximum-length IDOSs.

Step 2 (test sequence generation). For FSMs with nonin-
vertible transitions, test sequence generation is in the same
way as asymmetric FSMs with only invertible transitions,
i.e., by means of rural symmetric augmentation over an FSM
augmented by maximum-length IDOSs and the multiple UIO
sequences for the end states of maximum-length IDOSs.
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Require:

FSM M with n states {s}, s,,...,s,} in which s, is the initial state;
Set of non-invertible transitions P = ¢;

Set of maximum-length IDOSs Q = ¢;

Set of end states for non-invertible transitions S’ = ¢

UIO sequences of M;

A minimum-length UIO sequence y of s;;

Ensure:

Reduced test sequence f3 of M;

(1) if M is an FSM with m non-invertible transitions then

for i=1 to m do
P = P U t; where t; denotes a non-invertible transition;

M=M\t;
S' =§' Ue, where e; denotes the end state of ;;
end for

for each state whose out-degree > in-degree in M do
Q=Q U « where « is a maximum-length IDOS of j transitions generated from the state;
M=M\t;(1<i<j)
end for
for each connected component with Euler tours do
if States in S’ can be found in an Euler tour ¢ with
k transitions then
Choose a state in S as the initial state of t;
end if
Q=Qut
M=M\t; (1 <i<k);
end for
Q=QUPp;
Concatenate non-invertible transitions and maximum-length IDOSs as long as the
former’s end state is the latter’s start state;
M = M UV™ where V" is a new state set;
M = M U T where T is a new transition set;
M = M UU where U is a new transition set;
Construct a minimum-length rural postman tour over Q in the augmented M and extracta
test sequence starting from s,;

Remove the transition sequence follows the UIO sequence of the maximum-length IDOS which

is verified last in the minimum-length tour;

else
if M is a symmetric FSM with only invertible transitions then
Q = QU t where t is an Euler tour starting from and ending at s,;
B=t-y
else
execute lines (7) through (9);
Execute lines (20) through (24);
end if
end if

The core of rural symmetric augmentation is still the states

ArGoriTHM L: Improved method of test sequence reduction.

involved. It is known from the above properties that for any 0)s,, 5,(d/0)s,, s5(d/0)s,},
set of maximum-length IDOSs the states involved in the rural

symmetric augmentation are the same such that a random

concatenation will do. 0)s5,51(d/0)s4, 55(d/0)s4},

Considering M; in Figure 6 with UIO sequences in

Table 4, the following nonunique union of maximum-length 0)5,, 5, (d/0)s5> 55(d/0)s,}
IDOSs of the remainder excluding noninvertible transitions 2 v o

and noninvertible transitions confirm that a random union

will do.

1)s,,5,(d/0)s,, s5(d/0)s,}.

{s1(a/1)s,(c/0)s,(a/1)s5(b/1)s,(c/1)s,(b/0)s,, s4(al

{s1(a/1)s,(c/0)s,(a/1)s5(b/1)s,(a/0)s,, s, (c/1)s, (b

{s1(b/0)s,(c/0)s,(a/1)s5(b/1)s,(c/1)s,(a/1)s,, s4(al

{s1(b/0)s,(c/0)s,(a/1)s5(b/1)s,(a/0)s,, s,(c/1)s,(al
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FIGURE 5: Augmentation of M,.
dlo
d/o
FIGURE 6: FSM M.
TaBLE 4: UIO sequence of M.
No. States UIO(s)
b/0
Exl s (a/1)(c/0)
(a/1)(a/1)
o . (a/Db/)
c/0
Ex3 s b/1
Ex4 Sy a/0
c/1

Take a random union of maximum-length IDOSs of
the remainder excluding noninvertible transitions and
noninvertible transitions {s;(a/1)s,(c/0)s,(a/1)s;(b/1)s,(c/
1)s,(b/0)s,, s,(a/0)s,, s,(d/0)s,, s5(d/0)s,}; nonunique sets
of maximum-length IDOSs from different concatenations
{s1(a/1)s,(c/0)s,(a/1)s5(b/1)s4(c/1)s,(b/0)s,, s5(d[0)s,(a/
0)s,,s1(d/0)s,} and {s;(a/1)s,(c/0)s,(a/1)s;(b/1)s4(c/1)s,(b/
0)s,, s1(d/0)s,(a/0)s,, s;(d/0)s,} confirm that a random
concatenation will do. The augmentation of M; using a
randomly concatenated set of maximum-length IDOSs
{s1(a/1)s,(c/0)s,(a/1)s5(b/1)s4(c/1)s,(b/0)s,, s5(d[0)s,(a/
0)s,, $,(d/0)s,} is shown in Figure 7 and the resulting
test sequence is s;(d/0)s,(c/1)s,(a/1)s,(c/0)s,(a/1)s;(b/
1)s,(c/1) s,(b/0)s,(c/0)s,(a/1)s5(d/0)s,(a/0)s,(c/0)s,.

Security and Communication Networks

FIGURE 7: Augmentation of M.

Algorithm 1 describes the detail of the improved method
for all types of FSMs. Note that self-loops are always given
priority to traverse in the process of maximum-length IDOSs
generation. When creating the new state set V* in M, for the
end state of every maximum-length IDOS, there is a state
in V*. When creating the new transition set T in M, for
every maximum-length IDOS, there is a transition from the
start state of the maximum-length IDOS to state v;" labeled
with the corresponding label of the maximum-length IDOS.
When creating a new transition set U in M, for every UIO
sequence of the end state of every maximum-length IDOS,
there is a transition from v;" to the end state of every UIO
sequence labeled with the corresponding UIO sequence.

Theorem 5. Given an FSM M, suppose that Q is a set of
maximum-length IDOSs and [3 is a sequence over Q generated
from Algorithm 1, then 3 is a reduced test sequence of M.

Proof. The soundness of f3 is first proved; ie., B is a test
sequence of M. Then the effectiveness of 3 is assessed in terms
of test generation and test execution cost, respectively. From a
general standpoint, the notion of cost in the context of testing
is complex and can be related to many factors. In our context,
the effort required for generating test sequences is measured
in terms of test sequence computational complexity. Test
sequence execution cost is measured by the length of test
sequences. Although these are clearly approximation meth-
ods, for practical reasons such methods have been commonly
used in a number of testing studies [14-16]. O

(1) Soundness Analysis

(i) Check whether every transition defined in M is
verified in the implementation

All the maximum-length IDOSs in Q are included in
B since f3 is a sequence over Q. Algorithm 1 indicates that
every maximum-length IDOS in 8 is followed by a UIO
sequence that verifies the last transition of the sequence.
According to Definition 2, ie., for any maximum-length
FDOS (81552, 11/01)(55, 83515/05) ... (s> st,ij/oj),.if (S} Sje1>
i;/0;) is verified then every transition (s, Sg,1, ix/0r) (1 <
k < j—1) is verified, it is inferred that transitions of all the
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maximum-length IDOSs in Q are verified in f. According
to Definition 4, i.e., every transition in M is included in one
and only one IDOS of Q, it is concluded that every transition
defined in M is verified in the implementation by .

(ii) Check whether every state in M is defined in the
implementation

M is supposed to be strongly connected such that for any
state s of M there is at least one transition ending at s. It is
proved that every transition defined in M is verified in 3 by
identifying the end state of the transition; i.e., every state of
M is checked in the implementation by .

(2) Effectiveness Analysis

(i) Analysis of Computational Complexity. The test sequence
B has the same computational complexity as those of Aho et
al. and Hierons since all the three test sequence generation
methods are based on the max flow/min cost problem and
the networks used in every method are of the same order.

(ii) Analysis of Length Reduction. As mentioned above, tran-
sitions in a test sequence are of three kinds and the cost of
a test sequence comes from the UIO sequences which have
been appended for the purpose of transition verification and
the transitions which have been appended for the purpose of
concatenation of test subsequences to generate a minimum-
length rural postman tour.

For symmetric FSMs with only invertible transitions, f3
is in the form of (s, s,,7,/0,)(s;, $3,1,/0,) ... (s 51,1;/0;) - y
where (s}, 5,,11/01) (55, $3,1,/05)... (s}, 1, 7;/0;) is an Euler tour
staring from and ending at s; and y is a minimum-length
UIO sequence of s;; i.e., the cost of 5 only comes from one
appended minimum-length UIO sequence of ;.

For asymmetric FSMs with only invertible transitions, all
the transitions are divided into a least number of maximum-
length IDOSs; i.e., all the transitions are verified by a least
number of appended UIO sequences such that the cost
of 3 from the appended UIO sequences is minimal. For
any maximum-length IDOS (s}, s, i1/01)(s, 53, 15/0,).. (s
Sjv1> 17/0;), there is a test subsequence (s, s,, i1/01)(s,, S35
i,/05)...(s}> 141> 1j/0;)-y where y is a UIO sequence of s;, ;.
B is obtained from a minimum-length rural postman tour
covering all the test subsequences. The minimum-length
rural postman tour is generated by the rural symmetric
augmentation and thus the cost of f3 for concatenation comes
from the replicated transitions during the rural symmetric
augmentation. Benefiting from multiple UIO sequences, a
minimum number of transition replications is reached by a
sensible choice of UIO sequences during the rural symmetric
augmentation; i.e., the cost of 3 from the transitions for
concatenation is minimal.

For FSMs with noninvertible transitions, transitions
excluding noninvertible ones are divided into a least number
of IDOSs. According to Theorem 3, the acquired IDOSs
concatenate with noninvertible transitions as much as pos-
sible such that a set of maximum-length IDOSs with a
least number of maximum-length IDOSs is obtained; i.e.,
all the transitions of an FSM with noninvertible transitions
are verified by a least number of appended UIO sequences
such that the cost of 8 from the appended UIO sequences

is minimal. Similarly, a minimum number of transition
replications during the rural symmetric augmentation is
reached by a sensible choice of UIO sequences; i.e., the cost
of 3 from the transitions for concatenation is minimal.

In short, for all types of FSMs, the execution cost is
reduced effectively without increasing the generation cost
such that f is a reduced test sequence of M.

4., Case Study

We experiment with the aforementioned M;, M,, and M,
which are random generation of different types of FSMs. M,
and M are also randomly generated FSMs; moreover, they
are example FSMs used by Bo Yang et al. and Hierons, respec-
tively. While the experimental results shed some light on
how the improved method behaves with randomly generated
FSMs, they bring no insight on the test sequence reduction
of FSMs that are produced by software designers. For this
reason, experiments on FSMs modeling INRES protocol [17],
GUI for password modification in a property management
system [18], page function of Gmail system [19] and the
connection and release process of MAC layer in Zigbee
protocol are carried out, and the FSM modeling page function
of Gmail system is adjusted to satisfy the strong connectivity
and UIO availability assumptions.

The FSMs used in the experiment are admittedly small.
However, it is important to note that FSMs are mostly used
to model the behavior of complex classes or class clusters,
particularly complex control classes in protocols or reactive
systems. They are rarely used to model entire systems which
will result in large and unmanageable models for software
engineers and testers. Completeness degree is a general factor
to reveal the complexity of both large and small FSMs such
that test sequence reduction of large FSMs can to some
extent be learned through relatively small FSMs with the same
distribution of completeness degree. Given an FSM with x
inputs, y transitions and # states, completeness degree of M is
denoted by y/(x x n); moreover, the higher the completeness
degree is, the more complex the FSM is. In this section,
completeness degrees of FSMs range from 0.24 to 1.

The associated data of the experiment is illustrated in
Table 5, |[Input|, |State| and |Transition| denote the number
of inputs, states and transitions of every FSM. Completeness
degree of every FSM is calculated and listed. Trorg, pmuros
T,.» and T, vuio are test sequences resulting from Bo
Yang et al., Hierons, and the improved method, respectively.
ITrorsemuioh [Tl and 1Ty, murol represent the length of
the corresponding test sequences.

For symmetric FSMs with only invertible transitions, T,
and T;,,, vuio are both Euler tours starting from the initial
state followed by a minimum-length UIO sequence of the
initial state. Thus, |T},,| and |T},,,purol are always the same
for symmetric FSMs with only invertible transitions. When
the Euler tour conforms to the definition of fully overlapping
transition sequences (FOTSs) [11], |Trors,murol is the same
as |T;,,| and |T;,,,., murols otherwise | Trors, murol tends to be
longer because of more appended UIO sequences as well as
the possible extra transitions for concatenation.
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TABLE 5: Experimental objects and associated data.
FSMs Information of FSMs Length of Test Sequences
|Input| |State| |T'ransition| Completeness Degree T eorsemurol [T, | T maurol
M, 2 3 4 0.67 8 5 5
M, 3 4 7 0.58 10 12 10
M, 4 4 9 0.56 15 15 13
M, 3 5 11 0.73 17 17 16
M, 2 5 10 1 33 21 20
INRES 5 4 16 0.8 13 12 12
GUI 7 8 25 0.45 74 31 31
Gmail 9 7 15 0.24 43 27 27
Zigbee 7 4 7 0.25 15 14 14
TABLE 6: Single sample K-S check.
ITeorsmurol T T emurol
N 9 9
Mean Value 25.333 17111 16.444
Standard Deviation 21.535 8.054 8.263
Kolmogorov — Smirnov Z .952 517 .564
Asympotic Significance (2 — tailed) 325 .952 .908
TABLE 7: Paired samples statistics.
Pair Mean N Standard Deviation Standard Error
Mean
ITrorsuiol 25.333 9 21535 7178
T, nsuro] 16.444 9 8.263 2.754
IT, .| 17111 9 8.054 2.685
T, ensvro] 16.444 9 8.263 2.754

For asymmetric FSMs with only invertible transitions,
ITrorsemurol and 1T, vuiol are the same if the maximum-
length IDOSs comply with the definition of FOTS. Oth-
erwise, |Tporsimuiol tends to be longer because of more
appended UIO sequences as well as the possible extra
transitions for concatenation. T;,, is an Euler tour from a
rural symmetric augmentation of an asymmetric FSM with
only invertible transitions followed by a minimum-length
UIO sequence of the initial state. The number of appended
transitions in the rural symmetric augmentation is a deciding
factor of |T;

For FSMs with noninvertible transitions, |Trors, amurol 1S
longer than |T,,, ., purol since every noninvertible transition
is verified individually by an appended UIO sequence. |T;,,|
is the same as |T,,, purol at best otherwise |T;,, | tends to be
longer than |T},,, ypurol-

‘er|'

As shown in Table 5, test sequences generated from
different test methods conform to the above theoretical
analysis. In this section, two-sample t-test is performed to
compare test methods in terms of the length of the associated
test sequences. Single sample K-S check in SPSS is used to
verify the normality of the data studied since t-test is a
parametric test and requires data to be normally distributed.
Normality results are reported whenever samples deviate

significantly from the normal distribution and the result of
single sample K-S check in Table 6 shows that all the data
in this experiment follow normal distribution. The paired
samples statistics in Table 7 indicates that the average length
of test sequences from the improved method is superior to
those of the other two methods.

Vargha-Delaney effect size measure(A ) is also calculated
to get more credible conclusions. When comparing two
methods, A;, measures the probability that one method
would perform better than the other method. A value of 0.5
would mean that the two methods have equal probability
of performing better than the other. The Vargha-Delaney
effect size measure (A ,) from comparing |T},,.rwro0l to
[Trorssmuiol and [T, is shown in Table 8. The results
show that |T},,, purol is statistically 60.5% and 54.3% of
the time significantly shorter than |Trorg, amuiol and [T, |,
respectively.

5. Related Work

There are many works on IoT testing. Xiaoping Che et al.
presented alogic-based approach to test the conformance and
performance of XMPP protocol which is gaining momentum
in IoT through real execution traces and formally specified
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TABLE 8: Statistical results from (A ,).

T,y snaurol  versus (K 12)
Exl I Trors ol 0.395
Ex2 T, | 0.457

iny

properties [20]. Dimitrios Serpanos et al. introduced testing
for security for IoT systems and especially fuzz testing, which
is a successful technique to identify vulnerabilities in systems
and network protocols [21]. Martin Tappler et al. presented a
model-based approach to test IoT communication via active
automata learning [22]. Combining Model-Based Testing
(MBT) and a service-oriented solution, Abbas Ahmad et
al. presented Model-Based Testing As A Service (MBTAAS)
for testing data and IoT platforms [23]. Hiun Kim et al.
introduced IoT testing as a Service-IoT-TaaS which is com-
posed of remote distributed interoperability testing, scalable
automated conformance testing, and semantics validation
testing components adequate for testing IoT devices [24].
John Esquiagola et al. used the current version of their IoT
platform to perform performance testing [25]. Daniel Kuem-
per et al. described how concepts for semantically described
web services can be transferred into the IoT domain [26].
Philipp Rosenkranz et al. propose a testing framework which
supports continuous integration techniques and allows for
the integration of project contributors to volunteer hardware
and software resources to the test system [27]. A connective
and semantic similarity clustering algorithm (CSSCA) and
a hierarchical combinatorial test model based on FSM are
proposed by Kai Cui et al. [28].

Test sequence generation and reduction has long been
an active research topic. Porto et al. used identification sets
which are subsets of a characterizing set to identify states and
obtained reduced test sequences [29]. Locating sequences are
used to make sure that every element of a characterizing set
is applied to the same state. Jourdan et al. generated shorter
test sequences by means of reducing the number of locating
sequences [30]. Baumgartner et al. proposed a mixed integer
nonlinear programming (MINLP) model to formalize how
the total cost of testing depends on the sequence and the
parameters of the elementary test steps [31]. To provide an
efficient formalization of the scheduling problem and avoid
difficulties due to the evaluation of an objective function
during the relaxation of the integer variables, the MINLP
was formulated as a process network synthesis problem.
Hierons et al. affirmed the importance of invertibility in
test sequence reduction and considered three optimisation
problems associated with invertible sequences [32]. Petrenko
et al. addressed the problem of extending the checking
experiment theory to cover a class of FSMs with symbolic
extensions [33]. They also reported the results that further
lift the theory of checking experiments for Mealy machines
with symbolic inputs and symbolic outputs. Hierons et al.
described an efficient parallel algorithm that uses many-
core GPUs for automatically deriving UIOs from Finite State
Machines [34]. The proposed algorithm uses the global scope
of the GPU’s global memory through coalesced memory
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access and minimizes the transfer between CPU and GPU
memory. Song et al. introduced a practical conformance
testing tool that generates high-coverage test input packets
using a conformance test suite and symbolic execution. This
approach can be viewed as the combination of conformance
testing and symbolic execution [35]. Bokil et al. presented
an automated black box test suite generation technique for
reactive systems [36]. The technique is based on dynamic
mining of specifications in form of an FSM from initial runs.
The set of test cases thus produced contain several redun-
dant test cases, many of which are eliminated by a simple
greedy test suite reduction algorithm to give the final test
suite.

6. Conclusions

Taking Zigbee protocol as an example, this paper introduces
how FSM-based conformance testing works in wireless pro-
tocol conformance testing of IoT. An improved method in
which both overlapping by invertibility and multiple UIO
sequences are considered is proposed to achieve test sequence
reduction for wireless protocol conformance testing of IoT.
Based on invertibility, transitions of all types of FSMs are
verified with as few appended UIO sequences as possible.
Multiple UIO sequences contribute to generate a shorter test
sequence by means of reducing transitions for concatenation
of test subsequences in the test sequence. Moreover, test
sequences can be further reduced by removing the transition
sequence which follows the UIO sequence of the maximum-
length IDOS that is verified last in the tour. Theory and exper-
iment indicate that the execution cost is reduced effectively
by the improved method under the premise of not increasing
the generation cost. The improved method is also applicable
to traditional protocol conformance testing as well as reactive
systems. Numerous experimental data and practical examples
about wireless protocols of IoT will be gathered in the future
work to analyze the effectiveness of the method.
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Distributed denial of service (DDoS) attacks has caused huge economic losses to society. They have become one of the main threats
to Internet security. Most of the current detection methods based on a single feature and fixed model parameters cannot effectively
detect early DDoS attacks in cloud and big data environment. In this paper, an adaptive DDoS attack detection method (ADADM)
based on multiple-kernel learning (MKL) is proposed. Based on the burstiness of DDoS attack flow, the distribution of addresses,
and the interactivity of communication, we define five features to describe the network flow characteristic. Based on the ensemble
learning framework, the weight of each dimension is adaptively adjusted by increasing the interclass mean with a gradient ascent
and reducing the intraclass variance with a gradient descent, and the classifier is established to identify an early DDoS attack by
training simple multiple-kernel learning (SMKL) models with two characteristics including interclass mean squared difference
growth (M-SMKL) and intraclass variance descent (S-SMKL). The sliding window mechanism is used to coordinate the S-SMKL
and M-SMKL to detect the early DDoS attack. The experimental results indicate that this method can detect DDoS attacks early

and accurately.

1. Introduction

In recent years, the security of computer networks, chips,
virtual networks, and mobile devices has been of wide
concern [1-3]. As an important platform for information
exchange, computer network security has attracted much
attention. In the security of computer network, distributed
denial of service (DDoS) attack is yet to be settled in a
long time. DDoS is a traditional network attack method.
It controls a large number of zombie machines sending a
large number of invalid network request packets to a target
host. It consumes and meaninglessly occupies the resources
of the server, causing normal users to be unable to use the
normal services provided by the target host [4]. Although the
DDoS attack mode is simpler, its destruction power to the
network is far more than other network attacks. Moreover,
this traditional attack method in recent years can still cause

great damage to the Internet, and the frequency of launch,
loss caused, complexity of DDoS, diversity of DDoS, and
difficulty of defense have increased more than before [5].
In June 2016, an ordinary U.S. jewelry online sales website
was flooded with 35,000 HTTP requests (spam requests) per
second, making the site unable to provide normal services.
In October, DynDNS, which provides dynamic DNS services
in the United States, was subject to large-scale DDoS attacks,
resulting in access problems for multiple websites using
DynDNS services, including GitHub, Twitter, Airbnb, Red-
dit, Freshbooks, Heroku, SoundCloud, Spotify, and Shopify.
Twitter has even appeared in nearly 24 hours with a zero-
visit situation. The reason why DDoS attacks have such a
great destructive power is that DDoS uses a large number
of zombie machines to launch attacks on a certain target.
Each zombie machine has powerful computing capability.
Through the massive distributed processing capabilities of
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zombie machines, it is easy for a server to no longer have
the ability to provide services to normal users [6]. On the
other hand, DDoS attacks are easy to implement. Unlike
other network attacks, DDoS attacks require only a large
number of zombie machines and a small amount of network
security knowledge to launch an effective attack. This easy-to-
grasp network attack method makes the DDoS attack more
powerful.

At present, under the traditional network environment,
methods for defense against DDoS attacks mainly include
attack detection and attack response [7]. DDoS attack detec-
tion is based on attack signatures, congestion patterns,
protocols, and source addresses as an important basis for
detecting attacks, thereby establishing an effective detection
mechanism. The detection model can be roughly divided
into two categories: misuse-based detection and anomaly-
based detection. Misuse-based detection is a technique based
on feature-matching algorithms. It matches the collected
and extracted user behavior features with the known feature
database of DDoS attacks to identify whether an attack has
occurred. Anomaly-based detection is adopted by moni-
toring systems. By establishing the target system and the
user’s normal behavior model, the monitoring systems can
determine whether the states of the system and the user’s
activities deviate from the normal profile and can judge
whether there is an attack. The attack response is to properly
filter or limit the network traffic after the DDoS attack is
initiated. The attack traffic to the attack target host is reduced
as much as possible to mitigate the influence of the denial of
a service attack.

With the rise of cloud computing technologies and
software-defined networking (SDN) concepts, DDoS attack
detection based on cloud computing environments and
software-defined networks has received widespread attention
[8, 9]. As a new computing model, cloud computing has
powerful distributed computing capabilities, massive storage
capabilities, and diverse service capabilities [10, 11]. It has
become an important means of solving big data problems
[12]. Therefore, establishing a cloud platform system is a
necessary measure to effectively ensure cloud computing’s
reliability, stability, and security [13-15].

In recent years, machine learning has been applied to
the field of security [17]. The method of constructing an
attack detection model using machine learning has been
widely used [18, 19]. The machine-learning method plays
an important role in the traditional network environment,
the cloud environment, and software-defined network archi-
tecture. The reason is that the machine-learning method
can deeply mine the important information hidden behind
the data and combine prior knowledge to discriminate and
predict new data [20]. Therefore, compared with traditional
detection methods, machine-learning methods can exhibit
better detection accuracy [21-25]. In the above analysis
of defense measures, it is known that the traditional net-
work environment, cloud environment, and software-defined
network architecture all involve attack detection for the
defense mechanism of DDoS. Therefore, studying the use
of machine-learning methods to identify DDoS attacks is of
great significance. However, the data generated by the DDoS
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attack is often burst and diverse, and the background traffic
size also has a greater impact on the detection model, thereby
reducing the model’s detection accuracy.

To solve the above problems, we propose a multiple-
kernel learning DDoS§ attack detection method. The method
uses the algorithm to extract five features and combines two
multiple-kernel learning models with the adaptive feature
weights to recognize attack flows and normal flows. For
further improving the accuracy of DDoS attack detection,
a sliding window mechanism is employed to coordinate
two multiple-kernel learning models treating the detection
results. Experiments show that our method can better dis-
tinguish DDoS attack flow from normal flow and can detect
DDoS attacks earlier.

2. Related Work

DDoS attacks can cause tremendous damage to a network and
often subject the attacked party to great economic losses. This
is one of the main ways that hackers initiate cyberattacks.

To reduce the damage of DDoS attacks, researchers
have proposed a large number of attack detection meth-
ods in recent years. According to the application scenario,
these methods can be divided into three categories: the
detection method in the conventional network environment,
the detection method in the cloud environment, and the
detection method in the software-defined network (SDN)
environment.

(1) The conventional network environment refers to the
Internet environment generally established on the Internet
based on an open system interconnect reference model (OSI).
In this regard, Saied et al. proposed a method for detecting
known and unknown DDoS attacks using artificial neural
networks [26]. Bhuyan et al. proposed an empirical evalua-
tion method for the measurement of low-rate and high-rate
DDoS attack detection information [27]. Tan et al. proposed
a DDoS attack detection method based on multivariate
correlation analysis [28]. Yu et al. proposed a DDoS attack
detection method based on the traffic correlation coefficient
[29]. Wang et al. conducted an in-depth analysis of the
characteristics of DDoS botnets [30]. Kumar and others used
the Jpcap API to monitor and analyze DDoS attacks [31].
Khundrakpam et al. proposed an application-layer DDoS
attack detection method combining entropy and an artificial
neural network [32].

(2) The cloud environment refers to the network service
platform with cloud computing as the core technology. In
this regard, Karnwal et al. proposed a defense method for
XML DDoS and HTTP DDoS attacks under cloud computing
platforms [33]; Sahi et al. proposed the check and defense
method for TCP-flood DDoS attacks in the cloud environ-
ment [34]. Rukavitsyn et al. proposed a self-learning DDoS
attack detection method in the cloud environment [35].

(3) Software-defined network refers to a new network
architecture that adopts OpenFlow as the communication
protocol and specifies the router as well as switch data
exchange rules through the controller [36]. In this regard,
Ashraf used machine-learning detection software to define
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DDoS attacks under the network [37]. Mihai-Gabriel pro-
posed an intelligent elastic risk assessment method based on
the neural network and risk theory in the SDN environment
[38]. Yan et al. proposed an effective controller scheduling
method to reduce DDoS attacks in software-defined networks
[39]. Chin et al. proposed a DDoS flood attack method
for selective detection of packets under SDN [40]. Dayal et
al. analyzed the behavioral characteristics of DDoS attacks
under SDN [41]. Ye et al. proposed a method of using SVM
to detect DDoS attacks under the SDN environment [42].
Except the above detection methods used to ensure the secu-
rity of the system, some efficient cryptography techniques can
be applied to achieve privacy of the system [43-46].

In summary, the core issue of DDoS attack detection
research is the construction of feature extraction and classi-
fication models. The attack detection methods in the above
three environments can effectively detect DDoS attacks cor-
responding to the environment. However, in the detection of
early DDoS attack, these defense methods do not have a good
detection effect. In addition, most of these methods use a
single feature and do not consider the impact of multidimen-
sional features on the classifier. Therefore, an adaptive DDoS
attack detection method is proposed in this paper. Firstly,
we design the algorithms to extract five features. Secondly,
through an ensemble learning framework, the five features
are used to train two multikernel learning models and obtain
the adaptive feature weights with gradient method. Finally,
the sliding window mechanism is used to coordinate the two
models to improve the detection accuracy.

3. DDoS Attack Feature Extraction

3.1. Analysis of DDoS Attack Behavior. In the cloud envi-
ronment, the botnets of DDoS attacks have distributed
characteristics. Each zombie machine has the ability to
independently calculate, send, and process data packets, and
the source IP address of the packets can also be forged.
The advantage of these DDoS attacks makes defense more
difficult. However, under the background of time series, the
characteristics of data packets generated by DDoS attacks are
still quite different from those of normal users. The difference
is reflected in the following three aspects.

(1) Asymmetry. DDoS attack is often caused by multiple
zombie hosts sending a large number of packets to a host
without the host’s response. These useless packets quickly
consume the host’s service resources so that the host can no
longer provide services to other users. With this feature, the
DDoS attack behavior is such that there are a large amount
of packets sent to the host from the zombie hosts, and there
are no or a small amount of packets sent to the zombie hosts
from the host. The IP data packet often presents a situation
in which multiple-source IP addresses point to the same or
several destination IP addresses, which is expressed as the
asymmetry of the source IP as well as the destination IP in
sending and receiving.

(2) Interactivity. It is assumed that there are A (zombie host)
and B (attacked host). When an attack occurs, there are two

main communication ways as follows: (1) A sends packets
to B (denoted as A—B) and (2) A and B send packets to
each other (denoted as A=B). And the packet amount sent
with the way (A—B) is much more than those sent with the
way (A=B). Therefore, the interactivity of DDoS attack flow
has different states in communication direction and amount
compared with normal flow.

(3) Distribution. According to the characteristics of DDoS
attack, when an attack occurs, the number of the hosts that
launch the attack is much larger than that of the attacked
hosts. And the number of the source IP address is much
larger than that of the destination IP address, so that the
source address and the destination address have different dis-
tribution characteristics. In addition, because DDoS attacks
generate useless requests, so compared to normal flows, the
host ports accessed by the attack requests are more dispersed.
Therefore, the distribution of the ports is different in normal
flows and attack flows.

Due to the limited ability of a single feature to express
data, it cannot fully reflect the characteristics of the DDoS
attack. Therefore, to effectively express the characteristics of
the DDoS attack, this paper selects five feature extraction
methods based on the above characteristics as follows. The
address correlation degree (ACD) combines the traffic bursti-
ness, flow asymmetry, and source IP address distribution of
DDoS attack; the IP flow features value (FFV) exploits the
asymmetry of attack flows and the distribution of source IP
addresses; the IP flow’s interaction behavior feature (IBF)
uses the different interactivity between normal flows and
attack flows on the network; the IP flow multifeature fusion
(MFF) exploits the different behavioral characteristics of
normal flows as well as DDoS attack flows and integrates
the multiple characteristics of DDoS attack flows; the IP flow
address half interaction anomaly degree (HIAD) focuses on
the characteristics of the aggregated attack flows that are
mixture of a large number of normal background flows. In
order to make the feature richer in representation, we refer
to several articles and combine the five feature extraction
algorithms, besides removing the less impactful parameters
to form a multidimensional feature for DDoS attack detection
[45-51].

3.2. DDoS Attack Feature Extraction. In the cloud envi-
ronment, assume that network flow F is as follows:
((t1s1,d1s p1)s (ty,50,dys Po)s oo o5 (5,5 d, p,)) i a certain
unit of time, where t;s;,d;, and p; denote the time, source
IP address, destination IP address, and the port of the
i(i = 1,2,...,n)-th data packet, respectively. All data packets
which contain source IP address A; and destination IP
address A jare denoted as class SD(A;, A j). All data packets
with source IP address A; are denoted as class IPS(A;). All
data packets with destination IP address A . are denoted as
class IPD(A j). The packets with source IP address A; which
exist in the class IPS(A;) and class IPD(A;) are denoted as
IF(A;). The packets with source IP address A; which exist
in class IPS(A;) and do not exist class IPD(A;) are denoted
as SH(A;). The number of the different ports in SH(A,;) is
denoted as Port(SH(A;)). The packets with the destination



IP address A; which do not exist in class IPS(A;) and exist
in class IPD(A;) are denoted as DH(A ;). The number of the
different ports in DH(A;) is denoted as Port(DH(A))).

Definition 1. If there are different destination IP addresses
Ajand Ay, making classes SD(A;, A ;) and SD(A;, A;) both
non-null, then delete the class where all source IP address A;
packets reside.

Assume that the last remaining classes are denoted as
ACS;, ACS,, ....., ACS,, and are statistically calculated to gain
the ACD. The detailed formulation is as follows.

ACDy, = iw (ACS)) (1)

i=1

In this part W(ACS;,) = 6,Port(ACS;) + (1 -
0,)Packet(ACS;)(0 < 6, < 1), where Port(ACS;) is the
number of different ports in class ACS;, Packet(ACS;) is the
number of data packets in class ACS;, and 0, is the weighted
value.

Definition 2. If all the packets whose destination IP address
is A ; form the unique class SD(4;, A j), delete the class where
the packet with the destination IP address is A ;.

Assume that the last remaining classes are denoted as
SDS,,SDS,, ...,SDS,, all packets in these remaining classes
with the destination IP address A jare denoted as SDD(A j),

and all the classes are denoted as SDD,,SDD,,...,SDD,,.
The FFV is defined as follows:
m
FFVy = <ZC1P (SDD,) - m> )
i=1
CIP(SDD;) in formula (2) is presented as follows:
CIP (SDD,) = Num (SDD,)
Num(SDD;)
+6, Y OA(Pack(4;)) (3)
=1

+(1-6,) (OB (Port (SDD,)) - 1).

In this equation, 0 < 0, < 1, Num(SDD;) is the number
of different source IP addresses in SDD;
Pack (A )
j
04 (Pack (4,)) - {Pack (), 22kt
Pack (A ;
At

Pack(A ;) is the number of source IP addresses A jin SDD;,
and 0; is the threshold of the number of packets:

Port (SDD;)

OB (Port (SDD;)) = {Port (SDD;), AL

Port (SDD,
>0, 0, %594},
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Port(SDD;) is the number of different destination ports in
SDD;, 0, is the threshold of the number of ports, and At is
the sampling time.

Definition 3. Assume that the IF flow is IF,, IF,, ..., IF,, the
SH class is denoted as SH,, SH,, ... SHy, and the DH class is
denoted as DH,, DH,, ..., DH,,. Then, define IBF as follows:

s
IBF = ﬁ <|S -D|+ ;over (Port (SH;))

5 (6)
+ Zover (Port (DHi))>

i=1

over(x) = {x,x/At > 050,x/At < 0.}, where 05 is the
threshold of the amount of port. M in formula (6) is the
number of IF flows within At, and |S — D| is the absolute
value of the difference value between the number of source
IP addresses and the number of destination IP addresses for
all SH and DH flows in At.

Definition 4. Assume that the resulting SD classes are
SD,,SD,,---SD; and IF classes are IF,,IF,,---IF,,;. The
number of packets of source IP address A; in class IF,
is denoted as Sm;, where i = 1,2,..,M; the number of
packets of all interworking flow classes is denoted as SN;
and the source semi-interactive flow class is denoted as
SH,,SH,, - - - SHg. The number of different ports in class SH;
is denoted as Port(SH;), where i = 1,2, ..., S; the destination
semi-interactive class is denoted as DH,, DH,, - -- DH,; and
the number of different ports in class DH, is denoted as
Port(DH;), wherei =1,2,...,D.

The weighted value of all packets in SH class is defined as
follows:

Weight g;; = Zoversh (Packet (SH;)) (7)
i=1
The weighted value of all packets in SD classes is defined
as follows:
L
Weight g, = Zoversd (Packet (SD;)) (8)
i=1

The weighted value of the number of packets of network
flow F in unit time T is as follows:

Weight e = flag (Weightgy,) Weightp,

)
+ Weight g,
In these equations,
x x
B = {n =505 0. = <6},
oversh (x) = 1x ;> s 7 =
oversd (x) = {x, i >0, 0, i < 97} R (10)
At At

flag (x) ={0, x> 0; 1, x =0},
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At is sampling time, and 04 and 8, are SH-type packet number
abnormality thresholds; Packet(SD;) is the number of packets
in SD;, I = 1,2,..,n. The weighted value of the number of
different ports in the SH and DH classes is as follows:

Zoverp (Port (SH;))

i=1

Weight

port =

b D
+ Zoverp (Port (DHj))
=1

where overp(x) = {x,x/ At > 050,x/ At < 6},
At is sampling time, and 8y is the SH-type port number
abnormality threshold.

In this part we define the MFF as follows:

S + Weight .., + Weight
M+1

MFFF _ packet (12)

where f(x) = {x,x > 1;1,x < 1}.
Definition 5. The number of SH flows with different source IP
addresses and the same destination IP address A; is denoted
as hn;. The SH class with the same destination IP address A;
flow is denoted as HSD(hn;, A;), wherei = 1,2,..,n

Assume that all HSD classes are HSD,, HSD,, --- HSDy,
and the number of different destination ports in the class
HSD,; is expressed as Port(HSD;), wherei = 1,2, ..., k.

The HIAD is defined as follows:

k
HIADg = <Z (hn; + weight (Port (HSDI)))> (13)

i=1

In (13), weight(x) = {x,x/ At > 040,x/ At < 0y},
At is sampling time, and 0, is the threshold for different
destination ports.

4. The DDoS Attack Detection Model

The establishment of an attack detection model is an impor-
tant part of the whole detection process. Based on the
behavior of DDoS attack, we extract ACD, IBF, MFF, HIAD,
and FFV features to express the inherent rules of attack flows.
The disadvantages of the current DDoS attack detection
models are summarized as follows: (1) some models highly
depend on the selection of kernel function; (2) some models
require data with highly stable value; (3) some models can
only fit linear rules, but DDoS attack can generate linearly
inseparable data due to abrupt, unstable, and stochastic
characteristics. Considering that the multiple-kernel learning
model has a low requirement for data stability and can be
used for nonlinear fitting, and it can treat flexibly linear
and nonlinear data, this paper proposes an adaptive DDoS
attack detection method based on the ensemble learning
framework.

4.1. The Multiple-Kernel Learning Model. The multiple-kernel
learning (MKL) model is developed from the original single-
kernel SVM. In single-kernel SVM, a SVM only uses one

kernel function to map the sample to high-dimensional
spaces. By comparison, the multiple-kernel learning model
uses multiple-kernel functions with weight to map the sample
to high-dimensional space. Therefore, it has higher flexibility
and adaptability on heterogeneous data.

The multiple-kernel learning is defined as follows: given
training set T = {(x, ¥;), (x5, ¥5) -+ (x,, ¥,)}

testing set C = {x],x,---x.}, x; € RY, x, € RY,
y; € (=1,+1), R is real-number set, d is data dimension, i =
1,2,---,n k = 1,2,---s. Kl(x,x’),KZ(x,x’)'-'KM(x,x')
are kernel functions in R? x R% and ¢,,¢, -~ ¢y is a
kernel mapping for each function. In the classic multiple-
kernel learning SimpleMKL [52], the objective function of the
hyperplane is as follows:

M
)= ) (@b () +b (14)
m=1

where w,, is the weight for each kernel function, and b is
bias. The relaxation factor is &. According to the principle of
minimum structure, the objective function can be optimized
as follows:

M n

1 1
min ¥ (w,,b,¢,d) = 3 Z - ||wm||f{m + CZ& (15)
m—1%m i1
M
s.t. inwm cp(x)+yb=1-§
m=1
M 16
Yd,=1, d,20 1o
m=1
§&=0

By the two-order alternation optimization, the formula
(15) can be converted to the optimization problem with d,,
as the variable:

min ] (d), Zd (17)

m=1

s min =13 Llaglh, +c3s
M= g 2 g Weml, Y CLG

Wsb5E

M (18)
Yizwm"P(xi) +yib21-§

m=1
& >0.
The Lagrange function of J(d) is as follows:

L= 12
mlm

m M

+Z‘xi<1 =& _Yizwm P (x7) +Yib> (19)
i=1 m=1

+ iv,{i
i=1

lnls, + CZ<3



where o, v; are Lagrange operators. First, w,,,b,&; are
calculated for partial derivatives. Then, the extremums
are gained when the partial derivatives are “0.” Finally,
extremums are brought into the Lagrange function, which
can be further changed to

-

max Q(a) = Z“z“;)’z)’;Kd ( ) T 2% (20)
1] 1 i=1
s.t. i(xiyi =0
C>0a;20 (21)
M
K, (x,-, xj) = dekm (xi, xj) .
m=1

The gradient descent method is used to adjust J(d) on d,
update d, and optimize the d as well as a alternately. Then, an
optimal solution is obtained:

= (a;, o, -+, &,); that is, the original objective function
eventually turns into (22). The detailed formulation is as
follows:

fx) = Zoc y,Zd Ky (xpx;) +b (22)

i=1

x; € C. When the test set data as x; is inputted to f(x),

the object function can determine the category of test set data.

4.2. The Attack Detection Model Based on Multiple-Kernel
Learning. The SimpleMKL model can be suitable for all the
dimension weight values with “1”. But it cannot fully exert
the different features. This paper uses the feature weights
to control the effect of different features on the model.
To gain the appropriate feature weights in the SimpleMKL
model, we combine the gradient method to optimize the
weight parameters, so that the detection accuracy is further
improved.

We marked ACD as x;, IBF as x,, MFF as x;, HIAD
as x4, and FFV as x, then the feature value vector is F =
(%1, %5, X3, X4, X5), and the marked weight vector is W =
(w;, w,, w3, wy, ws). Combinatorial features are CF = F #
WT, and the mean value of each dimension of normal flow
is Uy, Uy Uz, Uy, OF Uys. Note the mean value of each
dimension of the attack flow is 1, U, Uy, Uy, OF Uys.

The interclass mean squared difference is expressed as
follows:

M = [w; * (uy; ~ ’/‘21)]2 + [w, * (uy, _“22)]2
+ [wy * (45 - ”23)]2 + [wy * (tyy ~ ”24)]2 (23)
+ [ws * (5 — ”25)]2
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The normal intraclass variance is denoted:

n
2 2
NS Z [wy * (x = uyy)]” + [wy * (x5 —uyy)]
i=1
2 2 (24)
+[ws * (x5 —up3)] "+ [wy * (o0 — uy)]
2
+ [ws * (x5 = ty5)]
The attack intraclass variance is denoted:
- 2 2
Z X = ty)]” + [wy * (xp — 1y,)]
2 2 (25)
+[ws * (x5 — tp3)] " + [wy * (x4 — 1pq)]
2
+ [ws * (x5 — t4p5)]
The intraclass variance is S = S; + S,. To improve

classification accuracy and ensure a rapid convergence of
functions, on the one hand, we should try to improve the
mean difference between positive and negative samples, so
that the two kinds of samples are far away from each other;
that is, we should increase the M value. On the other hand,
we should minimize the differences between samples. The
variance corresponding to each dimension should be as
small as possible, thus reducing the S value. Therefore, the
classification model needs to train two different classifiers
to classify the samples. One classifier is interclass mean
squared difference growth (M-SMKL) and the other classifier
is intraclass variance descent (S-SMKL). In combination with
the SimpleMKL framework formula (15), the above problems
can be transformed into (26). The detailed formulation is as
follows:

max oM + min S
x;;€F x;;€F

n (26)

T CZ€

min y (@b dyw) = 12 o

mlm

s.t. ylZwm ¢ (wx;) + yb=1-§

= (27)

M <o
S$>o0.

If « > f3, the objective function is M-SMKL. If 8 > «,
the objective function is S-SMKL. « and f3 are converted to
the learning rate of formula (35).

To solve the above problems, we use the way of updating
iterative weights to get the objective function. The details are
as follows. Firstly, the weights of each feature are assigned
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initial values. Secondly, they are combined with (26) and (27)
to gain optimal function of this time. The mathematical form
is expressed as follows:

B

max Q (“) -3 zazajyzy]Kd (w‘xi’ w‘xj) T % (28)
1] 1 i=1
s.t. Zociy,- =0
C2aq;20 (29)

d,.k,, (wxi, wxj)

K, (wxi, wxj) = "

NS

The optimal equation obtained using (28) and (29) is as
follows:

f(x)= Zoc ylZd K, (wx wx; )+b. (30)

To further determine whether the optimal equation has
achieved good results, this paper sets two constraint condi-
tions for M-SMKL and S-SMKL, respectively, without conflict
with formula (27) constraint conditions. These constraint
conditions are expressed as follows.

The constraint conditions of M-SMKL are as follows:

<My - M| <ty

<|M;- M| <t

Fn) (M) (31)
HORNICH RS
FOM)  f (M) |

F6) T S

The constraint conditions of S-SMKL are as follows:

< |8 =8| < ts < [Siy - S|
<tg
S f (M) (32)
() f(Se 1)
fM)  f (M)
) fSw) P

where the values of p;, p,, p;, and p, are close to “0”; the
values of t,, t,, and t; are close to “1”; the values of ¢,, ¢, and
te are close to “7.5”. If the constraint condition is satisfied, the

algorithm will be stopped and formula (30) will become the
optimal function; otherwise, each dimension weight will be
updated iteratively. The gradient of M and S corresponding
to each dimension weight is as follows:

oM 2
B—wl = 2w, (”11 - “21)
oM 2
a_wz = 2w, (”12 - ”22)
oM 2
B—w3 = 2w; (uy5 — Uy3) (33)
oM 2
B—w4 = 2w, (”14 - “24)
oM 2
a_ws = 2ws (”15 - “25)
3
ow,
n n
=2 |:w1 <fo1 - ”1”?1) Tw, <Zx§1 - ”2”%1)]
i=1 i=1
3
ow,
n n
=2 |:w2 <foz - ”1”?2) Tw, <Zx§2 - ”2”%2)]
i=1 i=1
3
ows
(34)
" n,
=2 [wa <fo3 - ”1”?3) T ws <Zx§3 - ”2”53)]
i=1 i=1
oS
ow,
1y 1y
=2 [w4 <fo4 - ”1”?4) +wy <Zx§4 - n2u§4>]
i=1 i=1
3
ows

1y 1y
—9 2 _ o2\, 2 2
=2 |Ws X15 — MUy Ws X5 ~ Mylys
i=1 i=1

where 7, is the number of the normal flow feature of the
training sample; #, is the number of the attack flow feature of
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FIGURE 1: Flow chart of multiple-kernel learning training process based on ensemble learning.

the training sample. According to gradients in (33) and (34),
the weight of each dimension is updated as follows (35):

w; =w, +2xIr *aﬂ—Z*lr *B_S
1~ %1 1 awl 2 awl
oM 0
w2=w2+2*lr1*——2*lrz*—s
ow, w,
oM 0
w3=w3+2*lr1*——2*lrz*—s (35)
ows ws
oM oS
wy=wy +2xlrg s — —2%lr, » —
ow, w,
oM oS
wS:w5+2>!<lr1=|<a—u)5—2>1<lr2=|<a—w5

where Ir; is the learning rate of gradient ascent; Ir, is the
learning rate of gradient descent. /v, has the same function
as a and Ir, has the same function as . Each updated weight
is multiplied by each original feature accordingly and the next
round of iteration is carried out.

4.3. Framework of Multiple-Kernel Learning Detection Based
on Ensemble Learning. We input the multidimensional data
with weight and set the learning rate. Then two different
classifiers are trained. M-SMKL is trained by increasing the
M value mainly with reducing the S value secondarily and
the S-SMKL is trained by reducing the S value mainly with
increasing the M value secondarily. During the training
process, the M value and the S value are constantly updated
with the method of gradient rising and descending until the
constraint conditions are met. The flowchart is provided in
Figure 1.

The detection process is as follows: firstly, the test data
is multiplied with two different weight vectors which are
trained earlier; secondly, the calculated data are inputted to
the corresponding M-SMKL and S-SMKL model; finally, we
use the sliding window mechanism to coordinate two kinds
of models. The sliding window mechanism is described as
follows. Firstly, a sliding window with a size of # is created.
Secondly, the trained M-SMKL classifies the test data and
obtains the first classification results; the trained S-SMKL
classifies the test data and obtains the second classification
results. Finally, four ways are used to cooperatively treat the
first classification results and the second classification results;
the details are as follows: (1) if M-SMKL and S-SMKL identify
that the current data category is both normal, the current
data category is judged to be normal; (2) if M-SMKL and S-
SMKL identify that the current data category is both attack,
the current data category is judged to be attack; (3) if M-
SMKL identifies that the current data category is normal but
S-SMKL identifies that the current data category is attack,
the current data category is judged to be attack; (4) if M-
SMKUL identifies that the current data category is attack but S-
SMKL identifies that the current data category is normal, then
consider the following. Step 1. Move the starting point of the
sliding window to the current position of the test data in the
first classification result, and map the end point of the sliding
window to the n-1 position of the first classification results.
Step 2. If the results in the sliding window are all attack, the
current data category is judged to be attack; otherwise, the
current data category is judged to be normal. The flow chart
is provided in Figure 2.

The reason for the training of two kinds of SMKL is
that S-SMKL focuses on reducing the difference between
the data of each dimension and can assemble the two types
of samples in their respective central positions. However,
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FIGURE 2: Flow chart of multiple-kernel learning detection process based on ensemble learning.

S-SMKL does not consider the location of the two sample-
center points. Although a better classification feature can be
maintained on the whole, it is impossible to identify DDoS
attacks earlier because the center distance of the normal flow
and attack flow is small. M-SMKL focuses on the difference
between the two types of data centers and maximizes the
sample centers distance between the two types of sample
centers, making the two samples as separate as possible. M-
SMKL can expand the distance of different class so that the
attack flow can be identified earlier but it makes intraclass
data dispersed, causing default results. Therefore, the sliding
window mechanism is adopted to coordinate the two models
to detect early DDoS accurately.

5. Experimental Analysis

5.1. Experimental Data Sets and Evaluation Standards. The
data set used for this experiment is the CAIDA “DDoS Attack
2007” data set [53]. This data set contains an [L1] Distributed
Denial of Service (DDoS) anonymous traffic attack for
approximately one hour on August 4, 2007. The total size of
the data set is 21 GB, which accounts for approximately one
hour (20:50:08 UTC-21:56:16 UTC). Attacks began around
21:13, causing the network load to grow rapidly (in minutes)
from approximately 200 kbits/s to 80 megabits/s. One hour
of attack traffic is divided into 5 minutes of files and stored in
PCAP format. The contents of this data set are TCP network
traffic packets. Each TCP packet contains the source address,
destination address, source port, destination port, packet size,
and protocol type. The duration of normal flow data used in
this paper is 2 minutes in total, and the duration of attack data
is 5 minutes in total.

The hardware equipment adopted is 8 GB memory, Intel
Core i7 processor, and a computer with a Windows 10 64-bit

system; the development environment is MATLAB 2014a and
Codeblocks 10.05. The evaluation criteria used in this paper
consist of the detection rate (DR), the false alarm rate (FR),
and total error rate (ER).

Assume that TP indicates that the number of normal
test samples is properly marked, FP indicates the number of
normal test samples that have been incorrectly marked, TN
indicates the number of attack test samples that are correctly
marked, and FN indicates the number of attack test samples
that have been incorrectly marked:

DRzT—N
TN + FN
FP
FR= —— 36
TP + FP (36)
ER - FN + FP .
TP+ FP+TN + FN

We used the above five feature extraction algorithms
to extract features from the data set. The extracted feature
values are normalized and used as a training set. The data
in the training set can be regarded as the regularity of
the change in network traffic. The network traffic has an
abrupt and volatile nature. Therefore, although the collected
network data have similarities with the conventional ones,
they still have a certain degree of difference. To simulate this
phenomenon for verifying the effectiveness of the presented
method, three types of data are generated as follows. (1)
Normal flow feature values and attack flow feature values
are multiplied by random number; (2) only the attack flow
feature values are multiplied by random number; and (3)
only the normal flow feature values are multiplied by random
number.
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FIGURE 4: The IBF feature graph of DDoS attack flow and normal
flow.

5.2. Experimental Results and Analysis. Five features are used
to extract feature data from attack data and normal data,
and positive as well as negative sample sets are obtained. The
sampling time is set to 1 s, and the remaining parameters of
the five feature extraction methods are set as follows: 8, = 0.5,
0,=05,0,=3,0,=3,0,=3,0,=3,0,=3,0g=3,and 0, = 3.
The total of normal feature values is 211 and the total of attack
feature values is 280. Figures 3-9 illustrate the feature values
extracted by the five algorithms.

As illustrated in Figure 3, the early attack feature values
of DDoS attack are close to the normal feature values. This is
because there are a large number of bidirectional flows in the
early stage of the DDoS attack and these bidirectional flows
gradually decrease with the increase of the attack degree.
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FIGURE 5: The FFV feature graph of DDoS attack flow and normal
flow.
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FIGURE 6: The ACD feature graph of DDoS attack flow and normal
flow in the first 10 seconds.

Therefore, using the ACD as a feature after 70 seconds can
significantly reflect the difference between the attack flow
and the normal flow. ACD can reflect the difference between
normal flow and attack flow the earliest.

As illustrated in Figure 4, compared with ACD, although
IBF does not recognize the attack flow earlier, the distribution
range of its feature values is more uniform and presents
a certain degree of volatility. This makes the feature less
susceptible to individual outliers.

As illustrated in Figure 5, the FFV feature is very similar
to the ACD, but as illustrated in Figures 6 and 7, in the initial
stage, the FFV is more capable of reflecting the difference
between the attack flow and the normal flow than the ACD
is.
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FIGURE 7: The FFV feature graph of DDoS attack flow and normal
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FIGURE 8: The MFF feature graph of DDoS attack flow and normal
flow.

As illustrated in Figure 8, although the MFF feature
cannot determine the attack flow and the normal flow as early
as possible, it can make the feature values of the attack stage
more stable, so that it can avoid the outliers of attack flows.

As illustrated in Figure 9, it can be seen from the value
of the ordinate that the HIAD best reflects the difference
between the normal flow and the attack flow while having
better stability in the latter half of the attack flow. After the
early data, this feature can greatly distinguish between normal
flow and abnormal flow, influence the classifier more, and
make better decisions.

In summary, all five features have their own unique
characteristics. To make full use of the characteristics of each
feature, the feature values extracted by these five algorithms

11
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FIGURE 9: The HIAD feature graph of DDoS attack flow and normal
flow.

are each used as a five-dimensional-feature data set. Using
these five feature values as training sets, two multiple-kernel
learning models dominated by gradient ascent and gradient
descent are trained into the algorithm, and corresponding
five-dimensional feature weight vectors are obtained. Finally,
according to the framework of Figure 2, the classification
results of test set are obtained and are used to verify the
effectiveness of method. The parameters of M-SMKL are set
as follows: 1, = 2107, 1, = 2107, ¢ = 1.002
t, = 1.0065, t, = 1.007, p, = 0.000084, and p, = 0.000001.
The parameters of S-SMKL are set as follows: I, =2 = 1072,

L, = 21072 ¢, = 7.3425, ¢, = 7.8340,t, = 7.8350,
p; = 0.000775, and p, = 0.000680. The size of the sliding
window is 8. The parameters for multiple-kernel learning
are all default values, and the kernel function includes two
Gaussian functions and two polynomial functions. The SVM
parameters are all default values, and the kernel function is
linear function. The experimental results are illustrated in
Figures 10-18.

As shown in Figures 10-18, under the three types of
experiments, according to the three evaluation criteria, the
overall performance of the algorithms from the highest to the
lowest is the ADADM, the SVM method, the SMKL method,
and Nezhad et al’s method [16].

This is because although the method described by Nezhad
et al. [16] is visibly superior to other methods in terms of DR
indicators, it is far worse than other methods with respect
to other indicators. The reason is that the Nezhad et al. [16]
method relies excessively on the first reference point. When
the first reference point fluctuates, this method recognizes
easily some normal samples as attack samples.

Although the classification accuracy of the attack samples
is high, a large number of normal samples are misjudged,
so this method is superior in terms of DR and its other
indicators are inferior to those of other methods. This is
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why, in this case, the Nezhad et al. [16] method performs
the worst. The effect of SVM is generally better than that
of the SMKL method because although the SMKL method
coordinates multiple-kernel functions to map the sample to
a high-dimensional Hilbert space, the linear kernel function
is obviously more suitable for the sample. Using the linear
kernel SVM can establish a better hyperplane than the SMKL
method to identify the data containing early DDoS attacks.
However, although the multiple-kernel learning method does
not use a linear kernel function that is more suitable for the
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sample space, it can still maintain high accuracy, indicating
that multiple-kernel learning has a lower dependence on
the selection of kernel functions than the single-kernel
SVM.

We compared the ADADM to the SVM method. The
ADADM method uses the same kernel function as SMKL
method. Because the multikernel learning method is flexible
and adaptable, it is possible to continuously optimize the
hyperplane by adjusting the weights of the feature of each
dimension to recognize the DDoS as early as possible. Attack
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flow data and normal flow data are located on both sides of
the hyperplane.

In addition, using the idea of ensemble learning to train
two different classifiers and using the sliding window mech-
anism to further synthesize the advantage of each classifier
improves the algorithm’s performance in the three types of
experiments. This method we propose outperforms not only
the SVM method but also other methods of DDoS attack
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detection. The experimental data are presented in Tables 1,
2,and 3.

6. Conclusion

In this paper, five-dimensional features are defined for
describing the burstiness of DDoS attack flows, the
distribution of IP source addresses, and the interactivity
of DDoS attack flows. Based on the five-dimensional
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FIGURE 18: The FR contrast diagram of four algorithms for amplify-
ing the normal flow.

features and the ensemble learning framework, adaptive
feature weights are obtained and the M-SMKL and S-SMKL
multiple-kernel learning models are trained to detect DDoS
attack. For identifying early attacks effectively, the sliding
window mechanism is used to coordinate the S-SMKL and
the M-SMKL to deal with the detection results. Experimental
results show that, compared with similar methods, our
method, can produce more accurate results for detecting
early DDoS attack.

In the follow-up work, we will further study how to
transform the multidimensional weight adaptive problem
based on multiple-kernel learning into a convex optimization
problem and improve the detection rate and convergence
speed of the method.
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Recently, Parallel Intrusion Detection (PID) becomes very popular and its procedure of the parallel processing is called a PID
application (PIDA). This PIDA can be regarded as a Bag-of-Tasks (BoT) application, consisting of multiple tasks that can be
processed in parallel. Given multiple PIDAs (i.e., BoT applications) to be handled, when the private cloud has insufficiently available
resources to afford all tasks, some tasks have to be outsourced to public clouds with resource-used costs. The key challenge here
is how to schedule tasks on hybrid clouds to minimize makespan given a limited budget. This problem can be formulated as an
Integer Programming model, which is generally NP-Hard. Accordingly, in this paper, we construct an Iterated Local Search (ILS)
algorithm, which employs an effective heuristic to obtain the initial task sequence and utilizes an insertion-neighbourhood-based
local search method to explore better task sequences with lower makespans. A swap-based perturbation operator is adopted to
avoid local optimum. With the objective of improving the proposal’s efficiency without loss of any effectiveness, to calculate task
sequences’ objectives, we construct a Fast Task Assignment (FTA) method by integrating an existing Task Assignment (TA) method
with an acceleration mechanism designed through theoretical analysis. Accordingly, the proposed ILS is named FILS. Experimental
results show that FILS outperforms the existing best algorithm for the considered problem, considerably and significantly. More
importantly, compared with TA, FTA achieves a 2.42x speedup, which verifies that the acceleration mechanism employed by FTA
is able to remarkably improve the efficiency. Finally, impacts of key factors are also evaluated and analyzed, exhaustively.

1. Introduction

Cloud computing is a novel service-based paradigm that
delivers large-scale computational resources in the form of a
pay-as-you-go model. Recently, some innovative providers
(e.g., VMware partnered with IBM) deliver hybrid cloud
construction solutions (e.g., VMware Cloud Foundation
(http://www.vmware.com/products/cloud-foundation.html)),
which enable creating an extension of a private cloud
on public clouds (as seen in Figurel). As a result,
administrators/programs (e.g., application/task schedulers)
of the private cloud are able to use resources of public
clouds seamlessly and transparently through unified
tools/interfaces, since both the private cloud and its
extension use the same virtualization technique provided by
hybrid cloud construction solutions. In other words, these

administrators/programs can perform actions on public
clouds just like on their own private cloud. For example, an
administrator wants to create an instance of a small VM type
for executing a task. When the private cloud has insufficient
resources, the administrator can create an instance of the
same small VM type on a public cloud to handle the task.
Intrusion Detection (ID) has been widely used to protect
computer/network systems from diverse attacks. Recently,
taking advantage of distributed computing technologies
(e.g., cloud computing), Parallel Intrusion Detection (PID)
becomes very popular because of its high efficiency [1, 2].
PID is an ID whose critical part can be processed in parallel.
For instance, in an ID using data mining methods, the data
can be divided into multiple partitions. As a result, the entire
mining job on all the data is divided into multiple subjobs (or
called tasks), which only perform mining work on partitions
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FIGURE 1: Administrators/programs of private cloud use resources of public clouds through unified tools/interfaces provided by hybrid cloud

construction solutions [6].

and can accordingly be executed in parallel. Besides, an
ID applying deep learning methods whose time-consuming
training procedures can be performed in parallel is also a
typical PID [3]. The procedure of the parallel processing in
PID is called a PID application (PIDA) in this paper. Actu-
ally, these PIDAs can be considered as Bag-of-Tasks (BoT)
applications, consisting of many independent tasks processed
in parallel without synchronization or communication [4].
Theoretically, a cloud computing environment is the ideal
platform to execute BoT applications, since it delivers cloud
resources in a pay-as-you-go manner [5]. This is the reason
why customers are willing to execute BoT applications on
clouds.

Actually, customers may have private clouds, whose
resources are free to use. Given multiple PIDAs to be
processed for protecting different types of computer/network
systems, these customers have to outsource some tasks
to public clouds with additional costs, when their private
clouds cannot afford all applications’ tasks. Technically, tasks
outsourced to public clouds can be achieved easily by the
aforementioned hybrid cloud construction solutions. The key
issue here is, given a limited budget, how to schedule tasks
on hybrid clouds to minimize the total execution time (a.k.a.
makespan).

This paper aims to schedule PIDAs on hybrid clouds,
which is actually BoT Scheduling Problem (BTSP) with
resource demands and budget constraints on hybrid clouds
to minimize the makespan. In our previous work [6], this
problem was formulated as an Integer Programming (IP)
model, which is generally NP-Hard [7]. Accordingly, we also
proposed an Effective Heuristic (EH) to solve the problem.
EH starts from a task sequence generated by Longest Task
First method (LTF) and uses a Task Assignment (TA) method
to schedule all tasks in the obtained sequence to calculate
the makespan. Although EH was verified to outperform
the well-known RoundRobin method, we observe that the
quality of the task schedule output by TA depends on
its input task sequence, significantly. In order to further
improve the schedule’s quality, in this paper, we construct an
Iterated Local Search (ILS) algorithm, which employs LTF

to obtain the initial task sequence and utilizes an insertion-
neighbourhood-based local search method to explore better
task sequences with lower makespans. A swap-based per-
turbation operator is adopted to avoid local optimum. With
the objective of improving the proposal’s efficiency without
loss of any effectiveness, instead of using TA to calculate task
sequences’ objectives, we construct a Fast TA (FTA) method
by integrating TA with an acceleration mechanism designed
through theoretical analysis. Accordingly, the proposed ILS
is named as FILS. Experimental results show that FILS
outperforms the existing best algorithm EH, considerably
and significantly. More importantly, compared with TA, FTA
achieves a 2.42x speedup and identical effectiveness, which
verifies that the acceleration mechanism employed by FTA
is able to remarkably improve the efficiency without losing
effectiveness. The contributions of this paper are summarized
below.

(i) We regard PIDA scheduling as BTSP, which can be
formulated as an IP model.

(ii) We establish an effective algorithm FILS to solve the
problem.

(iii) We propose an efficient heuristic FTA, which includes
an acceleration method designed by theoretical anal-
ysis, to improve the efficiency.

(iv) We perform exhausted experiments to verify the
proposed algorithms’ effectiveness and efficiencies.

The rest of this paper is organized as follows. Section 2
discusses related works. Section 3 presents the problem
description. The proposed FILS is described in Section 4. A
full performance evaluation is shown in Section 5. Conclu-
sions are given in Section 6 finally.

2. Related Works

In the literature, many efforts have been made to study
BTSP in cloud environments, such as [6, 8-30]. Reference [4]
presented a thoroughly comprehensive review on the state-
of-the-art. As this paper considers budget-constrained BTSP



Security and Communication Networks

on hybrid clouds, we detail the two contributions and eight
works related to budget constraints and hybrid clouds.

The following two contributions tackled BTSP with bud-
get constraints in the environment of multiple public clouds.
Reference [17] presented an algorithm for solving BTSP with
either budget or deadline constraints. In their proposed
algorithm, all the VM instances are initialized in the same
type and iteratively replaced to be other different VM types.
Asaresult, the objective (the total cost if a deadline constraint
is considered or the makespan if a budget constraint is given)
can be reduced without violating the constraint. Reference
[18] proposed an approach to scale cloud resources for solving
BTSP with both deadline and budget constraints while
minimizing the total cost. They formulated the considered
problem as an Integer Programming problem and developed
a policy to determine the number of each VM type that
can meet both constraints. In comparison with the problem
tackled in these two papers, our considered problem has a
different environment.

In the literature, many efforts have been made to study
BTSP in cloud environments. Reference [4] presented a
thoroughly comprehensive review on the state-of-the-art. As
this paper considers BTSP on hybrid clouds, we detail the
eight works related to hybrid clouds. Van den Bossche et al.
[22] considered and formulated deadline-constrained BTSP
as an IP and used the IBM CPLEX to obtain solutions. Later,
the same authors [23] proposed two cost-efficient heuristics
considering both computational and data-transferred costs.
Similar heuristics are presented in [24] and a comprehensive
analysis is performed through simulation experiments to
show the effectiveness. Reference [26] tackled a similar
deadline-constrained problem, in which physical machines
on the private cloud are taken into account. The authors
proposed a greedy heuristic that dispatches tasks to available
physical machines on the private cloud and assigns them to
public clouds while there are no available ones. Reference [27]
solved deadline-constrained BTSP with the variation of tasks’
runtimes. Thus, the authors constructed a method to estimate
tasks’ runtimes so that the scheduling plan can be updated
accordingly. Reference [28] considered deadline-constrained
BTSP on cloud federations (a term of hybrid clouds) and
formulated it as an IP. The CPLEX was used to solve the
problem with the results showing that the cloud federations
benefit customers, compared with single cloud provider.
Different from the three aforementioned works assuming
that each task can be executed in an instance of any VM
type, [29, 30] considered computation-intensive BTSP with
resource demands and deadline constraints on hybrid clouds
from the perspective of cloud providers with an objective
of maximizing profit. Both papers employed Particle Swarm
Optimization algorithms to solve the considered problems.
Obviously, compared with the problems handled in the
aforementioned eight papers (i.e., deadline-constrained BTSP
with cost minimization), our considered problem (i.e., budget-
constrained BTSP with makespan minimization) shares nei-
ther constraints nor objectives.

Our previous work [6] formulated the considered prob-
lem as an IP and proposed EH to solve it. EH uses LTF to
generate the initial task sequence and employs TA to schedule

all tasks in the obtained sequence to calculate the makespan.
In this paper, we establish FILS that is demonstrated to
outperform EH by experiments. As FTA is used rather than
TA to calculate task sequences’ objectives, we achieve a 2.42x
speedup without loss of any effectiveness.

3. Problem Description

The formulation of the considered problem was given in
our previous work [6]. For the completeness, we also
introduce the formulation in this paper, briefly. We use
CP,),CP,,...,CP, to denote the m + 1 cloud providers.
CP, represents the private cloud and the others are m
public clouds. The private cloud provides k VM types
VM;,VM,,...,VM;. Each VM type VM, (q = 1,2,...,k)
has two performance parameters CPU, and Mem, that
denote the number of CPUs and the amount of memory,
respectively. When a task is outsourced to a public cloud, an
instance of the VM type demanded by the task’s application
should be created to tackle the task on the public cloud. As
aforementioned, technically, this procedure can be achieved
easily by the above mentioned hybrid cloud construction
solutions. Therefore, we can equivalently regard that the m
public clouds also provide the k VM types. Additionally,
th(q =1,2,....k, h=1,2,...,m) represents the price (per
time unit) for using an instance of VM, provided by a public
cloud CP,(h = 1,2,...,m). The private cloud’s resources are
free to use.

There are n applications. Each application a;(i = 1,2,...,
n) requires a user-specified VM type. We use a binary variable
X;q to denote this relationship. x;, = 1 means a; demands
VM x;, = 0 otherwise. Meanwhile, each application consists
of T; tasks t;;, 5, ..., t;r,. Like most of existing contributions
(such as [22-24, 29]), in our considered problem, one task
is executed in one VM instance exclusively at a time, and
each task is executed consecutively (ie., no preemption
is allowed). Those problems where one VM instance can
run multiple tasks simultaneously or tasks can be executed
preemptively are beyond the scope of this paper. A task
t;(i = L,2,...,n, j = 1,2,...,T;) has a runtime r;(i =
L,2,...,n, j = 12,...,T;). In other words, 1 is the
execution duration when t;; is executed in an instance of the
VM type required by its application.

Like [22-24, 29], setup times for VM instances (such
as VM image loading, software installing, and network
configuration) are regarded to be zero. Actually, there are
cloud providers that are able to deliver VM instances in
minutes (e.g., Amazon EC2) and even in seconds (e.g.,
qingcloud (https://www.qgingcloud.com/)). However, in our
considered problem, tasks’ runtimes are longer than one
hour at least. Setup times for VM instances are negligible
compared with tasks’ runtimes and are thus assumed to be
zero. Additionally, though some traditional cloud providers
(e.g., Amazon EC2) charge VM instances in hours, there are
some innovative ones delivering resources in minutes (e.g.,
Microsoft Azure) or even in seconds (e.g., gingcloud and
TecentCloud (https://www.qcloud.com/)). Obviously, users
prefer using resources provided by these providers since they
do not need to pay for an entire hour while only fraction
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TABLE 1: Notations for problem description.
Notations Indications Notations Indications
CP, Private cloud CP, h-th public cloud (h = 1,2,...,m)
m Total number of public clouds VM, q-th VM type
k Total number of VM types CPU, Amount of CPU of VM,
Mem, Amount of Memory of VM, Dan Price of VM, provided by CP,
a; i-th application n Total number of applications
T; Task number of g; G completion time of g;
t; j-th task of g; un Runtime of ¢;;
st;; Start time of ¢;; G completion time of ¢;;
CPU"[Mem® Capacity of CPU/Memory in CP, s Time slot
A variable
B Budget Xig x;, = 1: a; requires VM|,

X;g = 0: otherwise

A decision variable
Vi Vi = 1:t;; is dispatched to CB,
Yijn = 0: otherwise

A decision variable
Zjjs z;j, = 11 t;; is executed at slot s on CF,
= 0: otherwise

of this hour is used. Accordingly, in this paper, we regard
resources are charged in seconds; i.e., the time unit is set as
a second. As a result, it is not necessary to consider how to
make use of an entire hour when we formulate the problem.
The time axis is divided into several slots with the granularity
of a second.

The private cloud CP, has limited number of available
resources. The capacities of CPU and memory are denoted
as CPU" and Mem", respectively. In other words, for any
time slot s(s = 0, 1,...), the amount of consumed resources
cannot exceed CPU" and Mem". All the m public clouds
are regarded to have infinite resources. Let ¢;; and ¢; be the
completion time of a task t;; and the application’s completion
time, respectively. We have

ci:max{cij (j:1,2,...,Ti)} (1)

Accordingly, we can define the maximum of time slots S
satisfying § > max{¢(i = 1,2,...,n)}. Let st;; be the start time
of the task ¢;;. We can calculate ¢; by

Gj = Stjj + 1y (2)

Letyijh(i=1,2,...,n,j= 32,051 h=0,1,...,m)
and z;(i = 1,2,...,n, j = 1,2 Tl, s 0,1,...,8)
be two decision variables. y;;, 1 means £;; is dispatched
to CP, and y;, = 0 otherwise. z;;; = 1 indicates f;; is
in execution at time slot s on CP, and z;;; = 0 otherwise.
Obviously, if a task ¢;; is dispatched to the private cloud (i.e.,
Yijo = 1), its start tlme st;; = argmin{s | z;;; = 1}; otherwise,
stij =0 (like [29], we also focus on computation-intensive
BoT applications which require tiny amounts of data and
the short duration of transferring these tiny-amount data
can be negligible compared with tasks’ runtimes. As setup
times for VM instances have been reasonably assumed to be
zero, we can regard that tasks can be started at time slot 0

»—A,_.
I

on public clouds). With the consideration of the variables
defined above, the total cost Cost can be calculated by

HM§

k
Cost = Z Xiq Viinij Pqh 3)

£M=

Let B be the budget and ¢,,,,, be the objective makespan.
All the notations for problem description are listed in Table 1.
The problem can be formulated as an Integer Programming
(IP) model given below.

Minimize the makespan ¢,,,,,

Cnaxe = Mmax{c (i=1,2,...,n)} (4)
s.t.
Cost < B (5)
m
Zyijhzl’
h=0 (6)
i=1,2...,m j=12,...,T
n k T,
> Y zx,CPU, <CPU*, s=0,1,...,8 ?)
i=1g=1 j=1
n k T,
ZZ ZijsX; Memq<Mem , §=0,1,...,8 (8)

.
I

1

I
—_

q 1

Equation (4) is the objective. Equation (5) guarantees that
the total cost is not beyond the budget. Equation (6) ensures
that a task is assigned to a unique cloud. Equations (7) and
(8) make sure that the consumption of CPU and memory of
the private cloud at any time slot cannot exceed CPU™ and
Mem™, respectively.
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2: Regard the initial solution as the best solution;
3: while (termination criterion is not met) do

5:  Update the best solution if a new one is found;

7: end while
8: return The best solution;

1: Initialize the solution and regard it as the current solution;

4:  Perform alocal search method on the current solution;

6:  Perform a perturbation operator on the best solution and regard the obtained solution as the current solution;

ALGoRrITHM 1: Framework of general ILS.

4. Fast Iterated Local Search Algorithm (FILS)

The framework of general ILS is given in Algorithm 1. We can
see that an ILS starts with an initial solution. If the termina-
tion criterion is not met, a local search method is performed
on the current solution to explore new good solutions, and
a perturbation operator is used to avoid local optimum. In
this paper, we proposed a FILS, in which task sequences
are considered solutions. LTF is used to generate the initial
solution. An Insertion-Based Local Search Method (ILSM)
is employed to explore better task sequences with lower
makespans. A Swap-Based Perturbation Operator (SPO) is
used to perturb the current solution. FTA is constructed to
calculate makespans of task sequences. Details are given in
this section.

4.1. Longest Task First (LTF). In our previous work [6], four
heuristics including Highest Lowest Public Cost (LPC) First
(HLPCF), Lowest LPC First (LLPCF), Longest Task First
(LTF), and Shortest Task First (STF) were examined by
experiments with the results showing that LTF is the best
and helps the proposed EH to achieve good effectiveness.
Accordingly, we also use LTF to generate the initial task
sequence of FILS. LTF arranges all tasks by their runtimes in
the nonascending order.

Meanwhile, it is worth introducing LPC, which will be
used to describe FILS in Section 4.4. Like [6], the costs of
executing tasks on public clouds are defined as public costs.
A task’s LPC can be defined as the minimum of all its public
costs. Given a task f;;, assume that the index of the VM type
demanded by its application is u; i.e., x;,, = 1. The task’s LPC
can be calculated by

LPC;; = min {riquh (h=1,2,.. .,m)} 9)

Accordingly, the corresponding public cloud is called the
task’s “Ideal” Public Cloud (IPC). Obviously, the index of a
task’s IPC should meet

IPC;; = argmin {h | rijpuh} (10)

4.2. Insertion-Based Local Search Method. Given a task
sequence ts with the length T, ILSM first regards it as a
temp task sequence temp. Then, ILSM removes the u(u =
1,2,...,T)-th task from temp and reinserted this task to the
left temp at each position except the task’s original one. As a

result, T — 1 new task sequences are generated and evaluated
by TA/FTA (corresponding to CILS/FILS) to calculate their
makespans. If one generated task sequence gts has a lower
makespan than ts, both ts and temp are set as gts. Afterwards,
ILSM processes the (1 + 1)-th task in temp in the same way.
After the T-th task has been processed, ILSM terminates.
Obviously, the complexity of ILSM is O(T? - O(TA/FTA)),
in which O(T'A/FTA) represents the complexity of TA/FTA.

We use an example to clarify the procedure of ILSM. In
this example, we have one application with three tasks. Given
a task sequence ts = (t;;,1,,t;3) with makespan 10, ILSM
first sets temp «— ts. Then, ILSM removes the first task ¢,
and reinserted it to temp at each position except the first one.
As a result, two new task sequences ts; = (t,,t;,,t;3) and
ts, = (t;5,t;3,1;;) are generated. Assume their makespans
are 12 and 9, respectively. In other words, ts, gets a lower
makespan than ts and we set temp «— ts «— ts,. Afterwards,
the second task in temp (i.e., t;5) is removed and reinserted.
The two obtained task sequences are ts; = (t5,t1,,;;) and
ts, = (t15, 111> ;3) with the makespans 8 and 12, respectively.
Accordingly, we set temp «— ts «— ts;. Finally, the third
task in temp (i.e., t;;) is removed and reinserted. The two
generated task sequences are ts; = (t;,t3,t;,) and ts; =
(t13-t11>t;,) with the makespans 6 and 14, respectively. In
other words, ts; obtains a lower makespan than ts does.
Consequently, we set temp «— ts «— ts; and ts is the final
result of ILSM.

4.3. Swap-Based Perturbation Operator. SPO is used to help
the two ILSs to avoid local optimum. It iterates the following
procedure [ rounds: randomly select a pair of tasks in a
given task sequence ts and swap them. Obviously, this task
swap operator is able to adjust the relative orders of tasks
partially and tries to make the two ILSs jump out from
local optimum if they have already been trapped in. [ is
a very important parameter and will be determined by an
experiment in Section 5.2. It is obvious that the complexity
of SPO is O(0).

4.4. Fast Task Assignment Method. FTA is developed by
integrating an acceleration mechanism with TA without loss
of any effectiveness. In TA (details of TA can be seen in
our previous work [6]), we can find that the makespan
corresponding to the case that the task is assigned to the
private cloud (i.e., ¢/ s first calculated and then compared

max
with the one corresponding to the case that the task is
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Input: a task sequence ts
Output: makespan ¢,

max

1: Set S «— MAX, ¢

max

«— 0, budget «— B;

2: Set cpu, «— CPU" and mem; «— Mem" for each time slot s € {0, 1,...

3: for (each task t;; ints) do

, Sk

4 Set sty — 0 and AssignedToPrivateCloud «— FALSE;

5 while (TRUE) do

6: Set AssignedToPrivateCloud «— TRUE;

7 for (each time slot s € {st;j, st;; + L,...,st;; +7; — 1}) do

k

8 if (qu x;CPU, > cpu; OR Y, x;,Mem, > mem,) then
9: Set AssignedToPrivateCloud «— FALSE and break;
10: end if

11: end for

12: if (AssignedToPrivateCloud) then

13: Calculate ¢ «— max{c,,q. st +1h

14: break;

15: else

16: Set st — st +1;

17: if (st > max{ Conax IJ,O} AND budget > LPC,;) then >

The acceleratlon mechanism using Theorem 1 is utlhzed

18: Set ¢ «— MAX and break;

19: end if

20: end if

21:  end while

22:  Calculate c,lialfc L max{c, max, ,J};

23: if (LPC;; < budget AND U(IP ' < ¢ ) then

24: Set ¢y — CZ,EIXP 7 and budget «— budget — LPC;;
25:  else

26: Set Cpax < €22

27: for (each time slot s € {st,],st t 1.8t — 1}) do
28: Update cpu, «— cpu, — Z{Fl x;,CPU;

29: Update mem, «— mem, — Z]f;:l XigMem,;
30: end for
31:  endif
32: end for
33:return ¢, ;

ALGORITHM 2: FTA.
ij(IPC;j) ij0

dispatched to its IPC (Guax ). The calculation of ¢, is

7,0}, st;; > 0 is true. Because of ¢, < 7;; and st;; > 0, we

time-consuming because we need to determine the tasks start 1. 10 = max{G Sty + 1y} = Sty 1y > 1y = CZ(IP Ciy)
- > Ok if - ax .
time first. However, actually, we do not need to calculate ¢/° 'Iherefore, the task will bel]assigned to its IP]C as \]/vell. m
for some special cases, since the following theorem is true.
Theorem 1 shows that if st;; > max{c,,, — 7;;,0} and
Theorem 1. In TA, given a task t;; to be scheduled, if st;; > budget > LPCj;, the task should be ass1gned to its IPC
Max{Cyq, —7;j 0} and budget > LP Cl]’ the task will be assigned oy o respect to ¢ . In other words, we do not need to
to its IPC. Cmax: ’

Proof. For the case thatc,,
IPC

have ¢, U - Crnax- Addltlonally, due to st;; > max{c

Tij> 0} = Cmax B

to Theorem 1 given in our previous work [6], we have o=

(Ipcm)ax
1 1]
" .As

r;j»according to Theorem 1, we

Cmax ~
=15 > 0,8t +7ij > Cprqy s true. And according

ij0
Max{Cyay» Stij + 1ij}. S0, ¢y = st + 15 > ¢,

a result, the task w1ll be a551gned to its IPC.
For the case that ¢,,,, < 7;;, according to Theorem 1, we

ijUPCy)

have c,mx = 15 Additionally, due to stij > max{c,

Cmax ~

calculate ¢/° for these special cases and the efficiency can
thus be improved. Accordingly, we construct an acceleration
mechanism that uses Theorem1 to discover these special
cases. As a result, FTA is established by integrating TA with
this acceleration mechanism and is described in Algorithm 2.

FTA uses the aforementioned acceleration mechanism
(Lines 17-19) to improve the efficiency without loss of effec-
tiveness, which is ensured by Theorem 1. If the two conditions

in Line 17 are true, c;fmx is set as a sufficiently large value MAX
Cij)

(so that MAX > cmax ’") and the “while” loop in Line 5 is
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Input: all applications’ tasks

Output: makespan c,,,,.

1: Determine all tasks’ IPCs and calculate their LPCs;
2: Use LTF to generate a task sequence ts;

3: best «— tsandc,,,, < FTA(ts);

4: Set temp «— ts, P — & ¢

max max max>

5: while (termination criterion is not met) do

6:  Improved «— TRUE;
7 while (Improved) do

8: Improved «— FALSE;
9: for (u «— 1toT) do
10: Remove the u-th task in temp;
11: Reinsert the removed task in temp at each position except the original one;
12: for (each generated task sequence gts) do
13: 9% «— FTA(gts);
14: if (c7° < ¢ ) then
15: Improved «— TRUE;
16: Set temp «— ts «— gtsand ciorP «— ¥ ¢
17: end if
18: end for
19: end for
20:  end while
21 if (¢, < G,y then
22: Set best «— tsand ¢, — Chys
23:  endif
24: Set temp «— best;
25: for (u «— 1tol) do
26: Select a pair of tasks in temp randomly and swap them;
27:  end for
28: P FTA(temp);
29:  Setts «— temp and cf;ux — c:rf;'}‘f;
30: end while
3Ll:return ¢, ;

AvLGORITHM 3: FILS.

terminated. As a result, the two conditions in Line 23 are met;
i.e., the task is assigned to its IPC. Obviously, the complexity
of FTA is identical to that of TA. Nevertheless, compared with
TA, FTA obtains much better efficiency (details can be seen
in Section 5.3).

4.5. Description of FILS. Let best and c,,,,, be the current best
found task sequence and its makespan, respectively. Based
on the aforementioned LTE ILSM, SPO, and FTA, we can
describe the proposed FILS in Algorithm 3. FILS starts from a
task sequence generated by LTF (Line 2). ILSM (Lines 9-19) is
iterated until no improvement is obtained (see the condition
in Line 7). If a new best task sequence is found, best and
Cax are accordingly updated (Lines 21-23). Afterwards, SPO
is invoked to perturb best so that FILS can jump out from
local optimum (Lines 24-27). Task sequences’ makespans are
calculated by FTA (Lines 3, 13, and 28).

5. Experimental Results

Following most of existing contributions, we use simulation
experiments to evaluate algorithms’ performance.

5.1. Testing Instances. We use the testing instances given in
our previous work [6]. For the completeness of this paper,
we describe these testing instances as follows. Three different
Regions (us-east, us-west, and eu-east) of Amazon EC2 and
GoGrid are regarded as four public clouds, and 7 different
VM types are considered. The configurations and prices are
described in Table 2. Note that the prices in Table 2 are shown
per hour and we will convert them to values per second when
we implement algorithms. The private cloud also provides the
same seven VM types.

In order to explore the compared algorithms’ perfor-
mance on problems of different sizes, we consider the total
number of tasks (i.e., T') as the problem size factor and
construct a Testing Instance Set (TIS), which contains 3
groups with T' € {20, 50, 100}. Each group contains 3 same-
sized subgroups corresponding to 3 different problem types:
Small Application Type (SAT), Medium Application Type
(MAT), and Large Application Type (LAT). The SAT problem
has many small applications that have only a few tasks, while
the LAT problem has a few large applications that include lots
of tasks. The MAT problem is in between them. So, multiple
types of problems are taken into account in this experiment.
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TABLE 2: VM types provided by GoGrid and Amazon EC2.
VM Type CPU Memory Prices (GoGrid) Prices (EC2 us-east) Prices (EC2 us-west) Prices (EC2 eu-east)
t2.micro 1 1 0.02 0.013 0.017 0.014
t2.small 1 2 0.03 0.026 0.034 0.028
t2.medium 2 4 0.06 0.052 0.068 0.056
m3.medium 1 3.75 0.09 0.070 0.077 0.077
m3.large 2 75 0.17 0.140 0.154 0.154
mS.Xlarge 4 15 0.34 0.280 0.308 0.308
m3.2xlarge 8 30 0.68 0.560 0.616 0.616
TABLE 3: Instances’ sizes in TIS.

Instance Type T n T n T n
SAT 20 [1,0.8T] 50 [1,0.8T] 100 [1,0.8T]
MAT 20 [1,0.5T] 50 [1,0.5T] 100 [1,0.5T]
LAT 20 [1,0.27] 50 [1,0.2T] 100 [1,0.27]

Each subgroup has 10 different instances and there are 90
instances in total. In order to generate instances of SAT, MAT,
and LAT, the application number # is set as a random integer
uniformly distributed within intervals [1,0.8T7, [1,0.5T1],
and [1,0.2T1], respectively. Each task is attributed to the n
applications with the same probability 1/n, separately. TIS is
summarized in Table 3. The runtime of each task is an integer
uniformly distributed in [1 x 3600, 24 x 3600] (i.e., from one
hour to one day). The VM type required by each application
is randomly selected from the 7 considered VM types.

Let VM, be the best one among all VM types. The budget
is set by (11), where A is a “Budget Factor” used to adjust
the budget so that algorithms’ performance with different
budgets can be explored. According to (11), higher budgets
are for larger testing instances.

B=Txp,xA 1)

The private cloud’s available CPU and memory capacities
(i.e., CPU" and Mem™) are set by (12) and (13), respectively,
in which p is a “Capacity Factor” used to adjust the two types
of resources’ capacities so that algorithms’ performance with
different capacities can be investigated. According to (12) and
(13), the private cloud has more available resources for larger
testing instances.

CPU" =T xCPU, x p (12)

Mem" =T x Memy, X p (13)
5.2. Parameter Determination. The proposed FILS has a
parameter, i.e., the number of pairs of swapped tasks (i.e., I)
in the SPO. This parameter is determined by experiments in
this section. In order to use some statistical methods (e.g.,
the well-known multifactor analysis of variance (ANOVA))
to evaluate algorithms’ performance, we set A € {1,5,10}
and p € {0.05,0.1,0.15}, respectively. So, there are 9 factors’
combinations. Each algorithm is tested on TIS with all pos-
sible factors’ combinations. All algorithms are implemented
in Java and run on the same PC with Dual Core Pentium (R)

3.10 GHz CPU and 4GB Memory. The termination criterion
of FILS is set as the maximal number of iterations 100.
Relative Error (RE) defined by (14) is adopted to evaluate the
performance.

(25:1 (¢~ p) /CLB))
R

For each instance, ¢, denotes the obtained makespan
returned by an algorithm in the r-th replication. R is the total
number of replications. ¢ represents the makespan’s lower-
bound, which can be obtained while both the private cloud’s
resource capacity and budget constraints are assumed to be
relaxed. In other words, the private cloud’s resource capacity
and budget are assumed to be infinite. In this situation, all
tasks can be executed in parallel. Accordingly, ¢;5 can be
calculated by

RE = x 100% (14)

qp=max{r; (i=12...,n j=12,..T)} (15

Smaller REs indicate better effectiveness since the same
¢, is used. Based on the RE for each instance, we further
use ANOVA to check whether the differences in the observed
average REs are statistically significant. Nonoverlapping con-
fidence intervals between any two pairs of plotted averages
mean that the observed differences in such averages are
statistically significant at the indicated confidence level. FILS
is executed 5 replications (i.e., R = 5) since it is metaheuristics
including randomness. In order to determine the value of /,
wesetl € {1,2, 3,4, 5}. In other words, ] has 5 candidates. FILS
is tested on TIS with the 5 candidates and the aforementioned
two factors’ (A and p) 9 combinations. The plot of mean REs
and 95% confidence LSD intervals for compared algorithms
is given in Figure 2, where FILSI-FILS5 represent FILS with
I'=1,2,3,4,5, respectively. Figure 2 shows that the mean REs
of FILS with | = 1,2,3,4,5 are 1.083, 0.995, 1.120, 1.157, and
1.189, respectively. The parameter / is thus set as 2 in FILS.

5.3. Performance Evaluation. In order to evaluate FILS’s per-
formance, we generate another New TIS (NTIS) by using the
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Means and 95.0 Percent LSD Intervals
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FiGURE 2: Plot of mean REs and LSD intervals for compared
algorithms to determine the [ of FILS.

same rules described in Section 5.1. Though the same rules are
used, NTIS is different from TIS used in Section 5.2. EH [6]
is the existing best algorithm for the considered problem and
is thus regarded to be the baseline, accordingly. Meanwhile,
the well-known RoundRobin (RR) is also adopted. In RR, the
initial task sequence is generated randomly and each task in
the obtained task sequence is assigned to all clouds randomly
without violating the private cloud’s resource capacity and
the budget constraints. Same as those in Section 5.2, the two
factors are set as A € {1,5,10} and p € {0.05,0.1,0.15},
respectively, whereas the termination criterion of FILS is set
as the maximal number of iterations 100. Additionally, RR
and FILS are executed 5 replications (i.e., R = 5). The plot of
mean REs and LSD intervals (95% confidence level) for the
compared algorithms is given in Figure 3.

In Figure 3, we can see that the mean REs of EH, FILS, and
RR are 1.460, 0.966, and 1.727, respectively. This conclusion
shows that FILS outperforms EH that is better than RR,
remarkably and significantly. On the side of efficiency, EH
and RR consume similar computation times for each testing
instance. Their average computation times across over all
the testing instances are in the level of tens of milliseconds,
whereas that of FILS is in the level of tens of seconds.
In other words, compared with the computation times of
FILS, those of EH and RR can be negligible. Accordingly,
we do not evaluate the efficiencies of all the three compared
algorithms together. Instead, with the objective of evaluating
the acceleration mechanism employed by FTA, we compare
FILS with a Common ILS (CILS) that is the same as FILS
except for using TA to calculate task sequences’ makespans.
For this purpose, we define the Normalized Efficiency (NE)
as follows:

NE = ! (16)

tbaseline

Means and 95.0 Percent LSD Intervals

1.67 }Z 4
147 Z{ 4

25
24
1.27 + 4
1.07 + 4
87 } -
EH FILS RR
Algorithms

FIGURE 3: Plot of mean REs and LSD intervals for the compared
algorithms.
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F1GURE 4: Plot of mean NEs for the two ILSs.

For each instance, ¢ denotes an algorithm’s computa-
tion time, and f,.;;,. represents the computation time of
the baseline which is selected from compared algorithms.
Obviously, a lower NE indicates a better efficiency. Without
loss of generality, we select CILS as the baseline in this
experiment. As both algorithms are executed R replications
on each instance, t and t,,;, are the means of the R
obtained computation times, while we calculate NE for each
instance. The mean NEs of the two ILSs are presented in
Figure 4, which shows that their mean NEs are 0.46 and
1.0 (CILS is regarded as the baseline), respectively. This
conclusion denotes that FILS is much more efficient than
CILS, indicating the acceleration mechanism employed by
FTA improves the efficiency, considerably. Moreover, we can
calculate the speedup achieved by FILS through calculating
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FIGURE 5: Plot of mean REs and LSD intervals for the interactions
between the types of algorithms and the Budget Factor A.

the mean of all instances’ speedups, each of which is defined
as the reciprocal of NE (i.e., 1/NE). Accordingly, the speedup
obtained by FILS is 2.42. In other words, FILS is 2.42x faster
than CILS.

In order to investigate impacts of the two key factors (i.e.,
the Budget Factor A and the Capacity Factor p), we present
the plots of mean REs and LSD intervals (95% confidence
level) for the interactions between the types of algorithms and
the two factors in Figures 5 and 6, respectively. Figures 5/6
illustrates that mean REs of the three compared algorithms
decrease while A/p increases. Actually, this conclusion is
reasonable. A larger A indicates a higher budget, and more
tasks can be executed on public clouds in parallel. A larger
p denotes bigger resource capacity of the private cloud.
Accordingly, more tasks can be executed on the private
cloud in parallel when the private cloud has more resources.
Therefore, we can conclude that the parallelism of task
execution can be improved when the two factors are set as
large values.

6. Conclusions

This paper schedules Parallel Intrusion Detection Applica-
tions (PIDAs) on hybrid clouds to minimize the makespan
with the constraints of resource demands and budget. As
this problem is NP-Hard, we construct a Fast Iterated Local
Search (FILS) algorithm, which employs an effective heuristic
to obtain the initial task sequence and utilizes an insertion-
neighbourhood-based local search method to explore bet-
ter task sequences with lower makespans. A swap-based
perturbation operator is adopted to avoid local optimum.

Security and Communication Networks

Interactions and 95.0 Percent LSD Intervals
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FIGURE 6: Plot of mean REs and LSD intervals for the interactions
between the types of algorithms and the Capacity Factor p.

A Fast Task Assignment (FTA) method is developed by
integrating an existing Task Assignment (TA) method with
an acceleration mechanism designed through theoretical
analysis and is used to calculate task sequences’ objectives.
Experimental results show that FILS outperforms the existing
best algorithm for the considered problem, considerably and
significantly. More importantly, compared with TA, FTA
achieves a 2.42x speedup, which verifies that the acceleration
mechanism employed by FTA is able to remarkably improve
the efficiency. Impacts of the two key factors (the Budget
Factor and the Capacity Factor) are also investigated with the
results showing that the parallelism of task execution can be
improved when the two factors are set as large values.
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With the rapid development of sensor acquisition technology, more and more data are collected, analyzed, and encapsulated into
application services. However, most of applications are developed by untrusted third parties. Therefore, it has become an urgent
problem to protect users privacy in data publication. Since the attacker may identify the user based on the combination of user’s
quasi-identifiers and the fewer quasi-identifier fields result in a lower probability of privacy leaks, therefore, in this paper, we
aim to investigate an optimal number of quasi-identifier fields under the constraint of trade-offs between service quality and
privacy protection. We first propose modelling the service development process as a cooperative game between the data owner
and consumers and employing the Stackelberg game model to determine the number of quasi-identifiers that are published to the
data development organization. We then propose a way to identify when the new data should be learned, as well, a way to update the
parameters involved in the model, so that the new strategy on quasi-identifier fields can be delivered. The experiment first analyses
the validity of our proposed model and then compares it with the traditional privacy protection approach, and the experiment
shows that the data loss of our model is less than that of the traditional k-anonymity especially when strong privacy protection is

applied.

1. Introduction

The rapid development of sensor networks and cloud com-
puting has pushed the emergence of a great deal of data
innovation applications for the IoT and other intelligent
network systems in the fields of urban transportation, edu-
cation, medical treatment, and living [1-3]. Most service
development processes involve users, data collection organi-
zations, and data development organizations. Data collection
organizations are usually trusted by users, but data devel-
opment organizations are likely to be untrusted by users.
With the frequent leakage of sensitive data, individuals and
society are paying more attention to the protection of privacy
information. It has become a meaningful and challenging
problem to resolve the contradiction between the privacy
protection required by individuals and the data availability
required by data development organizations [4-6].

In a dataset that contains privacy information, the
attributes can be summarized into three categories:
identification attributes, quasi-identification attributes,
and sensitive attributes [7]. Identification attributes are
those that can directly distinguish an individual’s identity.
Quasi-identification attributes (also known as nonsensitive
attributes) are multiple attributes that together may infer
the identity of an individual. Sensitive attributes are those
that contain privacy data. Identification attributes are
removed before the dataset is published, but simply hiding
the identification attributes does not guarantee privacy
because attackers may infer identification attributes based
on quasi-identification attributes when attackers adopt
link attacks or have users’ background knowledge. If the
quasi-identification attribute and the identification attribute
are hidden together, although it is not possible to deduce
a one-to-one association between privacy information and
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personal identification, the dataset with sensitive attributes
becomes useless.

The approaches related to the issue can be roughly divided
into three kinds: data distortion, secure multiparty comput-
ing, and data anonymity. The algorithm of data distortion
randomly modifies the sensitive data, and it has a high
degree of data distortion and strong data dependence. The
algorithm of secure multiparty computing forces untrusted
third parties to complete data mining work without the direct
communication of detailed data through data nodes, and it
is very expensive in terms of calculation and communica-
tion overhead. At present, most scholars are investigating
variations of k-anonymity algorithm, which guarantee that
only groups of a minimum size k can be identified, rather
than individuals [8]. However, it is proved to be a NP-
hard problem to find the optimal information loss and time
complexity based on k -anonymity.

For the development of big data-driven services in smart
environments, the existing privacy protection algorithms
about data publishing have the following deficiencies: (1) the
time complexity of most algorithms are relatively high, so
they are hard to apply in practice and (2) service development
involves many factors, such as the profit of services, quality
of services, and privacy and security; however, existing
algorithms have not taken the trade-offs between the factors
into consideration comprehensively.

Since the attacker identifies the user based on the
combination of user’s quasi-identifiers and the fewer quasi-
identifier fields result in a lower probability of privacy leaks,
therefore, in this paper, we aim to investigate an optimal num-
ber of quasi-identifier fields under the constraint of trade-offs
between service quality and privacy protection. In the initial
phase, we first construct a loss function for privacy leakage
and a rating function for service quality and then model the
service development process as a cooperative game between
the data owner and consumers. The Stackelberg game model
is employed to get the global optimal solution based on
historical data, which comprehensively considers the service
quality, privacy leakage loss, and service revenue, so that the
number of quasi-identifier fields can be determined. Since the
functions of the game model may be biased from reality, we
then design a way to determine whether the new data need to
be learned and a way to adjust weights of historical data and
new data in the update phase, and game model is then used
repeatedly to get the new strategy on quasi-identifier fields
delivery.

The rest of the paper is organized as follows: Sec-
tion 2 discusses the work related to data publication
with privacy protection. Section 3 introduces the prelim-
inary knowledge about game theory. Section 4 defines
the problem and explains our proposed privacy protection
model. Section 5 presents the experiments and analyses
the results. Section 6 gives the conclusions and future
work.

2. Related Work

Many scholars have conducted a series of research work on
privacy protection in data publication. Their approaches can
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be mainly divided into three kinds: data distortion, data
encryption, and data anonymization.

Approaches based on data distortion protect the privacy
information by disturbing the original data. The attacker
cannot reconstruct the original data through the published
distorted data, while some information obtained from the
distorted data is approximately equivalent to the information
obtained from the original data. This kind of approaches [9-
13] mainly studies how to perform data perturbation and
how to mine the perturbed data, so that people cannot get
the value of original data but can get high-quality mining
results from the perturbed data. Since the distribution of the
perturbed data is almost the same as the original data, the
perturbed data can be used to train the learning models well
[9]. The method focuses on the goal of preserving privacy by
suppressing and perturbing the quasi-identifiers in the data
without causing any loss to the information in the process
[14]. However, such kind of approaches has a high degree of
data loss and strong data dependence.

Approaches based on data encryption define privacy-
based data mining applications as a secure multiparty com-
puting problem involving untrusted third parties in many
distributed environments. Each part only knows its own input
data and the final results of all calculations among two or
more sites are communicated through some kind of protocol.
In secure multiparty computing [15-18], data are distributed
and stored on multiple nodes. Each data node wants to
perform data mining on the global data but does not want
to disclose its own data. Therefore, information exchange
protocols based on secure multiparty computing should be
designed. Each data node does not exchange the detailed
data samples directly, but it uses the protocols to exchange
the information needed by the data mining algorithms in
the absence of details of other nodes. However, such kind
of approaches has a high computational and communication
overhead.

At present, data anonymization is investigated widely and
becomes the mainstream way to privacy protection. The k-
anonymity model originally proposed by Sweeney [19] is
used to defend against background knowledge attacks and
link attacks, and generalization and compression techniques
are widely used to achieve k-anonymity [20, 21]. Since
Aggrawal [22] proved that the clustering method can achieve
anonymity in a more efficient way, researchers began to
investigate on clustering anonymity algorithm in privacy
data publication. Li et al. [23] proposed anonymity scheme
that applied the clustering idea, and the anonymity process
merges the equivalence classes repeatedly and selects a
certain equivalence class according to the principle of the
minimum amount of loss of the consolidated generalization
until all equivalence classes contain more than k tuples.
Zhihui Wang and et al. [24] proposed an L-clustering method
that could classify quasi-identifier attributes, they measure
the degree of uncertainty of attribute values before and after
generalization, and give us a measure of information loss that
transformed the data anonymity problem into a clustering
problem with specific constraints.

To enhance the performance on time efficiency and
information loss in k-anonymity, Zhang et al. [25] proposed
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a k-anonymity clustering algorithm based on information
entropy, and the first step is to divide the table data into a
number of record subsets according to the principle of the
minimum average distance on quasi-identification attribute
values, while the second step is to merge and split the subsets
as appropriate so that the number of records for each subset
is between k and 2k. Huowen Jiang et al. [7] proposed a
greedy clustering anonymization method based on the idea
of the greedy method and clustering and they separately
measured the information loss of the quasi-identifier, and the
distances between tuples and the distances between tuples
and equivalence classes. The methods mentioned above try
to optimize the performance of k-anonymity algorithm, but
the optimal information loss and time complexity for k-
anonymity algorithm have been proved to be a NP-hard prob-
lem, and there is still space for improving the performance of
existing algorithms.

3. Introduction to Game Theory

Game theory is originated from “Game Theory and Eco-
nomic Behaviours,” which was coauthored by von Neumann
and Morgen stern in 1944 [26]. For the first time, this book
presents a complete and clear description of the research
framework of game theory and expounds the basic axioms.
For a long time, the study of game theory focused only
on the double zero-sum game. In the early 1950s, Nash
[27] proposed the most important theory in game theory
called the Nash Equilibrium, which determined the form
and theoretical foundation of the noncooperative game and
extended the research field of game theory to noncooperative
games and nonzero-sum games. Game theory is suitable for
solving conflicts and seeking a Nash equilibrium solution
for the problem. In the problem of data publication, we
need to publish the user’s data to develop smart services,
and untrusted data developers may leverage user’s private
information. Therefore, it is a conflict issue to publish user
data for service development, and game theory can be used
for modeling.

Game theory is about how smart and self-interested
people act in the strategic layout and interact with their
opponents. It has three parts: (1) a group of participants;
(2) the actions that participants can take; (3) the benefits
that participants may get. Each participant chooses the best
action for their maximum benefit, and each participant will
always think that other participants are also trying to get the
best result. If game theory can provide a unique solution to
the game problem, the solution must be a Nash equilibrium.
The strategy chosen by each participant must be the optimal
response to the strategy chosen by the other participants,
and no participant is willing to abandon his selected strategy
alone.

According to whether there is a binding agreement
between the two parties, game theory can be divided into
cooperative game and non-cooperative game; according to
whether the sum of the revenue of both players is zero, game
theory can be divided into zero sum game and nonzero
sum game; according to the decision order of the players
in the game, game theory can be divided into static games

and dynamic games; according to whether the two parties
understand the each other’s strategy and revenue function,
game theory can be divided into complete information game
and incomplete information game. We model the problem
of privacy data publishing as a cooperative game problem
between data collector and data developer and establish the
strategy space and revenue function of both parties. The game
sequence is that the data collector first publishes privacy data,
and then the data developer performs service development
based on the data.

4. Privacy Protection Model
Based on Game Theory

4.1. Problem Definition. There are a set of datasets with
sensitive information for publication, and each dataset can
be expressed as T' = {t,,t,...t,}, where t; is the ith record,
and each record consists of g quasi-identifying attributes
and one sensitive attribute, ie., t; = (A%, A®), where
A1 = {AT AT A7} denotes all the quasi-identifying
attributes in the data table and A°® is the sensitive attribute
in the table. Table 1 shows an illustrating example of the
dataset containing privacy information, where age, sex, and
zip code are quasi-identifier attributes and disease is the
sensitive attribute. The set of datasets can be classified by
the sensitive attribute, such as disease, property, and religious
beliefs.

Assume we have historical records of service development
R = {r,,ry, 13 ., 1,,}, where r; is the loss, investment,
revenue, and rating score of the service when delivering
‘quasi_number’ pieces of quasi-identifiers on datasets with
sensitive attribute ‘privacy_type, and r; can be expressed as
a 7-tuple r=<privacy_type, quasi_number, privacy_loss,
technique_investment, — A_revenue,  B_revenue,  score>.
‘privacy_loss’ is the loss of privacy, which consists of direct
losses and indirect losses incurred by data collectors. The
direct losses include users’ privacy disclosure by competitors,
and indirect losses include complaints and claims from users.
“Technique_investment’ is the technique costs contributed by
data developer. ‘A_revenue’ and ‘B_revenue’ are the revenues
of the data application services achieved by data collectors
and data developers, respectively, and ‘score’ is the quality
score of the service. The samples are shown in Table 2.

The identifying attributes have been removed from
Table 1, so that a specific field in the table cannot be
mapped to a specific individual. However, simply hiding
the identifying attribute does not guarantee privacy security
when the attacker knows some background knowledge of
the user, for example, the combination of age, sex, and
zip code. Under this circumstance, the attacker may also
infer and identify a person, which leads to personal privacy
disclosure. In the development model of existing services,
data collection organizations are trusted by users; however,
data development organizations are likely to be untrusted by
users.

Given R, we need to perform privacy protection on T
assuming that the data developer is not credible; that is, we
need to determine an optimal number of quasi-identifier
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TaBLE 1: Example of a dataset with sensitive information.

age sex zip code disease

20 female 100018 bronchitis

28 male 300017 flu

32 male 100018 pneumonia

33 male 400015 indigestion

36 female 200017 rhinitis

TABLE 2: History usage records for the privacy field.

privacy_type quasi_number privacy_loss technique_investment A_revenue B_revenue score

disease 20 1000 600 1700 1000 3.9

disease 16 800 500 1500 7000 3.3

disease 22 300 100 600 300 2.7

fields under the constraint of trade-offs between service
quality and privacy protection.

4.2. The Framework of Privacy Protection Model. In order
to ensure the data availability for high service quality and
to protect users privacy at the same time, we design a
privacy protection model for data publication as shown in
Figure 1. The model consists of two phases, namely, service
development and service update. In the initial phase of
service development, we define the relevant function of the
service development to simulate the problem firstly, which
includes the revenue functions of the game participants and
the variables on which the revenue functions depend. Then
we employ the game theory to model the problem and obtain
a balanced solution that both parties are willing to accept, and
publish the data according to the strategy. In the following
phase of service update, we adopt statistical method to detect
the constantly updated data, determining whether the service
needs to learn the new data. Then, we design an adjustment
way of the parameters in the functions based on the actual
results in the previous development phase and analyze the
data publishing strategy for service update.

In the following sections, we will illustrate the game
process of the data collectors and data developer by four
parts: (1) the establishment of complete information; (2)
the strategy generation in service development based on
Stackelberg game model; (3) the detection of the need for
service update; (4) the renewal strategy generation in service
update.

4.3. The Establishment of Complete Information on Both Sides
of the Game. Strategic space is a collection of actions that
are available to the parties of the game, and each strategy
corresponds to a result. Since the data collector and the data
developer cooperate to complete the service development, in
this section we need to determine the strategic space and the
revenue function of both parties.

We use the new strategic cooperation model which widely
used in game theory economics to establish the coopera-
tive relationship between data collector and data developer.

Because the dominant party in the cooperation model will
subsidize the other party to achieve better cooperation result,
we set (Q, k) to represent the strategy combination of the
data collector, where ‘Q’ is the loss of privacy information
leakage, and ‘K’ is the percentage of the economic subsidy to
the technology investment. The strategy of the data developer
is the investment cost of data mining technology ‘a’

Furthermore, we also need to define the expression of
privacy leakage loss ‘Q’ The basic principle is that the loss is
proportional to the probability of privacy leakage P. In order
to obtain the relationship between the probability of privacy
leakage and the number of quasi-identifiers, we use Taylor’s
third-order function to model it. The expression of Q is given
in formula (1):

Q= qu
@

P =byx’ +byx’ +bx +by,

where: x represents the number of quasi-identifiers; b, b,, b,,
b, represent the pending parameters in the third-order Taylor
formula; P is the probability of privacy leakage; u represents
a positive coefficient between P and Q.

We assume that service quality score for data developer
is affected by the amount of data information and the invest-
ment cost of mining technology. Because the privacy leakage
loss Q is defined by the number of quasi-identifiers, and the
more the quasi-identifiers, and the amount of information
in the data set can be expressed by the number of quasi-
identifiers, we need to define the quality of service score as
an increasing function of privacy leakage loss ‘Q” and mining
technology investment cost ‘a’ and the maximum value of
the function is the highest score of service quality. Then,
we need to set the parameters to indicate the impact of ‘Q’
and ‘@’ on the function and consider the interaction between
the two variables which show a complementary relationship
to quality of service score function. We consider quality of
service score function as shown in

$(Qa)=w-pa’Q", )
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FIGURE 1: The framework of privacy protection model.

where w represents the saturation value of the service level, 3
represents a normal number, y represents the impact factor
of g, and ¢ represents the impact factor of Q.

The return of both sides is proportional to the service
quality score, and the form of revenue function is income
minus cost. We define the revenue function of data collector
7, as (3), where ka and Q are the costs of the data collector.
The revenue function of the data developer r,, is as (4), where
(I-k)a is the cost of service development.

= AS(Q,a) —ka - Q (3)
r,=1n8(Qa) - (1-k)a, (4)

where S(Qa) represents the score of service quality, Q
represents the loss of privacy leakage, a represents the
mining technology investment, k represents the proportion
of subsidies to the data development organization, and A and
n represent direct proportionality coefficient.

4.4. Strategy Generation in Service Development Based on
Stackelberg Game Model. We then aim to describe the process
how data collector and data developer play the Stackelberg
master-slave game. The data collector first proposes a coop-
eration program, and then data developer makes decisions
based on the behavior of data collector. In the first phase
of the game, data collector determines the proportion of
economic subsidy for technique inputs to encourage service

development, as well as the loss of the privacy leakage by
quasi-identifier fields. In the second phase of the game, the
data developer decides to invest the technique based on the
data collector’s program. Due to the sequence of actions,
data collector makes decisions first, and data developer
makes corresponding decisions based on the data collector’s
decision. This is a two-stage game problem that can be solved
by inverse induction.

In order to obtain the Nash equilibrium solution, we
consider the revenue function of data developer r,, first and
get the response function of the data developer about Q(the
loss of privacy leakage) and k(the proportion of subsidies
to the data developer) by deriving r,, and the process is as
follows:

r,=n(w-Pa’Q°)-(1-k)a

) ©)
L =0

a

From (5), we can obtain the response function of the data
developer:

[ oyp VO
“‘[(1—k)Q<] ©

After obtaining the reaction function (6) of the data
developer, we eliminate the parameter a in the revenue



function of the data collector r,, and then find the partial
derivative of the variables in function r,,, the process is as
follows:

f=Alw-Ba Q") ~—ka-Q

a,m 0
% - (7)
o

From (6) and (7), we can obtain the value of Q and k of
the data collectors Q,and k;:

CA-(1+y)7
e P ®
Ql — [C)"Hﬁy—y (A _ 11)})]1/(@*')’*1) (9)

After getting the value of Q, we can get the number of
quasi-identifiers through (1) in data publication.

4.5. Detection of the Need for Service Update. We then aim
to build a dynamic mathematical model for the constantly
update data and analyze, diagnose, predict, and optimize the
system based on the model. We construct a statistical model
to identify the extent of the data changes.

To achieve this goal, we construct a unilateral hypothesis
test about mean y when the variance o? is unknown. First,
we get the model error evaluation index E; of the ith test set.
Then, we calculate the average error of the model according
to Definition 1 and finally construct the distribution function
according to Definition 2.

Definition 1. The XinQin Law of Large Numbers state that
if {x,,} is an independent and identically distributed random
variable sequence and EX,, = y exists, then

Ly L (10)

Definition 2. The Central Limit Theorem states that regard-
less of x; ~ F(u, 02), in the case of large samples

18 o?
Z ~N|(u —
n;% (#n) (11)

Definition 1 indicates that when the random variables are
independent and identically distributed, the average of the
random variables tends to the true average with a certain
probability p, and the larger the value of n, the closer the value
of p is to 1. We derive the mean of the error evaluation criteria
on the original test data set from Definition 1 as shown in

b= Y E, (12)

Definition 2 means that it is not necessary to consider the
original distribution of the random variables. In the case of
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large samples, the average of n random variables obeys the
normal distribution. Collecting the data sample of a certain
time interval, we can get the error evaluation criterion E; ; of
the model. Then, we establish two assumptions Hj, : p < g
and H, : p > p, and construct the statistics as shown in (13),
where S represents the sample variance and n represents the
sample size.
Ei1 — o
T S/ (13)

When the level of significance (0 < « < 1) is given, we
can get the rejection domainof Hy, : p < ypasw = {T > t,(n—
1)} If T falls into the denial domain, it explains that because
of the big data dynamic characteristic, the performance of
the model with the original knowledge is not within our
expectation and the new knowledge needs to be learned. The
specific process of update algorithm is shown in Algorithm 1.

4.6. The Renewal Strategy Generation in Service Update. Since
the initial model is trained by historical development records
of similar services, it may not be consistent with the actual
service development; therefore, we need to adjust the weights
of new samples according to the accuracy of the learned
model. The real values of service score S and the income
7, Ty Of both parties will be generated in the previous service
lifecycle, we can compare the predicted values S*,r,,",7,"
with the real ones and adjust the weight of new sample data
for training involved in the game model.

When the difference between the real value and the
predicted value is within a specified range, we believe that
the historical data of similar services can train the modeling
functions well, so we can add the new data sample using the
same weight with the historical data. When the difference
exceeds the specified range, the historical data cannot rea-
sonably train the modeling functions, so we adjust the weight
of the new sample, making it appear more times so that the
new sample will have more important impact on the training
process. In formulas (14)-(16), w,, w,, and w; represent the
weights of the new sample in the training process of the
correlative functions (2)-(4), respectively, I, I,, and I; are the
corresponding prediction error threshold values, and N is the
number of historical training samples.

(1, S+ -5 <],
wy = 3 (14)

IN, 1S5S,
2
(1, |7 * =1] < L
w, =1 (15)
=N, |rm * —rml > 1,
2
i 1, |rn * —rn| <l
w; = A (16)
’ %N, |ry % =1, 2 1

The Nash equilibrium of Stackelberg model is unique.
If there is a unique Nash equilibrium in the staged game,
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2: service = 0

4
5. Else
6
7

input : n,s, E;, |, 4y, oldservice
output : service

LT = (E;,, — o)/ (S/\/n)

3 IF(T >t,(n-1))
service = re.studyservice

service = oldservice
return service

ArcoriTHM 1: Update Algorithm.

the Nash equilibrium solution of each stage in a game with
repeated times is the same solution as the one-time game;
therefore, in the next life cycle of the data application service,
the decision expression is the same as that in the previous
stage.

5. Experiment

In the experiment, we use Adult dataset as the dataset T
with sensitive information, which is the protection target.
The original dataset has a total of 15 fields, 32561 records.
We remove the nonquasi-identifier attributes and add a field
of user’s ID. A sample data set is shown in Table 3. We
then simulate and generate the historical records of service
development R, in which parameters are set according to
the relevant literature [28, 29]. Table 4 shows the six sets of
simulation parameters in the functions.

In the following experiment, we first aim to analyze
the rationality of modeling functions and Nash equilibrium
solution under the constraints of service quality and privacy
protection in Section 5.1, and we then visualize the process
that when we have a biased estimate of the functions,
the estimation curve will approximate the actual curve by
parameters adjustment in Section 5.2. At last, we compare the
proposed model with the traditional k-anonymity method in
Section 5.3.

We adopt GCP (Global Certainty Penalty) [30] to com-
pare the proposed method with the traditional k-anonymity
method and to measure the data availability under the same
level of privacy protection. The range of GCP is [0, 1], where
0 means no information loss and 1 means total information
loss.

5.1. Analysis of Modelling Functions. We randomly extract
80 sets of samples from Table 3, and each set has 100
records. The extracted sets of samples are used to calculate
the probability of identifying a specific user based on the
combination of quasi-identifier fields. The detailed process
is to (1) calculate the probability that identifies each user in
the samples according to the quasi-identifier fields and (2)
calculate the average probability of all users. For example,
when calculating the average probability of identifying a user
in the samples under one quasi-identifier, we randomly select
a quasi-identifier in the dataset and calculate the probability
that value of the selected quasi-identifier for each user can

~0.1 i ; i ; 1 1 i

FIGURE 2: Simulation of formula (1).

identify the user, and the average probability of identifying a
specific user under different numbers of quasi-identifier fields
is shown in Table 5.

We aim to prove that the Taylor third-order function
mentioned in formula (1) can well simulate the relationship
between the probability of privacy leakage and the number
of quasi-identifiers first. In Figure 2, the red dot identifies the
real sampling points, which are calculated from Adult dataset,
and the blue curve is third-order Taylor function (the value
of parameters can be determined by red dots: by = 0.0049, b,
=-0.0454, b, = 0.1248, and b, = -0.0921). We can see that the
function curve fits the data very well, and it is reasonable to
use the Taylor function to model the target variables.

We then aim to prove that the quality of service function
and the Nash equilibrium solution are consistent with the
reality, which is mentioned in formula (2), Section 4.3. As
shown in Figure 3, we perform visual analysis of the quality of
service function, and we can see that the curves under six sets
of parameters in Table 4 basically follow the similar shape.
The quality of service increases with the increase of a (mining
technology investment) and Q (the loss of privacy leakage),
and the function curve increases rapidly first, then the growth
tends to be gentle. During the growth of the curve, the value
tends to reach the highest service quality score, i.e., the full
score w in the function. Considering the user’s privacy and the
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TABLE 4: The simulation of parameters in the functions.
simulation A n w B y 3
1 246 82 50 10 0.2 0.4
2 459 153 67 13.4 0.3 0.6
3 30 10 78 15.6 0.1 0.2
4 87 29 73 14.6 0.1 0.2
5 318 106 58 11.6 0.3 0.6
6 291 97 45 9 0.2 0.4
TaBLE 5: The average probability of identifying specific users.
Test The number of quasi-identifier fields
1 2 3 5 6 7 8

test 1 0.00005 0.00016 0.00100 0.00261 0.01639 0.08333 0.16667 1.00000
test 2 0.00021 0.00060 0.00179 0.00307 0.01003 0.08001 0.14285 0.20000
test 3 0.00009 0.00013 0.00201 0.00211 0.01173 0.07990 0.14285 0.25000
test 4 0.00028 0.00078 0.00101 0.00324 0.01032 0.07720 0.25000 0.25000
test5 0.00010 0.00014 0.00181 0.00201 0.01709 0.08070 0.25000 1.00000
test 6 0.00005 0.00092 0.00209 0.00200 0.02009 0.08003 0.16667 1.00000
test 7 0.00006 0.00040 0.00130 0.00209 0.02013 0.07693 0.16667 0.16667
test 8 0.00004 0.00072 0.00271 0.00350 0.01631 0.08000 0.16667 0.16667
test 9 0.00005 0.00055 0.00160 0.00311 0.02079 0.07932 0.14285 1.00000
test 10 0.00017 0.00031 0.00101 0.00301 0.01089 0.08702 0.14285 0.25000
average 0.00011 0.00048 0.00167 0.00269 0.01501 0.08077 0.17099 0.57121

response strategy of the data developer, the Nash equilibrium
strategy is not close to the strategy combination with the
highest service quality score, and the strategy takes a high
point rather than the optimal point. In the untrustworthy
cooperation process of reality, our intuition is that the target
variable increases with the increase of both sides, the target
variable will gradually approach the maximum value of the
target variable, and because the two sides do not trust each
other, they cannot achieve the best solution and the quality
of service function can reasonably simulate the cooperation
between data developer and data collector.

Next, we aim to prove that the profit function is reason-
able and the maximum point is the Nash equilibrium solu-
tion. Since the revenue function of the data collector is related
to three variables as shown in formula (3), Section 4.3, it is
necessary to eliminate one variable a according to formula
(6), Section 4.4. We then plot equivalent profit curves under
(Q, k) space in Figure 4. We can find the six curves are all
convex, and the Nash equilibrium of all curves corresponds
to the maximum values. The profit of data collector increases
first with respect to Q and k (the proportion of subsidies
to the data developer), and the rate of increase becomes
smaller as Q and k increase, and when it increases to the
highest point, the function curve begins to drop. The revenue
function of the data collector takes into account the quality of
service, the loss of privacy leakage, and the strategic variables
of the data developer, the maximum value of the function
corresponds to the Nash equilibrium solution. The function
curve is consistent with our expectation as follows: (1) the
function value increases with the service quality score and (2)
it is a convex function about the input cost.

5.2. Analyze the Iterative Process. In this section, we aim to
prove that the training after sample weight adjustment can
approximate the real function when the initial modeling is
biased from reality, and the actual parameters of the functions
in the experiment are A = 246, =82, w =50, =10,y =0.2,
and ¢ =0.4.

When the absolute difference between the real value and
the estimated value is greater than the specified threshold,
we will adjust the weights of the new samples. As shown
in Figure 5(a), we mark the real function curve and set the
threshold of error to 2. We use MATLAB randomly generate
20 reasonable sample scatter points larger than the threshold
and draw the initial estimation curve by gradient descent
algorithm. At the end of the service, a real sample scatter
is generated, so we take the point on the real curve and
use the gradient descent algorithm to estimate the curve by
the sample weight adjustment method in Section 4.6. When
the function simulation curve is corrected several times
according to the real data, the error between the predicted
value and the true value is less than the threshold and the
sample weight is no longer changed. Figure 5(b) represents
the revenue function of the data collector, and the threshold
is set to 100 and the iterative simulation process is similar with
Figure 5(a).

5.3. Effectiveness Analysis of Privacy Protection. We aim to
compare the effect of privacy protection of our proposed
model with the traditional method k-anonymity, and the
result is shown as Table 6, where P is the probability of privacy
leakage and K presents the size of anonymity group when k-
anonymity achieves the same privacy protection. We compare
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FIGURE 3: Simulation of formula (2).

FIGURE 4: Simulation of formula (3).

the two methods from the GCP and time complexity. In our
approach, reduced number of fields represents the number of
quasi-identifier fields that are reduced.

In data applications, deleting the appropriate quasi-
identifier fields will not affect the data mining results, but
deleting too many quasi-identifier fields will reduce the upper

bound of the accuracy. When k-anonymity algorithm is used
for privacy protection, no matter how much K is equal
to, it will cause loss of data information which limits the
application of mining algorithm and the upper bound of
accuracy. Generally, P is thought to be weak when P is
between [0.1,0.5], middle when P is [0.01,0.1), and strong
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TaBLE 6: Comparison of the two methods.
P k-anonymity Game theory
GCP(%) time complexity K GCP(%) time complexity Reduced number of fields
0.5 8.60 2 2727 3
0.2 21.71 5 36.36 4
0.08 34.59 13 45.45 5
0.01 54.93 o(n*) 100 54.54 O(n) 6
0.002 71.27 500 63.63 7
0.001 73.81 1000 72.72 8
0.0005 79.95 2000 81.81 9

initial estimate of S
first correction estimate of S
second correction estimate of S

()

11800

11700

11600

initial estimate of Rm
e first correction estimate of Rm
e second correction estimate of Rm
o third correction estimate of Rm

(®)

FIGURE 5: Iterative process of modeling functions.

when P is [0,0.01). GCP represents the information loss, 0
means no information loss and 1 means total information
loss. The less the GCP, the better the data availability.

From Table 6 we can see that the GCP of k-anonymity
increases stably when P changes from weak to strong, as
well, and the size of k increases from 2 to 1000. The GCP of
our proposed model also increases with P, and the reduced
number of quasi-identifiers increases from 3 to 8. When users
need week privacy protection, the GCP of k-anonymity is
smaller than game theory model, and it is appropriate to
select k-anonymity to process the data. But when users need
middle privacy protection, our model performs better than
k-anonymity. On the other hand, we calculate the number
of published quasi-identifiers through the privacy protection
model, and the data developer selects the corresponding
number of quasi-identifier field from the source data fields,
and when data needs to be applied with week privacy
protection, fewer quasi-identifier fields need to be reduced
and the truncated fields may have little impact on the target
variable in practice.

Furthermore, we compare the time complexity of the two
methods. Because our proposed privacy protection model
relies on modeling functions, where the unknown parameters
of the functions can be determined by gradient descent
algorithm, we can use the stochastic gradient descent (SGD)
[31] to solve the problem in practice and the time complexity
of the SGD is O(n). We use an improved k-anonymous
algorithm [7] for comparison, and its time complexity is
O(n*). Therefore, the game theory method is simple to
implement in practical application and can adapt to the large
amount of data.

6. Summary

This paper introduces the developmental characteristics of
the data application service in the intelligent network system
and analyzes the shortcomings of the privacy protection
algorithm in solving such problems. On this basis, this paper
proposes a privacy protection model based on game theory,
which protects users’ sensitive information by reducing the
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number of quasi-identifier fields in the released data table,
and the strategy calculated by the game model can simulta-
neously protect user privacy and service quality. This paper
introduces the proposed architecture of the privacy protec-
tion model that is based on game theory and contains the
realization of the process. Finally, we verify by experiments
that the proposed privacy protection model can effectively
protect the user privacy and service quality. However, in the
development of the big data services of the intelligent network
system, there is still a lack of algorithms and models that are
effective and have the greatest degree of protection for user
privacy. To achieve the maximum privacy and security of
users, the relevant laws need to be further improved and a
deeper study of the relevant issues in the industry is needed.
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The advent of cloud computation and big data applications has enabled data access concurrency to be prevalent in the distributed
cloud environment. In the meantime, security issue becomes a critical problem for researchers to consider. Concurrency bug
diagnosis service is to analyze concurrent software and then reason about concurrency bugs in them. However, frequent
context switches in concurrent program execution traces will inevitably impact the service performance. To optimize the service
performance, this paper presents a static constraint-aware method to simplify concurrent program buggy traces. First, taking
the original buggy trace as the operation object, we calculate the maximal sound dependence relations based on the constraint
models. Then, we iteratively check the dependent constraints and move forward current event to extend thread execution intervals.
Finally, we obtain the simplified trace that is equivalent to the original buggy trace. To evaluate our approach, we conduct a set
of experiments on 12 widely used Java projects. Experimental results show that our approach outperforms other state-of-the-art

approaches in terms of execution time.

1. Introduction

Cloud computing organizes and integrates different comput-
ing resources (including software and hardware), providing
end-users with different services in remote location over the
Internet. Testing-as-a-Service (TaaS) based on cloud platform
provides automated software testing services, saving capacity
and reducing expense [1, 2]. With the increasing popularity of
service computing, a vast amount of services-related business
applications has emerged, such as service composition [3, 4],
service recommendation [5-8], service evaluation [9-11], and
service optimization [12-15]. As an important guarantee to
the QoS (Quality of Service), such as test effectiveness and
efficiency, service optimization has attracted much attention
of researchers in software engineering.

Prevalent multicore architecture and big data applications
today accelerate the development of concurrent systems
[16, 17]. To fully utilize multicore CPUs, multiple execution
flows can run simultaneously, i.e., data access concurrency.
However, that is more likely to suffer from concurrency bugs,

which can pose a great threat to the security and privacy
in cloud [18-24]. Furthermore, more scalable and efficient
anomaly detection and intrusion detection techniques are
needed in big data applications [25-28].

Previous studies have proposed a lot of approaches to
expose and detect all kinds of concurrency bugs [29], such
as deadlocks [30, 31], data races [32, 33], atomicity violations
[34, 35], and order violations [36]. Also, the studies have
obtained many excellent results. In addition, a variety of
record-replay systems are implemented to replay concur-
rency bugs effectively [37-39]. However, few researches focus
on concurrency bug diagnosis. Concurrency bug is difficult
to diagnose as frequent context switches hinder developers
to understand concurrent program execution traces. In a
concurrent program execution trace, most context switches
are the fine-grained thread interleaves which are conflicted
on accessing the shared memory. The order of accessing the
shared memory for two threads forms a dependence relation.
The more dependence relations there are, the more difficult it
is to reason about concurrency bugs. Additionally, a series of
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operations will happen when CPU executes a context switch,
including preserving the current site and loading the next site.
These operations obviously bring tremendous performance
consumption.

Therefore, it is necessary to introduce an optimization
technique that can reduce the shared memory dependences
and increase the granularity of thread interleaving with the
promise of replaying the same bugs. In this paper, we present
a static constraint-aware approach to optimize the process of
concurrency bug diagnosis. We analyze the original buggy
trace offline and simplify it automatically to get a new equiv-
alent trace with less context switches. Our experiments are
conducted on 12 widely used Java concurrent benchmarks.
Experimental results show that our approach performs better
than or is comparable to the compared method (i.e., SimTrace
[40]) in reduction as well as performance.

In summary, the main contributions of this paper are
listed as follows:

(1) We present a static constraint-aware optimization
method-CAOM for obtaining simplified traces which
are equivalent to the original buggy traces.

(2) We demonstrate the effectiveness and efficiency of
our approach with extensive evaluation on a suit of
popular multithreaded projects.

The remainder of this paper is organized as follows.
Section 2 summarizes the related work. Section 3 describes
the problem formulation and the research motivation. Sec-
tion 4 presents our constraint-aware optimization method for
concurrency bug diagnosis service. In Section 5, we conduct
an empirical study to show its validity and finally, in Section 6,
we conclude the paper.

2. Related Work

How to optimize cloud users’ service invocation cost is
always a hot research topic in cloud computing. With con-
sidering the service’s past invocation costs, FL-FL method
was proposed in [41] to evaluate and predict a cloud user’s
service invocation cost. Unfortunately, it cannot generate an
accurate service invocation cost. Work in [42] presented a
cost-benefit-aware cloud service scheduling method Cost-
plus, but it failed to minimize the service invocation cost.
Some researchers focus their work on minimizing the service
invocation cost. For example, Li et al. [43] proposed FCEFS,
which utilized the role of “Fist Come Fist Serve” to reduce the
waiting time of user job to optimize the service invocation
cost. However, these methods neglected many important
factors, such as user job size. Recently, CS-COM was put
forward in [12] with considering multiple factors, which
significantly optimized the service invocation cost.

In addition to the service invocation cost optimization,
researchers also put forward many methods to optimize
the performance of other services, such as concurrency bug
diagnosis service. Concurrency bug diagnosis attempts to
reason about concurrency bugs in buggy traces. An effect
optimization approach for improving the performance of
concurrency bug diagnosis is to simplify the buggy trace.

Security and Communication Networks

Trace simplification techniques can be divided into online
analysis and offline analysis.

Online trace simplification technique uses vector clock
or lock assignment and then groups variables with transitive
reduction and thread/spatial locality. The author in [44] pro-
posed to record only the conflicting shared memory depen-
dences with transitive reduction, reducing the time and space
overhead of recording. To further reduce the record overhead,
Xu et al. proposed FDR (Flight Data Recorder) [45] and
RTR (Regulated Transitive Reduction) [46], which record
the strict vector dependences based on hardware. In [47], an
execution reduction system was developed combined with
checkpoint, which removes the events irrelevant to errors.
Recently, a software-only algorithm (bisectional coordination
protocol) was presented in [48] to reduce the shared memory
dependences. Experimental results indicated that the sof-
tware-only approach was effective and efficient in trace sim-
plification.

Offline trace simplification technique first obtains a
complete buggy trace and then simplifies it offline. SimTrace
[40] is a classical offline trace simplification technique, but
it consumed too much time on constructing the dependence
graph and random selection. Jalbert and Sen were the first
to present a heuristic dynamic trace simplification approach,
Tinertia [49]. To reduce the context switches in the buggy
trace, they performed three operations (i.e., Remove Last
and Two-Stage Consolidate Up and Consolidate Down) itera-
tively and constantly replayed the middle trace to validate the
equivalence, which increased the runtime overhead seriously.
To speed up replay, the authors in [50] simplified the process
of replaying concurrency bugs using replay-supported execu-
tion reduction. However, multiple replay verification reduced
the simplification performance.

In view of the limitations of the existing approaches, we
propose a new constraint-aware static trace simplification
approach to optimize concurrency bug diagnosis service, as
elaborated in the next section.

3. Problem Formulation and Motivation

In this section, we first formulate the problem of trace simpli-
fication for concurrent programs. Then, we present an exam-
ple to motivate our research.

3.1. Problem Formulation. Trace simplification technique
attempts to obtain a simplified trace with less context switches
yet still equivalent to the original buggy trace. Next, we give
the relevant definitions in detail.

(1) Event. A minimum execution unit in that cannot be
interrupted in a concurrent program execution. If this event
is an access to the shared variables, it is a global event.
Otherwise, it is a local event.

(2) Trace. A trace, denoted by tr = <e, e,,. . .€;,.. .>, is an event
sequence of a program execution.

(3) Context Switch (CS). In a trace, a context switch occurs
when two consecutive events are performed by two different
threads.
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//Thread 1
If(count==0){
lis. add(name);
count++;
print(count);
lis.get(count);

}

//Thread 2

print(count);
if (count == 1){
lis.clear();

}

FIGURE 1: An example program.

0N NG R W N

(T1, if(count==0)) —
(T1, lis. add(name);) &

(T1, count++;)
\ (T2, if(count==1))

— (T2, lis.clear();)
(T1, lis. get(count);) &

(T1, print(count);)

(T2, print(count);)

FIGURE 2: A buggy trace of the example program (CS=6).

(4) Dependence Relation. A dependence relation is the mini-
mum transitive closure over the events in the trace, denoted
ase; — e;.

The dependence relation can be divided into local
dependence and remote dependence according to the fact
that whether two events occur in different threads. If e;
immediately precedes e; in the same thread, e; and e; are
in local dependence relation. Otherwise, they are in remote
dependence relation.

Note that two events belonging to remote dependence
relation must access the same shared variable. Therefore,
the remote dependence relation can be further classified
into conflict order and synchronization order according to
the types of events. Conflict order contains read— write,
write—read, and write—write. Synchronization order
consists of unlock—slock, fork—start, exit—join, and
notify— wait.

(5) Equivalent Trace. The original trace is equivalent to the
simplified trace if and only if they arrive at the same final state
from the same initial program state. The simplified trace is
called the equivalent trace of the original trace.

(6) Thread Execution Interval (TEI). The largest set of con-
secutive events in a thread is a thread execution interval. As
we can see, the relationship between the number of context
switches and the number of threads execution interval is

ITEI| = |CS| + 1 o)

|TEI| and |CS| represent the number of TEI and the
number of CS in the trace, respectively. The goal of trace
simplification problem is to make |CS| as small as possible,
that is, to make TEI as large as possible. Therefore, in the
process of trace simplification, under the premise of ensuring
trace equivalent, we can put together as many adjacent events
in a thread as possible.

3.2. Research Motivation. We use the example in Figure 1
to illustrate trace simplification problem. Assume that the

variables count and lis are initialized to zero and null,
respectively. There are two threads accessing the shared
variables count and lis concurrently under the sequence
consistency memory model (SC). All statements are executed
atomically. A null pointer exception will happen in the case
that Thread2 executing “list.clear()” occurs between Threadl
executing “count++” and “list.get(count)”. In fact, this is
a concurrency bug. Figure 2 shows an execution sequence
obtained after running the example program. Like [40], we
call this sequence a buggy trace. In Figure 2, there are six
context switches.

When developers debug concurrent programs, they may
run them many times. Each time the program gets error,
such as crash, hang, or inconsistent results, developers have
to reason about the concurrency bugs along with frequent
context switches. That undoubtedly consumes too much time
and energy. Trace simplification technique can alleviate this
problem effectively. However, two challenges arise in trace
simplification: (1) the program semantics are easy to be
changed by mistakes and (2) the efficiency of simplification is
reduced tremendously because of too many instruments and
dynamic verification.

In view of these challenges, we propose a new static
constraint-aware approach to simplify concurrent program
execution traces and optimize the process of concurrency bug
diagnosis. The detailed description of our approach will be
given in the next section.

4. A Constraint-Aware Optimization Method
for Concurrency Bug Diagnosis Service

In this section, a constraint-aware trace simplification
method is proposed to optimize the performance of concur-
rency bug diagnosis. We first briefly describe the overview of
our method. Then, we present the algorithm and correspond-
ing explanation.

4.1. Overview. The overview of our method is described in
Figure 3. It mainly consists of three steps. The first step is
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FIGURE 3: Overview of CAOM.

preprocessing. Test program is compiled to be the corre-
sponding bytecode. After this bytecode is instrumented by
Soot [51], we run the instrumented test program and collect
the buggy execution trace. In the second step, we calcu-
late local dependences, synchronization dependences, and
read/write dependences. The final step is scheduling genera-
tion. We take the original trace as input and iteratively check
the move forward condition for each event with the constraint
dependence relations. If the condition is satisfied, the event
is moved forward to extend the thread execution externally.
Finally, we obtain the simplified trace.

Note that, in the process of preprocessing, we use the
existing instrumentation and record tools to collect original
traces. Therefore, we mainly focus on the last two steps:
dependence relation calculation and scheduling generation.

4.2. Dependence Relation Calculation. The root cause of non-
determination for thread scheduling is the shared memory
access. This leads to the fact that multiple threads can access
the same shared variable simultaneously. Therefore, it is a
precondition for trace simplification to accurately identify the
dependence relations between events in the original buggy
trace.

Calculating local dependences only needs to divide the
events into several sequences in order according to the
threads they belong to. The number of sequences is equal
to that of threads. Synchronization dependences can be
obtained during collecting the original trace. Then, in this
step, we focus on calculating remote read/write dependences.
In order to get accurate remote read/write dependence rela-
tions, we successively deal with two adjacent accesses on the
same shared variable to ensure that the value by read access
is always written by the latest write access.

First, we traverse the original trace and divide events
into different lists according to the shared variables they
access. Then, for the access sequence of every shared variable,
we check two successive events in sequence from the first
event. If the current two events belong to different threads,
they form a remote dependence relation. Furthermore, if two
events are both write accesses, they form a remote write-write
dependence. If a read event precedes a write event, they form
a remote read-write dependence. If a write event precedes a
read event, they form a remote write-read dependence.

4.3. Scheduling Generation. Scheduling generation attempts
to reduce the number of context switches by two operations
(i.e., check and move forward) without breaking all the
dependence relations in original traces. A natural thought is
to employ a constraint solver that solves three constraints (i.e.,
write-write dependences, read-write dependences, and write-
read dependences). Although the obtained trace satisfies
dependence relations in the original trace, the number of con-
text switches may not be reduced. Therefore, we directly take
the original trace as the operate object. We check and move
forward the atomic events in sequence. Checking is to main-
tain constraints. Moving is to extend thread execution inter-
val, reducing as many context switches as possible. The
detailed process of scheduling generation is shown in Algo-
rithm 1.

Algorithm 1 takes the original trace and dependence rela-
tions as input and takes the simplified scheduling sequence
as output. Algorithm begins from the second event. If the
current event has no dependent event (synchronization
dependences or remote read/write dependences), it is moved
forward to the location behind the latest event which belongs
to the same thread (lines (9)-(10)). If the dependent event
is before the latest event which belongs to the same thread
with current event, the current event is moved forward to the
location behind the latest event (lines (14)-(15)). Otherwise,
the events are not moved.

According to Theorem 1 in [40], we know that any re-
scheduling of events in a trace respecting the dependence
relation generates an equivalent trace. In our method, all the
feasible events were moved without breaking the dependence
constraints. First, we check the dependence relations of the
current event. Then, we move it forward under the constraint
conditions. That is, all the dependence relations of every event
in the new scheduling are the same as that in the original
trace. Therefore, the generated trace simplified by our method
is equivalent to the original trace.

5. Experiments

5.1. Experimental Configurations. In this section, we con-
ducted experiments on 12 widely used Java multithreaded
programs. The details are listed in Table 1. For every program,
its lines of code (LOC), number of threads (#Thread),
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(1) input: § - the original trace
(2) deps - map of sv to its dependence relations
(3) output: scheduleSeq - sequence of thread schedule
(4) begin
(5) fori«—1to|d]-1do
(6) tsiy < the thread identifier of the event §[i];
(7) €larese <—the latest event whose thread identifier is ¢5;)
(8) loc_ey,,, <——the location of e;,,,, in the new trace;
9) if 6[i].getDep() = null then
(10) insert 8[i] immediately after loc_e,,,,;
(11) else
(12) Cep < Sli].getDep();
(13) loc_ey,, «—the location of e, in the new trace;
(14) if loc_ey,, . loc_ej,,, then
(15) insert 8[i] immediately after loc_e;,,,;;
(16) end if
(17) end if
(18) end for
(19) end

AvrGoriTHM 1: GenScheduling (8, svs).

number of shared variables (#SV), and the origin (Origin) are
summarized. It involves large-scale (LOC>10,000), middle-
scale (10,000>LOC>1000), and small programs (LOC<1000).
The program scales in terms of LOC vary from 73 for Critical
t0 17,596 for Spec]BB-2005. The number of shared variables is
obtained using escape analysis [52]. Specifically, the number
of threads or shared variables is not integer by accident. The
reasons are that (1) the results were averaged over 50 runs for
each program and (2) different paths may be chosen during
program execution due to the natural character of dynamic
analysis and the dynamic thread creation of Java. In addition,
each subject has at least a concurrency bug. For example,
Critical has 16 data races and 14 atomicity violations.

To evaluate the effectiveness and efficiency of our ap-
proach, we compared it with the state-of-the-art approach
named SimTrace. Concretely, we designed three groups of
experiments to validate the following three questions:

(1) Effectiveness: how many context switches can be
reduced in trace simplification for CAOM?

(2) Efficiency: how much time does it consume in trace
simplification for CAOM?

(3) Comparison: does CAOM perform better than Sim-
Trace?

The experiments are conducted on a Samsung notebook
running 64-bit Ubuntu-14.04 and jdk1.7 with 3.06 GHz Intel
Core 4 processor and 4 GB memory. We utilize Soot to
instrument bytecode programs. To collect original traces and
replay concurrency bugs, we employ the existing record-
replay tool LEAP [54]. We first use random testing to generate
an original buggy trace for each subject. All the results are
averaged over running 50 times.

5.2. Experimental Results and Analysis. Experimental evalu-
ation is conducted in terms of effectiveness, efficiency, and
comparison to answer the above three questions, respectively.

Profile 1 (Effectiveness). The effectiveness of trace simplifica-
tion technique can be shown by the reduction of context
switches. For better understanding, CAOM preserves all the
program information; that is, we do not conduct any delete
operations to subjects.

Table 2 lists the number of threads (#Thread), the length
of original trace (Size), the number of context switches in
the original buggy trace (#CSori), the number of context
switches in the simplified trace (#CSsim), and the reduction
(Reduction(%)), where the length of trace is the total number
of synchronization operations and memory accesses. As
CAOM does not conduct any delete operations for subjects,
the length of trace stays the same before and after sim-
plification. However, we can see that context switches are
reduced obviously. The context switches in the simplified
trace are reduced by 27.36%~99.97% (54.39% averaged)
compared to that of the original buggy trace. Specifically, for
the large-scaled subject SpecJBB-2005, the context switches
are reduced from 124200.3 to 37.6, and the reduction is
99.97%. Besides, we can find that the more threads and more
synchronization operations or memory accesses there are in
the original trace, the higher the reduction we can get, such
as Manager, Tsp, Cache4;j, and SpecJBB-2005.

Profile 2 (Efficiency). The efficiency of trace simplification
technique can be shown by the time consumption. This
can affect whether it can be applied in practice. The time
consumption of CAOM consists of three perspectives: data
loading, dependence relations calculation, and scheduling
generation. As CAOM is an offline approach and the original
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TaBLE 1: Experimental subjects.

Program LOC #Thread #SV Origin

Critical 73 43 1.4 IBM ConTest benchmark suit [53]

Account 148 3.0 4.0 IBM ConTest benchmark suit

Loader 148 4.0 2.0 IBM ConTest benchmark suit

Manager 212 4.4 3.0 IBM ConTest benchmark suit

BuggyProgram 385 4.0 5.0 IBM ConTest benchmark suit

ReadersWriters 103 4.0 4.1 SIR (http://sir.unl.edu/content/sir.php.)

Tsp 709 5.0 12.0 SIR

StringBuffer 1320 3.0 5.0 Suns JDK 1.4.2

LinkedList 5979 3.0 15.0 Suns JDK 1.4.2

ArrayList 5866 3.0 5.0 Suns JDK 1.4.2

Cachedj 3897 4.0 5.0 [40]

SpecJBB-2005 17,596 4.0 116.0 SPEC’s benchmark (http://www.spec.org/web2005.)
TABLE 2: Experimental results I: effectiveness.

Program #Thread Size #CSori #CSsim Reduction(%)

Critical 4.3 40.1 6.1 4.5 27.36

Account 3.0 73.0 8.1 4.9 39.31

Loader 4.0 64.0 4.2 3.0 27.88

Manager 4.4 14K 110.1 1.9 89.19

BuggyProgram 4.0 228.5 6.5 42 36.00

ReadersWriters 4.0 327.3 7.4 3.4 54.59

Tsp 5.0 1001K 24.0 5.5 76.92

StringBuffer 3.0 97.0 3.2 2.0 3750

LinkedList 3.0 4272 3.8 2.0 46.81

ArrayList 3.0 334.0 3.0 2.0 33.33

Cache4;j 4.0 1190 K 140.0 22.7 83.78

SpecJBB-2005 4.0 1148 K 124K 37.6 99.97

buggy trace is collected using instrument and record in the
preprocessing step, the complete trace information needs to
be loaded before starting simplification.

Table 3 lists experimental results in terms of the time
consumption. Columns 4-7 represent the time consumed in
data loading, dependence calculation, scheduling generation,
and the total time, respectively. As we can see, for the 12 Java
multithreaded programs, the maximum time consumed is
no more than 30 min, which indicates good efficiency of our
method. For example, for Tsp whose length of trace is 1001 K,
the total simplification time is only 2.7 min.

Concretely, for most middle-scaled and small programs,
the time is mainly consumed in data loading. For example,
for ArrayList and Loader, the time consumed in data loading
accounts for 84.49% and 84.16% of their total time, respec-
tively. However, for Tsp and Cache4j, the time consumed in
dependence relation calculation and scheduling generation is
far more than that of data loading. The reason is that there
are many synchronization operations, memory accesses, and
context switches in the original trace, which leads to the fact
that the dependence relations are much more complex; then,
frequent check and move operations have to be conducted.
Specifically, for Cache4j, the time consumed in dependence

relation calculation is more than that of scheduling gener-
ation. The reason is that there are many lock dependence
relations in which two locks are adjacent and belong to the
same thread, saving many move operations.

For large-scaled programs, the time consumed in trace
simplification increases because of the large trace size and a
vast amount of context switches. However, our method still
has good efficiency as it does not conduct multiple iterations
and replay validation. For example, for SpecJBB-2005, the
time consumption for the whole simplification is less than
30 min.

Profile 3 (Comparison Analysis). To evaluate that our ap-
proach performs better than the state-of-the-art approaches,
we compared CAOM with SimTrace. Both SimTrace and
CAOM reduce trace simplification problem to the combina-
torial optimization problem. The difference is that SimTrace
takes it as an optimization problem with graph merging.
Comparison results between SimTrace and CAOM on
the reduction of context switches are presented in Figure 4.
Figure 4 shows that, for most programs, CAOM can reduce
more context switches compared with SimTrace. For example,
for BuggyProgram, CAOM increases the reduction by 14.15%.
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However, there is an exception to the overall result. For
Account, our approach reduces the reduction by 13.83%.
The reason is that SimTrace mainly pursuits performance
improvement, which leads to a risk of replay failure. This
situation cannot exist in our approach as we calculate the

strict dependence relations between two successive events
and simplify the original buggy trace in the promise of replay.

Comparison results between SimTrace and CAOM on
time cost are shown in Figure 5. We separate three programs
(shown in Figure 5(b)) from 12 subjects to show their time
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cost as they cost too much time in the process of trace
simplification. Figure 5 shows, for all the middle-scaled and
small programs, CAOM is superior to SimTrace in terms of
efficiency, because our method does not need to construct
any abstract models. For example, for Tsp, CAOM improves
the performance by 58.60%. But for SpecJBB-2005, CAOM is
inferior to SimTrace. The reason is that the context switches
are significantly reduced by our method, which implies that it
suffers from frequent check and move operations, consuming
too much time.

To sum up, we can conclude the following points based on
the above experiments, which can also answer three questions
in Section 5.1.

(1) CAOM is effective in trace simplification. It can reduce
context switches by 27.36%~99.97% (54.39% on average).

(2) CAOM is efficient in trace simplification. Even for the
large-scaled programs, it can finish the simplification within
30 min.

(3) CAOM performs better than SimTrace on both reduc-
tion of context switches and time cost.

5.3. Time Complexity Analysis. The time complexity of
CAOM is O(n?), where n represents the number of events
in the original trace. Given the original buggy trace, we first
calculate the dependence relations for each event, whose time
complexity is O(n). Then, in scheduling generation, for each
event, we need to search for the location of its dependence
node and the latest node in the same thread, whose time
complexity is O(n®). Dependence relation calculation and
scheduling generation are executed in sequence. Therefore,
with the above analysis, we can conclude that the time
complexity of our method is o(n?).

5.4. Discussion. Based on our experiments, we can find that
CAOM can simplify concurrent program execution traces
with a length of million magnitudes effectively and efficiently,
which is helpful to be applied in practice. Specifically, in the-
ory, our method can provide enlightenment for the new opti-
mization algorithms design about concurrency bug diagnosis
service. In practice, experimental results show that CAOM
can use less time but reduce more context switches, which
implies that developers can save much time on debugging
concurrent programs. Thus, our proposed method can speed
up the concurrent software development.

However, there are still a few directions that may further
improve our method. First, for efficiency, we only considered
a one-way checking and moving. A bidirectional or a two-
stage simplification [55] may further improve the effective-
ness and reduce more context switches. Second, in the step of
preprocessing, we used escape analysis to identify the shared
variables. Both Static-TSA and Dynamic-TSA [56] are more
precise and efficient than escape analysis. Moreover, they
are scalable to real-world large multithreaded applications.
Next, we will employ Static-TSA or Dynamic-TSA to improve
the availability of our method. Third, for completeness, we
calculated the dependence relations of all the events, which
consumed much redundant time. We plan to utilize program-
ming slicing [57] or Collaborative Filtering [58, 59] to extract
the critical variables and the corresponding events.

6. Conclusions

The advance of cloud computation and big data applications
accelerates current software development and produces vari-
ous concurrency cloud services in the distributed cloud envi-
ronment. However, it is a great challenge to guarantee both
service quality and service performance. Concurrency bug
diagnosis service is to reason about vulnerabilities in concur-
rent applications. The existing trace simplification techniques
are either online analysis or based on the complex graph
structures, which limits the performance of service optimiza-
tion. In this paper, we present a novel static constraint-aware
optimization method for concurrency bug diagnosis service
in the distributed cloud environment. We obtain a simplified
trace by iteratively checking dependence constraints and
moving forward feasible events if the condition is satisfied.
With the constraint-aware idea, we can guarantee that the
simplified trace is equivalent to the original buggy trace.
Furthermore, the effectiveness and efficiency of trace simplifi-
cation have been significantly improved as we optimized con-
currency bug diagnosis service offline without any complex
structures. Finally, through a set of experiments conducted
on 12 widely used java projects, we further demonstrate
that our proposed CAOM outperforms other state-of-the-art
approaches.
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Currently, cloudlet based wireless metropolitan area network (WMAN) is emerging as an effective paradigm to extend the
performance of mobile devices, which enables the execution of computational intensive mobile applications. But the normal
operation of cloudlets consumes a large amount of energy, which brings about carbon dioxide emissions, aggravation of the
greenhouse effect, etc. Meanwhile the data transmission of various mobile users among cloudlets would cause leakage of personal
privacy. In view of this challenge, we propose an energy-efficient cloudlet management method, named ECM, for privacy
preservation in WMAN. Technically, an optimization model is designed to formalize our problem. Then, based on live virtual
machine (VM) migration technique, a corresponding privacy-aware VM scheduling method for energy saving is designed to
determine which VMs should be migrated and where they should be migrated. Finally, experimental data demonstrate that the

proposed method is both efficient and effective.

1. Introduction

In recent years, wireless metropolitan area network (WMAN)
is emerging as a public network, which covers the metropolis
and provides abundant services for human beings in urban
cities [1]. Mobile devices in WMAN ubiquitously access rich
resources from remote data centers via access points (APs).
With the popularity and development of mobile devices,
the demands of mobile users for wireless broadband are
constantly increasing. WMAN is useful and powerful to
satisfy such increasing resource requirements [2, 3].

In practice, as the service requirements of mobile users
increase, mobile applications, such as interactive gaming,
virtual reality, and natural language processing, are becoming
more computation-intensive. But the computing capacity of
mobile devices remains limited, due to the service experience
of the mobile devices about weight, size, and battery life [4].

A powerful and effective way to extend the performance
of mobile devices is to offload some loads on the mobile
devices to the remote clouds for execution. Most existing
researches in computation offloading tend to regard the cloud
as the remote offloading destination, due to its abundant
computing resources [5]. However, the cloud generally is
located remotely and far away from the mobile users, which
leads to the unneglectable and unavoidable communication
delay between the mobile device and the remote cloud.
To reduce such communication delay, cloudlets, which are
some small mobile data centers deployed in WMAN, are
introduced in the service framework of WMAN [6, 7].
There are a large amount of APs colocated with cloudlets
in WMAN, where mobile devices are available to access the
cloudlet resources easily, provided in the form of virtual
machines (VMs) [8]. The obvious advantage of the cloudlet,
compared to cloud, is the close physical distance between
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the mobile devices and the cloudlet, which shortens the
communication delay and improves the experience of mobile
users. In such a cloudlet based WMAN, users can deploy
computational intensive mobile applications to cloudlets
nearby, such as resolving HD video, real-time large-scale
online games, and real-time navigation. However, when the
cloudlets deployed in WMAN are placed incorrectly or
many mobile users concurrently access the cloudlet resources
in a region, high communication delay which affects the
experience of mobile users would be generated in WMAN
[9, 10]. Therefore, it is necessary to pay attention to the
communication delay for cloudlet management.

On the other hand, in order to support the efficient and
effective operation of each cloudlet deployed in WMAN, a
certain amount of energy is necessary to be consumed by the
computing nodes and the cooling systems in the cloudlets [11,
12]. However, when the user traffic of cloudlets in some areas
of urban cities is low, the usage of cloudlet resources would
decrease. And if these cloudlets keep operating, excessive
energy consumption continues to grow, which brings about
some effects in urban cities, such as increased carbon dioxide
emissions and aggravating the greenhouse effect [13, 14].
As a result, it is of great importance to implement cloudlet
management for WMAN in an energy-efficient way.

Live VM migration technique provides potential and
opportunities for cloudlet management to reduce energy
consumption. Live VM migration is of great benefit to
improve the usage of cloudlet resources, which does a great
favor to reduce the number of running cloudlets and in
turn achieve the energy efficiency. Consider the scenario that
a cloudlet near a scenic spot is heavily loaded during the
daytime, but this cloudlet has little load at night, so that
these running VMs on this cloudlet could be migrated to
another cloudlet and turn this cloudlet off to reduce energy
consumption.

Moreover, due to the continuous evolution of WMAN
and increasing diverse set of mobile users, WMAN has
significant privacy problems [1]. When using the cloudlets to
extend the performance of mobile devices, multiple mobile
services with the personal private information could be
accessed by multiple cloudlets due to the VM migrations. This
information is very sensitive, as users’ preferences, habits,
and interests could be inferred from them. Especially in
an open network such as WMAN, personal information is
easily leaked with high probability. The more nodes data pass
through in WMAN when the data about users’ privacy is
transmitted, the more possibly users” privacy could be leaked
[15]. To realize privacy preservation of mobile users, it is
necessary to reduce the data transmission hops due to VM
migrations [16].

With these observations, it is still a challenge to realize
energy-efficient resource management for cloudlets, while
considering the privacy preservation due to VM migrations.
In view of this challenge, a VM scheduling method for
cloudlets in WMAN, to save energy and protect privacy,
is proposed in this paper [17]. Our main contributions
are threefold. Firstly, an optimization model for energy
consumption of VM migrations in the cloudlets is designed.
Secondly, taking into account the transmission delay and
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the possibility of privacy leakage, an energy-efficient cloudlet
management method, named as ECM, is proposed to achieve
the goal of energy saving and privacy preservation, through
VM migrations. Specifically, ECM consists of five main steps,
ie., the destination cloudlet identification, shortest time
identification, VM migration scheduling strategy designing,
idle-state detection for cloudlets, and global VMO0scheduling.
Finally, comprehensive experiments and simulations are
conducted to demonstrate the validity of our proposed
method.

The structure of this paper is organized as follows.
Section 2 shows the analysis of the energy consumption of
cloudlets and privacy preservation in WMAN. An effective
method of VM scheduling to save energy and privacy
preservation is illustrated in Section 3. Section 4 presents
the experiment results. Section 5 reviews the related work.
Section 6 concludes the paper and gives an outlook of the
future work [18].

2. Preliminary Knowledge

In this section, we introduce some formalized concepts and
definitions of the cloudlet management in WMAN. Besides,
we analyze the potential energy consumption and privacy
preservation in the paper. Key terms and descriptions used
in this paper are listed in Table 1.

2.1. Basic Concepts and Definitions. In WMAN, mobile users
access the computation and storage resources through the
access points (APs) and oftload their computing tasks to the
cloudlets for resource response [19].

Suppose that there are N cloudlets in the WMAN,
denoted as C = {¢;,¢,,...,cy} and there are M mobile tasks
running on the cloudlets, denoted as K = {k;, k,, ..., k}. Let
W be the amount of the APs deployed in the WMAN, and
the AP set is denoted as A = {a;,4a,, ..., ay}. Figure 1 shows
an example of WMAN framework with five APs (i.e., a;, a,,
as, a4, and as) and three cloudlets (i.e., ¢;, ¢, and ¢;). In this
example, ¢, is connected to a,, ¢, is connected to a,, and ¢,
is connected to a;. Mobile users access resources from the
cloudlets ¢, and ¢, via the APs g, and a,. Without loss of
generality, we assume that there is only one physical machine
(PM) deployed in a cloudlet. Let g, be the number of VM
instances accommodated in the nth (n = {1, 2, .., N}) cloudlet
Cp

Some basic concepts for further energy-aware VM
scheduling method design about cloudlet management in
WMAN are presented as follows.

Definition 1 (VM instance requirement of ¢,). The VM
instance requirement of t,, is defined by the requested
number of VM instances, denoted as r,,,.

Definition 2 (composed VM for t,,,). The VM instances in the
same cloud for executing the same task ¢,, could be composed
as a special VM, denoted as s,,,.

As the tasks are deployed on the VMs among the
cloudlets, there are M running composed VMs, denoted as

S=1{s1,55 .. >Sph
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TaBLE 1: Key terms and descriptions.

Terms Description

C The set of running cloudlets, C = {¢, ¢, ..., ¢y}

K The set of tasks running on the cloudlets, K = {k;, k,, ..., ky}
A The set of APs deployed in WMAN, A = {a,,a,,...,ay}
E(t) The total energy consumption without VM migrations

G The number of VM instances ¢, (n = {1,2,..., N}) accommodates.
A The data transmission rate between APs

&, The resource utilization of ¢, (n = {1,2,...,N})

Y(t) The data transmission delay time

0,,(t) The running time of ¢, (n = {1,2,...,N})

T, The requested number of VM instances.

The VM instances in the same cloud for executing the same task t,, could be composed as a special VM

Definition 3 (the data transmission rate between Aps). When
the tasks and VMs are migrated between p,, and p,,, there is
a delay limited by the bandwidth between p,, and p,,,. We call
it data transmission rate, denoted as A, /.

2.2. Energy Consumption Analysis. The energy consumption
of cloudlets contains several aspects, including the energy
consumption of active VMs, the energy consumed by the
idle VMs, and the baseline energy consumption of running
cloudlets. These three parts of energy consumption are
calculated as follows [11].

The energy consumption of active VMs at the time instant
t for the nth cloudlet ¢, in C is calculated by

' 9
VEZCHW (t) = Zan,i i 1
i=1

where «, ; is the energy consumption rate of v, ; in active
mode and ¢,,; is the total operating time of v, ;.

In fact, the idle VMs with no task executions also have
a baseline energy consumption. The idle time is determined
by the running time of the longest running VM. The running

time of the longest running VM is calculated by

i

0, (1) = midx (.} 2)

Then the energy consumption of idle VMs in ¢, is
calculated by

) In
VES (1) = Y Boi (0, (1) = by) (3)
i=1

where f3, ; is the energy consumption rate of v, ; in idle mode.

When a cloudlet is active, there is at least one active VM
running on it. It will consume the baseline energy. The energy
for the all running cloudlets is calculated by

N
Ecloudlet = Z)/n : en,i (t) > (4)

n=1

where v, is the energy consumption rate of c,,.

G
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FIGURE 1: An example of WMAN with five APs and three cloudlets.
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Through the above analysis, the total energy consumption
is calculated by

N N
E(t) = Y VEX™ (t) + Y VEZ () + Egoaies ©)> (5

n=1 n=1

2.3. Resource Utilization Analysis. The resource utilization
is a standard for measuring whether the resources are used
sufficiently. When the resource utilization of ¢, is low, the
VMs in this cloudlet should be migrated to other cloudlets,



and then it could be shut down to save energy. The resource
utilization of ¢, which is denoted as ¢, is calculated by

1 gn
g=— Y1), (6)
In 21

where v, ;(t) is a binary variable employed to judge whether
v,,; hosts a load, defined by

0, if ¢n,i =0,
Vi (£) = (7)
1, Otherwise.

So, the average resource utilization of all the cloudlets is
calculated by

1N
n= -n;sn, (8)
where N’ is the number of all active cloudlets, calculated by
;N
N'=3f®, )
n=1

where f,(t) is a binary variable employed to judge whether ¢,
accommodates a mobile task, defined by

In
0, if Y, =0,
i=1

1, Otherwise.

fa () = (10)

2.4. Delay and Privacy Preservation Analysis. Besides, when
the data are transmitted between v; and vy, there is always
a delay due to the data transmission rate, which affects the
experience of mobile users. The delay of all the tasks for data
transmission among VMs is calculated by

Y (t) gzgz Dit (1)
i=1i'=1 A ’
where D;; is the total size of data which are transferred
from v; to vy and A, ; is the data transmission rate which is
mentioned above.

When data are transmitted from one cloudlet to another,
it is relayed through multiple APs. The APs in the WMAN
have limited storage and computational capabilities, as well as
low security, and the mobile users are vulnerable to violations
while transmitting the applications and data with private
personal information. An efficient and effective method to
solve this problem is decreasing the number of APs that
the transmitted data pass through. When there are fewer
nodes which data passes through, the probability of privacy
leakage is lowered; thus we could achieve the goal of privacy
preservation.

3. A Cloudlet Management Method for Energy
Conservation with Privacy Preservation

Based on the analysis of energy and the possibility of VM
migrations for privacy preservation in WMAN in Section 2,
an energy-eflicient cloudlet management method is proposed
in this section.

Security and Communication Networks

3.1. Method Overview. Technically, as specified in Box 1, our
proposed cloudlet management method for energy saving
and privacy preservation consists of five steps, ie., the
destination cloudlet identification, privacy-aware cloudlet
confirmation, VM scheduling strategy obtaining, idle-state
detection for cloudlets and global VM scheduling. The
destination cloudlet identification is designed to confirm and
record the active cloudlets with idle spaces, which could be
employed to host the migrated VMs. These obtained cloudlets
could be served as the input for the processing of Step 2. Step
2 is developed for the VMs in the source cloudlet to select
the final cloudlet with the minimum data transmission time
and, at the same time, achieve the purpose of privacy preser-
vation. Step 3 is designed to produce the available migration
strategies. Step 4 detects the idle state of active cloudlets in
a dynamic way. All the achieved migration strategies and
records are the input of the final global VM scheduling.

3.2. Destination Cloudlet Identification. When tasks are being
hosted on a VM, each task may have a different requirement
of idle VMs. The active cloudlets can host multiple VMs for
task execution. For example, if a task requiring three vir-
tual machines is migrated from another low-load virtual
machine, the destination cloudlet must have more than
or equal to three idle VMs. Otherwise, the task can-
not be migrated to the currently selected cloudlet. There-
fore, in Algorithm 1, we design the algorithm to find the
migrated cloudlets which have the idle VMs and meet the
requests. It plays an important role in cloudlet manage-
ment.

Once the resource requirement of a task is responded by
a VM instance, it generates a VM occupation record for the
resource manager. Here, each cloudlet hosts only one PM.
Let OR = {or},0r,,....,0r,} be the VM occupation record
collection, where Z is the number of the records in OR,
defined as follows.

Definition 4 (VM occupation record or,). or, records the
occupation status of the task deployed in the cloudlet, which
is denoted as or, = (tid,, cid,, pid,, vid,, stim,, dtim,), where
tid,, cid,, pid,, vid,, stim,, and dtim, are the allocated task,
the occupied cloudlet, the relevant employed PM in the
cloudlet, the applied VM instance, the service start time, and
the duration time, respectively.

Here we select the VMs that meet the task requirements.
To better schedule the VMs in an energy-efficient way, they
are classified according to VM occupation records. These
records generate from the destination cloudlets once current
round of migration is finished.

Firstly, we get the running cloudlet list from or, and
then sort the cloudlets in the decreasing order of idle VMs;
that is, we need to sort the different cloudlets according to
the load distribution of the cloudlets. Suppose we want to
select d cloudlets that meet the requirements. The cloudlets
with higher load, meeting the resource requirements, are
selected. Once the cloudlet meets the requirement, we add
it to the selected running cloudlet list, denoted as RS =
{rs;,rsy, ..., rs;}. When we traverse all the cloudlets in the
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the migration policies and the task storage records.

Stepl: Destination cloudlet identification. Select a certain range of cloudlets with free VMs, which form a primitive cloudlet
collection. This collection is identified for VM migration.

Step2: Privacy-aware cloudlet confirmation. Confirm the cloudlet with the shortest data transmission time for the
source cloudlet from the cloudlet collection obtained in Step 1.

Step3: VM scheduling strategy obtaining. Migrating the tasks to the cloudlet obtained from Step 1 and Step 2. Update

Step4: Idle-state detection for cloudlets. Detect the idle state of each cloudlet, and calculate the resource utilization for
the cloudlets, which is used as the migrated standard of dynamic scheduling.
Step 5: Global VM scheduling. Based on the VM migration strategies obtained in Step 3, the dynamic VM scheduling
strategies for all the running VMs are achieved according to the cloudlet utilization obtained in Step 4.

Box 1: Specification of VM scheduling method for energy conservation.

Input: The acquired number g of idle VMs
VM occupation record or,

(1) Get the running cloudlets lists from or,

(3) flag=1,H=0,n=1
(4) while flag=1do

(15) Return RS

Output: The selected running cloudlets RS = {rs,,7s,,...,rs;}

(2) Sort the PM in cloudlets in the decreasing order of idle VMs, PM, = {pmy, pm,, ...

(5) Get the number of idle VMs, i.e., rn

(6) if 7, can hosts the VMs && H < d then
(7) Addr,tors,

(8) n=n+1l

9) H=H+1

(10) else if n==N | H ==d then

(11) flag=0

(12) end if

13) end if

(14) end while

pmyt

ALGORITHM 1: Destination cloudlet identification DCI.

original list or find the number of qualified VMs that meet
expectations, the searching processing would be stopped.

Algorithm 1 specifies the process of destination cloudlet
identification. In this algorithm, we first sort the PMs in
cloudlets in descending order ofload (Lines (1) and (2)). Then
we identify the cloudlets that satisfy the meets of idle VMs
(Lines (3) to (14)).

3.3. Privacy-Aware Cloudlet Identification. Algorithm 1iden-
tifies a range of cloudlets that meet the criteria. In this section,
we use Dijkstra’s algorithm to sort the selected cloudlets and
then select the closest one to migration tasks from source
cloudlet to the destination, with shortest path [20].

Besides, the processes of VM scheduling could lead to
potential risks due to the privacy leakage in WMAN. In
order to cater for the application scenario of WMAN, our
algorithm is in demand to take privacy protection into
consideration. In view of this challenge, we find that using the
algorithm of shortest time identification based on Dijkstra is
an appropriate method to achieve the goal of protecting users’
privacy. When identifying the shortest data transmission time
between source cloudlet and destination cloudlet, the data
also go through the fewest APs; in other words, due to the

principle of Dijkstra, we reduce the possibility of privacy
leaks.

Definition 5 (data transmission time dis;;). The transmission
time between the cloudlets i and j is denoted as dis;; (1< i <
j < d) according to the transmission delay among the APs of
these two cloudlets.

Firstly, all the vertices should be divided into two parts:
i.e., the known shortest time vertex set P; and the unknown
shortest time vertex set Q. Initially, only one collection of the
source cloudlet is known in the collection P, of the shortest
time. Secondly, the source cloudlet C; is set by its own shortest
time as 0, that is, disg= 0, if there is a vertex i that the
source point can directly reach, set dis; to y;. The cloudlet
with the smallest data transmission time among the collection
Q, is selected, and it should be added to the collection P,.
And all the edges starting from this cloudlet are examined.
For example, if there is an edge from C; to C;, then the
transmission time from C; to C; can be extended by adding
the edge C; — C; to the tail. The length of this time is dis; +
¥,j- If this value is smaller than the currently known value of
dis;, we can replace the current value in dis; with the new one.
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The collections y;; and dis;

(4) dis; =y
(5) end if

(7) for each cloudlet in Q do
(8) if dis; + y;; < d; then
9) dis; = dis; + y;

(10) endif

(11) end for

(12) Cy; = d;
(13) return Cgy;

Input: The selected running cloudlets RS = {rs,,7s,,..,rs;}
The known shortest time vertex set P = {p,, p,,..., ps}
The unknown shortest time vertex set Q = {q;, 4,5 - - .> 44}

The VM occupation record or,
Output: The cloudlet with the shortest time Cyj;
(1) Get the transmission time between each cloudlet in RS from or, to y;;
(2) Add the source cloudlet (C,) to p and set its dis = 0
(3) if C; is directly connected to the source cloudlet then

(6) sort Q in the increasing order of the transmission time

(11) sort dis; in the increasing order of the transmission time

ALGORITHM 2: Privacy-aware cloudlet identification.

If the collection Q, is empty, the algorithm ends. Then return
the cloudlet with the shortest transmission time.

Algorithm 2 specifies the process of privacy-aware
cloudlet identification. In this algorithm, we firstly divide all
the vertices into two parts (Lines (1) and (2)); then we use
Dijkstra algorithm to find the destination with the shortest
time (Lines (3) to (11)). At last, we return the result (Lines
(12) and (13)).

3.4. VM Scheduling Strategy Confirmation. In order to obtain
the optimal energy savings, we try to migrate the tasks on
the low-load cloudlets to the high-load cloudlets as much
as possible, based on the results achieved by the above
analysis. Once all the tasks on a cloudlet are migrated, the
cloudlet could be changed to the sleep mode to save power.
At the same time, a fully loaded cloudlet can also achieve
higher resource utilization. And each migration procedure
is recorded in the relevant VM occupation records with the
migration time instant ¢.

Definition 6 (migration composition collection MC,). For
all the running VMs in sy, the synchronous VM migration
strategies constitute the migration composition.

Suppose there are Z cloudlets in OR, and K migration
compositions, i.e., {l;,1,,...,Ig}, for each turn of migration
composition generation. First, we sort the cloudlets in the
decreasing order of idle VMs, which means sorting from low
load to high load. Here, flag is a sign. Get cloudlets to migrate
from low load to high load from the list of cloudlets.

To facilitate the energy-efficient VM scheduling, the
running VM list and hosting tasks in the occupation record
set ORz are obtained first. Then for each task in the list,
we use Algorithms 1 and 2 to identify the most suitable

cloudlet for migration and migrate the task from the high-
load cloudlet to the low-load cloudlet. And once a task in a
low-load VM cannot be all migrated, the temporal migration
strategies should be removed. For example, if a cloudlet hosts
two tasks, the first task takes up one VM instance and the
other takes up two VM instances. The two VMs instances of
the second task should be placed in the same target cloudlet.
Therefore, we should migrate the second task first. If the
second task can be migrated but the first one does not work,
leave the two tasks on the original cloudlet. Otherwise, the
migration is successful and the temporary migration records
¢;~¢; should be updated to the migration record collection
MC,, respectively.

Here, after the VM migrations at the time instant ¢,
the start time and duration of the relevant VM occupation
records should be updated, according to the real occupation
time. Specifically, if the migration occurs, the duration of the
task on the original cloudlet is necessary to be modified. For
the task that is migrated, the relevant new VM occupation
records are generated, the start time is updated to ¢, and the
duration also needs to be changed as the predicted occupation
time.

Algorithm 3 specifies the process of VM scheduling
strategy confirmation. We firstly sort the cloudlets in the
decreasing order according to the load (Line (1)). Then we
move the tasks on the low-load cloudlets to the high-load
cloudlets and store the records in the list migration record
MC, (Lines (2) to (21)).

3.5. Idle-State Detection for Cloudlets. The idle-state detec-
tion of active cloudlets is also one of the important factors for
global migration considerations. It is a significant standard
for the global VM scheduling. When the next migration is
going to be conducted, we should evaluate the idle-state of
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2)flag=0,z=1,K=1
(3) while flag = 0 do

(19) dtim, =t
(20) end for
(21) fork =1 to K do

(24) dtimy, = dtimy- t
(25) stimy =t

(28) end for
(29) Return MC,

Input: The running cloudlet set rs;; VM occupation record or,
VM occupation record or,

Output: The migration composition collection MC,

(1) Sort the cloudlets in the decreasing order of idle VMs

(4) Get the running VM list in ORz
(5) Get the hosting task list in ORz
(6) for each hosted task do

(7) Get the number of occupied VMs

(8) Select the destination cloudlet by Algorithms 1and 2
9) end for

(10) if all the VMs can be migrated away then

(11) Generate a migration composition I

(12) Update the cloudlet status and VM distribution
(13) else flag=1

(14) Delete the temporal migration strategies

(15) end if

(16) z=z+1,K=K+1

(17) end while

(18) for the reserved tasks records do

(22) AddI ~I, as a migration composition to MC,
(23) Get the start time and time of each migration task

(26) Update the start time and duration time in MC,
(27) Update task storage record cs,,

ALGORITHM 3: VM scheduling strategy confirmation.

the active cloudlets, to confirm and record the idle space
before the migration time t. After detecting the idle space,
the current cloudlet resource utilization before the migration
time could be achieved.

As the running time changes dynamically, some tasks
would be competed over time. In this section, we detect the
idle state of cloudlets as time progress. Therefore, to find the
available destination cloudlet, the idle space and resource
utilization of the all the running cloudlets should be detected
first.

Once the migration strategy is designed in Algorithm 3, it
generates one or more VM occupation records based on the
migration records for the resource manager. So, we should
also update the task storage records before the migration
based on the latest migration strategy. Suppose there are x
tasks that still need to be hosted. Let CS = {cs;, cs,,...,cs,} be
the task occupation record collection, where x is the number
of the records in CS, defined as follows.

Definition 7 (task storage record cs,). c¢s,records the storage
status of the tasks deployed in the cloudlet, whose number is
x, start time is denoted as stim,., and duration time is denoted
as dtim,,, which is dynamically changed.

The running cloudlet list from the task storage record
cs,is gotten first as the main data. Secondly, all the active tasks
are traversed and the cloudlet idle space of all the cloudlets
needs to be updated accordingly. Then, use the formula (9) to
calculate the number of idle VM instances and the amount of
the active cloudlets. At last, RP is returned as the final results
of the idle spaces of the definite cloudlet.

Algorithm 4 specifies the process of idle-state detection of
cloudlets. Firstly, we update the cloudlet idle space (Lines (1)
to (6)). Then we calculate the resource utilization and return
it (Lines (7) and (8)).

3.6. Global VM Scheduling. To achieve the goal of energy-
efficient cloudlet management in WMAN, the optimal VM
migration composition should be confirmed from the migra-
tion strategies which is achieved by Algorithm 3. In this
section, global VM scheduling is designed to determine
which VMs and where should be migrated for the whole
execution period of the VMs.

Due to the goal of scheduling all the running VMs from a
global perspective in this section, migration operation time
is necessary for monitoring the resource utilization of all
the cloudlets through the calculating of the current VM
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Migration time ¢

(2) for each hosted task do
(4) end for
(6) end for

(8) Return RP

Input: The task storage record cs,

Output: The current cloudlet resource utilization RP
(1) Get running cloudlet list from the cs, of time ¢

(3) Get the number of occupied VMs
(5) Update the cloudlet idle space

(7) Calculate the current cloudlet resource utilization RP by (9)

AvLGoriTHM 4: Cloudlet idle-state detection.

Migration time ¢
Total operation time H

(1) Get the migration time t;

(3) whilet < H do
(4) Get RP from Algorithm 4

(10) endif
(11) end while

Input: The VMs V = {v1,v2,--- ,vz}

Output: The cloudlets scheduling policy

(2) Get the number of idle VMs on each cloudlets

(5) ifRP < utilization threshold level then

(6) Update the migration time ¢ as the next finish time of the VMs.
(7) Get migration compositions MC,, by Algorithm 3

(8) Schedule the VMs by the policy

9) Set the vacant cloudlets to the sleeping mode

AvLGoriTHM 5: Global VM scheduling.

occupation records. The number of idle VMs of each cloudlet
can be detected dynamically. Algorithm 4 is designed to
acquire the idle space as the migration standard which is one
of the inputs in Algorithm 5.

As we aim to schedule the VMs with the goals of
energy saving and privacy preservation, the VM migration
composition with highest utilization will be chosen as the
ultimate VM scheduling policy. And after VM scheduling
for the identified VMs, the vacant PMs should be set to
the sleeping mode to save the energy. Besides, through the
Algorithm 2, we can also attain another purpose for reducing
the possibility of privacy leaks.

The migration times are necessary to be obtained for
global VM scheduling according to the utilization threshold.
Besides, the number of the idle VMs on each cloudlet is
a key measure to decide the destination cloudlet of the
migrations. During the execution period of all the mobile
applications in WMAN, the resource utilization RP of the
cloudlets is obtained by Algorithm 4. Then, if the current RP
is less than utilization threshold, that is, there are enough
space in the active cloudlets after the previous round of
scheduling, we need to schedule the VMs by the policy and
set the vacant cloudlets to the sleeping mode according to
MC,, by Algorithm 3. Thus, we achieve the goal of dynamic
scheduling.

Algorithm 5 specifies the process of global VM schedul-
ing (t). Firstly, we update the RP and MCj,of the migration
time (Lines (1) to (6)). Then schedule the running VMs and
set the vacant cloudlets to the sleeping mode (Lines (8) to (10)).

4. Experiment Evaluation

In this section, a series of comprehensive experiments are
operated to evaluate the performance of our proposed
energy-efficient cloudlet management method for privacy
preservation in WMAN. For comparison analysis, the run-
ning state without migration is marked as a benchmark is
employed to verify the effectiveness of our proposed ECM
method.

4.1. Experimental Context. In our experiment, we select the
specified type of cloudlet servers to create our simulated
cloud infrastructure services net and the basic hardware
parameter are as follows. Its configuration consists of Intel
Xeon 3040, dual-Processor clocked at 1860 MHz, and 4 GB
of RAM. Its baseline power consists of two parts, the PM part
and the VM part. The power consumption of the PM, active
VM, and idle VM are 86W, 6W, and 4W, respectively.

Six basic parameters are initialized as records in our
experiment. The value domain of each parameter is specified
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FIGURE 2: Comparison of the number of employed cloudlets for different time instants with Benchmark and ECM.

TABLE 2: Parameter settings.

Parameter Item Domain
Number of running PMs {500, 600, 700, 800}
Number of running VMs in each PM [1,3]
Number of VMs on each PM 6

Data transmission rate (Mb/s) [270,540]

VM duration time {1,3}

VM transmission data (G) [0.5,0.8]

in Table 2. In other words, 4 different-scale datasets are
generated, respectively, for our experiment with the number
of running tasks 500, 600, 700, and 800. Each data record
in these datasets is a tuple with 6 attributes. For example,
there is a data record (6, 18, 2, 0, 3, and 2), where “6” is
the sequence number of the hosted task, “18” is the cloudlet
sequence number, “2” is the number of VMs that this hosted
task simultaneously occupies, “0” is the VM start time, “3” is
the VM duration time, and “2” is the total amount of data for
this hosted task.

In our experiment, there are two rounds of multiple VM
migration, and we use time instants before migration to
distinguish different round of VM scheduling. The two time
instants are recorded as 1 and 2 in the experimental section,
respectively.

4.2. Performance Evaluation. In this section, evaluations on
energy consumption, resource utilization, and transmission
delay are discussed to validate our proposed method.

4.2.1. Performance Evaluation on Energy Consumption. Our
energy consumption evaluation is based on the energy
consumption of the running cloudlets and VMs. The number
of active employed cloudlets is also significant to the total

energy consumption. We used four different sets of data
to compare energy consumption in the case of benchmark
and ECM. And we use two time instants to compare the
employed number of different time instants in the process of
dynamic scheduling. From Figure 2, it can be concluded that,
with the ECM method, the number of running cloudlets is
much less than that in the benchmark case in both two time
instants. Since the idle cloudlet can be directly considered to
be completely closed, its energy consumption can be ignored
in our experiment when setting them to the sleeping mode.
Thus, less active cloudlet can generate less energy. The energy
consumption here is divided into three parts, the idle VMs,
the active VMs, and the energy consumed by active cloudlets
themselves.

After two rounds of VM migrations, the total energy
consumption can be calculated respectively. Figure 3 indi-
cates these energy values in the case of benchmark and
ECM. Table 3 shows the results of improvements of energy
consumption with ECM compared to benchmark. From the
analysis of Figure 3 and Table 3, using our proposed method
ECM saves more energy than using benchmark.

4.2.2. Performance Evaluation on Resource Utilization.
Resource utilization efficiency for two different time instants
is also one of the dimensions that measure the value of our
proposed method. Resource utilization changes dynamically
in different rounds of VM migrations because when the
resource utilization of one cloudlet is low, the VMs in this
cloudlet should be migrated to other cloudlets, and then it
could be shut down to save energy. It refers to the relationship
between VMs and active cloudlets. Similar to the energy
consumption evaluated above, resource utilization is also
tested by four different datasets. The ECM and benchmark
are compared with these four datasets, and the simulated
resource utilization result is illustrated in Figure 4.
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TABLE 3: Improvements of energy consumption with ECM compared to benchmark.
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FIGURE 3: Comparison of total energy consumption with Bench-
mark, ECM.

As can be shown in the chart, after VM migrations, our
proposed method ECM has better resource utilization than
benchmark. And, with the increasing times of VM schedul-
ing, the resource utilization for cloudlets is getting higher.
Since ECM considers the energy consumption by cloudlets,
some VMs would not be migrated to other cloudlets and the
cloudlet hosting it still keeps in active mode, which would
raise the resource utilization. It shows that, with our method
for energy saving, the resource utilization becomes higher
than the benchmark.

4.2.3. Performance Evaluation on Transmission Delay. Figure
5 illustrates the observation results of the amount of the
migrations after VM scheduling. According to the system
model, the transmission delay is determined based on the
amount of data and the data transmission rate. At the same
time, the number of VM migrations is also one of the
important factors of total transmission delay. Compared to
benchmark, our proposed method ECM uses a large amount
times of VM migrations to achieve the goal of saving energy
which would generate high transmission delay.

Furthermore, to make the evaluation on performance
of our proposed ECM method more clearly, the effect of
VM migrations on transmission delay is fully investigated in
detail. The transmission delay of our proposed ECM method
is based on four different data sets and two time instants for
simulation evaluation, respectively.

The result which illustrates transmission delay time
caused by the VM migrations is evaluated. From Figure 6,

simulation results can be intuitively achieved that the trans-
mission delay based on the ECM method fluctuates around
10 minutes in the simulation environment. The result shows
that there is still a lot of room for improvement in handling
challenges of high transmission delay.

Besides, from the results of evaluations on VM migra-
tions, we can achieve that using the shortest time identifica-
tion can indeed reduce the number of migrations; in other
words, we can also achieve the goal of reduces the possibility
of privacy leaks.

5. Related Work

Recently, the emergence and development of WMAN aim
to meet the growing market requirements of wireless broad-
band. An increasing number of mobile users in urban cities
have tendency to accomplish the execution of various tasks
in clouds due to the abundant resources, but one significant
limitation of offloading tasks to the remote clouds is the long
physical distance between mobile users and remote cloud
[21-23]. To reduce such delay of offloaded tasks to remote
clouds, cloudlets are deployed in WMAN to support mobile
devices, by executing offloaded tasks on local cloudlets.

Ma et al. [24] realized the placement of cloudlets in
WMAN is important and proposed a New Heuristic Algo-
rithm (NHA) to reduce the sorting process of APs running
time to solve the delay problem. Xiang et al. [25] proposed an
adaptive cloud placement method for GPS big data mobile
applications that adjusts the placement of the cloud by
identifying the aggregated area of mobile devices. Mike Jia et
al. [26] proposed an algorithm of allocating the requirements
of mobile users to suitable cloudlets deployed in WMAN to
implement load balancing to solve the delay problem and
discussed how their algorithm can be practically applied to
WMANSs with dynamic and constantly moving users.

Currently, live VM migration techniques significantly
make contribution to manage resource in cloudlet, thus
improving energy efficiency and effectively lower the delay
in cloudlets as much as possible via providing high quality of
resources for execution of tasks and migrating VMs to idle
cloudlets to reduce task queuing time.

Decreasing the delay in cloudlets could be divided
into two aspects: decreasing transmission delay between
cloudlets and decreasing processing delay in cloudlets [27].
But Rodrigues et al. [28] reduced the two kinds of delay
at the same time by utilizing a mathematical model with a
Particle Swarm Optimization (PSO) model. Dhanoa et al.
[29] quantified the energy consumption and time in the VM
migration process and mathematically modeled them and
then discovered that the main factors of energy consumption
during VM migration are the size of the VMs and the
network bandwidth. Xu et al. [30] proposed a VM scheduling
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method to achieve balance between energy and performance
in cyberphysical cloud systems and the method determines
which VMs and where should be migrated. Shaw et al.
[31] proposed a method to save energy by using a VM
migration dynamic merge to reduce the number of running
physical machines and the authors designed an algorithm to
determine if the VM really needs to continue running or if it
needs to be migrated.

The optimization problem of energy consumption for
cloudlet management could be solved by the heuristic meth-
ods and the convex optimization technique [32, 33]. Besides,
along with the other scheduling objectives, the game theory
with Nash Equilibria is employed to realize the competition
usage of the cloudlet resources [34, 35]. However, some
cloudlet services need to access mobile users’ personal private
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FIGURE 6: Transmission delay time of ECM.

information. When transmitting the mobile applications of
the mobile users, personal privacy is easily leaked through
some APs with poor security, which may cause some bad
events and even hurt the personal safety of mobile users.
Therefore, privacy preservation could be treated as a con-
straint for the optimization problem in cloudlet management
[36-39].

Maria et al. [40] proposed a conceptual framework in
Ambient Intelligent focused in cloud computing that includes
the various privacy policies and privacy issues. Ji et al.
[41] implemented a hybrid privacy protection solution with
KP-ABE and CP-ABE, whose advantage is balancing the
performance and security in cloud platforms. Wang et al.
[42] developed a method to protect privacy by dividing
user’s private information into several parts and then this
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system saves the data in different cloud servers and user’s
fog devices. Moreover, when the data itself is insecure, which
may include trust spoof attacks and replicated-sink attacks,
the data collection needs to identify whether such data could
be received. Wang et al. [43] proposed a trust evaluation
scheme to ensure the trustworthiness of sensors and mobile
sinks, which protects the system from trust spoof attacks and
replicated-sink attacks.

The above analysis concludes that live VMs migration
technique has not been well used in the cloudlets researches
and few studies have considered privacy preservation as
much as possible while reducing energy consumption about
cloudlets deployed in WMAN.

6. Conclusion and Future Work

The utilization of cloudlet in WMAN is an important tech-
nology which extends the performance of mobile devices. As
WMAN continues to develop, cloudlets which are public and
easy to access would be vital to mobile cloud computing.

In this paper, we proposed an energy-efficient cloudlet
management for privacy preservation in WMAN abbreviated
as ECM taking advantage of the live VM migration tech-
niques. We implemented an effective algorithm that deter-
mines the place to which VMs should be migrated. Our goal
is to reduce the energy consumption of cloudlets and privacy
preservation in WMAN. Experimental evaluations have been
conducted to validate the efficiency and effectiveness of our
proposed method. As this paper mainly focused on the
energy saving and privacy in WMAN, there are also many
important issues which need to be investigated in future.
For example, in the people-intensive areas, there are large
amounts of mobile applications that need to be offloaded
to the cloudlets for execution; how to reduce the energy
consumption and achieve load balancing of the cloudlets in
WMAN remains challenging. When we only pay attention
to energy saving, the communication delay would be high,
which affects the experience of mobile users.

For future work, we try to take cloudlet load balancing
and energy consumption of cloudlets into consideration at
the same time. Furthermore, we will design a corresponding
method for trade-offs between energy consumption and load
balancing.
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There are thousands of malicious applications that invade Google Play Store every day and seem to be legal applications. These
malicious applications have the ability to link the malware referred to as Dresscode created for network hacking as well as scrolling
information. Since Android smartphones are indispensable, there should be an efficient and also unusual protection. Therefore,
Android smartphones usually continue to be safeguarded from novel malware. In this paper, we propose RoughDroid, a floppy
analysis technique that can discover Android malware applications directly on the smartphone. RoughDroid is based on seven
feature sets (FS,, FS,,...,FS,) from the XML manifest file of an Android application, plus three feature sets (FSg, FSy, and FS,,)
from the Dex file. Those feature sets pass through the Rough Set algorithm to elastically classify the Android application as either
benign or malicious. The experimental results mainly consider 20 most common malware families, plus three new malware families
(Grabos, TrojanDropper. Agent. BKY, and AsiaHitGroup) that invade Google Play Store at 2017. According to the experimental results,
RoughDroid has 95.6% detection performance for the malware families at 1% false-positive rate. Finally, RoughDroid is a lightweight

approach for straightly examining downloaded applications on the smartphone.

1. Introduction

The world’s most preferred mobile operating system currently
is Android OS. Android surpasses Windows as the globe’s
most preferred OS, yet some Android applications have been
discovered to privately swipe individual details from various
other applications. Recently, the GadGet Hacks website stated
that, after evaluating 110,150 Android applications over a
duration of 3 years, the scientists located countless sets
of applications that can possibly leakage delicate phone or
individual information as well as permitting unapproved
applications to hack the blessed information. With numerous
thousands of applications in various markets, Android OS
offers riches of capability to its customers. Smart devices
running Android are progressively targeted by assaulters as
well as contaminated with destructive software programs [1].

Google took down over 700,000 bad Android appli-
cations in 2017, that is, 70% more than in 2016 [2]. In
addition to the existing malware families, three new Android

malware families (Grabos, TrojanDropper.Agent.BKY, and
AsiaHitGroup) invade Google Play Store at 2017 [3]. It appears
that there is an urgent requirement for quitting the expansion
of malware on Android markets and also smartphones.
The Android platforms constantly attempt as well to supply
numerous security solutions that stop the installment of
malware applications, most significantly the Android autho-
rization system. To carry out particular tasks on the Android
device, such as capturing a picture, the application needs to
clearly ask for consent from the individual throughout the
setup procedure. Some customers thoughtlessly approve the
installment agreement to unidentified applications without
thoroughly reviewing it.

As a result, malicious software is hardly constricted from
the Android permission program in training. Opening your
Android phone or tablet as much as for applications and video
games outside Google’s protective walled yard likewise makes
your device considerably alot more at risk to malware. Itis the
cost you spend for a totally free software programs [4]. There
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should be a method that is able to restrict these malicious
applications.

1.1. Motivation. To the very best of our understanding, a huge
body of research study has actually examined approaches for
evaluating and also discovering Android malware applica-
tions before their setup. These approaches could be approxi-
mately classified right into techniques making use of dynamic
as well as static evaluation. There are some techniques that
could keep track of the habits of applications at run-time,
such as TaintDroid [5], DroidRanger [6], and DroidScope
[7] which are techniques that could check the actions of
applications at run-time. Although run-time monitoring is
really reliable in determining harmful task, it experiences a
substantial cost and could not be straight used for mobile
devices. On the other hand, static evaluation techniques,
such as Stowaway [8] and RiskRanker [9], typically generate
just a tiny run-time overhead. While these methods are
scalable and also reliable, they mostly improve the hand-
crafted discovery patterns, which are commonly not readily
available for new malware circumstances. This is behind our
motivation to propose a new Android malware detection
scheme that makes it possible to recognize malware straight
on the smartphone throughout the setup process based on
Rough Set algorithm.

1.2. Main Contributions. In this paper, we introduced Rough-
Droid that is a new broad floppy analysis malware detector
on smart Android phones during the installation time by
introducing robust feature extraction framework. The main
contributions could be summed up as follows:

(i) Effective Detection: We introduce a novel scheme
(RoughDroid) for combining floppy analysis and
machine learning that is capable of identifying
Android malware with high accuracy and few false
alarms. Also, it is independent of manually crafted
detection patterns.

(ii) Various Features: RoughDroid groups numerous fea-
tures from the manifest file as well as application’s Dex
code. Those features are categorized into ten feature
sets (FS,, FS,, ..., FSyy).

(iii) Rough-Based Detection: The proposed scheme con-
siders the adware Android applications during the
detection of malware applications. This is due to exe-
cuting the detection process elastically using Rough
Set algorithm that introduces flexible (not straight
line) classification into benign and malware applica-
tions.

(iv) Lightweight Analysis: For efficiency, we apply linear
time analysis and learning techniques that enable
detecting malware on the smartphone as well as ana-
lyzing large sets of applications in a reasonable time.

Finally, the experiments with 131,611 applications and 5,560
malware samples, in addition to 158 malware applications
introducing three new malware families at 2017, demonstrate
the efficacy of our method for directly checking downloaded
applications on the smartphone.

Security and Communication Networks

1.3. Organization. The rest of this paper is organized as
follows: Section 2 introduces our RoughDroid scheme with its
ten feature sets and Rough Set detection algorithm. Section 3
presents the experimental evaluation of RoughDroid by com-
paring it with some popular detection schemes and ten of the
most common antiviruses. Section 4 introduces the related
work and smooth comparison between the currently pro-
posed Android malware detection schemes and RoughDroid.
This is followed by the conclusion in Section 5.

2. RoughDroid

In this paper, we present RoughDroid, a lightweight technique
for discovering Android malware that presumes discovery
patterns immediately. In addition, it allows recognizing
malware straight on the smartphone. RoughDroid performs
a broad floppy analysis, gathering as numerous features from
an application’s code as well as manifest as feasible. These
features are organized in groups of strings (for instance,
features API calls along with network speeches) and embed-
ded within a combined vector space. As an example, an
application sending out premium SMS messages is cast to
a particular area in the vector room connected with the
equivalent consent, intents, and also API calls. This geometric
depiction allows RoughDroid to recognize mixes as well as
patterns of features indicative for malware automatically, by
utilizing machine learning techniques.

To this end, our technique utilizes a broad floppy analysis
that extracts feature sets from various resources and examines
these features in a meaningful vector space. This procedure is
shown in Figure 1 and also described as follows:

(I) Floppy Analysis: RoughDroid floppily inspects a
given Android application and various feature collec-
tions from the application’s manifest and also disas-
sembled Dex code. RoughDroid inspects the applica-
tion’s manifest and disassembled Dex code of a given
Android Application in Parallel Sweep to reduce the
time of analysis.

(II) Constructing Vector Space: The extracted feature
sets are after that mapped to a joint vector space,
where patterns and also mixes of the features could
be evaluated geometrically.

(III) Rough-Based Detection: The embedding of the fea-
ture sets allows us to recognize malware utilizing
effective strategies of machine learning (Rough Set
algorithm).

2.1. Floppy Analysis. As the primary step, RoughDroid carries
out a lightweight floppy analysis of an offered Android appli-
cation. The floppy extraction of features should run in a con-
stricted environment and in full prompt way. The customer
might avoid the recurring procedure, if the evaluation takes
so long time. Appropriately, it becomes vital to pick features
that can be extracted effectively. We therefore focus on the
manifest in addition to the disassembled Dex code of this
application, which could be obtained with a parallel sweep
within the application’s content. To enable an extensible
as well as common evaluation, we represent all extracted
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FIGURE 1: General overview for the proposed RoughDroid system model.

features as sets of strings, such as authorizations, intents, and
also API calls. Specifically, we extract the adhering ten sets of
features.

2.1.1. Manifest Feature Sets. It is an effective file in the
Android system that defines the performance and also
demands of an application to Android. AndroidManifest.xml
could be located at the root of the project and has numerous
various feature sets.

A simple XML manifest file generated for an Android
application tested under RoughDroid is shown in Figure 2.
The presented XML file declares seven different features sets
(FS;, FS,,FS;, FS,, FSs, FSg, and FS;) as follows:

FS, :Hardware Components: It has the requested hard-
ware features by an application. The figure indi-
cates three requested hardware features (micro-
phone, telephony, and location.gps). An application
that has access to GPS and network modules is, for
instance, able to collect fine location information and
send it to an attacker over the network.

FS, :Software Components: It indicates that the applica-
tion utilizes or requires software features. The figure
declares sip.voip that allows the application to use
Session Initiation Protocol (SIP) services and do

VOIP calls.

:Requested Permissions: It is very important for
Android security mechanisms. The figure mentions
three dangerous permissions (RECORD_AUDIO,
SEND_SMS, and ACCESS_FINE_LOCATION) that
are granted to the application during the application’s
setup time by the user.

FS,

FS, :App Components: It is a set of Boolean expressions
that grant some services to the application, such as

allowBackup and directBootAware.

FS; :App Activities: It allows the application to execute
a specific activity, such as directBootAware and

hardwareAccelerated.

FS¢ :Intent Filters: It specifies the types of intents that an
activity, service, or broadcast receiver can respond to,

such as action.MAIN and action.EDIT.

FS, :App Services: It represents a service as one of the
application’s components, such as directBootAware
and exported.

The information saved in AndroidManifest.xml file could be
effectively obtained on the device by making use of the
Android Asset Packaging Tool that allows us to extract out the
previously mentioned sets of features.

2.1.2. Disassembled Code Feature Sets. We implement a
lightweight disassembler, which takes as input the Dalvik
Executable (Dex) and provides RoughDroid with the com-
plete information about API calls and the data utilized in
the application. The Dex file contains a set of class defini-
tions and their associated adjunct data. Table 1 introduces a
simple example for the Dex file that is enhanced bytecode
for the Dalvik virtual machine. Every Android application
has a unique classes.dex file, which references any type
of approaches or courses utilized within an application.
Basically, any type of task, things, or piece utilized within the
codebase will certainly be changed right into bytes within a
Dex file that could be run as an Android application.

We are mainly interested in the API calls and method
calls, because they can be easily extracted from the Dex file
of an application, as follows:

FSg :Access to Undocumented/Hidden APIs: Applications
could be limited from accessing APIs that are undoc-
umented in the Android Software Development Kit
(SDK). RoughDroid looks for the incident of these
demands in the Dex file, in order to get a further
understanding of the behavior of an application.

FSy :Suspicious APIs: Requesting some delicate informa-
tion or sources of the Android phone might result in
destructive behavior. We are laying more importance

to a set of such suspicious APIs:

(i) Sensitive data (IMEI and USIMnumbeleak-
age) APIs, where the Android requests are
such as getDeviceld(), getSimSerialNumber(),
and getImei();

(ii) Network communication APIs, such as setWi-
fiEnabled() and execHttpRequest();
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(iii) Location leakage APISs, such as getLastKnown-
Location(), getLatitude(), getLongitude(), and
requestLocationUpdates();

(iv) Sending and receiving SMS/MMS messages
APIs, such as sendTextMessage(), SendBroad-
cast(), and sendDataMessage().

FS,, :Restricted API calls: The Android authorization

system limits accessibility to a collection of crucial
API calls. Our approach looks for the event of these
calls that represent a apart of the Dex code, in order
to get a much deeper understanding of an App’s
capability.

[ android.hardware.microphone 1 1117
[ [FS,] ] android.hardware.telephony 0
android.hardware.location.gps | 1]
android.software.sip.voip [1]
[F Sz] ’
android.software.backup 1]
android. permission. RECORD_AUDIO [0]
android.permission.SEND_SMS
[FSs] : -
android.permission. ACCESS_FINE_LOCATION 1]
android : allowBackup [0]
[FS4]
android : direct Boot Aware L0 ]
android : directBootAware (1]
[FSs]
V (App) = = = 4]
(4pp) android : hardwareAccelerated L1
android.intent.action. MAIN
android.intent.action. EDIT
[FS6]
android.intent.category. LAUNCHER | 1]
android : directBootAware (1]
[FS;]
android : exported 0]
[FSg] Access to undocumented/hidden API s] 1
getDeviceld () (0]
getSimSerial Number ()
[FSo]
getImei () [ 0]
Restricted API calls 1
7510 { ]

2.2. Vector Space Construction. A harmful task is normally
shown in particular patterns as well as mixes of the extracted
features. As an example, a malware application sending the

fine location of a smartphone might have the permission
android.permission. ACCESS_FINE_LOCATION in FS; and
the hardware feature android.hardware.location.gps in FS,.
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1 <?xml version="1.0" encoding="utf-8"?>
2= <manifest
3 xmlns:android="http://schemas.android. com/apk/res/android"
4 android:versionCode="1"
5 android:versionName="1.0"
6 package="com. example. IntentApp">
7 <uses-sdk android:minSdkVersion="15" android:targetSdkVersion="26" />
8@
9 <!-- FS1: Hardware Components -->
10 <uses-feature android:name="android.hardware.microphone" />
11 <uses-feature android:name="android.hardware.telephony" />
12 <uses-feature android:name="android.hardware.location.gps" />
13
14 <!-- FS2: Software Components -->
15 <uses-feature android:name="android.software.sip.voip" />
16 <uses-feature android:name="android.software.backup" />
17&
18 <!-- FS3: Requested Permissions -->
19 <uses-permission android:name="android.permission.RECORD_AUDIO"/>
20 <uses-permission android:name="android.permission.SEND_SMS"/>
21 <uses-permission android:name="android.permission.ACCESS_FINE_LOCATION"/>
22e
23 <!-- FS4: App Components -->
24 <application
25 android:allowBackup="true"
26 android:directBootAware="true">
27e
28 <!-- FS5: App Activities -->
29 <activity
30 android:directBootAware="true"
31 android:hardwareAccelerated="true"/>
328
33 <!-- FS6: Intent Filters -->
348 <intent-filter>
35 <action android:name="android.intent.action.MAIN" />
36 <action android:name="android. intent.action.EDIT" />
376 <category android:name="android.intent.category.LAUNCHER" />
38 </intent-filter>
39@
40 <!-- FS7: App Services -->
41e <service android:name=".IntentService"
42 android:directBootAware="true"
43 android:exported="true">
44 </service>
45 </application>
46 </manifest>

FIGURE 2: A simple XML manifest example (AndroidManifest.xml)
that declares seven feature sets for an Android application.

Preferably, we would like to create Boolean expressions that
catch this reliance in between features as well as returning
true if a malware is found.

We will need to place the extracted feature collections
from an Android application (FS,, FS,, ..., FS,,) in a vector.
In our experiments the vector space (V(App)) contains
approximately 550,000 different extracted features. If the
application (App) contains the feature (f), the vector space
element for that feature is mapped to 1 (V(App, f) = 1);
otherwise, it is mapped to 0 (V(App, f) = 0). A simple
structure as an example of the vector space is shown in (1).
Regardless of the measurement of the vector space, it is hence
enough to just save the extracted features from an application
for sparsely standing for the vector V(App) by using either
hash tables [10] or Bloom filters [11].

2.3. Rough-Based Detection. Rough Set based data analysis
[12-14] starts after constructing the vector space (feature
table), as depicted in Section 2.2. Each row represents a
specific feature obtained from a certain feature set according
to a specific Android application in our scheme. The Rough
system has multiple entities and stages.

(i) Feature Table: It is a pair FS = (Apps, F) where Apps
is a nonempty finite set of Android applications called
the universe and F is a nonempty finite set of features
such that f : Apps — Vf for every f € F. The set
Vf is called the value set of f, and elements of Apps
are called Android applications.
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(ii) Decisions: It is the feature table in the form FS =
(Apps, FUu{appy}), where App, (not a feature in F) is
the decision feature. The features of F are called con-
ditional features or simply conditions.

(iii) Approximations: Let Appy C Apps:

(a) Lower Approximation: It consists of all
Android applications, which definitely belong to
R(Appx) = {App € Apps | [AppIR € Appy}-

(b) Upper Approximation: It contains all Android
applications, which possibly belong to R(Appx)
= {App € Apps | [App]R 0 Appx # ¢}.

(c) Boundary Region: The difference between the
upper and lower approximations constitutes the
boundary region of the Rough Set algorithm.
Boundary positive and negative regions [15] are
described as below.

BNDy (Appx) = |R (AppxX) - R (Appy)|
POSg (Appx) = R(Appx) 2

NEGg (Appx) = U - R(Appx)

An Android application of the negative region
NEGr(Appx) does not belong to Appy, an
application of the positive region POS,(Appx)
belongs to Appy, and only one application of
the boundary region BNDy,(Appx) belongs to
Appyx. Those approximation sets and regions are
shown in Figure 3.

(d) Approximation Accuracy: The roughness pre-
cision of any subset Appy € Apps with regard
to R C F, represented as o (Appy), is quantified
by ax(Appx) = |R(Appy)/R(Appy)l, where
|Appx| represents cardinality of Appy. For an
empty set ¢, we define ap(¢p) = 1. It is worth
noting that 0 < az(Appx) < 1. If ag(Appx) =
1, the set Appy is crisp with respect to R. If
ap(Appx) < 1, Appy is tough with reference to
R.

3. Evaluation

After providing RoughDroid thoroughly, we currently con-
tinue to an empirical assessment of its efficiency. In order to
do so, we first describe the used dataset and then run some
experiments to evaluate the detection performance.

3.1. Considered Data Sets. Our experiments are executed
based on a dataset of genuine Android applications and
also actual malware. We are utilizing Drebin dataset [1], it
comprises 131,611 software samples collected from other tools,
including Google Play Store, both Chinese and Russian Mar-
kets, and also Android sites. Additionally, it Includes 5,560
malware applications, from 179 distinct malware families,
for example, Fakelnstaller, DroidKungFu, Plankton, Opfake,
GingerMaster, BaseBridge, Iconosys, Kmin, FakeDoc, Gein-
imi, Adrd, DroidDream, Linux/Lotoor, GoldDream, MobileTx,
FakeRun, SendPay, Gappusin, Imlog, and SMSreg.
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TABLE 2: Statistical measures for RoughDroid and four other schemes.
Scheme Area Std. Error Asymptotic Prob. 95% LCL 95% UCL
RCP [16] 0.52123 0.08965 5.63972E-5 0.43983 0.62718
Peng et al. [17] 0.08182 0.85211 4.941212E-5 0.51643 0.73156
SigPID 0.91364 0.07131 4.72643E-4 0.57846 0.87653
Drebin [1] 0.93521 0.06344 3.66257E-4 0.66972 0.91842
RoughDroid 0.95633 0.04577 2.48984E-6 0.79892 0.97833

Appx

Apps = [+ Il+[ (Al Apps)

R(Appy) = ] (Malware Apps)

R(Appy) = |:|+. (Malware + Adware Apps)
POS(Appy) = R(Appy) = I:‘ (Malware Apps)
NEGy(Appy) = Apps - R(Appx) =[] (Benign Apps)
BN (Appy) = R(Appy) - R(Appy) = . (Adware Apps)

FIGURE 3: The approximations and regions of an Android applica-
tions” set Appy using Rough Set algorithm.

In addition, we have also considered 158 Android appli-
cations introducing three new malware families (Grabos,
TrojanDropper.Agent. BKY, and AsiaHitGroup) that invade
Google Play Store at 2017. It should be mentioned that the
adware applications are considered in our dataset.

3.2. Performance Analysis. Our RoughDroid does not need
initial training in advance, which is one of its basic advan-
tages. RoughDroid analyzes each application in a broad floppy
way and grab a great collection of features categorized in ten
feature sets (FS;, FS,,..., FS;,). It should be mentioned that
the results are obtained from the average of 25 trials using the
same environmental conditions. We introduce our analysis
based on comparing RoughDroids results with the results
obtained from related approaches and ten popular antivirus
scanners, finally employing RoughDroid to find the detection
rate for the most popular malware families.

3.2.1. RoughDroid and Related Approaches. We initially con-
trast the efficiency of RoughDroid versus associated static
methods for the discovery of Android malware. Specifically,
we think about Drebin [1], RCP [16], Peng et al. [17], and
SigPID [18]. The outcomes of these experiments are displayed
in Figure 4 as ROC curve. RoughDroid outperforms the four
previously mentioned approaches by detecting 95.6% of the
malware applications at a false-positive rate (FPR) equal to
1%.

Also, according to the statistical measures introduced
in Table 2, the Asymptotic Probability of the five schemes

True-Positive Rate (TPR)

0.0 T T
0.00 0.01 0.02 0.03 0.04 0.05 0.06 0.07 0.08 0.09 0.10

False-Positive Rate (FPR)

—— RCP —— Drebin
—— Pengetal. —— RoughDroid
SigPID

FIGURE 4: RoughDroid performance analysis ROC curve compari-
son with three approaches.

is much smaller than 0.05; thus we can conclude that all
schemes are effective. In addition, the area under the curve
of RoughDroid is 0.95633, which is closer to 1.0; hence,
RoughDroid is the best scheme in successfully detecting the
malware of an Android application. The excellent efficiency of
RoughDroid arises from the various feature sets that are used
to design the malicious activity of an application.

3.2.2. RoughDroid and Popular AV Scanners. RoughDroid
reveals a much better efficiency compared to related
approaches ([1, 16-18]). We likewise contrast it with ten
picked antivirus scanners on the considered dataset. It should
be mentioned that we consider FPR = 1%, which we assume
to be adequately low enough for practical scenarios.

Experimental results are displayed in Table 3. The best
antivirus detects over 90% of malware applications. Our
RoughDroid also provides best performance with detection
rate of 95.6%.

3.2.3. Detecting Malware Families. When evaluating the
detection efliciency of an approach, the equilibrium of mal-
ware family members in the dataset is very important. If
the number of applications of a particular malware family
members is little great compared to various other families,
the detection result might mostly depend on these families.
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FIGURE 5: RoughDroid detection rate for 23 malware families based on three different number of applications for each family.

TaBLE 3: Detection rates of RoughDroid in comparison with Drebin, SigPID, and ten anti-virus scanners.

RouehDroid Drebin SigPID  Anti- Anti- Anti- Anti- Anti- Anti- Anti- Anti- Anti- Anti-
& [1] (18] V1 V2 V3 V4 V5 A V7 V8 \E V10
Detection Rate  95.60%  93.90% 91.22% 96.41% 93.71% 84.66% 84.54% 78.38% 64.16% 48.50% 48.34% 9.84% 3.99%

An unreal solution to this problem is to make use of the same
number of applications for each malware family.

We are laying more stress on 20 (Fakelnstaller, Droid-
KungFu, Plankton, Opfake, GingerMaster, BaseBridge, Icono-
sys, Kmin, FakeDoc, Geinimi, Adrd, DroidDream, Linux/
Lotoor, GoldDream, MobileTx, FakeRun, SendPay, Gappusin,
Imlog, and SMSreg) top common malware families, plus the
new three (Grabos, TrojanDropper.Agent.BKY, and AsiaHit-
Group) malware families that invade Google Play Store at
2017.

We perform three more experiments, by restricting the
variety of applications for a certain family in the test set.
In the first experiment, we offer no applications of the
family. In the second experiment, we place 10 arbitrarily
picked applications of the family back right into the test
set. Finally, in the third experiment, we use 20 arbitrarily
picked applications of the family back right into the test
set. The consequences of these three experiments are shown
in Figure 5. RoughDroid can reliably detect all households
with a typical precision of 95.6% at FPR = 1%. The figure
also shows that five (Kmin, MobileTx, FakeRun, Grabos, and
AsiaHitGroup) families are perfectly detected.

4. Related Work and Discussion

To the best of our knowledge, Android malware detection
and classification have a wide research area in the last decade.
It has three basic categories, based on the detection technique,
that is, static analysis, dynamic analysis, and machine learn-
ing analysis. Several methods have been proposed for stati-
cally analyzing an Android application, such as [8, 9, 18, 19].
Also, there are some contributions based on dynamic analy-
sis, such as [5-7, 20, 21]. Regarding realizing the data place-
ment considering both the energy consumption in private
cloud and the cost for renting the public cloud services, the
authors in [22] have proposed a cost- and energy-aware data
placement method, for privacy-aware applications over big
data in hybrid cloud.

Furthermore, the detection techniques [16, 17, 23, 24]
are based on machine learning. The authors in [25] propose
a new bio-key production algorithm called FVHS, which
unites the benefits of the biometrics authentication and user-
key authentication. Also, in [26] the authors suggest a new
scheme named FREDP (File Remotely keyed Encryption and
Data Protection). This strategy entails interaction between
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one of the clouds that are personal and a terminal. The authors
in [27] propose a new identity-based blind signature scheme
based on number theorem research unit lattice.

The authors in [28, 29] are proposing a new access control
for cloud infrastructure as a service. Also, a trust based access
control model is proposed in [30]. In addition, cryptographic
access control scheme is introduced in [31]. Also, the authors
in [32] propose a new space metric optimization pushed
deep-learning frame for age-invariant facial recognition. A
complete review for Blockchain and intrusion detection is
available in [33]. Reference [34] introduced JFCGuard for
detecting juice filming charging attack and [35] enhanced
network capacity. A privacy-preserving scheme based on
location is introduced in [36].

Due to the sparsity of big rating data in E-commerce, both
similar friends and similar product items may be absent from
the user-product purchase network, which leads to a big chal-
lenge to the recommendation of appropriate product items to
the target user. The authors in [37] propose a structural bal-
ance theory-based recommendation scheme. Also, protect-
ing users’ privacy is challenging when IBM releases its own
data to Amazon. In addition, the recommendation efficiency
and scalability are often low when the user-service quality
data of Amazon and IBM are updated frequently. Thus,
the authors in [38] have proposed a privacy-preserving and
scalable service recommendation approach based on distri-
buted locality-sensitive hashing.

Based on deep learning, [39] proposed a novel finger vein
recognition algorithm. For social networks, [40] introduced
a measure for social influence. An early detection scheme for
IP traffic is introduced in [41]. A new instant encrypted trans-
mission is proposed in [42]. Based on trusted routing, a sensi-
tive analysis of attack-pattern is proposed in [43]. Finally, [44]
presents a new scheme M-SSE that achieves both forward and
backward security based on a multicloud technique.

5. Conclusion

This paper introduced RoughDroid that is a new broad
floppy analysis malware detector on smart Android phones
during the installation time by introducing robust feature
extraction framework. RoughDroid performs a broad floppy
analysis, gathering numerous features from an application’s
Dex code as well as manifest file. It is based on ten fea-
ture sets (FS;, FS,,...,FS;,). It then uses the Rough Set
algorithm to check the behavior of an Android applica-
tion. The experimental results showed that RoughDroid is
detecting 95.6% of the malware applications at a FPR =
1%, which means that RoughDroid outperforms the well-
known detection approaches (Drebin [1], RCP [16], Peng
et al. [17], and SigPID [18]). Also, RoughDroid is compared
with the ten most popular antivirus scanners and proved
efficiency in practical scenarios. Finally, RoughDroid is able to
perfectly detect five (Kmin, MobileTx, FakeRun, Grabos, and
AsiaHitGroup) malware families.
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The rapid advancements in the Internet of Things (IoT) and cloud computing technologies have significantly promoted the
collection and sharing of various data. In order to reduce the communication cost and the storage overhead, it is necessary to exploit
data deduplication mechanisms. However, existing data deduplication technologies still suffer security and efficiency drawbacks.
In this paper, we propose two secure data deduplication schemes based on Rabin fingerprinting over wireless sensing data in cloud
computing. The first scheme is based on deterministic tags and the other one adopts random tags. The proposed schemes realize
data deduplication before the data is outsourced to the cloud storage server, and hence both the communication cost and the
computation cost are reduced. In particular, variable-size block-level deduplication is enabled based on the technique of Rabin
fingerprinting which generates data blocks based on the content of the data. Before outsourcing data to the cloud, users encrypt
the data based on convergent encryption technologies, which protects the data from being accessed by unauthorized users. Our
security analysis shows that the proposed schemes are secure against oftline brute-force dictionary attacks. In addition, the random
tag makes the second scheme more reliable. Extensive experimental results indicate that the proposed data deduplication schemes

are efficient in terms of the deduplication rate, the system operation time, and the tag generation time.

1. Introduction

The wireless sensor network (WSN) is an ad hoc network
composed of a large number of sensors, and the sensors
communicate with each other over a wireless channel in
a multihop manner [1-5]. Sensors are usually a low-cost,
simple device with limited computing power and working
batteries, which have the ability to collect, process, and
transfer data. With the rapid development of Internet of
Things (IoT) and cloud computing technologies, WSN has
found many promising applications. As an extension to the
cloud computing paradigm, fog computing makes it possible
to execute the IoT applications in the network of edge. Xu
et al. [6] proposed a dynamic resource allocation method for
load balancing in fog environment. Cloud computing [7, 8]
supports distributed data storage and parallel processing and

its data processing framework handles huge amounts of data
in a local computer rather than requiring to transmit these
data remotely [9-11]. We know that cloud storage technology
is the most common and most popular cloud computing
service today. The extensive application of cloud storage
motivates enterprises and organizations to outsource data
storage to third-party cloud providers [12-16]. Zhang et al.
[17] proposed a fine-grained access control system suitable
for resource-constrained users in cloud computing. It is
reported that the average size of backup data for a medium
size enterprise is 285 TB and faces an annual growth rate
of about 24-27%. According to the analysis report of IDC,
personal user data has reached terabytes in 2006. From 2006
to 2010, global data volume continues to grow at a rate of 57%
annually. In 2011, the global data volume has entered the era
of ZB, and the total amount of data used globally exceeds 1.8
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ZB. It is expected that the global data volume will reach 40
ZB by 2020 [18].

Data deduplication has been widely accepted as an
effective technique to reduce workload and overhead of
the cloud storage system [19-23]. Today’s commercial cloud
storage services, such as Dropbox, Google Drive, Bitcasa,
Mozy, and Memopal, have been applied deduplication to
save maintenance cost. However, the extensive application of
data deduplication makes its security problems increasingly
prominent [24, 25]. Compared with traditional information
security, cloud storage security [26-28] mainly has two
characteristics: users do not enjoy physical control over the
data they upload to the cloud storage system and the same
kind of physical resources is shared by multiple users. The
confidentiality and integrity of data will be threatened. It is
noted that cloud storage security has drawn many attentions
[29, 30]. Xu et al. [31] proposed a cost and energy aware data
placement method for privacy-aware applications over big
data in hybrid cloud. Harnik et al. [32] pointed out that there
were security vulnerabilities in the deduplication technology
used by the provider. Douceur et al. [33] introduced conver-
gent encryption (CE) that uses the hash value of the data itself
as a secret key to solve the problem of contradiction between
deduplication and confidentiality. Bellare et al. [34] defined
a cryptographic primitive called message-locked encryption.
Li et al. [35] implemented Dekey using the Ramp secret
sharing scheme to manage the CE keys. Literature [21]
pointed out that, in the data deduplication, simply using the
hash value of the file represents the entire file, making the
data deduplication process vulnerable to hacking, and the
hash value is not confidential, and the attacker can obtain
the entire file content by obtaining the hash value. Abadi
et al. [36] proposed two schemes, including a completely
random scheme and a deterministic scheme, which support
the randomization of tags to ensure the security of the data
deduplication system. In the schemes, CE directly uses the
data fingerprint as the key derivation function and hence only
achieves security for unpredictable data. In fact, offline brute-
force dictionary attacks can be easily launched because of the
determination of CE keys [37]. Moreover, current deduplica-
tion schemes [35, 37] directly deduplicate the encrypted data,
which increases the computational overhead. In the future,
it is possible to realize decentralized data deduplication
schemes via blockchain technologies, which have been used
to realize decentralized outsourcing computation [38, 39] and
searchable encryption with two-side verifiability [40] in cloud
computing.

Deduplication can be defined based on different granu-
larities [41]: file-level deduplication and block-level dedupli-
cation (fine-grained fixed-size or variable-size data block).
File-level deduplication is the easiest but inefficient method.
Fixed-size block-level deduplication refers to blocking the
file into fine-grained fixed-size (such as 4MB, 512KB) data
blocks and then deleting the duplicate blocks [42]. However,
it is difficult for fixed-size block-level deduplication to deal
with the situation of insertion of data in the file. Abadi et
al. [36] propose a completely random scheme that avoids
deterministic messages to generate tags directly and better
guarantees the security of the data deduplication process.

Security and Communication Networks

On the basis of [36], Jiang et al. [43] added static data
deduplication decision trees and dynamic data deduplication
decision trees and optimized duplicate detection operations.
However, most of previous schemes realize data dedupli-
cation after the data is encrypted by users, and hence the
computation and communication efficiencies remain to be
improved. In [44], the authors proposed a data deduplication
scheme based on Rabin fingerprinting, which is a preliminary
version of the work given in Section 4.2 of this paper. In
this paper, we significantly revise the preliminary scheme
[44] and add more technical details as compared to the
preliminary abstract [44]. First, we add Section 3 to describe
a system architecture of secure deduplication based on Rabin
fingerprinting over wireless sensing data in cloud comput-
ing. Second, we improve the basic construction to support
randomized tags and provide detailed procedures of data
deduplication using randomized tags in Section 4.3. Third, we
present security analysis of both schemes in Section 5 and do
extensive experiments to evaluate the proposed deduplication
schemes in Section 6.

Our Contribution. The contributions of this paper can be
summarized as follows. In order to tackle the security and
efficiency drawbacks in the existing data deduplication tech-
nologies, we propose two secure data deduplication schemes
based on Rabin fingerprinting over wireless sensing data in
cloud computing. The first scheme is based on deterministic
tags and the other one adopts random tags. Note that the ran-
domized tag achieves more reliable security guarantees than
the deterministic tag. In order to reduce the communication
cost and the computation cost, data deduplication in the pro-
posed schemes is realized before the data is outsourced to the
cloud storage server. For the sake of practicability, we realize
variable-size block-level deduplication of the data, which is
enabled based on the technique of Rabin fingerprinting. In
order to protect the outsourcing data from being accessed
by unauthorized users, the data is encrypted by users based
on convergent encryption technologies before outsourcing
data to the cloud. Our security analysis shows that the
proposed schemes are secure against both external attacks
and internal attacks. Extensive experimental results indicate
that the proposed data deduplication schemes are efficient in
terms of the deduplication rate, the system operation time,
and the tag generation time.

Organization. The rest of this paper is organized as follows.
Notations and cryptographic backgrounds are reviewed in
Section 2. The system model, the threat model and security
requirements of a secure deduplication scheme are described
in Section 3. We present the proposed two data deduplication
schemes in Section 4. Section 5 gives the security analysis of
the proposed schemes and Section 6 shows the performance
evaluation. Finally, our concluding remarks are made in
Section 7.

2. Preliminaries

In this section, we first explain notations used throughout
this paper and then simply review some cryptographic



Security and Communication Networks

TABLE 1: Notation description.

Notation Meaning

q A prime.

s€pS s is randomly chosen from the set S.

g A generator of a cyclic group of order g.
(Kb Kpii) The public and secret key pair of a user.
B, A data block.

f(By) The Rabin fingerprinting of B;.

K; The convergent key corresponding to B;.
C; The ciphertext corresponding to B;.

T The random tag corresponding to B,.
B(X) The bitwise exclusive of X.

backgrounds involved in the proposed data deduplication
schemes.

2.1. Notations. In Table 1, we list notations mainly used in the
description of the proposed data deduplication schemes.

2.2. Rabin Fingerprinting. The technique of Rabin finger-
printing is widely used for quick comparison and recognition
of duplicate data. It is based on arithmetic modulo an
irreducible polynomial over Z, [45]. Let S = [a,,a,,...,a,]
be a bit string. We define a polynomial S(¢) of degree n — 1
over Z, as

n-2

SH)=at" " +at" P+ +a, t+a, (1)
Let p(t) = bt* + byt*' + ... + bt + b, be an irreducible
polynomial of degree k over Z,. Given a fixed p(t), the Rabin
fingerprinting of S(¢) is defined as the polynomial r(t) =
S(t) mod p(t). The computation of Rabin fingerprinting is
illustrated in Figure 1, where [ X1, X,, ..., X, X1 1> X2 - - -]
is a continuous string and each character X is a tuple of 8 bits.

Note that a sliding window of width w is used. Assume
the starting point is X; which is represented by a polynomial
X;(t); thus the Rabin fingerprinting value of the string
[X;, Xip1> -+ o> Xirw-1] in the window is

r ()= (in_l (t) > > mod p (). (2)

i1

When the window slides forward 8 bits, X;,; becomes the
starting point and then the Rabin fingerprinting value of the

string [ X, 1, X2 - - > Xjso) in the window is

T (1) = (ixiﬂ- (®) ts“"f> mod p(8).  (3)

Jj=1

In fact, the Rabin fingerprinting algorithm computes a rolling
checksum of the data [46]. The window of the data is
configurable, but it is typically a few dozen bytes long. The
Rabin module will read through a file and let the window
slide over the data. When a byte is read, the fingerprint is

Xl XZ‘ ’ I Xw Xw+1Xw+2

Rabin fingerprinting r, (¢)

Rabin fingerprinting r, (t)

FIGURE 1: The computation of Rabin fingerprinting.

recalculated. If the fingerprint is a special value, the Rabin
module considers the corresponding window position to be a
boundary. The data preceding this window position is taken
to be a “block” of the file. For 1 < i < n, let B; be a “block,”
and the fingerprint of the data block B; is defined as.

2.3. Proof of Ownership. A proof of ownership (PoW) proto-
col [47] enables a client to prove to the server that they own a
given file. The server can derive a small metadata T'(M) from
the data M. To prove the ownership of the data M, the user
needs to send 7' and run a proof algorithm with the sever. Its
ownership is accepted if and only if T’ = T(M) and the proof
is correct [48].

2.4. Convergent Encryption. The notion of convergent en-
cryption was proposed by Douceur et al. [33]. In order to
ensure the confidentiality of outsourcing data in the data
deduplication process, users first encrypt data and then
upload ciphertexts. In practice, if traditional encryption
mechanisms are adopted, different users have diverse encryp-
tion keys, which leads to that the same file will be encrypted
to different ciphertexts by diverse users. This property poses
a serious challenge to data deduplication form the point of
efficiency. In convergent encryption, the key is derived from
the outsourcing data, and hence the same data corresponds
to the same ciphertext even if users are different. Therefore,
CE makes it possible to realize secure data deduplication in
ciphertexts. Figure 2 illustrates the process of a convergent
encryption. A convergent encryption scheme consists of the
following algorithms:

(i) KenGengp (M) — K. The key generation algorithm
generates a convergent key K based on data M. For a
secure use of convergent encryption, the convergent
key should be unpredictable, which can be realized
by introducing randomness based on the message
authentication code (MAC). MAC is also known
as the keyed hash function. It is a value obtained
based on a secret key and a message digest, which
is usually used to data source authentication and
integrity checking. A MAC is defined as below.

(a) Hash(M) — H,, is a hash algorithm, such as
SHA-1 and SHA-256, which takes as input the
message M and outputs the hash value.

(b) keyHmac(secret, H,) — K is a message
authentication code that takes as inputs the hash
value H), and a random parameter secret and
outputs a randomized convergent key K.
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FIGURE 2: The convergent encryption process.

FIGURE 3: An example of decision tree.

(ii) Encog(K, M) — C. It is a symmetric encryption
algorithm that takes the convergent key K and the
data M as inputs and outputs a ciphertext C.

(iii) Decgg(K,C) — M. It is the corresponding decryp-
tion algorithm that takes the convergent key K and
the ciphertext C as inputs and outputs the original
data M.

(iv) TagGengp (M) — T),. The tag generation algorithm
maps the original data M to a tag T,,. Essentially,
the Rabin fingerprinting of data is used as the tag
in the deterministic tag based scheme and is used to
generate tags for the random tag based scheme.

2.5. Decision Trees. As a predictive model, a decision tree is
a tree-like structure, in which each internal node denotes a
test on an attribute, each branch represents the test output,
and each leaf node means a category. For example, as shown
in Figure 3, a decision tree consists of nodes and branches.
Typically, a decision tree begins with the root node and
branches connect the nodes. A branch that originates from a
decision node is called a decision branch. Note that different
conditions are associated with different branches. A leaf node
acts as a termination node, which indicates the final outcome
of the branch.

3. Models and Security Goals

In this section, we first introduce the system model and then
describe the threat model and security goals.

3.1. System Model. The system model is illustrated in Figure 4,
in which three entities are involved, including a management
server (MS), users, and a cloud storage server (CSS). In the
model, users outsource their data to CSS and access the data
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FIGURE 4: The system model.

later with the help of MS, while keeping the ability of data
deduplication. The details are described as follows.

(i) MS. It is trusted by users and manages secret keys and
users’ information. MS introduces a random secret parameter
to generate randomized convergent keys for users.

(ii) Users. Users can compute the block fingerprints before
data deduplication. They encrypt data and then upload
ciphertexts to CSS. For recovering the data, they decrypt the
corresponding ciphertext from CSS.

(iii) CSS. It is honest but curious and provides data storage
service to users. It stores and manages user’s unique data
copies in the form of ciphertexts. In the subsequent random
tag based deduplication scheme, CSS checks duplicate data
based on a decision tree.

3.2. Threat Model and Security Goals. We consider both
external attackers and internal attackers for the security of
outsourcing data storage with data deduplication. For one
thing, in the public channels, the external attackers are able
to achieve partial of information on the data. An external
attacker can access CSS by disguising as a legitimate user. For
another, the internal attackers are honest but curious. They
will follow the procedures of the proposed scheme and try to
get confidential information as much as possible. The goal of
the internal attackers is to obtain the contents of the data from
CSS and obtain the randomized convergent keys from MS.
Considering the above threat model, we specify the
following security goals. First, we need to ensure that the
semantic security of encrypted data blocks. This requirement
hasbeen formalized in [49]. Therefore, the adversary does not
have the ownership of the data because there is no convergent
key to encrypt. Second, the convergent keys should be kept
secure. The goal of the attackers is to get the other users’
keys and the data block ciphertexts. We aim to guarantee
the security of the keys’ transmission and storage. Neither
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external attackers nor internal attackers can obtain other
convergent keys.

4. Data Deduplication Schemes Based on
Rabin Fingerprinting

In this section, we propose two data deduplication schemes
based on Rabin fingerprinting, including a deterministic tag
based scheme and a random tag based scheme. In each
scheme, three phases, system setup, file uploading, and file
downloading, are performed for data outsourcing storage
with deduplication. The proposed deduplication schemes
perform block-level data deduplication before users’ data
encryption, in which the file blocks are generated based on
Rabin fingerprinting.

4.1. Overview of Our Schemes. In the first scheme, the
outsourcing data is first divided into many data blocks based
on the Rabin fingerprinting technique. For each data block,
a deterministic tag is generated based a hash function. With
the tag, the cloud storage server can check whether the corre-
sponding data block has already existed. If it exists, the user
proves to the cloud server that it indeed has the ownership of
the data block. Otherwise, the user encrypts the data block
and uploads the generated ciphertext to the cloud server, in
which the ciphertext is based on a convergent encryption
and the convergent key is generated by the management
server. The security of data in the deduplication process is
ensured based on encryption techniques, and the convergent
keys are also effectively managed. However, deterministic
tags fail to meet the standard confidentiality requirement,
such as semantic security. To be specific, if the plaintext can
be listed, the attacker can learn the content of the plaintext
by computing the tags and comparing the ciphertexts. If
the tag is unpredictable, the above security drawback can
be avoided. In the second scheme, the tag is randomly
generated by the management server. The new scheme can
support randomized tags and also allows decision tree based
data duplicate detection. The decision tree supports the
deletion and updating without needing expensive bilinear
pairing operations. The randomized tags sacrifice efficiency
to some extent but provide more reliable protection for data
confidentiality in data deduplication systems.

4.2. Data Deduplication with Deterministic Tags

4.2.1. System Setup. In the system setup phase, necessary
parameters are generated based on the following proce-
dures:

(S1) Given a security parameter 1", MS specifies a conver-
gent encryption scheme (KeyGencg, Enceg, Deccg,
and TagGen(y), an asymmetric encryption scheme
(KeyGen,g, Enc,p, and Dec,g), and a PoW algo-
rithm. MS runs KeyGen,,;; to generate an asymmetric
public and secret key pair (K, K,y;) for each user.
Note that KeyGen is realized based on keyHmac
and TagGeng is computed based on the Rabin
fingerprinting.

The user generates Rabin fingerprint f(B;),
and sends it to CSS and MS.

Block duplicate
check

A
MS generates a randomized
convergent key K; for the user:
K; = keyHmac(secret, f(B;))

4 N

. J

Y
(" The user encrypts B; based on K; A
as C; = Enccg(K;, B;) and

sends C; to CSS.

/
The user gets the
duplicate block pointer
from CSS.

J/

FIGURE 5: The uploading phase of deterministic tag based data
deduplication.

(S2) The CSS initializes two types of storage systems: a fast
storage system for efficient detection of duplicate data
tags and a file storage system for storing encrypted
outsourcing data.

(S3) MS initializes its local storage system for storing users’
metadata and randomized convergent keys.

4.2.2. File Uploading. The uploading phase is shown in
Figure 5. Suppose that a user uploads a file F and then
performs the block-level deduplication below:

(S1) The user sends a file-backup request to MS, including
its authentication information. Then, MS performs an
identity authentication. If passed, the following steps
are performed.

(S2) Based on the Rabin fingerprinting technique, the user
divides F into a set of blocks denoted by {B;},;,,. The
user computes each block fingerprint f(B;) and sends
f(B;) as tags to CSS for duplicate checking.

(S3) In addition, the fingerprints { f(B;)} are sent to MS for
generating convergent keys later.

(S4) Once the data block fingerprints { f (B;)} are received,

CSS computes the data block signal vector oy as
follows:

(i) For each i, if an existing block fingerprint
matches f(B;), CSS sets og[i] = 1 to indicate
“block duplicate.”

(ii) Otherwise, CSS sets o[i] = 0 to indicate “no
block duplicate.” CSS stores f(B;) into the fast
storage system.

After the data deduplication is fulfilled, CSS returns
the signal vector o to the user.

(S5) After receiving oy, the user checks if op[i] = 1. If it
is, the user runs a PoW algorithm to prove to CSS



that it owns the data block B,. If CSS accepts the
proof, it directly returns the corresponding pointer of
B; to the user. At the same time, the user stores the
block pointer of B; which is not needed to upload.
In the other cases, the protocol is terminated and the
involved entities quit the protocol.

(S6) Otherwise, the user sends o to MS. Upon receiving
0, MS checks if o5[i] = 0. If it is, MS generates the
convergent key K; = keyHmac(secret, f(B;)), where
secret is a randomly chosen parameter. MS sends the
randomized convergent key K; corresponding to the
nonduplicate block to the user. The user computes a
ciphertext C; = Encqg(K;, B;) and uploads C; to CSS.

4.2.3. File Downloading. Suppose that a user intends to
download a file F. The user first sends a downloading
request to MS, including its authentication information.
If the authentication is successfully verified, the following
procedures are performed:

(S1) MS encrypts the randomized convergent key K; by
computing C;. = Enc, (K, K;), which is then sent
to the user.

(52) Upon receiving the ciphertext Cy , the user decrypts

it based on its secret key K; to get the randomized

convergent key K;, that is, K; = Dec,g(Ky, Cy).
Subsequently, the user obtains the encrypted data
block {C;} from CSS.

(S3) The user decrypts the corresponding ciphertext C; by
computing B; = Dec;(K;, C;), based on K;, and then
restores the file F.

4.3. Data Deduplication with Randomized Tags

4.3.1. System Setup. The details are the same to those in the
deterministic tag based scheme. Besides, MS specifies a cyclic
group of prime order g with generator g.

4.3.2. File Uploading. Suppose that a user intends to out-
source the file F. The tag corresponding to the data block
B ist; = (g7, g"/ B, s;), where r; is randomly chosen from
Z; and f(B;) is the data fingerprint. The value of s; can be
0 or L. If s; = 1, it means the corresponding data block of
the tag in the decision tree has not been deleted. When the
data block is deleted, s; is set to be 0, which means there is no
corresponding data block in CSS. The data uploading process
is illustrated in Figure 6.

(S1) The user sends a file-backup request to MS, including
its authentication information. Then, MS performs an
identity authentication. If passed, the following steps
are performed:

(S2) Based on the Rabin fingerprinting technique, the user
divides F into a set of blocks denoted by {B;}.,.,,. The
user computes each block fingerprint f(B;) and sends
f(B;) to MS.

(S3) Upon receiving the data backup request, CSS first
iterates through the tag nodes in the order of the
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FIGURE 6: The uploading phase of random tag based data dedupli-
cation.

decision tree. If 5; = 0, it traverses the next node’s tag
until s; = 1 or a leaf node. If s; = 1, CSS returns the
tag 7, = (g", "/, s;) to the user. Note that the root
node tag of the decision tree is 7, = (", g/ ®, s,)
and s; has a default value 1.

(S4) Once the user receives the tag sent by CSS, the user

calculates g"/®-) and verifies that g"/®) is equal to
grif(Bi).

() If gi/B) = g/ B the user sends “data
duplication” to CSS and skips to the step (S6).

(ii) Otherwise, the user calculates b = B(gr"f (B.))
and sends it to CSS.

(S5) The server moves the pointer to the next node in the
decision tree based on the result of b = B( gr"f (B.)y,

(1) If b = 0, CSS will move the pointer to the left
node.

(i) If b = 1, the pointer will be moved to the right
node and the above step (S3) is performed again.

If the decision tree pointer has not found a duplicate
node after moving to the leaf node, CSS will send
“data non-duplication” instruction to the user and
skips to the following step (S7).
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(S6) Once the user receives a “data duplication” instruc-
tion for a block B,, it runs a PoW protocol with CSS
to prove its ownership of the block. If passed, then CSS
will return to the user a pointer to the duplicate data
block B,. The user then stores the pointer and the data
block B, does not need to be uploaded.

(S7) Once the user receives the “data non-duplication”
associated with the data block B,, MS generates
the convergent key K, = keyHmac(secret, f(B,)),
where secret is a randomly chosen parameter, and
sends the randomized convergent key K, to the
user. The user will run the encryption algorithm
C, = Encs(K,,B,) to compute the ciphertext C,
and upload it to CSS. At the same time, the user
chooses 7, € RZ;, generates a corresponding tag 7, =

(g™, gr*f(B*), s,), and sends the tag to CSS.

($8) Upon receiving the tag (g, g"/®), 5,) of the block
B, from the user, CSS computes b = B(gr"f By 1f
b =0, the tag (¢, g™/ B), 5,) will cover the left node
with s, = 0, or be placed on the left leaf node. If b = 1,
the tag (™, g™/, s,) will cover the right node with
s, = 0 or be placed on the right leaf node.

4.3.3. File Downloading. Suppose that a user intends to
download a file F. The user first sends a downloading
request to MS, including its authentication information. If
the authentication is successfully verified, the following pro-
cedures are performed:

(S1) MS encrypts the randomized convergent key K; by
computing C;. = Enc g (K, K;), which is then sent
to the user.

(82) Upon receiving the ciphertext Cy , the user decrypts
it based on its secret key K; to get the randomized
convergent key K;, that is, K; = Dec,g(Ky, Cy).
Subsequently, the user obtains the encrypted data
block {C;} from CSS.

(S3) The user decrypts the corresponding ciphertext C; by
computing B; = Dec;(K;, C;), based on K;, and then
restores the file F.

5. Security Analysis of the Proposed Schemes

The proposed two data deduplication schemes differ in
the tags. The first scheme adopts deterministic tags and
the second scheme uses random tags. The involvement of
random parameters in the tag generation makes the second
scheme more secure. In the following, we only show that the
deterministic tag based scheme is secure against both external
attacks and internal attacks.

5.1. Security against External Attacks. In data deduplication
systems, external attackers must be prevented from accessing
data. For instance, the transmitted data between the user and
CSS may be obtained by an external attacker. After selecting
the range of a dictionary, the attacker can obtain data corre-
sponding to metadata by the way of brute-force dictionary

attack. In particular, an external attacker may maliciously
modify and destroy users’ transmitted data in order to
compromise both the integrity and the availability of the data.
In the proposed deduplication scheme, random information
is added to the convergent key by MS, which randomizes the
convergent key and alleviate the key compromise risk. The
randomization of the convergent key makes offline brute-
force attack very difficult. Because each user first encrypts
outsourcing data and then transmits data ciphertexts in the
system, it is impossible for external attackers to get the
original data without needing the relevant key.

5.2. Security against Internal Attacks. In order to issue cross-
border operations, attackers often try to hide their own iden-
tities. For example, an attacker may disguise as other legiti-
mate users to violate the privacy of other users. To prevent the
internal attackers, the secure deduplication system realizes
the identity authentication when a user initially communicate
with MS which stores and manages the convergent keys to
prevent unauthorized information read. At the side of CSS,
if a user aims to access a file, a PoOW protocol is required to
be performed between the user and CSS. The user can prove
to CSS its ownership of the file. The proposed deduplication
scheme can effectively prevent attackers from accessing any
files and keys beyond their ownership. In the random tag
based scheme, besides the security of the first scheme, it
also avoids the use of deterministic tags during duplicate
data detection. Accordingly, even if an attacker obtains a tag,
the randomness of the tag makes it possible to obtain the
corresponding convergent key, which further improves the
system security.

6. Performance Evaluation

In this section, we evaluate the performance of the proposed
Rabin fingerprinting based data deduplication systems. We
also compare the trivial deduplication rate of the fixed-size
block scheme and our Rabin fingerprinting based schemes.

6.1. Simulation Environment. 'The hardware used in the simu-
lation is a 64-bit Lenovo 80ER laptop with Windows 7 Home
Basic operating system, and its CPU is Intel(R) Core(TM)
i5-5300U CPU @2.30GHz. The simulation code is written
with Java language by using the MyEclipse development
platform. In our experiments, the data samples are 5400
different journal articles from the China national knowledge
infrastructure, and they are about 15.9 GB in size.

6.2. Experimental Results and Analysis

6.2.1. The Optimized Sliding Step Size. In this section, we
aim to find the optimized sliding step size of the data
deduplication scheme based on the Rabin fingerprinting. The
optimized sliding step size enables a better performance of
the data deduplication system. Specifically, given a fixed-
size data set, we set the upper bound of the data block
size as 8 KB and the sliding window size of the Rabin
fingerprinting as 64 KB. Then, when the window sliding step
size varies from 1 B to 20 B, we test the running time and the
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deduplication rate of the Rabin fingerprinting, respectively.
Note that the data deduplication rate is defined as the ratio of
the remaining nonduplicate data size after data deduplication
to the total data size. The smaller the ratio, the better the data
deduplication effect.

Figure 7 illustrates the variation of the data deduplication
rate with the sliding step size of the window. Figure 8 shows
the variation of the data deduplication time with the sliding
step size of the window. We can see from Figure 7 that the
deduplication rate has the optimal value when the Rabin
fingerprinting has a window sliding step of 1 B and more
than 50% of the duplicate data is removed. In this case,
however, the deduplication time is the longest as shown
in Figure 8. As the sliding step size increases, the data
deduplication rate fluctuates between fixed values and it tends
to be steady between several given sliding step size. When the
window sliding step size is 1 B, the time of the deduplication
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based on Rabin fingerprinting is the longest. The longer the
sliding window moves, the less time it takes for data to be
deduplicated. Generally, in order to ensure the effect of data
deduplication based on Rabin fingerprinting and reduce the
system operation time, we exploit a sliding window of 64 KB
and a sliding step size of 18 B in the following experiments.

6.2.2. The Performance Comparison of Rabin Fingerprinting
Based Scheme and Fixed-Size Block Scheme. Figure 9 shows
that the time for the data block generation varies with the
file size. At the same time, we compare the block generation
time of the fixed-size block deduplication scheme and the
Rabin fingerprinting based scheme. Given the test file of the
same size, the time required for the fixed-size block scheme
is smaller than that based on the Rabin fingerprinting.
Nevertheless, we will show that the total system operation
time of the Rabin fingerprinting based scheme is optimal,
later. Figure 10 compares the time of data deduplication
based on the Rabin fingerprinting and data deduplication
based on fixed-size blocks. The deduplication time does not
include the block generation time, and the performance of
these two schemes is compared from the perspective of data
deduplication. It can be seen from Figure 10 that the data
deduplication time of both schemes increases with the file
size. If the test file is given, the deduplication efficiency of
the Rabin fingerprinting based scheme is obviously better
than that of the fixed-size block scheme. The comparison
reflects the advantage of the Rabin fingerprinting in data
deduplication.

In the subsequent simulation, the fixed-size block algo-
rithm is first used to divide the test files into fixed-size data
blocks of sizes 4, 8,16, 32, 64,128, 256, 512,1024, and 2048 KB,
respectively. Then, the Rabin fingerprint algorithm is used to
divide the same files into variable-size data blocks with the
upper bound limit of sizes 4, 8, 16, 32, 64, 128, 256, 512, 1024,
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and 2048KB, respectively. Finally, the data deduplication time
and the deduplication rate are tested and compared.

Figure 11 shows the comparison of the total running time
of the data deduplication system based on the Rabin fin-
gerprinting and the fixed-size block-level data deduplication
system. For the sake of clarity, the horizontal axis adopts a
logarithmic scale. We can see that the performance of the
data deduplication system based on the Rabin fingerprinting
is better. Therefore, the use of the characteristics of duplicate
data can be quickly found by using the Rabin fingerprinting,
which makes the data deduplication more efficient. Figure 12
shows the data deduplication rate of the Rabin fingerprinting
based scheme and the fixed-size block scheme. It can be
seen that the duplicate data detection rate of the former is
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better than the latter. With the increase of the data block
size, the deduplication rate becomes inferior. However, the
data deduplication rate of the system based on the Rabin
fingerprinting is always better than the fixed-size block
scheme. Figure 13 is a comparison of the overall system
data storage performance based on the Rabin fingerprinting
and fixed-size block level, respectively. From this figure, we
can see that the overall storage performance of the data
deduplication scheme based on Rabin fingerprinting is better
than that of the fixed-size block data deduplication system.
And with the increase of the data volume of the file, the
increase trend of the storage time of the fixed-size block-
level data deduplication system is faster than that of the Rabin
fingerprinting deduplication system.
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6.2.3. The Encryption Time of Nonduplicated Data Blocks.
Besides the deduplication performance, we also consider the
cost of encryption. As shown in Figure 14, the encryption
time of the nonduplicated data after deduplication operation
increases with the file size. Based on Figure 10, we know
that the fixed-size block-level data deduplication scheme
will generate more data blocks, and hence the data block
encryption time will be longer than that of the Rabin fin-
gerprinting based scheme. In particular, the fixed-size block-
level data deduplication scheme needs to encrypt data before
performing data deduplication. Put another way, duplicate
data is also encrypted, which further increases the encryption
overhead of the system.

6.2.4. The Performance Comparison of Deterministic Tags
and Random Tags. In the above analysis, the schemes are
of deterministic tags. In the following, we test and analyze
the performance of the data deduplication systems based
on the Rabin fingerprint algorithm with deterministic tags
and random tags. In Figure 15, we show the performance
comparison of tag generation in the data deduplication
scheme based on deterministic tags and random tags.

It can be seen from Figure 16 that the time for generating
random tags is much longer than that of the deterministic
tags. With the increase of the number of uploaded files, the
time cost of generating random tags will also increase and
its rising trend is obvious. In Figure 16, we compare the
storage performance of the two types of schemes. As can
be seen from Figure 16, the larger the number of uploaded
files, the greater the total data deduplication time of the
two deduplication schemes. Generally, the random tag based
deduplication system is more secure and the deterministic tag
based scheme is more efficient.

7. Conclusions and Future Work

In this paper, we proposed two secure data deduplication
schemes based on Rabin fingerprinting. The schemes are
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realized, respectively, based on deterministic tags and ran-
dom tags. In our schemes, data deduplication is enabled
before the data is outsourced to the cloud storage server, and
hence both the communication cost and the computation
cost are reduced. In particular, we realized variable-size
block-level deduplication by using Rabin fingerprinting. The
data confidentiality is kept based on convergent encryption
technologies. Our security analysis showed that the proposed
schemes can resist offline brute-force dictionary attacks. Our
simulation results indicated that the proposed schemes are
practical in terms of the efficiency.
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In the future research, it would be interesting to design
decentralized block-level data deduplication schemes with
fine-grained access control.
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The applications of mobile devices are increasingly becoming computationally intensive while the computing capability of the
user’s mobile device is limited. Traditional approaches oftload the tasks of mobile applications to the remote cloud. However, the
rapid growth of mobile devices has made it a challenge for the remote cloud to provide computing and storage capacities with
low communication delays due to the fact that the remote cloud is geographically far away from mobile devices. Reducing the
completion time of applications in mobile devices through the technical expending mobile cloudlets which are moving collocated
with Access Points (APs) is necessary. To address the above issues, this paper proposes EACP-CA (Enhanced Adaptive Cloudlets
Placement approach based on Covering Algorithm), an enhanced adaptive cloudlet placement approach for mobile applications in
a given network area. We apply the CA (Covering Algorithm) to adaptively cluster the mobile devices based on their geographical
locations, the aggregation regions of the mobile devices are identified, and the cloudlet destination locations are also confirmed
according to the clustering centers. In addition, we can also obtain the traces between the original and destination locations of these
mobile cloudlets. To increase the efficiency, we parallelize CA on Spark. Extensive experiments show that the proposed approach

outperforms the existing approach in both effectiveness and efficiency.

1. Introduction

The rapid development of the mobile Internet and the
Internet of Things has promoted the emergence of various
new types of services, which has led to explosive growth
in mobile communication traffic over the past few years.
Mobile devices have gradually replaced personal computers
as one of the main tool, which people can use in daily work,
socialization, and entertainment. Simultaneously, the mobile
applications are also increasingly becoming computationally
intensive [1-3]. These vast amounts of mobile applications
accordingly bring huge computing capacity, storage capacity
requirements, and low latency requirements. The previous
methods allow these mobile devices to directly access the
remote cloud (e.g., Amazon) [4-6], deploying all services
to the remote cloud which will not only lead to the great
increase of the network load and cause a long delay in the
network, but also put higher demands on bandwidth and

delay performance of network. The remote cloud is far away
from its users and the network delay incurred by processing
the requirements can be very costly. These above situations
are especially intolerable in real-time demand of applications
where the rapid response time is vital for users who take the
mobile devices.

In order to cope with the long latency problem, recent
works have proposed the cloudlets with strong computing
and storage capacity, which are typically collocated at the
AP in a network and can be accessed by users via wireless
connection [3, 7, 8]. The critical advantage of the cloudlets is
that the cloudlets can be deployed physical proximity close
to users which can shorten the transmission latency and
improve the user experience of using interactive applications.

Although there is an increasing number of researches
in mobile cloudlet offloading technology [9-11], fewer
researches about how to place cloudlets in a given network
region are conducted [3, 7, 12-14]. It is necessary to pay
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attention to how cloudlets should be placed in a given
network since the suitable cloudlets placements contribute
to enhancing the cloud service for dynamic context-aware
mobile applications. The price of the cloudlets is so expensive
that the number of the cloudlets is limited, so we should
maximize the utilization of cloudlets by a suitable cloudlets
placement. Some current researches pay attention to the
cloudlets placement to alleviate the low utilities of cloudlets
[3, 12-14], the cloudlets placement in their studies are fixed,
but, in practice, users are constantly moving. Fixed-placed
cloudlets cannot maintain efficiency in responding to the
application requirements for the constant mobile devices. In
order to explain this problem more vividly, we use Figure 1 to
illustrate the issue. Figure 1 presents an example with many
mobile devices and a cloudlet. In Figure 1(a), those mobile
devices with GPS location are randomly distributed in the
scenic spot and a cloudlet with AP being in position A. Those
mobile devices are constantly moving over time. And at time
t', the crowd moves close to position B. If the cloudlet is still
deployed at position A, the coverage range of cloudlet is so
small which leads to the low utility of the cloudlet. But if
the cloudlet moves to position B described in Figure 1(b), the
scope of cloud coverage has increased significantly. Therefore,
to improve the performance of the cloudlet service in the
dynamic scenario, it is significant to propose an enhanced
adaptive mobile cloudlets placement according to practical
distributions of mobile devices.

To address the above issue, this paper proposes EACP-CA
(Enhanced Adaptive Cloudlets Placement approach based on
Covering Algorithm), a novel approach for cloudlets place-
ment. Given a known mobile devices activity area, according
to the characteristics of the data and being independent of the
initial centers [8, 15], EACP-CA first employs CA with “blind”
features to adaptively partition mobile devices into clusters
based on the physical distance between their positions. Then
we adjust the central positions obtained by CA through the
obtained graph path. Next, we execute confirmation of the
center positions operation and get the desired cloudlets central

positions according to the distribution of the mobile devices.
We also need to obtain the pair of the original mobile cloudlet
positions and the destination position of them. Finally, we
conduct the enhanced adaptive cloudlets placement approach
to finish the mobile cloudlets placement. To improve the
efficiency, we parallelize CA on Spark.

The major contributions of this paper are as follows:

(1) We employ the adaptive clustering algorithm CA
to cluster the mobile devices in given regions. CA
based on the quotient space theory has “blind” fea-
tures without determining the number of clusters in
advance; the algorithm can automatically identify the
number of clusters based on the characteristics of the
data and is independent of the initial centers. And we
parallelize the CA on Spark to increase the efficiency
of EACP-CA in processing big data.

(2) We implement the enhanced adaptive cloudlets place-
ment and obtain the traces of mobile cloudlets any
distribution of the mobile devices with changing over
time.

(3) We conduct extensive experiments to comprehen-
sively compare EACP-CA with existing k-means
based approach.

This paper is organized as follows. Section 2 reviews the
related work. Section 3 overviews the preliminary knowledge.
Section 4 introduces enhanced adaptive cloudlet placement
approach for mobile applications. Section 5 presents the
experimental results and analysis, and Section 6 concludes
this paper.

2. Related Work

Mobile cloud computing provides information technology
service environment and cloud computing capabilities within
the radio access network closest to the user's mobile devices,
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aiming to further reduce latency, enhance network oper-
ating efficiency, boost service distribution, and improve
user experience, which can also increase the computing
capacity of mobile devices by offloading the workload to
clouds [1, 2, 9, 16-19]. Many kinds of researches have been
conducted on mobile cloud computing [2, 16, 20-22], but
most of them are about remote clouds which are physically
far away from the uses and cloudlet offloading technology.
The remote clouds lead to a long latency, which is negative
for improving the user experience and the performance of
cloud services [4, 5]. In view of the above issues, researchers
present the cloudlets with computing and storage resource-
rich which can deploy at APs in a network [3, 7]. The
cloudlets are deployed physically close to the users and act
as offloading destinations of the mobile user which can
significantly short the response time for the users’ require-
ments and also can reduce the energy consumption of mobile
devices.

There are some studies investigated the cloudlets. To
name a few, Jia et al. [3] study the cloudlet placement and
mobile user allocation to the cloudlets at user dense region of
the wireless metropolitan area network (WMAN) and assign
mobile users to the placed cloudlets while balancing their
workload. Xu et al. [12] focused the cloudlet placement prob-
lem in a large-scale WMAN consisting of many wireless APs,
in which capacitated cloudlets need to find the best deploy-
ment locations within a given set of candidate locations in
WMAN. The objective is to minimize the average access
delay between the mobile users and the activated cloudlets
serving the users. Ma et al. [13] propose a New Heuristic
Algorithm (NHA) and a Particle Swarm Optimization (PSO)
algorithm for the delaying problem. In the above approaches,
cloudlets are fixed in the placement, which cannot maintain
efficiency in response to the requirements of applications
for frequently moving devices. There are some researchers
proposed the movable cloudlets to enhance the performance
of the cloud service with the mobile users. Xiang et al.
[7] propose self-adaptive edge cloud placement based on
the locations of mobile applications. The core idea of the
method is to maximize the number of mobile devices that
are covered by the known active area of the edge cloud. They
use the k-means algorithm to conduct the clustering process.
However, k-means clustering algorithm has some drawbacks
that the number of clusters k cannot be easily determined,
and the clustering results heavily rely on the initial centers of
random selection. And the selection of the initial center has
a significant impact on the final clustering result and is easily
disturbed by outliers [15, 23, 24].

In this paper, we propose EACP-CA, a novel approach
for enhanced adaptive cloudlets placement. EACP-CA effi-
ciently addresses the limitations and issues of most existing
clustering approaches with a novel covering-based clus-
tering technique. The CA algorithm we employed has
“blind” features, without determining the number of clusters
in advance, which can automatically identify the num-
ber of clusters based on the characteristics of the data
and is independent of the initial centers. And EACP-CA
can efficiently mitigate the issue of data scalability on
Spark.

3. Preliminaries

In this section, we formally define the problem accurately to
facilitate further introduction on enhanced adaptive cloudlet
placement for mobile applications. Before conducting the
introduction, we summarize the notions used throughout
this paper in Table 1 to simplify the discussion.

Most existing studies in mobile edge computing focus
on the limited of computing capacity, storage, and energy
savings of mobile devices by offloading high-complexity and
computing-intensive tasks from mobile devices to remote
clouds [2, 9, 10]. However, the approach of offloading com-
puting tasks to the cloud computing center not only brings
about a large amount of data transmission and increases
the network load, but also increases the transmission delay,
which has a certain impact on the delay-sensitive service and
the user experience [15]. Therefore, to effectively solve the
requirements of high bandwidth and low latency brought
about by the rapid development of the mobile Internet
and the Internet of Things, the mobile edge computing has
received extensive attention from the academic community
and the industry. The cloudlets play an important role in
the mobile edge computing which can significantly enhance
the performance of mobile devices and meet the mobile
users’ response time requirements simultaneously, as shown
in Figure 1. The mobile cloud framework consists of three
main parts presented in Figure 2. Part 1 is mobile device
clients, Part 2 is cloudlets, and Part 3 is the remote cloud.
The mobile device clients can directly access the cloud service
through the APs or can connect to the network through
the wireless network. What is more, there is also a remote
cloud which can be accessed from APs through the Internet.
When the cloudlets cannot meet the request of the mobile
devices, some computationally intensive tasks and data can be
offloaded to the remote cloud for processing. Mobile devices
can quickly access nearby cloudlets through APs to obtain
cloud storage and cloud computing resources, so cloudlets
can help reduce the access latency.

Effectively dealing with the cloudlet placement problem
in WMAN consisting of many APs can contribute to enhanc-
ing the cloud services for dynamic mobile computationally
intensive applications and improve the user experience. In
this paper, we apply a rectangle activity area to place the
cloudlets. In addition, other shaped areas can also be split by
multiple different size rectangles.

3.1. Cloudlet Placement Strategy. If cloudlet [, with the
central position p(x, y) is providing service to the users
with the mobile devices at time ¢, the number of the mobile
devices covered by [,,, at time ¢ should meet the condition that
de 189 > ¢. Our goal is to find optimal cloudlet placement in
A and maximize the total number of covered mobile devices
which is calculated by the following objective function:

M
P
| Jdc i
m=1

Assume cloudlet [, is placed at p(x, y) at time £, and, in the
time range (t, t'], the mobile devices in A move randomly.

AN (t) = )
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FIGURE 2: The mobile cloud framework.

The place position of cloudlet /,, at time ¢ may not suitable
for distribution of mobile devices after moving at time ¢'. In
order to maintain the cloudlets working efficiently, we should
propose a cloudlet movement strategy as the move reference
for the cloudlets.

3.2. Cloudlet Movement Strategy. After mobile devices have
moved at time t', if the cloudlet [, is still placed at the
position p(x, y) at the time #, the mobile devices’ collection of
position p(x, y) at time t' is denoted as dc,li,“'), and another
place position p'(x', y') for cloudlet 1, at time ¢’ is obtained

by adaptive cloudlet placement approach, and satistying the
cloudlet placement strategy is denoted as dc,lf; “_If meet the

!
condition that dc I}, > dc,lﬁ,("’ is met, and there are no
other cloudlets placing around p’ at time ¢’ within radius r,
cloudlet 1, will move from p(x, y) to p'(x’, y').

4. Enhanced Adaptive Cloudlet Placement
Approach for Mobile Applications

The placement of the cloudlets has a significant impact on the
resource utilization of the cloudlets. Inappropriate placement
of cloudlets can cause the severe imbalance in the edge
cloud load. Some cloudlets are overloaded, while others are
underloaded or even idled and reducing the mobile users’
response time requirements.

To obtain the proper cloudlet placement, now we intro-
duce our main approach to the cloudlet placement. The
enhanced adaptive cloudlet placement consists of three
stages. Stage 1 performs the parallel CA clustering algorithm
to obtain the central positions of mobile devices gathering
place. Stage 2 confirms the cloudlet locations. Stage 3 realizes

the adaptive cloudlet placement. The three stages are dis-
cussed in detail as follows.

Stage 1. We observe that mobile devices-dense regions of A
areas are suitable to place the cloudlets, which means that
cloudlets are situated close to a large number of devices
and can reduce the average network latency between mobile
devices and cloudlets. Therefore, we propose a clustering
algorithm named CA to adaptive identify the central posi-
tions of device gathering place. Algorithm 1 presents the
pseudocode for the CA algorithm and we use Table 2 to
simply introduce these functions in Algorithm 1. The detailed
description of these functions is in Section 3.3 in [23]. In order
to better illustrate the effectiveness, we also discuss the time
complexity of the CA.

4.1. Time Complexity Analysis of the Algorithm 1. In Algo-
rithm 1, the computational complexity of line (5) is O(n)
because dataset MDP contains a maximum of n points.
Similarly, the computational complexities of lines (5) and
(6) are also O(n), and those of lines (7), (8), and (9) are
also O(n) because the number of clusters is smaller than
n. Lines (10)-(15) will be repeated until the data points
in the cluster do not change. Lines (3)-(15) must also be
repeated until all of the data points in MAP are covered,
and the number of repetitions num_C is much smaller than
n. In line (3), the radius of a cluster is the average distance
between the center of the cluster and all of the data points
that are not covered by any clusters. On average, each newly
created cluster covers half of the uncovered data points,
and the computational complexity is O(logn). In line (17),
the computational complexity is O(p) because there is a
maximum of p clusters after the initial covering process.
Similarly, the computational complexity of line (18) is O(p)
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Input: MDP
Output: Results of parallel covering with granularity
analysis-A

set of clusters CP = {CP,,CP,,...}
Begin
(1) center ¢ = null
(2) SetC, =MDP
(3) do
(4)  center ¢ «—get_center(C,)
(5)  radius r «— get_weight_radius(c,C,)
(6)  Covering Cy,,, = get_covering(c,,C,)
(7) ¢ «— get_centroid(C fmm)
(8)  r«— get_weight_radius(c,C,)
(9) Covering C,, = get_covering(c,r,C,)
(10) while C,,,.subtractByKey(C ,,,,) > 0

(11) Cfurm — Clast

(12) ¢ — get_centroid(Cy,,,,)

(13) r «— get_radius_centroid(c, C,)
(14) C,as = get_covering(c,,C,)

(15) end while

(16) while(C, + 0)

(17) Do Split Operation

(18) Do Merge Operation

(19) return CP = {CP,,CP,,...}
End

ArGoriTHM 1: CA (MDP).

Input: MDP, V
Output: A set of mobile device central positions CCP
Begin
(1) centers «— CA(MD)
2)CP—20
(3)fori=1tok
(4) do
(5)  Pos «— argmi;?dis(c‘t)i, v;) (j=1to U)
]

(6) add Posto CCP
(7) end for

(8) return CCP

End

ALGoriTHM 2: Center position adaptive identification (MDP, V).

because there is a maximum of p clusters. The number of
clusters is much smaller than n. Thus, the computational
complexity of Algorithm 1 is O(n) x O(logn) + O(p) = O(n
logn).

Therefore, we obtain the central positions of mobile
devices gathering place through the CA clustering algorithm.

Considering the security and efficiency of path research-
ing in adaptive cloudlet placement, the whole cloudlets can
only place to APs [25]. Then we employ the path graph G
to adjust the obtained central positions and generate moving
traces of the mobile cloudlets. Algorithm 2 presents the
pseudocode for the adjusting of the central positions obtained
by CA.

Stage 2. We obtained several mobile device central positions
after performing Stage 1. Then we will conduct the confirma-
tion operation to filter the undesired center positions. The
confirmation of center positions operation is introduced as
follows.

4.2. Confirmation of Center Positions Operation. Through
Stage 1, we get the mobile device central positions set CCP.
For each center position cp, in CCP, the confirmation of
center positions operation filters the mobile devices that the
distances between cp; and each mobile device position are
shorter than radius . And if cp; center position contains
more than o mobile devices, then add the cp, center position
to the set of cloudlet central position denoted by CP. After
the confirmation operation, we get the set of cloudlet central
position CP. We use the following formula for a brief
explanation.

CP = {cpi | cp; € CCP and |dccpx_| > (7} (2)

Stage 3. After the above confirmation operation, we get the
desired mobile devices central positions. According to the
distribution of the mobile devices in A, if each cloudlet
moves to the center position which is surrounded by dense
mobile devices, these cloudlets will achieve high utilities.
Therefore we will propose a method to choose a suitable
center position in CP as its destination position. Assuming
we have already known the previous cloudlets, we describe
the selection strategy for cloudlets location to introduce the
selection of each cloudlet. For the subproblem of the cloudlet
selection, a straightforward idea is to greedily select the
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FIGURE 3: The example of locations selection mechanism.

cloudlet with the minimum distance. The center position
selected by each cloudlet is according to the distance between
cloudlet previous location and the mobile devices central
positions.

4.3. Locations Selection Mechanism. Supposing that we
already know the original positions and the destination
positions of cloudlets, i.e., the central positions, the cloudlets
denoted by L = {l;,1,,...,1,} and the original positions
denoted by OCL = {ocl,,ocl,,...,ocl,}, the destination
positions of cloudlets are obtained by the above stages which
are denoted by CP = {cp;,cp,,...,cp,,}. We compute all
the distances between c/; and cp;, and get distance set OCP
={0cp 0Py s 0Py, | 0cP; = (CPrse-s Ppeos P CPyy)
where 1 < p < g < m and dis(ocl;, cp,) < dis(ocli,cpq)}.
While not all cloudlets have selected a central position, we
add ocl; to the intermediate set i_c; that cp; is the nearest
central position of [; in ocp;, and then for each i_c; that is
not empty. If each ¢p; corresponding to i_c; have not selected
a cloudlet or a nearest cloudlet selected cp; this time, we
obtain cp;’ nearest [; in i_c, and cp; selects ocl; If there are
some existing cloudlets in i_c; are not selected, we delete
the ¢p; from ocp, that ocl, in i_c; is not selected. We repeat
those operations until all cloudlets have selected a central
position. In order to explain the locations select mechanism
process visually, we use a specific example to explain which
are presented in Figure 3.

As we can see from Figure 3, there are 4 cloudlets, [, [,
I, 1,, 4 original cloudlet positions, ocl}, ocl,, ocl;, ocl,, and 4
central positions, cp;, cp,, cps, cpy. For ocp;, ocp,, ocps, and
ocp,, we, respectively, get ocp; = (cp;, €P2> CP 4> CP3)> 0CP,= (CPys
P> CPa> €P3)> 0cP3= (cpys P> €P3, CPy)> and ocp,= (cpys cps,
cp;» cp,). Now, each of cloudlets does not select a cp. For
all cloudlets, we figure out that i_c={i.c;, = {ocl|}, i.c, =
{ocls}, i, = {ocly,ocl,}}. Then we will deal with the un-
empty i_c; For each cloudlet in i_c;, cp; has not selected a
cloudlet, we get the cp;” nearest cloudlet ocl; in i_c; and cp,
selects ocl; For each cloudlet in i_c,, cp, has not choose a

Security and Communication Networks

cloudlet, we obtain the cp,’ nearest cloudlet ocl; in i_c,, and
cp, selects ocl; For each cloudlet in i_c,, cp, has not selected
a cloudlet, we acquire the ¢p,’ nearest cloudlet ocl, in i_c, and
cp, chooses ocl,, ocl, in i_c, is not selected. So we delete the
cp, in ocp,, now the ocp,= (cp;, cp;» cp,). We can find that ocl,
is still not selected a cp, so we will repeat these operations. For
each cloudlet in OCL which has not selected a cp, we come
to the updated ic = {i.q = {ocl\}, i_c, = {oc}, ic; =
{ocl,}, i_c, = {ocl,}}. For each cloudlet in i_c;, ¢p;” nearest
cloudlet ocl; chooses cp;, we obtain the cp,” nearest cloudlet
ocl; in i_¢; and ¢p; selects ocl; For each cloudlet in i_c,, cp,’
nearest cloudlet ocl; chooses cp,, we get the cp,” nearest
cloudlet ocl; in i_c, and cp, selects ocl; For each cloudlet
in i_c;, cp; has not choose a ¢p, we acquire the cp;” nearest
cloudlet ocl, in i_c; and cp; selects ocl, For each cloudlet in
i_cy, cp, nearest cloudlet ocl, chooses cp,, we get the c¢p,
nearest cloudlet ocl, in i_c, and cp, chooses ocl,. So far, all
the cloudlets have selected a cp.

After the selection, we will employ the enhanced adaptive
cloudlet placement approach to obtain the moving trace of
each cloudlet. As introduced above, the previous cloudlet
locations and the destination positions of all cloudlets all
belonged to V. Consequently, the problem of the generation of
moving trace can transform to the shortest path problem. We
use the Dijkstra algorithm for generation of moving trace and
then the moving traces will be transmitted to corresponding
cloudlet moving. The ultimate overall process of enhanced
cloudlets placement is presented in Algorithm 3.

5. Experience Evaluation

In this section, we present the performance evaluation of
our proposed EACP-CA approach. And we also experimen-
tally compare our proposed approach with k-means based
approach.

The Spark cluster used to implement CA is built on a clus-
ter with three connected nodes. Master/Slave is ThinkCentre
M8500t-N000 Intel(R) Core(TM) i7-4790 CPU 3.60GHZ,
4cores, 8CPUs, DDR3 1600MHz SDRAM; 1 disk on the
master and 2 disks on the slave: 1TB, 72K RPM SATA Hard
Drive.

5.1. Experimental Setup. The experiments are conducted on
the randomly generated location datasets deferring to the
Gaussian distribution which can better simulate real-world
applications. The parameters of Gaussian distribution used
for generating location datasets are illustrated in Table 3,
where y and o represent mean and standard deviation,
respectively. 200, 300, and 400 represent the number of
mobile devices. We will also introduce the parameters used
in our experiments. The shape of mobile device activity area
A is set to square and the ranges of x-axis and y-axis of
this area are both in [Om, 180m]. The locations of mobile
device are randomly generated and distributed in A. The
numbers of the mobile devices are moderate values of N €
{200, 300, 400}. We set the density threshold o for cloudlet
placement judgment as 30, the coverage radius for cloudlet as
30m, and the time of period of experiments t as 30 minutes.
We change the number of APs M from 1 to 7. This way,
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TABLE 3: The parameters of Gaussian distribution.

Devices

200
(4, 0)

300
(u, 0)

400
(@, 0)

Fixed devices
Moving devices of t,
Moving devices of t;

Moving devices of t,

(30,25),(50,16),
(110,18),(150,19)
(60,19),(80,13),
(150,25),(140,30)
(55,28),(60,15),
(150,25),(120,30)
(60,19),(80,15),
(150,25),(150,30)

(30,25),(50,16),
(110,18),(150,19)
(60,22),(65,20),
(130,30),(140,22)
(60,22),(65,20),
(130,30),(140,22)
(60,22),(65,20),
(130,30),(140,22)

(30,25),(50,16),
(110,18),(150,19)
(55,35),(40,40),
(110,15),(130,30)
(55,35),(40,40),
(110,40),(130,30)
(55,35),(40,40),
(110,40),(130,30)

(6) fori=1to|OCL|
(7) do
(8) if J; have selected a cp then

(12) end for
(13) end for
End

Input: G

Output: The moving trace of all cloudlets
Begin

(1) fort=1tot,,,

(2) do

(3) CCP «— Algorithm 2 (MDP, V)
(4)  CP «— filteringCCP through Confirmation of center positions operation
(5) (ocl; € OCL, ocl; selected cps) «— Locations selection mechanism

9 shortest trace tra; from ocl; to its selected cp «— Dijkstra algorithm (G, [;)
(10) transmit ¢tra; as the moving description to [;
1) end if

ArLcoriTHM 3: Enhanced adaptive cloudlets placement (G).

we comprehensively evaluate EACP-CA’s ability to handle
datasets with different characteristics in various application
scenarios.

5.2. Performance Evaluation and Comparison. In this section,
we will evaluate the performance of our proposed approach
and compare it with k-means based approach through the
number of movable cloudlets covered mobile devices.

In order to intuitively display the distributions of mobile
devices and cloudlets in A, we show three sequential record
instances, i.e., t, t;, and t, in our experiments. The different
times distributions of mobile devices and cloudlets are
illustrated in Figure 4. Figure 4(a) describes the distributions
at time t,. And at time t,, since the positions of the mobile
devices are not changed significantly, there is no correspond-
ing change in the locations of the mobile cloudlets, as we can
see in Figure 4(b). But at time ¢,, the distribution of mobile
devices has changed greatly and we can also find that the two
cloudlets move to new locations illustrated in Figure 4(c).

We investigate the performance of our approach and
k-means based approach with different cloudlet numbers.
We simulate to generate three datasets, which include 200,
300, and 400 mobile devices. The experimental results are
shown in Figures 5, 6, and 7 demonstrating that our approach
outperforms k-means based approach. Figure 5 presents the

results for the dataset with 200 mobile devices. Figure 5(a)
shows the coverage value by all cloudlets through executing
our EACP-CA approach and k-means based approach, while
Figure 5(b) shows the average utilization value of each
cloudlet in L. And the experimental results for datasets
with 300 mobile devices and 400 mobile devices which are
shown in Figures 6 and 7, respectively, are the same as
the experimental results of dataset with 200 mobile devices.
Figures 6(a) and 7(a) show the coverage value by all cloudlets
through executing our EACP-CA approach and k-means
based approach for the datasets with 300 mobile devices and
400 mobile devices, respectively, while Figures 6(b) and 7(b)
show the average utilization value of each cloudlet in L.

The experimental results illustrated in Figures 5, 6, and 7
show that EACP-CA is better than k-means based approach
because both the coverage value and average utilization of
each cloudlet within different cloudlet numbers obtained by
EACP-CA are higher than k-means based approach. The
experimental results show that, with the rising number of
cloudlets, the coverage value obtained by EACP-CA and k-
means based approach also increases with the fixed number
of mobile devices but becomes less significant. This is caused
by the fixed number of mobile devices and the increased
number of cloudlets, because, through performing the clus-
tering algorithm, the dense mobile devices are covered by
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many cloudlets and the remained discrete mobile devicesare 6. Conclusion and Future Work

also covered by another cloudlet which leads decreasing of . _
the average utilization of each cloudlet. Therefore, we can find In this paper, we propose EACP-CA, a novel covering-
that the coverage value is impacted by the number of cloudlets ~ based approach for enhanced adaptive cloudlets placement.
while the number of mobile devices is fixed. With the growing ~ Given a known mobile devices activity area, according to the
number of cloudlets, the average utilization of each cloudletis ~ characteristics of the data and being independent of the initial
increasing at the beginning and then begins to decrease again. ~ centers, EACP-CA first employs CA with “blind” features
Simultaneously, we can also apply the average utilization to adaptively partition mobile devices into clusters based
value of cloudlets to select a suitable number of cloudlets. ~ on the physical distances between their positions at time ¢.
We can obtain the appropriate number of cloudlets when the ~ Then we adjust the central positions obtained by clustering
average utilization value of cloudlets and the number of users  algorithm through the graph path. Next, we execute confir-
covered become lager. mation of the center positions operation and get the desired
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FIGURE 7: Comparison of performance with EACP-CA and k-means (number of mobile devices N = 400).

cloudlets central positions according to the distribution of
the mobile devices. We also need to obtain the pair of the
original mobile cloudlet positions and the positions. Finally,
we conduct the enhanced adaptive cloudlets placement to
finish the mobile cloudlets placement. We parallelize the
portioning operation of EACP-CA on Spark to increase the
efficiency of EACP-CA in processing big data. The results
of the experiments on the simulated datasets demonstrate
that EACP-CA significantly outperforms the k-means based
approach, which also demonstrate that EACP-CA is more
efficient in clustering and improving the utilities of mobile
cloudlets.

In our future work, we will enhance EACP-CA to solve
big data and consider the assignment of mobile users to the
placed cloudlets.
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Differential Fault Analysis (DFA) is one of the most practical methods to recover the secret keys from real cryptographic devices.
In particular, DFA on Advanced Encryption Standard (AES) has been massively researched for many years for both single-byte
and multibyte fault model. For AES, the first proposed DFA attack requires 6 pairs of ciphertexts to identify the secret key under
multibyte fault model. Until now, the most efficient DFA under multibyte fault model proposed in 2017 can complete most of the
attacks within 3 pairs of ciphertexts. However, we note that the attack is not fully optimized since no clear optimization goal was
set. In this work, we introduce two optimization goals as the fewest ciphertext pairs and the least computational complexity. For
these goals, we manage to figure out the corresponding optimized key recovery strategies, which further increase the efficiency of
DFA attacks on AES. A more accurate security assessment of AES can be completed based on our study of DFA attacks on AES.

Considering the variations of fault distribution, the improvement to the attack has been analyzed and verified.

1. Introduction

In the age of IoT, IoT technologies can widely perceive our
physical world and generate sensing data for further research.
There are lots of scenarios in IoT where people have to
collaborate through devices to complete tasks; for example, a
device sends data to other devices [1], or one user shares EHR
in mobile cloud computing [2], and these transmitted data are
often the privacy data of users. At the same time, in the big
data environment [3, 4], many enterprises need to constantly
assimilate big data knowledge and private knowledge by
multiple knowledge transfers to maintain their competitive
advantage [5]. Thus, the protection of data is especially
important during the transmission and encryption of data.
However, in recent years, attackers increasingly have access
to various cryptographic algorithms. In most cases, attackers
develop fault attacks [6] on cryptographic devices and then
the private information is leaked. Thus, a lot of sensitive data
suffer from severe security and privacy threats.

In general, security and privacy protection are crucial in
the field of cloud, fog, or IoT [7-9]. The basis of the security
mechanism is the implementation of the cryptosystem. It
should be pointed out that the security of cryptosystem

includes not only design security but also implementation
security. In several ways to assess the implementation secu-
rity, fault attack is a common method. By studying fault
attacks, researchers can evaluate the security of cryptographic
algorithms and provide ideas for strengthening protection of
sensitive data. This work focuses on the security assessment
of AES in fault attacks, which is the most common algorithm
in a block cipher system. Among numerous fault attacks,
DFA is one of the most practical methods to retrieve the
secret key and has become a wide research topic in many
fields. Although DFA attacks have been successfully applied
to AES, the attack process requires a certain number of faulty
ciphertexts or a large key search space. How to reduce the
number of faulty ciphertexts required or the search space of
keys for attack is a hot research topic.

In this paper, we propose two optimization goals and cor-
responding strategies. One goal is completing a DFA attack
on AES with the fewest ciphertext pairs, and the other is
completing a DFA attack on AES with the least computational
complexity. The DFA attacks using our strategies can realize
the goal of the fewest ciphertext pairs or the least computa-
tional complexity, respectively. The optimized DFA attacks
in this work take fewer resources and can be completed
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faster, achieving higher efficiency. As a result, a more accurate
security assessment of AES can be completed based on our
work. An earlier version of this paper was presented at the
International Conference on Cloud Computing and Security
(ICCCS 2018).

The rest of this paper is organized as follows: In Section 2,
we introduce the related work proposed by predecessors.
Section 3 explains a classical DFA on AES and Liao’s method
n [10]. Two strategies applied to DFA attacks on AES we
propose are introduced in Section 4. The theoretical analysis
of our method is given in Section 5 and we conclude in
Section 6.

2. Related Work

The concept of DFA was first introduced in [11] in 1996. The
principle of DFA is to induce faults (unexpected environmen-
tal conditions) into cryptographic implementations to reveal
their internal states. In 2003, Gilles Piret and JeanJacques
Quisquater described a DFA attack technique [12] and could
break the AES-128 with only 2 faulty ciphertexts, assuming
the fault is in MixColumns operation of the eighth or ninth
round. In 2004, Christophe Giraud proposed two different
DFA attacks on AES [13]. The first one induces a fault to
only one bit of an intermediate result and the key can be
obtained with 50 faulty ciphertexts for AES-128. While the
second one induces a fault to a whole byte and less than 250
faulty ciphertexts are needed for key recovery for AES-128.
In [14] in 2011, Tunstall, Mukhopadhyay, and Ali proposed a
two-stage algorithm of DFA that could recover the AES 128-
bit key using one fault injection. However, without plaintext-
ciphertext exhaustive search, the most efficient DFA key
recovery on AES-128 with a single-byte fault requires 2 pairs
of ciphertexts [15]. In terms of DFA attacks on AES with a ran-
dom multibyte fault, the existing literature shows that 6 pairs
of ciphertexts are required to develop the attack [16]. In par-
ticular, in extreme cases that the injected faults are four-byte
ones, attackers need 1500 pairs of ciphertexts for key recovery.
In 2017, Nan Liao et al. [10] proposed an improved
DFA attack method on AES with unknown and random
faults. They focused on multibyte faults whose locations
and values are unknown to the attackers. The fault model
in their work combined the single-byte fault model and
multibyte fault model and took both accuracy and efficiency
into considerations. Their experimental results showed that
most of the attacks could be completed within 3 pairs of
ciphertexts. After that, a hybrid model was proposed in [17]
to improve availability of ciphertext for DFA against AES and
6 pairs of correct and faulty ciphertexts could recover the
secret key of AES-128. In [17], the attack models available
for analysis include single-byte random faults in encryption
process, multibyte random faults in encryption process, and
single-byte faults in key schedule. In addition, one improved
DFA attack using all-fault ciphertexts on AES was proposed
in [18]. The all-fault ciphertexts were used to optimize the
selection of the brute-force space, helping to recover the
secret key quickly and improve the analysis efficiency. Their
experiment result demonstrated that the time consumed on
the brute-force attack could be reduced 60.81% on average.
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3. DFA on AES

3.1. Generic Fault Model. Two kinds of fault models are
widely used in most of DFA attacks on AES, which are single-
byte fault model and multibyte fault model. In this paper,
multibyte fault model assumes that the size of the injected
fault ranges from one byte to three bytes in one column of
AES state. The four-byte faults are not discussed in this work
since they are not as useful as others in the key recovery, also
they can be omitted in practical fault injections. When some
techniques like laser beam [19] are used to induce faults, the
fault can be fixed to single byte and the specific location of the
fault can even be selected. However, when other techniques
are used, such as supply voltage variation [20] and clock glitch
injection [21], the size of the fault may be more than one
byte, and attackers cannot control the location. It should be
noted that though the fault injection techniques like laser
beam enable attackers to control the characteristics of the
fault, they are sophisticated and high-cost. On the contrary,
fault injection techniques such as supply voltage variation and
clock glitch injection are noninvasive and they need lower
cost, which are more practical.

Therefore, this research focuses on the more general fault
model, which is multibyte fault model since the methods to
induce multibyte faults are more practical. In addition, it is
necessary to introduce one kind of fault model that combines
the advantages of the two fault models.

3.2. Basic Key Recovery in DFA on AES. For AES that consists
of 10 round functions, DFA attacks usually target the last two
rounds. When the fault is injected to the last two rounds,
the fault only affects some bytes of the ciphertext. Therefore,
it is feasible to retrieve the key by analyzing the differential
value of the corresponding parts of the correct and faulty
ciphertext.

Assume that a single-byte fault is injected to the first
column of the state after ShiftRows operation of Ry. After
Ry, the fault spreads to the entire column. After R,,, which
omits MixColumns operation, the fault affects specific four
bytes of the output. In other words, only four bytes of the
ciphertext will be affected by the injected fault. Also, the
locations of four bytes are determined by the location of
the initial fault. Attackers can make assumptions about the
four-byte round-key of R, in affected locations and verify
whether the fault information derived is consistent with the
fault model.

The specific key recovery process is as follows: assuming
key values and calculating (1)-(3), attackers can achieve two
internal states after ShiftRows operation of Ry, respectively,
from the ciphertext pair. Calculating their difference and
comparing the information with the fault model, those
incorrect key assumptions are eliminated. In (1)-(3), § is
the difference of the correct and faulty ciphertexts; Ky, K;,
denote the round-keys of Ry, Ryy; Sy, S denote the internal
states after AddRoundKeys operation of Ry, Ryp; S7g, S
denote the corresponding states in faulty encryptions. InvMC,
InvSB, and InvSR are the inverse processes for MixColumns,
SubBytes, and ShiftRows operations. We can have (1)
based on the characteristics of the encryption functions of
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TABLE 1: Some notations and their meanings.

Notations Meaning
p The proportion of the number of candidate keys
candidates .
to the number of all possible keys
N The number of candidate keys after the first
cankey analysis in DFA process
P P odidates fOr the single-byte fault model
P P didates fOr the two-byte fault model
P P o ndidates fOT the three-byte fault model

AES. Since MixColumns is not included in R;,, we can get
Sy and S74 as shown in (2)-(3).

8 = InvMC (K, ® Sy) ® InvMC (Ky @ Sg)

. @

=InvMC (S48 S5),
Sy = InvSB (InvSR (K, & Sy)) » (2)
Sy = InvSB (InvSR (K, @ S},)) - (3)

If the injected fault is multibyte, the circumstance is
almost the same. Though the outputs of two fault diffusion
processes are identical, the numbers of ciphertext pairs
required for key recovery under two kinds of models differ. In
the case of single-byte faults, 2 pairs of ciphertexts are enough
to retrieve four bytes of the round-key [15]. However, in the
case of multibyte faults, 6 pairs of ciphertexts are required
[16].

3.2.1. DFA Method Proposed by Nan Liao et al. In 2017,
Nan Liao et al. proposed improved DFA attacks on AES
with multibyte faults [10]. Since our method is based on
their contributions, their method is introduced first. They
classified faults into four types according to the number of
faulty bytes. In their attack, four-byte faults are not under
discussion since four-byte faults hardly appear in real attacks.
The occurrence rate of the fault type is denoted as P, , t denotes
the number of faulty bytes, and ¢ € [1, 3]. The notations used
are provided in Table 1. P, s denotes the proportion of
the number of candidate keys to the number of all possible
keys, which is approximate to the proportion of the number
of covered faults to the number of all possible faults. N, k.,
is defined as multiplying P_,, e and the number of all
possible keys N, which is shown in

N, Null X Pcandidates‘ (4)

cankey =

The amount of all possible round-keys is always 2** for the
first analysis in DFA process, corresponding to analyzing the
first ciphertext pair in DFA process. Every time an analysis
in DFA process is completed, the amount of candidate keys is
decreased.

For the single-byte fault model, the proportion of the
number of covered faults to the number of all possible faults
is

C} x 255

o7 =237x107. ®)

3
As mentioned above, P,,, ;;, is defined as
P, =237x107. (6)
Similarly, P.,, 5, and P,,,, 5, are defined as follows:
C2 x 255 s
Ponop = ;32—_1 =9.08x 107, 7)
C; x 255°
Pcan-.%b = T =0.0154. (8)

P . 1p is so small that only 2 pairs of ciphertexts are
enough to retrieve the round-key. Similarly, 3 pairs of
ciphertexts are required for two-byte faults and 6 pairs of
ciphertexts are required for three-byte faults. The theoretical
candidate numbers in three fault models after each analysis
are, respectively, given in Table 2.

It is claimed in [10] that P, 4. decides the number of
ciphertext pairs required in the DFA attack. If small P, ;10106
like P., 1, is used in the attack, the number of ciphertext
pairs required will be greatly reduced and the efficiency of the
attack will be increased.

It can be found that if the fault type is known to attackers,
they are able to use the consistent fault model to complete the
DFA attack, leading to fewer ciphertexts required. Especially
when single-byte faults occur frequently, fewer ciphertext
pairs are needed. However, in the practical environment,
attackers have no idea about the fault type. They can only
assume the fault type and verify the correctness.

Similar to the analysis process under multibyte model in
[16], Nan Liao et al. considered three fault types without four-
byte faults. The biggest difference between their methods
is that Liao’s method divided faults into three types in
each analysis and calculated, respectively. Nan Liao et al.
refined the object of each analysis and obtained more detailed
information after each analysis. They found that many fault
type series could be analyzed with 2-5 pairs of ciphertexts.
Thus, it is suggested in Liao’s method to give priority to
assuming and verifying the fault type series that need less
ciphertext pairs. Only one candidate left after DFA process
means the remaining candidate is the correct round-key. No
candidate left means the assumed fault type series is wrong.

Figure 1 shows all possibilities of fault type series that
need less than 6 pairs of ciphertexts. The line connecting
two oval frames is defined as a path since it represents
one possible situation of fault type series. All figures in the
frames represent the number of key candidates after the last
analyses including three fault situations. Take 1024615 in the
oval frame in the left column for example. After the second
analysis under three-byte fault model, the number of key
candidates is 66142496 X P, 5, + 389983 x P, ,, + 1020
X P, 1, =1024615. Thus, the figure in the oval frame is the
sum of the results under three situations. For the dotted line
path, the number of key candidates after analysis is more than
1, which means analysis needs to be continued to recover the
key. For the red solid line path, the number of key candidates
after analysis is close to 0. For example, the rightmost red path
represents 1020 x P.,, ;;, = 0.00024. If the path is consistent
with the real fault type series at this point, then only the
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TaBLE 2: The theoretical candidate numbers after each analysis in three fault models.
Analyses completed 1 2 3 4 5
Single-byte fault model 1020 0.00024 0 0 0
Two-byte fault model 389983 35 0.003 0 0 0
Three-byte fault model 66142496 1018594 15686 241 3.72 0.06
3-byte fault 2-byte fault 1-byte fault the oval frame is the cumulative sum of the previous analysis

Analysis 1 66142496

Analysis 2

Analysis 3

Analysis 4

0.00005

Analysis 5

Analysis 6 0.057

FIGURE 1: The possible situations that can identify the key within 6
pairs of ciphertexts [10].

correct round-key survives. For the blue oval frames, the
figures in these frames are already close to 0. In Liao’s method,
they defined the paths that can retrieve the round-key within
5 pairs of ciphertexts as exploitable paths and give priority
to assuming and verifying exploitable paths. When the real
fault type series are consistent with these paths, the remaining
key candidate is the correct round-key and the attack can be
completed quickly.

Nan Liao et al. verified the effectiveness of their method
by experiments. They collected 12000 ciphertexts and faults
are injected in the same column in the same round for
these ciphertexts. The 12000 ciphertexts are divided into 2000
groups and each group consists of 6 ciphertexts. If multibyte
fault model is used, 6 ciphertext pairs in each group will all be
exploited to recover the round-key. If Liao’s method is used,
there is a big probability that less than 6 ciphertext pairs are
enough for the round-key recovery.

4. Proposed DFA Method and
Application on AES

4.1. Inspirations from [10]. In [10], the attack successfully
recovers the correct round-key with 2-5 pairs of ciphertexts
in most cases. However, Liaos method is not perfectly
reasonable, especially the method of choosing exploitable
paths. It should be noted that, in Figure 1, the number in

results of three fault situations. Thus, it is incomplete to
determine exploitable paths through the number in the oval
frame. Some paths will be missed if the cumulative sum is
considered barely. For instance, fault type series “223---” only
needs 3 pairs of ciphertexts to be verified, but it is not included
in exploitable paths in Liao’s method. The reason for missing
paths is that they add up the number of key candidates from
three situations and make an analysis on the sum, leading to
neglect of the number of key candidates after each analysis
for a single path. As a result, some paths that can retrieve
the round-key within 5 pairs of ciphertexts are eliminated
and more calculations are required. In order to avoid such
omissions, we further refine the analysis process and discuss
one fault type at a time. That is to say, one path is taken as the
unit of analysis instead of three fault types being discussed at
the same time.

In addition, the goal in [10] is not clear enough. The
authors stressed that their method could retrieve the round-
key with fewer ciphertext pairs and the least computa-
tion. They mixed required ciphertext pairs and computation
together for discussion, which made the goal ambiguous.

Generally, we find that the goal in [10] is not clear and
their strategy is optimizable. We first set the optimization
goal and then develop the method to find the optimized key
recovery strategy. Our improvement will be introduced in
the following section. Note that although this work mainly
focuses on AES, our work can be easily adapted to DFA
attacks on other ciphertexts.

4.2. Improved DFA Attack on AES under Multibyte Random
Fault Model. The following content is our improved DFA
attack on AES, showing great advantages compared with the
previous DFA attacks.

We denote m; as the amount of key candidates after i™
analysis in DFA process. P,,,, ;;, is the proportion of the key
candidates after one analysis in DFA process under -byte
fault model. The theoretical m; value is calculated as

m; =m;_; X Pcun_tb’

iel[l,6], te[l,3]. 9

The amount of key candidates decreases after each anal-
ysis. When i = 0, m, = (2%)* = 2*%, which means the initial
amount of key candidates before the first analysis in DFA
process is always 2°2. When i = 6, m, must be zero based
on the fact that the key can be determined with 6 pairs of
ciphertexts under multibyte fault model.

The procedure of our attack method is as follows:

(1) Obtain the correct ciphertext and several faulty
ciphertexts.
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(2) Choose one path assumption, analyze the ciphertext
pair, and verify the assumption.

(3) After i™ analysis, if m; = 1, then the key candidate is
the correct round-key.

(4) After i analysis, if m; = 0, then repeat (2) until the
correct round-key is recovered.

According to three fault types and the maximum cipher-
text pairs described earlier, there are 3° possible paths for AES
totally. We review each path and calculate the amount of key
candidates after each analysis in DFA process to determine
the fewest ciphertext pairs required. A figure for better
understanding is shown as Figure 2. It shows all intermediate
results of analyses in DFA process for three paths: “33331---7;
“22---7;and “11---.” The number in the oval frame stands for
the amount of remaining key candidates after the last analysis
for the current path. Different from Figure 1, the number in
the oval frame is related to only one path, which is the current
path being verified. In our method, it is intuitive and accurate
to see the fewest ciphertext pairs each path required.

When guessing and verifying the paths, different assum-
ing orders lead to different computational complexity and
different numbers of ciphertext pairs required. Given a fault
model and a specific goal, it is possible to determine an
optimized strategy for 3° paths. In this paper, we consider
two specific goals to be optimized, which are recovering
the round-key with the fewest ciphertext pairs and the least
computational complexity.

Key Recovery with Fewest Ciphertext Pairs. If the goal
is to recover the round-key with the fewest ciphertext pairs,
the strategy of assuming paths is as follows. First, list all paths
that require 2, 3, 4, 5, and 6 pairs of ciphertexts, respectively.
Afterwards, start from assuming and verifying the paths
that require 2 ciphertext pairs; if only one key candidate
is left after DFA process, this candidate is viewed as the
correct round-key. Otherwise, we keep verifying paths until

we retrieve the round-key, with the order of 2 ciphertexts
—> 3 ciphertexts — 4 ciphertexts — 5 ciphertexts —
6 ciphertexts. When there is more than one path that can
be analyzed with the same number of ciphertext pairs, we
preferentially verify the path whose occurrence rate is higher.
In other words, the first priority is less ciphertext pairs
required, and the second priority is higher occurrence rate.
Finally, when round-key is recovered, the ciphertext pairs
used are consistent with the actual ciphertext pairs the path
requires. The process of sorting all 3° paths is shown in
Algorithm 1. After Algorithm 1, ¢ is a set of 3° paths in an
order of less ciphertext pairs required to more ciphertext pairs
required.

For the first strategy, the overview of the DFA attack is
shown in Figure 3.

Key Recovery with Least Computational Complexity.
If the goal is to recover the round-key with the least com-
putational complexity, we need to take P;, P,, and P; into
consideration and reaffirm the order of assuming paths. For
the purpose of reducing computational complexity, one needs
to eliminate duplicated calculations by saving the internal val-
ues and key candidates that survive the analysis. When later
analysis requires the same data, the information saved can
be directly exploited without recalculations. Furthermore, we
should consider the occurrence rate of each path to determine
the order of assuming paths. However, it is not sufficient to
make decisions based on the occurrence rates of the paths.
The calculations cost for different fault types in each analysis
are also an important part. Hence, we introduce the concept
of cost-efficiency, which is the determinant for each analysis.
We define ce as follows:

b

ce = , (10)

P

can_tb

where t is the type of fault. It contains two variables that
are the occurrence rate of some fault type and P, iiues
corresponding to that fault type. When the occurrence rate
of some fault type is higher, this fault type appears more
in actual situations. That means it is more likely to find the
correct path quickly if we first assume and verify this fault
type. Thus, the higher the occurrence rate of the fault type is,
the higher the priority should be. When P, ;... for some
fault type is smaller, it means the analysis corresponding to
the fault type can pick out fewer key candidates, leading to
less computation. Thus, the smaller P, ;1. for the fault type
is, the higher the priority should be. Therefore, we consider
two variables in total that are closely related to the second
goal and it is reasonable to determine the order of assuming
paths relying on the variable ce. Before the first analysis in
DFA process, we calculate ce for all fault types and determine
the order of assuming fault types based on ce. The greater ce s,
the more the fault type is worth being verified preferentially.

The specific approach is as follows. Before the first
analysis in DFA process, ce for three fault types are calculated
and the order of assuming fault types is determined. In each
analysis, we first verify the fault type whose ce is the greatest
and next the second great and last the left. When one analysis
in DFA process is finished and the amount of key candidates
is far greater than 1, we continue assuming and verifying fault
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Input: ¢: 3° paths of disorder.
Output: ¢: ordered 3° paths.
(1) for eachj € [2,6] do
(2) initialize y; =0
(3) end for
(4) for each p € ¢ do

6) y;=puy;
(7) end for
(8) for eachj € [2,6] do

(10) end for

(5) j«— the number of ciphertext pairs p requires

(9)  sort paths in y; in order of occurrence rate from low to high

(11) return @ — v, ly; v, lys | v,

ALcoriTHM 1: The process of sorting all 3° paths.

type. After several analyses, if the amount of key candidates
is 1, the current path matches the real situation and the left
candidate is the round-key. If the amount of key candidates is
0, it means the current path assumed is wrong. At this point,
we have to turn back to the previous analysis and assume
the next fault type. Similar to the first strategy, the analysis
above can be viewed as assuming ordered paths from the
macroscopic angle. However, the order of assuming paths
here is connected with ce for three fault types. For better
understanding, a detailed example of the strategy is given.
Suppose that the situation of three fault types in practical
environment is P, > P, > P;, and the fault type series
is “131221.” First, ce for three fault types are calculated in
advance. The values of ce for three fault types are denoted as
ce;, and t denotes the fault type.

Pl
ce, = —-:,
17 237%x107
P,
ce, = —2 . 11
27 908x107° (v
P.
ces = S
0.0154

It is known that P, > P, > P, so clearly ce; > ce, >
ce;. According to the second strategy, we first assume single-
byte faults and then two-byte faults and three-byte faults at
last. After the first analysis, the amount of key candidates
decreases from 2°> to 1020. Since the amount is not 1, we
continue assuming that the fault is single-byte. After the
second analysis, the amount of key candidates is 0, which
means the current path “l1---” is wrong. So we turn back to
the second analysis and assume that the fault is two-byte one.
There are 0 key candidates after the second analysis, which

means the current path “12---” is also wrong. Similarly, we
turn back and assume that the fault is three-byte. This time, 15
key candidates are left after the second analysis. We continue
assuming that the fault is single-byte. After the third analysis,
only one key candidate survives. Obviously, the key candidate
left is the round-key and the fault type series is “131---.” The
computation in the analyses above is significantly less than
that in 6 analyses under multibyte fault model.

5. Results and Discussion

This section analyzes the two strategies proposed and they are
more efficient than the previous attacks. In the following, the
first strategy is called data-complexity priority strategy and
the second strategy is called computation-complexity priority
strategy.

5.1. Data-Complexity Priority Strategy. As mentioned earlier,
6 pairs of ciphertexts are required in DFA attacks under
multibyte fault model. However, in our method using data-
complexity priority strategy, most of the DFA attacks can be
completed within 5 pairs of ciphertexts.

Here the comparison of the expected amount of used
ciphertext pairs between our method and Liao’s method is
also given. For all 3° paths, we denote the expected amount
of used ciphertext pairs as E(r). It is the accumulation of the
product of the occurrence rate and used faulty ciphertext
pairs for all paths. In the case of known fault type,

E(r) =) Ppuy <1, (12)

in which r denotes the actual ciphertext pairs that path
requires (2 < r < 6), and P, denotes the occurrence rate of
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path. Take path “I1---” as an example; its occurrence rate is
P,,.=P xP,.

In Liao’s method, the number of used ciphertext pairs is
more than the actual required ciphertext pairs for path. Take
fault type series “331---” as an example; it only needs 3 pairs
of ciphertexts to be verified. But, in Liao’s method, it will not
be verified until all exploitable paths have been verified since
it is not included in exploitable paths. In this example, they
will use 6 pairs of ciphertexts to complete the attack. So the
expected amount of used ciphertext pairs in Liao’s method is
greater than E(r).

In our method using data-complexity priority strategy,
the number of used ciphertext pairs always equals to the
actual required ciphertext pairs for path. That is to say, the
expected amount of used ciphertext pairs in our method
equals to E(r). According to the expected amount of used
ciphertext pairs, we can clearly see that our method using
data-complexity priority strategy is better than Liao’s method.

In [10], authors give the probability of attacks that succeed
within 3 pairs of ciphertexts. In Liaos method, the fault
type series that can be successfully verified with 2 pairs of
ciphertexts are “I1---7, “12---7, “21---”; the fault type series
that can be successfully verified with 3 pairs of ciphertexts
are “311---7, “312---7, “313--.7, “321.--7, “331---7, “221---7,
“222---7, “231---”. Hence, the probability of attacks that
succeed within 3 pairs of ciphertexts are denoted as follows.

(1) The probability of attacks that succeed with 2 pairs of
ciphertexts is

2
PZCiphertexts = Pl t2e Pl ° PZ‘ (13)

(2) The probability of attacks that succeed with 3 pairs of
ciphertexts is

2
P3ciphertexts =P1 .PS'(P3+ 1)+P2 .(Pl +P2)
(14)
+2eP, e Py P

(3) Thus the probability of attacks that succeed within 3
pairs of ciphertexts is

P2ciphertexts+3£iphertexts = PZCiphertexts + P3ciphertexts' (15)

In our method using data-complexity priority strategy,
the fault type series that can be successfully verified with 2
pairs of ciphertexts are the same as those in Liaos method.
Besides those in Liao’s method, we can verify more fault
type series within 3 pairs of ciphertexts: “131---7; “132---7;
“133---7; €223+ -+ 75 “232- -+ 75 “322- - - ” Hence, the probability
of attacks that succeed within 3 pairs of ciphertexts in our
method is

P3ciphertexts = Pl .P3 ° (2+P3 +2.P2)
(16)
+Pe(1+2+P).

Suppose that the probabilities of occurrence are P, =
0.89, P, = 0.1, and P; = 0.01, respectively. In Liao’s method,
Py ciphertexts+aciphertexts = 99-15%. In our method using data-
CompleXitY priority Stratng’ p 2ciphertexts+3ciphertexts =99.997%.

In this case, it can be seen that the probability of attacks
using our strategy that succeed within 3 pairs of ciphertexts is
slightly greater than theirs: 99.997% > 99.15%. Then suppose
that P, = 0.4, P, = 0.3, and P; = 0.3, respectively. In Liaos
method, the probability of attacks that succeed within 3 pairs
of ciphertexts is 72.7%. In our method using data-complexity
priority strategy, the probability of attacks that succeed within
3 pairs of ciphertexts is 92.8%. The probability of attacks that
succeed within 3 pairs of ciphertexts using our strategy is
greater than theirs by 20.1%. Generally, it is obvious that our
data-complexity priority strategy is better than Liao’s method.

5.2. Computation-Complexity Priority Strategy. The follow-
ing gives the analysis of the computational complexity in DFA
attacks using computation-complexity priority strategy.

In this work, for each possible key value, we calculate the
same basic key recovery in DFA (see (1)-(3)), so the com-
putation in one analysis in DFA process is fixed. Therefore,
the computation in a DFA attack actually is equivalent to the
number of times of calculating (1)-(3), which is the sum of the
amount of key candidates in each analysis. Hence, we can use
the cumulative sum of the amount of key candidates per step
to represent the computation.

For the multibyte fault model in [16], the times of
calculating (1)-(3) are

2% 4 66571993 + 1031865 + 15993 + 247 + 3.84

17)

32 26.01

=27 +2
So the computation in DFA attacks under multibyte fault
model is fixed, which can be represented as 2°2+2**%! for
comparison with computation in other DFA attacks.

For computation-complexity priority strategy, the com-
putation in a DFA attack is closely related to the occurrence
rates of three fault types. In order to compare them in a
more intuitive way, we give 3 possible situations about the
occurrence rates of three fault types. In each situation, we
calculate the product of the occurrence rate of each path and
the total computation used for the path, and then we add up
the product values of all paths. The corresponding average
computation is shown in Table 3.

As we can see in Table 3, the average computation for
three situations of three fault types is all less than the fixed
value for the general multibyte fault model. It can be found
from the table that, in the case of P, being much greater than
P, and P;, the computation in DFA attacks is the least and
the computation decreases a lot compared to the fixed value.
At this time, DFA attacks are the most successful. In practical
attack scenarios, this strategy can be exploited when single-
byte faults appear frequently. The computation-complexity
priority strategy can help attackers to reduce the computation
in DFA attacks to a certain extent.

6. Conclusion

This work contributes to a more accurate security evaluation
for the DFA attack under the multibyte random fault model.
Previous work proposed the idea to take advantages of
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TABLE 3: Average computation for different situations of three fault types.

Occurrence rate Py P, Py Py P, Py Py P, P,
0.7 0.2 0.1 0.2 0.7 0.1 0.1 0.2 0.7
Average computation 2% 4 228 232 4 p2272 232 4 92548

exploitable faults for better key recovery efficiency. To define
better efficiency of DFA attack, this work introduces two
optimization goals as the fewest ciphertext pairs and the least
computational complexity. With different optimization order
of these two goals, we propose the corresponding optimized
key recovery strategies. Using AES as the analysis target, the
improvement compared with previous work has been verified
theoretically and with examples. We focus on the security
assessment of AES in fault attacks and thus provide reference
for the protection of private data. In future work, researchers
may apply the approach of optimization to DFA attacks on
other ciphers and investigate the attack process and efficiency
in detail. In addition, the computation-complexity priority
strategy may be further optimized to achieve higher efficiency
of the attack.
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As the most widely applied mobile operating system for smartphones, Android is challenged by fast growing security problems,
which are caused by malicious applications. Behaviors of malicious applications have become more and more inconspicuous, which
largely increase the difficulties of security detection. This paper provides a new security sandbox approach of Android based on
hook mechanism, to further enrich Android malware detection technologies. This new sandbox monitors the behaviors of target
application by using a process hook-based dynamic tracking method during its running period. Compared to existing techniques,
(1) this approach can create a virtual space where apk can be installed, run, and uninstalled, and it is isolated from the outside
and (2) a risk assessment approach based on behavior analysis is given so that users can obtain an explicit risk prognosis for an
application to improve their safety. Tests on malware and normal application samples verify this new security sandbox.

1. Introduction

The security of Android is highly valued by and of wide
concern to the industry [1] since a huge number of mobile
applications are developed and used based on Android sys-
tem. Various security issues of Android apps are continually
being discovered and discussed, ranging from sensitive data
leakage [2-4] to privilege escalation [5-7]. The proliferation
of malicious apps on Android devices and the theft of
user privacy data have become major problems for the
development of the Android biosphere [8].

Previous methods have normally used Android internal
sandbox to protect Android system in the public network
[9,10]. However, the internal sandbox hardly analyzes the risk
behaviors of Android applications. Most of the prior studies
for risk behaviors of Android applications rely on static
analysis and dynamic analysis. Research on static analysis
of Android application behavior, including MDroid [11] and
MHealth Apps [12] static analysis tools has achieved good
results in the application of behavior. On the other hand,
static analyses may have their limitations, for instance, detect-
ing sensitive data leakage [13-16] and analyzing capability
leakage [5, 17]. In addition, the effectiveness of static analysis

is restricted due to the distinctive features of Android’s
programming paradigm. Android apps are based on the
Android OS, which can be regarded as a giant set of libraries
containing both Java code and native code (so far, Android
has consisted of more than 13 million lines of code [18]).
Reference [19] proposed a verifiable diversity ranking search
scheme over encrypted outsourced data while preserving
privacy in cloud computing, which also supports Android
data.

Contrary to static analysis, dynamic analysis executes
selected program paths and thus can precisely identify
property violations [20, 21]. Nonetheless, Android apps are
tightly coupled with the Android OS which consists of a
set of libraries containing both Java and native code and
complex interprocess communications. To address this, Qi
[22] proposed the taint propagation information tracking
system based on TaintDroid, by modifying the Android sys-
tem source code. Reference [23] implemented a tool named
DroidInjector, which reproduced the malicious behavior of
the application through the simulation of the application
behavior. Gharib [24] put forward a system named Profile-
Droid, which can depict the application behavior from 2
aspects of semantics and behavior and improve the accuracy
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of behavior analysis. Ardeshiricham [25] then designed a
more detailed system named DroidScope. Reference [26]
proposed an Activity call graph analysis method to generate
Ul interaction script automatically for Android applications.
It can not only depict the application behavior semantically
butalso analyze the behavior characteristics of the application
components. Lin has designed and implemented a tool
named sandbox [27]. It can analyze sensitive actions from 2
aspects of general behavior and internal behavior. Reference
[28] presented a scheme named SecDisplay for trusted display
service; it protects sensitive data displayed from being stolen
or tampered surreptitiously by a compromised OS. To detect
DDoS attack, Cheng [29] proposed an abnormal network
flow feature sequence prediction approach which could fit to
be used as a DDoS attack detector in the big data environment
and solve the aforementioned problems. And that method
can also be used for detecting risk behaviors of Android app.
Liu [30] designed a more practical privacy protection data
aggregation protocol based on a new trusted model to avoid
attack from DDoS.

In general, dynamic analysis on the application behavior
can accurately judge the malicious behavior; however it
cannot guarantee that all the codes for the implementation of
application coverage, so that there might be a high missing
rate. Static analysis can ensure the code coverage, but the
accuracy of static analysis is easily affected by code obfusca-
tion technology. For this reason, the paper begins with the
application of Android risk behavior perspective, dynamic
analysis based on the idea of the design and implementation
with hook mechanism. It can automatically install, start, and
uninstall the application and can simulate user actions in
the application after the start, at the same time to monitor
and record the behavior of the application. On this way, we
put forward an evaluation method based on risk behavior.
A security risk for the application of behavior is analyzed,
so that users about risk related applications can have a clear
anticipation.

2. Preliminary

2.1. Information Entropy. Information entropy, also known
as Shannon entropy, is proposed by Shannon to solve the
problem of quantitative measurement of information. In
information theory, entropy is used to measure the expected
value of a random variable. It represents the amount of
information lost in the process of information transmission
before being accepted and is also the entropy of information.
In thermodynamics, the definition of entropy is the logarithm
of the number of possible states of a system; its physical
meaning is a measure of the degree of disorder in the system.
Entropy is the measure of uncertainty of random variables in
information theory. Information entropy considers that the
magnitude of information of a message is directly related to its
uncertainty. Named after Boltzmann’s H-theorem, Shannon
denoted the entropy H of a discrete random variable X with
possible values x,, ..., x,, as

H(X) = E(I(X)) @)
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.Dlupenﬁ.flninkerz
* (IMORD *) (basetlxlfel)= absolute address of printf()

¥

Hook func():
Parsed the of fzet value Oxlfel from symbol table
*(IMORD *) (basetOxlfel)=sbsclute address of hooked printf()

libtest2 () .
Oxda8:
|EBX=EEE+0xlbd4c=basetOxlff4
Oxdae:
|ERX = —0x14 (EBX)=* (DWORD *) (basetlxlfel)
Oxdbd:-
* {IWORD *) (EBP-Oxc)=ERX
iﬂxllef:
|EAX= * (IMORD *) (EBP-0xuc)
|0xd£2 2

Indirect call to the address given in ERX

hooked printf()

FIGURE 1: Example of how the hook function intercepts the call to
printf() and reroutes the call to hooked_printf().

Here E is the expected value, and I is the information content
of X. I(X) is itself a random variable. If p denotes the
probability mass function of X then the entropy can explicitly
be written as

n

P00 = $p () 1) = 3 p(x)og L

i=1 i

n 2)
==Y p(x;)log,p (x;)
i1

2.2. A Hook Example. As printf function, for example, if
the hook module wants to intercept the calls to printf() and
redirect to another function, it should write the redirected
function address to the offset addresses of the symbol printf
defined in the relocation sections, after the linker loaded the
dynamic library into memory.

To replace the call of the printf() function with the
call of the redirected hooked_ printf() function, as shown
in the software flow diagram in Figure 1, a hook function
should be implemented between the dlopen() and libtest()
calls. The hook function will first get the offset address of
symbol printf, which is 0xIfe0 from the relocation section
named .rel.dyn. The hook function then writes the absolute
address of hooked_printf() function to the offset address.
After that, when the code in libtest2() calls into the printf(),
it will enter the hooked_printf() instead.

3. Methods

The goal of sandbox is to avoid both apps and Android system
code modifications. The design of sandbox is to directly mod-
ity the apps virtual-memory tampering with ART internals
representation of Java classes and methods. ART-sandbox
consists of two components. The first component is the core
engine written in C and the other one is the Java side that is
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App virtual memory

Class: DemoApp

inside the apps virtual memory (step 1), and then sandbox
loads the user-defined patch code by DexClassLoaders meth-
ods (step 2). After this, sandbox uses its internal functions to

Construct the intent
of activity |

/L super_class_ )
boot.art s / \morh .
vtable \ getDeviceld
boot.oat J -~ T\ i
virtual_methods_ \
libart.so
app.dex \\®
@ libhook.so Class: MyPatchClass \.\
@ patchcode.dex /
super_class_ v A
Heap \ viable 'getDeviceId
\./ir.tual_methods_ >
FIGURE 2: App virtual-memory layout.
a bridge for calling from user-defined Java code to sandbox’s
core. The core engine aims to find target methods in virtual VAMS AMS
memory, load user-supplied DEX files, hijack the vtable, and Construct and I I
set native hooks. Moreover, it registers the native methods send intent
. . . —Senc el .
callable from the Java side. Sandbox is configured by reading . |
. . o Construct intent and
auser-supplied JSON formatted configuration file containing , Vapp
the targe t methods list start contentProvider I
Figure 2 represents the apps memory layout while sand- Return binder |
box hooking library is enabled. The hooking library is loaded < I

retrieve target methods reference. It can hook these methods
by both vtable and virtual methods hijacking (step 3).

To get the target methods reference, sandbox uses the
JNI function FindMethodID. Sandbox overwrites the target
methods entry within both the vtable and virtual methods
array by writing the address of the methods patch code. The
original methods reference is not modified by sandbox and
its address is stored inside the internal data structures. This
address will be used to call the original method implementa-
tion.

3.1. Hook Virtual Space. When the Android application starts
the Activity, the ActivityManager.start-Activity() method will
eventually be invoked no matter what API call is passed. This
call is a remote Binder service (speeding up the call), and
the Android application will first look up the Binder service
cache in the local process. Virtual app(VA) intervened in the
invocation process by the following way.

(1) Replace the local ActivityManagerServise(AMS)
Binder service for the proxy object that is constructed for the
VA to take over the call. This step is realized by Java reflection
technology.

(2) After taking over the AMS, when the startActivity is
invoked to open more applications, the Activity in the VA
modification Intent is the occupied Activity that has been

AMS.StartActivity() | ﬂ
| I |

FIGURE 3: Diagram of starting Activity.

declared in VA. The goal of this step is to directly start Activity
without AndroidManifest.xml.

(3) When the multiple application process is started,
the message processing callback is increased by the Activ-
ityThread. mH.mCallback. This step takes over the message
callback of more than one application master threads.

On the basis of the above modification, the multiple
application Activity startup process can be divided into the
following two steps: start Activity (shown as in Figure 3) and
resume Activity (shown as in Figure 4).

3.2. APP Risk Behavior. An application invokes an API that
truly reflects the behavior of the application in the Android
system. For example, an application that generates network
behavior will certainly invoke the API associated with the
network communication. An application that generates file
behavior will certainly call the file-related APIs. Hence, to
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scheduleLaunchActivity()
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Create mult application

.
I
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(]
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Reflection Call System
API,generat information that
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old Extras

Intent.setExtrasClassl
oader()

Set ActivityClientReloader
for application information
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application activity is
created by system

A 4

F1GURE 4: mCallback resume Activity information from Intent.

describe an application’s behavior, one can use it as a standard
for invoking the API. Once users have installed malicious
applications in Android, these apps typically have some of the
following common malicious behaviors in Android:

(1) The backstage sending the charge message and calling
the toll telephone.

(2) Theft of user information (including mobile phone
messages, call records, mobile phone IMEI, IMSI number,
and user-used operators);

(3) Access to the user’s location information, to open the
mic recording and camera in the backstage.

(4) Backstage networking, transmission of user informa-
tion, and consumption of user network traffic.

(5) Camouflage process, in the backstage to kill other
mobile phone processes (such as Alipay application process)
and then camouflage another process to cheat.

According to the description above, if an application
invokes one or more APIs required to implement the above
behavior, there is a certain degree of risk that the user can
install the application. Table 1 shows some of the APIs and
their behavior levels.

When the risk is large to a certain extent, users should
be informed. The level of risk represented by different APIs
is not the same for risk APIs. In general, the user’s economic
interests as a direct risk measurement criteria:

(1) APIs that may directly cause loss of property to the
user, with the highest degree of risk

(2) The API that can obtain or disclose user’s privacy, its
risk degree being secondary

(3) To modify the system settings and User Configuration,
damage to the system environment of the API, the degree of
risk being relatively low.

Based on the theory of information entropy, this paper
proposes a new approach to evaluate the risk behavior of
Android using information entropy. One installs the appli-
cation into the sandbox and runs and simulates user actions
for a fixed number of times, such as 500. Suppose that, in this
process, all the sensitive APIs invoked are k1,k2, ..., kn, and
set the information entropy used to evaluate the risk behavior
of the application to 8, and set s as the total API numbers that
has occurred for all behavior:

s=zh 3)

n

k; k;
6=—Z?xb&; (4)

i=1

Because malicious applications generally focus on risk
behavior, they frequently invoke sensitive APIs. This paper
uses a set of sensitive APIs to describe and characterize an
application. If § is greater, its entropy will be more than the
normal application of information entropy. By calculating an
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TaBLE 1: APIs and risk levels defined by authors.

Evaluation Project Danger level

Evaluation Project Danger level

Virus scanning high
Sensitive word Information medium
Advertising SDK Detection low
Third-party SDK detection low
Java Code decompile high
So file crack high
Tampering and two-time packaging high
Dynamic injection attack high
Interface Hijacking high
Input listening high
HTTP Transport data high
WebView PlainText Store password high
PlainText digital certificate high
Debug Log functions high
Resource File Disclosure medium
Dynamic Debug Attacks medium
Activity Component Export medium
Service component Export medium
Broadcast receiver Component Export medium
Content Provider Component Export medium

Apply data to any backup medium
Apply Signature Not verified medium
Sensitive function calls medium
Java Layer Dynamic debugging low
Load Dex from SDcard low
Implicit invocation of intent components low
WebView Remote Code high
Database injection high
ContentProvider Data Disclosure high
Encryption method not safe to use high
HTTPS not verified medium
Download any apk medium
Global writable Internal files medium
DDoS medium
Residual test information low
WebView Bypass Certificate validation low
Unsafe use of random numbers low
Intent Scheme URL low
Fragment injection attack low

15 —

Numbers

high medium low

Danger levels

FIGURE 5: Test results for authclient.apk.

application on the sensitive API set of information entropy §,
one can judge the level of risk.

4. Experiments and Results

We firstly test one app which is named authclient.apk down-
loaded from Google. Figures 5 and 6 show the test results.
This paper collects 1200 malicious Android apps that
have been identified by each major mobile phone’s security
platform as a sample of malicious applications and crawls
the top-ranked downloads in Google’s official App Store, a
total of 400 applications, as a normal application sample. In
general, Google’s official App Store is generally considered to

In total

FIGURE 6: Found problems for authclient.apk.

be a more secure app store, and the application of the top-
ranked Google stores has withstood the test of countless users
and security vendors. It can be considered a safe and normal
application. Based on the above 2 sample sets, the sandbox is
used to monitor and record its API calls, and the results are
statistically categorized as shown in Figures 7 and 8.
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FIGURE 8: The information entropy of normal apps.

From the above results, network API calls occupy the
main position for both malicious and normal application,
and that is a trend in the future development of Android
applications. In addition to the network API, there are
malicious applications to other sensitive API calls and normal
application of the obvious difference. As can be seen from Fig-
ures 6 and 7, malicious applications have significantly more
frequent calls to sensitive APIs than normal applications, and
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these APIs can capture the user’s IMEI code, IMSI code,
phone number, SIM card sequence code, etc., so these APIs
are obviously more risky than network APIs much higher.

5. Discussion and Conclusion

With the rapid development of mobile Internet, the Android
applications have become an indispensable tool for people’s
daily life, and understanding the risks of Android applica-
tions is very important. This article focuses on the analysis
and evaluation of the Android application risk behavior,
monitors and records the behavior of Android applications
through the Android sandbox, and uses the information
entropy theory to analyze and evaluate the risk behavior of
Android applications. This method can provide reference for
application store review and also make Android users have a
clear assessment of the risks associated with the application.
Based on the above methods, this paper collects more than
1200 malicious applications and 400 normal applications,
calculates the information entropy of both, compares them,
and verifies the validity of the method described in this paper.

However, before being widely deployed in practical appli-
cations, this proposed sandbox has to tackle the privacy and
efficiency challenges in sharing schemes [31]. We need to send
users data to clouds and guarantee the security of users data
while ensuring rapid transmission of instant data [32, 33] and
the security of public storage clouds [34, 35]. Note that mining
data from multiple data sources to extract useful information
[36, 37] for better understanding of security risk evaluation
should be considered in the future study.
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High reliable street-level landmarks are the basis of IP geolocation, but landmark evaluation methods having been proposed cannot
evaluate the street-level landmarks. Therefore, in this paper, a street-level landmark evaluation method based on nearest router
is proposed. The location organization declared is regarded as an area not a point. Firstly, the declared location of preevaluated
landmark is verified by IP location databases. Secondly, the preevaluated landmarks are grouped according to their nearest router.
Then, the distance constraint is obtained using delay value between landmark and its nearest router by delay-distance correlation.
And relation model is established among distance constraint, organization’s region radius, and distance between two landmarks.
Finally, the reliability value of landmarks is calculated in each group based on relational model and binomial distribution.
Landmarks evaluation experiment is taken based on 7082 preevaluated landmarks, and the results show that geolocation errors

decrease obviously using evaluated landmarks. The mean error of 100 targets in Shanghai is reduced from 7.832km to 2.185km.

1. Introduction

The Internet of Things is an important part of a new genera-
tion of information technology, and it is an extended network
based on the Internet. The core supporting technology of the
Internet of Things is cloud computing. The cloud computing
model enables real-time dynamic management and intelli-
gent analysis of millions of items in the Internet of Things.
IP geolocation is a technology to determine the geographical
location of IP network entities. It has wide application
prospects in the field of Internet of Things, such as ensuring
that data flow within the privacy protection in cloud data
sharing [1-3], improving the secret security in mobile cloud
when secret keys distributed [4, 5], supporting location-based
cloud services[6-8], and targeting covert communication
subjects [9-11]. Landmark-based IP geolocation is an effective
means to determining the region of the Internet entity. High
reliable street-level landmarks are the basis of IP geolocation.
Existing evaluation methods of landmarks are divided into
evaluation of web-based landmarks and evaluation of the IP
location databases.

A method, mining landmarks from web, has been pro-
posed [12]. In this method, IPcn database was used to

evaluate the city location of the landmarks, and major
Chinese ISP databases were used to assess the province
location. On the basis of [12], Jiang H et al. [13] exclude
the cloud services landmarks according to cloud service
providers’ IP address (such as Amazon AWS, Rackspace
Hosting, and other top cloud providers), exclude hosting
landmarks whose organizations in Whois do not contain
specific keywords such as “university”, “academy”, or “insti-
tution”, and use MaxMind database to verify landmarks’ city
location. E-GeoTrack algorithm [14] based on voting strategy
and implicit information in nearest router was proposed
to evaluate Internet forum landmarks obtained from a web
page. Above methods can only evaluate the accuracy of
city location, and there are large errors in fine-grained
geolocation using evaluated landmarks. Wang Y et al. [15]
obtain the web landmarks on the basis of paper [12] and verify
the landmarks as follows: (1) if the zip code of landmark
is inconsistent with the zip code entered during the query,
the landmark will be deleted, (2) visit the website by IP
address and domain name respectively, and if the contents,
or heads (distinguished by <head> and </head>), or titles
(distinguished by <title> and </title>) returned are different,
the web site is considered to be hosted on a shared host or
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TaBLE 1: Calculating LWV of a DNS name.

url \ location Loc, Lo, Loc. Locy

dns_a/urll 0.64 - 0.96 0.89

dns_a/url2 0.64 - 0.95 0.89

dns_a/url3 - 0.57 0.95 0.86

LWV of dns_a 0.43 0.19 0.95 0.88

on CDN (“Content Delivery Network”), and the landmark is
deleted, and (3) delete the landmarks whose domains are the
same but zip codes are different. This method deletes some
hosting, shared hosting, and CDN landmarks. But to street-
level geolocation, it is also necessary for evaluation further on
this basis.

Different IPs in the same IP block may correspond to
widely distributed geographical locations; thus, the location
information in the foreign commercial IP location databases
is very rough [16, 17]. Based on [16], Backstrom et al.
[18] proposed to determine user’s location based on their
social network and use this location to improve IP location
database. Poese et al. [19] studied IP location databases
such as MaxMind, IP2LOCATION, IPInfoDB, and HostIP,
found that the vast majority of IP data in United States
were inconsistent with IP initial allocation data, and pointed
that the city-level location of IP in these databases was
inaccurate. In [20, 21], the authors analysed the distribution
characteristics of IP address blocks of different geographic
granularity in mainland China, compared the data consis-
tency between multiple IP location database, verified the
accuracy of the IP location database using a small number
of existing landmarks, and improved the accuracy of the
database by clustering IP blocks at different locations. For
improving the accuracy of database, location data collected
from search engine logs [22], IP allocation strategy of ISPs,
urban areas, and population [23] were introduced into the
database evaluation methods. Using those methods improve
the accuracy at city level, but there are inadequacies in
evaluating fine-grained (e.g., street level) locations.

In the absence of reliable street-level landmarks, there are
significant errors in the evaluation of street-level landmarks
based on street-level geolocation methods. And there are
no other effective street-level landmark evaluation methods
currently. In view of this reality, a street-level landmark
evaluation method based on the nearest router is proposed.
In this paper, the location of the organization is a region, and
the radius of region is the maximum value of the distance cal-
culated by latitude and longitude between the organizations’
declared location and the location of network entity.

The method includes three steps. Firstly, multiple
databases are used to verify the city-level location of the
original candidate landmarks obtaining from web pages
based on voting strategy. If the zip code information is
obtained, it will be further used to verify. Then, route paths
to candidate landmarks are obtained by using traceroute
commend. Candidate landmarks are grouped based on the
nearest router. And the relationship model between radius

of organization, geographical distance, and network distance
constraints is established within two candidate landmarks in
the same group. Combining the binomial distribution, the
reliability value of each landmark is calculated by relationship
model.

The rest of this paper is organized as follows. The related
work is introduced in Section 2. The principles and steps of
street-level landmark evaluation method based on nearest
routers are elaborated in detail in Section 3. Section 4 briefly
analyses the street-level landmark evaluation method. The
experimental results are given in Section 5. Finally, this paper
is concluded in Section 6.

2. Related Work

Structon [12] is a webpage-based landmark mining method
and the key idea is that web pages are embedded with rich
geographic information (such as province/state, city, and zip
code). The geographic information extracted from web page
can be mapped onto the IP address of the web server. As a
result, landmarks (network entities whose IP and geographic
address have been known) are obtained. The main steps of
Structon are as follows.

Firstly, according to HTML tags, each HTML file is parsed
into multiple blocks, and each block is treated as a string
roughly. For each block, a regular expression is used to extract
geographical location information. Web servers for the same
domain name are collected, and the location weight vector
(LWYV) for the domain name is calculated as Table 1.

Based on the weights of different urls of dns_a in different
locations, the LWV values of dns_a in different location are
calculated.

Then, the IP address and its corresponding location
weight vector are taken as input. The multistage inference
algorithm is used to increase the coverage and accuracy of
the IP location database. The multistage inference algorithm
includes three parts as follows.

Part 1. Location calculation of /24 IP segment: the location
probability distribution function (PDF) is calculated by the
LWV of each IP in /24 IP segment. The highest probability
location is regarded as the geographical location of all IP in
/24 IP segment. An example is shown in Table 2.

As shown in Table 2, the Loc, is regarded as the IP
segment geographical location.

Part 2. Error correction based on majority voting. If most
of the IP subsegments have the same geographic location



Security and Communication Networks 3
TABLE 2: The PDF of the segment.

IP \ location Loc, Log, Loc, Locy Loc,

61.155.111.42 0.003 0.004 0.003 0.24 -

61.155.111.44 - 0.02 - - -

61.155.111.70 - 0.77 - - 0.13

Location PDF 0.26% 68% 0.26% 20.5% 11%

and the remaining IP subsegments are at other locations, the
entire IP segment is assumed to be in the same location.

Part 3. Inference based on AS and BGP information: the
BGP routing table shows that some ASs only contain a small
number of IP addresses. Therefore, these ASs are small ISPs,
and these small ISPs are likely to be located in the same
province or city. In these small ASs, if some IP are in the same
location L, it can be well inferred that the entire ISP is also
located in L.

Finally, IP address location tables of a major Chinese ISP
and ip.cn database are used to verify the accuracy of inferred
results.

Structon is a method using web page information to
obtain landmarks. After location inference, a large amount
of landmarks can be obtained. However, the landmarks veri-
fication strategies are rough, which only verify the provincial
and city-level locations and cannot satisfy the requirements
of street-level landmarks. At the same time, the database
(such as ip.cn) is not completely accurate. The reliability of
the verification results cannot be guaranteed if only using
single database. After Structon, the researchers use multiple
database to verify the provincial and city-level locations and
use zip codes for further verification [13-15]. Those strategies
improved the accuracy of landmarks obviously but did
not reach the requirement of street-level landmarks evalua-
tion.

Based on [12], a street-level landmarks evaluation method
is proposed in this paper. Landmarks are collected from
web, and IP location databases were used to verify the data
consistency between declared location and databases’ results.
If the zip codes about original candidate landmarks were got,
that would be used to verify the location further. Landmarks
after location verification are named candidate landmarks.
Then, the route paths from probe to candidate landmarks
are got, and in the router path, the minimum single-hop
delay from the nearest router to the candidate landmark is
obtained. According to the same nearest router, candidate
landmarks are divided into some group which can be con-
sidered as a set. Finally, in each set, we get distance constraint
by delay-distance correlation and delay from nearest router
to candidate landmark and calculate the distance between
any two candidate landmarks by their latitude and longitude.
According to the relationships among distance constraint,
distance, and organization’s region radius, all subsets satis-
tying the relationships can be found, and the reliable values
of candidate landmarks in each subset can be calculated
based on binomial distribution and initial probability. All

groups are evaluated, and all landmarks whose reliable
value is greater than reliability threshold can be selected
out.

3. Methods

Aiming at the deficiencies of existing landmark evaluation
methods in evaluating street-level landmarks, a street-level
landmark evaluation method based on the nearest router is
proposed. The precondition of this method is that if two
terminal landmarks have the same nearest router, they are
close in geographical location.

The method flowchart is shown in Figure 1. This method
is mainly divided into three parts: location verification, land-
marks grouping, and group landmarks evaluation. In location
verification, candidate landmarks whose locations in multiple
IP location databases are consistent with declared city were
selected from original candidate landmarks. If zip code of
original candidate landmarks is obtained, zip code needs to
be used for verification further. In landmarks grouping, route
paths to candidate landmarks were measuring many times,
and final route path for one candidate landmark was got
by merging route paths. The candidate landmarks with the
same nearest router are grouped. In each group, if there are
at least two landmarks for one institution, the one whose
delay from nearest router to candidate landmark is minimal
will be reserved. In group landmark evaluation, relationship
model among distance constraint, region radius, and distance
is established, and all subsets in which any two elements
satisfy the relationship model will be found. In each subset,
in the basis of initial probability and binomial distribution,
the reliability values of candidate landmarks are calculated.

The main steps of the method are as follows:

Input: original candidate landmark and multiple IP loca-
tion databases

Output: reliable landmarks with reliability value

Step 1 (original candidate landmarks acquisition). According
to the landmark acquisition method mentioned in [12],
information such as address, server domain, and zip code of
companies, universities, and governments is obtained from
web pages. Public mail server will be excluded, and server
domain and address are converted to IP (IP;) and latitude
(lat;) and longitude (Ing,), respectively. Original candidate
landmark is marked as data pair (< IP;lat;,lng, >). If
a domain name corresponds to n IPs, n data pairs will be
marked whose IPs are different only. That means an organi-
zation may correspond to multiple candidate landmarks.
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Step 2 (location verification). City address of original candi-
date landmark is searched from IP location databases such as
IPIP, IP.cn, and Baidu. If the query results of databases and
declared address are the same, the original candidate land-
mark will be retained. If zip code of original candidate land-
mark has been obtained, that will be used to verify landmark
address further, and original candidate landmark (called
“candidate landmark”) whose claimed location belongs to the
zip code area will be retained.

Step 3 (routing information acquisition). Use traceroute
command to get route path from probe to candidate land-
marks during small network delay fluctuation period repeat-
edly, and merge paths to obtain more detailed routing
information and the minimum single-hop delay.

Step 4 (candidate landmark groupings). The candidate land-
marks were grouped by the nearest common routers. Each
group is called an evaluation landmark set. In a set, if multiple
candidate landmarks belong to same organization, the one
whose single-hop delay to nearest router will be retained,
and other candidate landmarks will not participate in the
evaluation process further, but the reliability value is the same
as the retained one. If single-hop delay value to nearest router
is greater than 1ms, the value may be regarded as inaccurate
measurement one and the candidate landmark will not be
evaluated further.

Step 5 (candidate landmark group evaluation). In an eval-
uation landmark set, the relation model among distance
constraint, distance, and radius of region was built. All
subsets satisfying relation model need to be found. This
issue can be converted to solve complete subgraph problem
in an undirected graph. The construction method of graph
is as follows: the elements in the set are mapped to the

vertices in the undirected graph. And if two elements in set
satisty the relation model, there is edge between the two
vertices. The subset consists of all vertices in one complete
subgraph. Obtaining all subsets is our goal. According to the
IP allocation strategy of ISPs, the number of vertices of the
graph is less than 64 generally. So, the issue can be solved in
acceptable time.

In a subset, the reliability (recorded as “p,,”) of evaluated
landmarks is calculated based on initial reliability and bino-
mial distribution.

k
prezl_l_[(l_pi) (1)
i=1

where k is the number of elements in subset and p; is the
initial reliability value of ith element.

Step 6 (reliable landmark storage). Repeat Step 5 to evaluate
all groups. When a candidate landmark appears in multiple
subsets and may have multiple reliability values, the final
reliability of the landmark evaluated is the maximum value.
The reliability threshold is set as «, which means evaluated
landmark is reliable when its reliability value is not less than
a. And store the reliable landmark into result database.

Then, the process of merging the route paths and building
the relation model are explained in detail.

Merging the Route Paths. Use traceroute command to get
route path during small network delay fluctuation period
repeatedly, and merge route paths. Figure 2 is an example of
route paths merging.

The route path from probe (S) to candidate landmark
(L) contains four routers (Rl, R2, R3, and R4). In the
first measurement, the IP addresses of R2, R3, and R4 are
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FIGURE 2: Example of route paths merging.

obtained, and the delay between R2 and R3 is 5ms. And, in
the second measurement, the IP addresses of R1, R2, and R3
are obtained, and the delay between R2 and R3 is 4ms. Finally,
the merged results are that the IP addresses of four routers are
obtained and the delay of R2 and R3 is 4ms.

Building the relation model: for a subset, the geographical
distance (GD) for two candidate landmarks L; and L j is
calculated by latitude and longitude. According to the single-
hop delay (¢) from nearest router to candidate landmark, the
distance constraint (DC) between candidate landmark and
nearest router can be got by

DC=vx«t 2)

where v is the propagation velocity of the electromagnetic
wave (v = 20km/ms) and t is the single-hop delay. Then, the
minimum distance constraint (recorded as “min DC”) and
the maximum distance constraint (recorded as “maxDC”)
between two candidate landmarks can be obtained.

min DC = v * |t; - t,| = |[DC1 — DC2| (3)
maxDC = v * (t; +t,) = DC1 + DC2 (4)

The trilateral relation among GD, min DC, and max DC
is established as inequality (5).

min DC < GD

(5)
GD < maxDC

Adding the radius of region (recorded as “I'H”), relation
model among distance constraint, region radius, and distance
between L; and L; is established as inequality (6).

min DC — 2TH < GD

(6)
GD < maxDC +2TH

4. Analysis of Method

In this section, the relation model among distance constraint,
distance and region radius, and reliability calculation strategy
will be discussed.

4.1. Relation Model. Organization location is a region, but
online maps return the latitude and longitude which is a point
when you translate organization address. And the given point
deviates from the location of IP entity. When establishing
the relationship between distance and distance constraint, we
should consider the radius of organization region, as shown
in Figure 3.

S is the nearest common router of L, and L,, and P, is
the latitude and longitude location given by online map. TH is
the radius of organization region which IP entity of L, locates
in. The distance constraint between S and L, is named DCL.
Analysis of L, is the same as L,. The distance of P, and P,
is named GD. Therefore, the minimum value of the distance
between IP entity of L, and IP entity of L, is GD—2TH (from
Pl” to Pz'), and the maximum value is GD + 2TH (from Pl'
to Pz"). According to (1) and (2), the values of max DC and
min DC can be calculated.
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FIGURE 3: Relationship among distance, distance constraint, and radius.

6
Based on the triangular trilateral relationship, there are
min DC < GD - 2TH
GD - 2TH < maxDC 7
and
min DC < GD + 2TH
GD + 2TH < max DC ®
That is equivalent to
min DC + 2TH < GD
GD < maxDC + 2TH ©
and
min DC - 2TH < GD
(10)

GD <maxDC - 2TH

Combining inequality (9) and inequality (10), we obtain
the range of GD, which is the relation model (inequality (6)).

GD € [min DC — 2TH, max DC + 2TH] (11)

According to (11), for L, and L, after evaluation, the
smaller the TH is, the closer the locations are.

4.2. Reliability Calculation Strategy. The information in the
web page lacking effective verification deceives information
receivers. Based on this reality, if the organization corre-
sponds to multiple IP addresses in the same set, only the
candidate landmark with the smallest single-hop delay value
to the nearest router is retained. Therefore, the landmarks
may be considered that are not related to each other.

For any candidate landmark L; in a subset (marked as
“C”) of evaluation landmark set, the probability that L; locates
in organization region is p; denoted as

P(L=True)=p;, p;€l[0,1] (12)

Then, the probability that L; does not locate in organiza-

tion region is 1 — p; denoted as

P(L;=False)=1-P(L;=True)=1-p;  (13)

When there are n elements in C, the probability that all
elements are not in the their region is denoted as P..

P.= ﬁp (L; = False) = ﬁ (1-p) (14)
i=1

i=1
Since p; € [0, 1], there is
P.<1-p; (15)

where p; = P(L; = True) and p; € C. Only when VL, ¢
C,k + j, p = P(Ly = True) = 0, “=" is taken.

In each set, one organization only retains one candidate
landmark. So, it can be considered that the elements in the
set are not related to each other. When any two elements in
subset satisfy inequality (6), the probability that our method
mistakes the candidate landmarks as reliable landmarks is P,,
which is smaller than (or equal to) single candidate landmark
misjudged as reliable. And the more elements in the subset,
the higher reliability of evaluated landmarks.

5. Experimental Results

In order to verify the validity of our method, the feasibility
verification experiment and the street-level landmark evalu-
ation experiment were carried out.
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FIGURE 4: Landmarks distribution.

Before conduction the experiments, with 7 days as a cycle
and 30 minutes as a time period, we make a statistical analysis
of the network stability in each time period within four cycles.
Finally, the results show that, in China, the period (called
“suitable period”) from 22:30 to 06:30 (next day) is suitable
for network measurement.

5.1. Feasibility Verification Experiment. 500 reliable street-
level landmarks in Zhengzhou (called “initial reliable land-
marks”) were selected, and the distribution of initial reli-
able landmarks is shown in Figure 4(a). According to the
distribution characteristics of initial reliable landmarks in
geographical space, 500 street-level different locations were
generated using a random function around the initial reliable
landmark locations. 500 online IPs were selected which
relate to Zhengzhou city in Baidu, IPIP, and IP.cn database.
We generated 500 landmarks based on 500 online IPs and
500 street-level locations. The generated landmarks may be
considered unreliable. In this experiment, the dataset (called
“candidate landmarks”) containing 500 reliable landmarks
and 500 generated landmarks is shown in Figure 4(b), and
the initial reliability values of all landmarks in dataset are set
to 50%.

Performing 50 times routing measurements for each
candidate landmark in suitable period, and merging the route
paths, the delay values from nearest router to candidate
landmarks were obtained. According to nearest router, can-
didate landmarks will be grouped. In this experiment, the
reliability threshold was set to 75% and TH value was set to
3 and 5, respectively. When TH is 3, 416 evaluated landmarks

(shown in Figure 4(c)) are evaluated. The ratio of evaluated
landmarks to initial reliable landmarks is 83.2%. And when
TH=5, 435 evaluated landmarks (shown in Figure 4(d)) are
evaluated and the ratio is 87%.

Comparing Figures 4(a), 4(c), and 4(d), the evaluated
landmarks are more concentrated in geospatial distribution
than initial reliable landmarks. And compared with TH=3,
the difference in geospatial distribution of evaluated land-
marks (TH=5) is not obvious.

The experimental results show that street-level landmark
evaluation method can obtain reliable landmarks from can-
didate landmarks effectively. The reasons that the method
fail to obtain all initial reliable landmarks from candidate
landmarks may be as follows.

(1) The delay measurement results are inaccurate. Rela-
tion model is established based on delay. For two candidate
landmarks, if one’s single-hop delay value increases, the value
of min DC increases that may lead to GD < min DC.

(2) The distribution of initial reliable landmarks is dis-
persed. If the distribution of initial reliable landmarks is
dispersed, GD increases for two candidate landmarks that
may lead to GD > max DC.

5.2. Street-level Landmark Evaluation Experiment. The data
are collected from Internet web pages, including organization
name, location, web home page, and zip code. During the
collecting process, the IPs with stable features, such as time
servers, mail servers, and ftp servers, may be got more
attention. The IP address is obtained based on DNS services,
and latitude and longitude are obtained by online map
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TABLE 3: The number of landmarks.
City Before location After location After evaluation After evaluation
verification verification (TH=3) (TH=5)

Beijing 4658 1072 392 456
Shanghai 8966 3289 1227 1341
Shenzhen 6605 1857 783 869
Xiamen 3702 864 236 301

services. According to the famous mail server providers
IP addresses, part of obtained data is deleted. Eventually,
the numbers of original candidate landmarks in Beijing,
Shanghai, Shenzhen, and Xiamen are 4658, 8966, 6605,
and 3702, respectively. Baidu, IPIP, IP.cn databases, and
zip codes are used for location verification. For privacy
protection, the obtained data only retain the IP address
and information of latitude and longitude. After location
verification, the numbers of candidate landmarks in Beijing,
Shanghai, Shenzhen, and Xiamen are 1072, 3289, 1857, and
864, respectively. In addition, data set in this experiment
includes 400 reliable street-level landmarks also (100 land-
marks in each city). Reliable landmarks are used to verify the
evaluated landmarks and do not participate in the evaluation
process.

The initial reliability of all candidate landmarks is set to
50%, and reliability threshold is set to 75%. 50 times routing
measurements are performed for each candidate landmark
in suitable period. Candidate landmarks are evaluated when
TH=3 and TH=5, respectively. The number of landmarks in
each city is shown in Table 3.

The number of candidate landmarks has been greatly
reduced after location verification because of servers host-
ing. There are two reasons that the number of landmarks
decreased after evaluation. One reason is that some of the
landmarks are not reliable and do not satisfy the relation
model. Another reason is that the method proposed in this
paper cannot evaluate the landmarks whose nearest router
connect with a landmark only, although this landmark may
be reliable. According to inequality (6), the larger the value
of TH is, the more landmarks rest after evaluation. When the
value of TH increases, the range of GD is expanded, meaning
that the allowance error distance from the organization
center to server location and allowance error delay from
nearest router to landmark increase. Therefore, the larger the
TH values are, the more landmarks are obtained according
to relation model. When TH=3, the numbers of evaluated
landmarks in Beijing, Shanghai, Shenzhen, and Xiamen
are 392, 1227, 783, and 236, respectively, accounting for
36.57%, 35.15%, 42.16%, and 27.31% of candidate landmarks
and 8.42%, 13.69%, 11.85%, and 6.37% of original candidate
landmarks. When TH=5, the numbers are 456, 1341, 869, and
301, respectively, accounting for 42.54%, 40.77%, 46.8%, and
34.84% of candidate landmarks and 9.79%, 14.96%, 13.16%,
and 8.13% of original candidate landmarks. The distribution
of candidate landmarks and evaluated landmarks of each

city is shown in Figure 5 (candidate landmarks marked
as “c-landmarks” and evaluated landmarks marked as “e-
landmarks”).

In each city, candidate landmarks (obtaining method
is similar to Structon [12], called “before evaluation” land-
marks) and evaluated landmarks are used to locate 100
reliable street-level landmarks using SLG algorithm [15],
respectively. The relationship between the mean error and the
number of landmarks is shown in Figure 6.

In Figure 6, the mean error using evaluated landmarks to
locate 100 reliable street-level landmarks is smaller than using
the same number of candidate landmarks in the same city.
The mean error of geolocation using landmarks evaluated by
TH=3 is slightly less than the value caused by the landmarks
evaluated by TH=5. The geolocation accuracy is affected
by the accuracy of landmarks on the one hand. The base
of street-level geolocation is street-level landmarks. On the
other hand, the geolocation accuracy is affected by the
number of reliable landmarks. The accuracy of geolocation
increases when the number of landmarks increases. In Fig-
ure 6, when the number of reliable landmarks increases from
0 to 300, the geolocation error decreases rapidly. When the
number of reliable landmarks is greater than 300, the number
of landmarks increases, and the speed of the geolocation
error decreases gradually. When all candidate landmarks are
used for geolocation, the mean error in Beijing, Shanghai,
Shenzhen, and Xiamen is 9.624 km, 7.832 km, 7.634 km, and
8.994 km, respectively. But the value is 3.98km, 2.185km,
2.234km, and 5.237km respectively, when TH=3, and the
value is 3.943 km. 2.198 km, 2.241 km, and 4.473 km,
respectively, when TH=5.

In Beijing, Shanghai, Shenzhen, and Xiamen city, when
all candidate landmarks and evaluated landmarks are used
to locate 100 reliable street-level landmarks using SLG
algorithm. The relationship between geolocation error and
cumulative probability is shown in Figure 7.

Figure 7 shows that the location accuracy of using evalu-
ated landmarks is significantly higher than the value of using
candidate, and the difference in location accuracy between
TH=3 and TH=5 is not obvious. In Beijing, Shanghai, and
Shenzhen, comparing with pre-landmarks, the probability
of geolocation error less than 5km increases by more than
35%, and the probability of geolocation error less than 10km
increases by 20%, when evaluated landmarks are used. In
Xiamen, the probability of geolocation error less than 5km
and 10km increases by 20% and 15%, respectively. The main
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reason for the low increasing percentage is that the number
of evaluated landmarks is less than former three cities.

These experimental results show that comparing with
candidate landmarks, using landmarks evaluated by our
method for street-level geolocation can improve the geolo-
cation accuracy.

6. Conclusions

Landmark-based street-level IP geolocation has a high appli-
cation prospect in the field of Internet of Things. In view of the
deficiencies of current methods in street-level landmark eval-
uation, a street-level landmark evaluation method based on
the nearest router is proposed. Using the fact that “locations

of terminal landmarks with the same nearest router are close
to each other in geographical location”, the relation model
among distance constraint, distance, and region radius. In the
basis of the relation model, the goal of evaluating street-level
landmark is achieved. Meanwhile, the reliability values of
evaluated street-level landmarks are calculated by initial reli-
ability and binomial distribution. The experimental results
show that the landmarks evaluated by this method increase
the geolocation accuracy. Effectiveness of this method is
affected by accuracy of delay value, landmarks distribution,
and anonymous nearest router. In the future, the delay value
acquisition method and street-level landmark evaluation
method when nearest router is anonymous are the focus of
work.
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