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Vulnerability analysis is the premise of operational risk management and control for the large-scale and complex urban rail transit
network (URTN) under the operation interruption of important stations. +e temporary operation interruption of one station in an
emergency may lead to the cascading failure and the paralysis of the whole URTN due to the load of other stations exceeding the
limited capacity. +e priority of important stations is proposed by combining its location and function in URTN. In addition,
focusing on the analysis of the travel behaviour of passengers and the synergy of public transport networks, a novel cascading failure
evolution model is established to simulate the cascading failure process of URTN under different attack scenarios. +e vulnerability
indicators are constructed to dynamically evaluate the vulnerability of URTN considering cascading failure evolution, which are
different from the traditional vulnerability indicators based on complex network theory. Taking the Beijing urban rail transit network
as an example, the dynamic simulation results show that the cascading failure of URTN is closely related to the temporal-spatial
distribution of passenger flows and malicious attacks are more destructive than random attacks. Compared with the important
stations with the largest betweenness or degree, the interrupted stations with largest intensity have a greater impact on the operational
stability of URTN. Moreover, increasing the capacity coefficient of the station can reduce the vulnerability of URTN.

1. Introduction

With the rapid development of URTN, the safety operation of
URTN is facing new challenges and requirements. Once a
station in the network fails, other stations may change from
normal to failure when the load exceeded limited capacity due to
the strong spatiotemporal correlation between stations, which
may further cause cascading failure and seriously affect the travel
quality of passengers. +erefore, the studies on the evolution
mechanism of cascading failure in the URTN, identification of
important stations, and dynamic assessment of vulnerability
have become significant in optimizing the structure and im-
proving the efficiency of the URTN.

Robustness indicates the ability of the system to operate
under interference [1], and reliability indicates the de-
pendability of the normal operation of the system under
interference [2]. Vulnerability is widely used in measuring
the performance of networks under external disturbances
[3]. +e concept of vulnerability is defined as the affection
degree of external disturbance (e.g., unfavourable weather
and equipment failure) on the performance of a system [4],
which has been used by researches to measure the stability of
various networks, such as the Internet [5], computer net-
works [6], social networks [7], and power networks [8]. In
transportation networks, the vulnerability can be defined as
the sensitivity to external disturbances that may decrease the
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service performance [9]. Compared with the robustness and
the reliability of the transportation network, vulnerability
analysis pays more attention to the impact of external in-
terference on the network.

In transportation networks, the studies on vulnerability
assessment can be mainly divided into two categories: static
and dynamic. Static vulnerability assessment refers to the
analysis of the network topology, efficiency, and connectivity
under a certain failure state, without considering the impact
of external disturbances on the passenger travel behaviour
and the propagation process of the passenger flows. On this
topic, researchers often use the indices of the number of
normal and failed components [10], network efficiency [11],
and connectivity [12, 13] to measure the performance of the
transportation network during the failure of edges, one or
more stations. Many complex systems can be modeled as
complex networks for analysis. At present, the research on
complex networks has attracted extensive attention and
research. When considering network characteristics, typical
characteristics are usually used to measure the network. Liu
and Song [14] introduced the concepts of degree, clustering
coefficient, and average shortest path length in complex
network theory into URNT to analyze the network acces-
sibility and traffic efficiency under the failure of transfer
stations. Zhang et al. [15] analysed the topological and
functional characteristics of the Shanghai subway network
and proposed to evaluate the function and connectivity of
traffic network based on the function loss parameters and
connectivity parameters. Combining the topology of URTN
and the characteristics of passenger flow distribution, Lu
[16] investigated the cumulative affected traffic flows caused
by external disturbances and quantified the vulnerability of
the network under different attacks. +ey also pointed out
that the failure of the transfer station is less effective in the
resilience of the network. Yang et al. [17] used the relative
size of maximum connected subgraph (RSMCS) and Global
Network Efficiency (GNE), two common indicators in the
field of complex network analysis, to comprehensively
evaluate the vulnerability of Beijing urban rail transit net-
work (BRTN) under random andmalicious attack strategies.
Liu et al. [13] defined the fraction of acceptable trip and total
generalized travel cost increase ratio to analyze the impact of
link capacity reduction on the performance of urban rail
transit network. Cats and Krishnakumari [18] deleted the
nodes or edges of URTN according to the order of degree or
betweenness. +e relative size of the largest connected
sunetwork when removing nodes or edges and the largest
subnetwork of the original network and the normalized
average shortest path are used to describe the change of
network performance. Chen et al. [19] used the demand-
impedance index to describe the performance curve of
URTN in the process of external attack and repair. +e
results show that BRTN is a scale-free network, and mali-
cious attack is more destructive than random attack.
However, when the URTN is disturbed by external dis-
turbance, the analysis of vulnerability cannot be limited to
the network topology [20]. Because the external disturbance
will also have an impact on travel decision making of
passengers. +erefore, it is difficult to reflect the strong

spatiotemporal correlation between nodes and the rela-
tionship between external interference and passenger travel
behaviour only using evaluation method for static
vulnerability.

Dynamic vulnerability assessment refers to the evalua-
tion of network stability, which considers the spatiotemporal
dynamic changes of the network structure and the pas-
sengers within a certain failure duration [21]. +e dynamic
change of the passenger distribution and the topology of
URTN can be described by cascading failure process during
interruption time [22]. Sun et al. [9] evaluated the cascading
failure process of URTN based on the coupled map lattice
model and found that the failure was difficult to control
when the loop was attacked. Liu et al. [23] built a CASCADE
model with designing a traffic redistribution method based
on the edge weight function, to analyze the survivability of
URTN from the perspective of the scale of failure and degree
of damage. Xing et al. [24] introduced the ORNL-PSERC-
Alaska (OPA) model to describe the cascading failure
phenomenon of urban regional transportation network
under random attack.+e essence of cascading failure is that
when one or more nodes fail, the load will be redistributed,
which may cause other nodes to fail because the load exceeds
their limited capacity. +erefore, the proposed capacity-load
model [25] is often used to describe cascading failures. +e
crux of cascading failure process analysis is load redistri-
bution [26]. In the past, the load of the network was
redistributed by constructing a load function of betweenness
or degree [27, 28]. With the increasing interest, researchers
gradually introduced the distribution characteristics of the
passengers into the redistribution during the evolution
process of cascading failure. Wu et al. [29] evaluated the
survivability of weighted road traffic network considering
cascading failure based on the user equilibrium model.
Zhang and Wang [30] proposed a method of nonuniform
load distribution to the neighborhood and evaluated the
survivability of Nanjing Subway Network cascading failure
based on the capacity-load model. In addition, Szymula and
Bešinović [31] proposed a new network vulnerability model
to evaluate the vulnerability of the railway system by finding
out the combination of key links that cause the most adverse
consequences to passengers and trains. Vulnerability is af-
fected by the total travel cost of passengers, the number of
passengers unable to reach the destination, and the cost of
train service adjustment.

+e researches of the above scholars provide extremely
valuable results for the modeling of cascading failure and
vulnerability analysis of URTN and provide a theoretical
framework for subsequent research. Considering these
findings, we found that the following points need attention:

(i) +e existing vulnerability research methods of
URTN are usually limited to URTN. In the real
world, URTN is coupled with other networks such
as bus network, which does not exist in isolation. If
the coordination between urban public transport
networks is not considered, the impact of emer-
gencies on the operation of URTN is difficult to be
accurately evaluated.
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(ii) +e key to judge whether the cascading failure of
URNToccurs is to estimate whether the load of the
station exceeds its limited capacity. In the past, most
studies used departure frequency and topology
metrics for complex networks to define the load of
nodes and edges. Although the existing capacity-
load model considers the passenger flow of URTN
as the load of nodes or edges, the complex travel
behavior of passengers under emergencies is not
considered in the cascade failure process. +erefore,
it is still difficult to assess the dynamic vulnerability
of the URTN under emergencies.

(iii) +e problem of passenger redistribution is a re-
search difficulty when a station is interrupted due to
the disturbance. URTN serves the heterogeneous
passengers, and their travel behaviour is complex
and changeable when emergencies occur. Simply
loading the passengers of adjacent stations
according to the proportion of topology metrics for
complex networks is difficult to meet the needs of
the actual network.

+e sequence data of passenger flow distribution of
urban rail transit and other public transport are correlated in
time and space dimensions, and the affected passengers due
to the failure station may change their travel modes and
travel paths, which causes the passengers in URTN trans-
ferred to other public transportation networks. +erefore,
different from previous studies, the main contribution of this
study is considered the coordination between the URTN and
other public transport networks and the complex travel
behaviour of affected passengers. During the analysis of
cascade failure evolution, the edge weight function con-
sidering the capacity coefficient of passenger flow is used to
define the states of stations. In the process of cascading
failure, the repairability of stations is considered, that is, with
the real-time change of network load, the failure state of each
station of urban rail transit network changes, which is
different from the previous situation that once the station is
interrupted; it will be in failure state for a long time. In
addition, the vulnerability indicators are constructed to
dynamically evaluate the vulnerability of URTN considering
cascading failure evolution when the station is attacked
randomly or maliciously, which are different from the
traditional vulnerability indicators (such as degree, clus-
tering coefficient and average shortest path length) based on
complex network theory.

+is article is mainly divided into the following parts:
Section 2 defines various attacks and analyses passenger
travel behaviour under emergencies. Section 3 constructs the
vulnerability evaluation model of URTN, including the
cascading failure model and the establishment of the indi-
cators for dynamic vulnerability assessment. Section 4 takes
the BRTN as an example to analyze the dynamic vulnera-
bility under the different attack scenarios. Finally, Section 5
summarizes our conclusions.

2. The Definition of Various Attacks and Travel
Behaviour Analysis of Affected Passengers

Once a station of urban rail transit system is attacked, it is
obviously characterized by high uncertainty, easy to spread,
and trigger a chain reaction. At the same time, when the
station is interrupted due to the attack, the travel choice
behavior of passengers affected by the operation interrup-
tion will change. +e behavior analysis of passengers when
the station is attacked is the need of vulnerability analysis of
the URTN.

2.1. /e Definition of Various Attacks. Urban rail transit
system plays a crucial role in urban public transport system,
providing fast and convenient transportation services for the
public. It has the characteristics of high construction re-
quirements, high technical complexity, closed passenger
transport environment, high operation intensity, and net-
work operation. URTN usually encounters two kinds of
attack events, namely, random attack and malicious attack
[32], as shown in Figure 1.

In real life, it is difficult to quantitatively analyze the
breaking force of the attack on URTN. +erefore, in this
article, we define random attack as a random failure of a
station in URTN, and the probability of random attack at all
stations is equal. Malicious attacks are defined as targeted
and destructive attacks, which often occur in stations with
large traffic and vital stations in the network.

Under the action of attack events, the service of the
station is often interrupted. +e interrupted station will lead
to the failure of other stations through the connection re-
lationship between stations, resulting in cascading failure. It
should be noted that the attack may take place at the stations
or within the train operating line of the URTN. In addition,
the failure of one position may also lead to the shutdown of
the entire line [18]. +erefore, when studying the vulnera-
bility of URTN under different attack scenarios, it is nec-
essary to analyze specific scenarios.

Malicious attacks often occur at pivotal stations of
URTN. Timely and efficient management and control of key
stations under emergencies will help to improve the vul-
nerability of URTN. In this article, the important station of
the URTN refers to the station that can cause the cascading
failure and may have a large disruptive impact on the
network. In order to identify the damage strength of the
failed station to the network in a specific emergency sce-
nario, it is necessary to traverse each node in the network for
cascading failure analysis. By analyzing the damage degree of
urban rail transit system, we can identify the pivotal stations
in the network. For multiple stations, we also need to study
each combination to judge the relative importance of the
station [33]. However, this method is inefficient, and it is
widely known that the important stations often play a key
role in the structure and function of the actual URTN. In
graph theory and network analysis, centrality is an index to
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judge the importance/influence of nodes in a network,
mainly including degree and betweenness. In addition, the
main object of urban rail transit service is passengers, that is,
the number of transported passengers also determines
whether the station plays a central role.+erefore, this article
proposes to evaluate the importance of stations by degree,
betweenness, and the intensity of the node.

Before calculating the indicators to evaluate the impor-
tance of the station, we first model the URTN based on
L-space [34]. L-space method refers to a network modeling
method in which stations are regarded as nodes and the
connections between adjacent stations are regarded as edges.
P-space [35] method regards the station as a node and the line
relationship to which the station belongs as an edge. When
multiple stations belong to the same operation line, any two
stations are connected by one edge. R-space [36] method
regards the connecting edges between stations as nodes and
stations as edges. +rough comparative analysis, it can be
concluded that the physical significance of the characteristic
parameters of P-space and R-space spatial models is relatively
specific, which mainly reflects the transfer characteristics of
URTN. However, L-space method can graphically reflect the
corresponding relationship between nodes and edges, which
is helpful to analyze the structural and functional charac-
teristics of URTN. It is also convenient to integrate passenger
travel information into the network and analyze the dynamic
evolution characteristics of URTN under emergencies.

According to the following three evaluation indexes, we
can rank the importance of the stations in the URTN.

(1) Node Degree. Node degree reflects the association of each
node with other nodes in URTN, which is an important
attribute of the node and reflects the embodiment of con-
nectivity of the node.

ki � 􏽘
j∈N,j≠i

σij, (1)

where ki is the degree of node i. σij represents the adjacency
relationship between nodes i, j. N is the total number of
nodes in the network. If there are directly connected edges
between nodes i and j, σij � 1, otherwise, σij � 0.

(2) Node Betweenness. Node betweenness reflects the
number of shortest paths through a node in a network and
reflects the importance of node as a “bridge,” which is a
measure of graph centrality based on shortest path.

Bi � 􏽘
o,d∈N

gi L
o,d
short􏼐 􏼑

g L
o,d
short􏼐 􏼑

, (2)

where Bi is the betweenness of node i. gi(Lo,d
short) is the

number of shortest paths through node i between o and d.
g(Lo,d

short) is the number of shortest paths between o and d.

(3) Intensity of Node. +e service subject of URTN is the
passengers, so the intensity of node is introduced to reflect
the passenger transport capacity of each station. +e in-
tensity of node is the sum of weights of edge directly
connected to the node.

ϖi � 􏽘
N

j�1,j≠i
σijλij, (3)

where ϖi is the intensity of node i. λij is the weight that is
defined as the passenger flow on eij of the direct connective
edge of node i and j.

2.2. Travel Behaviour Analysis of Affected Passengers. In the
normal operation of the URTN, passengers may choose a
relatively familiar route to travel, but when the network is
interrupted due to external interference, the travel choice
behaviour of passengers affected by the operation inter-
ruption will change. Part of passengers will be transferred to
other modes of transportation, such as bus, which requires
flexible service modes to adapt to the changing passenger
demand [37]. If the interrupted station is the origin or the
destination, passengers may cancel the trip or change the
origin or the destination of the trip. When the fault occurs at
the intermediate station of a trip, passengers can change the
travel mode or path.

In this article, passengers whose travel path contains
invalid stations are called affected passengers and the pas-
senger travel path includes urban rail transit path, bus path,
and the combined path. By analyzing the travel behaviour of
passengers under emergencies, this article divides the travel
schemes of passengers under emergencies into four cate-
gories: waiting for the station to recover (P1), reselecting the
shortest path of rail transit (P2), choosing the shortest bus
path (P3), and choosing the combined mode of bus and rail
transit (P4), as shown in Figure 2.

In addition, before modeling passenger travel behaviour,
we first put forward the following assumptions:

Random
attacks

Power
failure

Signal
failure Crack rail

Suicide in
platform

Wrong
operation

Temporary
closure

Malicious
attacks

Deliberate
destruction

Explosion
in purpose

Carrying
poison gas

Gun
shooting Set fire Raise riot

Figure 1: Examples of attack types.
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(i) +e travel demands of passengers during the study
period are all rigid, i.e., passengers will not cancel
their trips even if the operation is interrupted. In
addition, the manager will not change the vehicle
operation plan of the stations not affected by the
interruption.

(ii) During the entire period from interruption to re-
covery, passengers of all stations can complete their
trips through the corresponding routes except the
failed station.

(iii) Passengers rely on public transport, namely, only
considering strong dependence and correlation
between the URTN and the bus network.

(iv) It is assumed that passengers will select the shortest
path in each scheme and then determine the
probability of finally selecting a travel scheme
according to the utility function.

When studying the vulnerability of URTN, the tradi-
tional method only redistributes the affected passengers by
invalid stations to other rail transit paths, ignoring the di-
versity of passenger travel choice behaviour, which is in-
consistent with the actual situation [38]. After the station
operation is interrupted, passengers may choose other travel
paths and modes, resulting in the loss of some passengers.
However, at the same time, the lost passenger flow will not
be redistributed to other rail transit feasible paths, thus
reducing the failure risk of other stations. In order to
simplify the model and reduce the complexity of calculation,
this article only considers two travel modes: rail transit and
bus travel.

+e research on passenger travel choice behaviour is
mainly based on utility function. +e discrete choice model
based on utility theory can make a scientific and reasonable
explanation for specific behaviour decisions, such as the
choice between multipath, waiting, or changing travel mode
under emergencies. +e multinomial logit model (MNL)
[39] is actually a model describing probability selection,
which can obtain the travel probability of different modes of
transportation through the utility function.

MNL model is the basic form of the logit model. Based
on the theory of probability, the MNL model with j options
can be expressed as follows: zj � exp(bVj)/􏽐jexp(bVj), zj

represents the probability of choosing the jth option and b is
the parameter.

+e judgment of travel utility is mainly based on ex-
perience. Considering the impact of travel time, travel cost,
transfer times, and station failure time on the travel scheme,
the utility function of each travel scheme for each passenger
is constructed as follows:

V P
o,d
j􏼐 􏼑 � α1T

o,d
j + α2C

o,d
j + α3H

o,d
j + α4Te, j � 1, 2, 3, 4,

(4)

where V(Po,d
j ) is the utility function of the passengers choose

the j th travel scheme between o and d. αi is the model
coefficient, i � 1, 2, . . . , 4, which can be calibrated by the data
of resident travel survey. To,d

j and Co,d
j represent the travel

time and cost of selecting the j th travel scheme, respectively.
Ho,d

j and Te represent the transfer times of the jth travel
scheme and the estimated duration of operational disruption
of a station in the route, respectively. It should be noted that
when passengers do not choose to wait for the station to
recover, α4 � 0.

z V P
o,d
j􏼐 􏼑􏼐 􏼑 �

exp V P
o,d
j􏼐 􏼑􏼐 􏼑

􏽐jexp V P
o,d
j􏼐 􏼑􏼐 􏼑

, (5)

where z(V(Po,d
j )) represents the probability of choosing the

jth travel scheme to travel for each passenger between o and
d.

When the station fails, we need to obtain the range of
affected passengers and further analyze the changes of
their travel behaviour. Due to the different location of the
failed station in the rail transit path, the scope of searching
the feasible passenger travel path is different. Combined
with the actual situation, this article sets the scope of
searching the feasible passenger travel path that different
affected passengers can choose to reduce the complexity of
searching travel path in the process of allocating passenger
flow:

Origin
Destination
Failed station
Bus station

Passenger 

Wait for the station to recover
Reselect the shortest path of rail transit
Choose the shortest bus path
Choose the combined mode of road bus and rail transit

Figure 2: Travel schemes of passengers.
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(1) When the failure station is the origin of the travel
path, affected passengers who start from this station
cannot directly enter the URTN system. +ese
passengers can travel through three schemes:
choosing the initial shortest rail transit path Mo,d

shortest
and waiting for the station to recover, taking the
shortest bus path directly and choosing the com-
bined mode of bus and rail transit. +ese travel
schemes of affected passengers can be expressed as
follows:

P
o,d
j �

M
o,d
shortest,

B
o′ ,d′
shortest,

min B
o′ ,i′

+ M
i,d

􏼚 􏼛,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(6)

where o and d represent the origin and destination of
one trip, respectively. o′ and d′ represent the nearest
bus stop to o and d, respectively. i represents a new
origin rail station for passengers to reenter the rail
transit system. Similarly, i′ stands for the nearest bus
stop to i. Po,d

j represents the travel scheme for the
affected passengers. Bo′i′ is the bus path from o′ to i′.
Mi,d is the rail transit path from the new origin
station to the initial destination.

(2) When the failure station is in the middle of the rail
transit path, affected passengers can complete their
trips by the following ways. If there are other rail
transit paths between origin and destination, pas-
sengers may choose another subshortest rail transit
path or wait for the station to recover. If there is
already no rail transit path between the origin and
the destination, passengers may choose bus alone or
the combined mode of bus and rail transit. In this
scenario, the travel schemes for these affected pas-
sengers to complete this trip can be expressed as
follows:

P
o,d
j �

M
o,d
shortest,

M
o,d
sub−shortest,

B
o′ ,d′
shortest,

min B
o′,i′

+ M
i,d

, M
o,i

+ B
i′,d′

􏼚 􏼛,

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

(7)

where Mo,d
sub−shortest represents the shortest path of rail

transit reselected bypassing the failure station. Sta-
tion i is a reselected transfer station in the path
between the origin station and the destination. Mo,i

and Bi′ ,d′ are the rail transit path from the origin o to
the station i and bus path from the bus stop i′ nearest
i to bus stop d′ nearest the destination d.

(3) When the failure station is the destination of the trip,
affected passengers cannot directly arrive at the
destination by urban rail transit. In this scenario,
passengers may wait for the station to recover. In
addition, passengers may change travel mode and

choose the shortest bus path or choose the shortest
combined path of urban rail transit and bus. +e
travel schemes for these passengers to complete their
trip can be expressed as follows:

P
o,d
j �

M
o,d
shortest,

B
o′,d′
shortest,

min M
o,i

+ B
i′,d′

􏼚 􏼛.

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

K-shortest path algorithm (KSP) [40] is mainly used to
search the shortest path of the above passenger travel
schemes. In the process of travel, when an emergency occurs
at a station, in addition to waiting for operation recovery,
passengers also hope to get decision-making references, such
as suboptimal and suboptimal routes. +erefore, it is nec-
essary to extend the shortest path problem, which is called K
shortest paths. Assuming that k� 3, take Figure 3 as an
example to explain the behaviour of passenger selecting the
travel path under emergencies. +e “K” here is used to
determine the number of paths searched by the algorithm.
Under the normal operation of urban rail transit, 1-2-5 is the
shortest path of rail transit, 1-3-5 is the second short path,
and 1-2-4-5 is the third shortest path, according to the data
of urban rail transit network. If the station 2 is suddenly
interrupted, passengers can still choose 1-2-5 after the
station is restored and choose the subshortest path bypassing
the interrupted station. In addition, passengers can consider
bus travel. Passengers can choose a bus station nearest to the
rail transit station to assist in completing the trip. According
to the data of bus network and URTN, the same method is
adopted to obtain the shortest bus path of passengers and the
shortest path combining bus and rail transit. +erefore, the
optional path schemes for passengers can be determined
under emergencies.

According to the shortest path of each scheme searched,
the travel time, travel fare, and the transfer times of the
shortest path can be calculated. In this article, the calculation
of travel time ignores the walking time of passengers and
only considers the operation time of vehicles.+ere is a fixed
timetable for urban rail transit operation, which can easily
obtain the operation time between stations. +e travel time
of bus is determined by the average link travel time by
estimating approach with the bus operation data. In addi-
tion, the travel cost is determined by the ticket price.

3. Vulnerability Assessment of the URTN
Based on the Cascading Failure
Evolution Model

In this article, the vulnerability assessment of URTN is
mainly divided into two parts: +e cascading failure evo-
lution rules are defined based on the constructed capacity-
load model of URTN, and the redistribution algorithm of
passenger flow in the cascade failure process is designed.
+en, the vulnerability assessment index is constructed, and
the vulnerability level is calculated by weighted analysis.
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3.1. Cascading Failure Evolution Model

3.1.1. /e Capacity-Load Model. Whether a station in the
URTN is in the state of normal operation, by judging
whether its load exceeds its capacity, if the load of the station
is less than its capacity, the station is in the normal state;
otherwise, it is in the failure state. In this article, the station
capacity is defined as the maximum number of passengers
per unit time. +e capacity-load model suitable for URTN is
proposed based on the research of Corman and D’ariano
[41].

Ci � (1 + ε) 􏽘
N

j�1,j≠i
σijλij, (9)

where Ci is the capacity of station i, ε is the capacity co-
efficient, which is used to adjust the station capacity. Because
in the actual operation of urban rail transit, a certain amount
of passenger flow overload is allowed. δij represents the
relationship of connection between station i and station j. If
there is a direct connection edge between station i and j,
σij � 1; otherwise σij � 1. λij represents the initial flow of
edge eij.

For example, the intensity of station i in Figure 4 is
ϖi � λai + λci + λdi + λei. +e capacity of station i is:
Ci � (1 + ε)ϖi. If the intensity is less than the capacity of the
station, the station is in the normal operation state. On the
contrary, it is defined that the station changes from the
normal state to the failure state, and the affected passenger
flow generated by the failure station is redistributed
according to the travel decision-making behaviour. It should
be noted in this article that although the station whose
capacity exceeds its load is regarded as a failure state, it still
has the ability to transport passengers.

3.1.2. Algorithm of Passenger Flow Redistribution. In case of
an emergency at a station, if the operation is interrupted, the
station is in the failure state. +e affected passenger flow
selects different travel schemes according to the travel utility,
that is, passenger flow redistribution. In the process of
passenger redistribution, when the intensity of other stations
is greater than its maximum carrying capacity, the

transportation capacity of the station is also regarded as
invalid. +e passengers affected by the failure station shall
participate in the next redistribution.

+erefore, passenger flow redistribution is the key to the
cascading failure of URTN, and the main algorithms are user
equilibrium assignment, system optimal assignment model,
and all-or-nothing allocation algorithm. User equilibrium
assignment is based on passengers knowing exactly the
traffic state of the network and choosing the shortest path.
+e optimal allocation of the system requires the passengers
on the road network to be allocated according to the
minimum average cost or total cost of the system.+e all-or-
nothing allocation algorithm does not consider the con-
gestion of the road network. It directly allocates the pas-
sengers in each OD pair to the shortest path, which is the
most basic allocation algorithm. +e calculation is quite
simple and only needs to be completed at one time. In the
emergency scenario, the affected passengers need to make
travel decisions again according to their travel utility and
tend to choose an optimal travel path of each travel scheme.
Due to the heavy calculation in the process of passenger
assignment in large URTN, this article proposes a passenger
redistribution algorithm based on all-or-nothing allocation
algorithm. +e specific steps are as follows:

(1) Basic Preparation. Firstly, determine the station set
N � 1, 2, . . . , n{ } and edge set E � 1, 2, . . . , e{ }.
+en, according to the AFC data (data collected by
automatic fare collection system), the passengers of
each OD pair in the initial network is obtained. By
searching the shortest rail transit path of each OD

1 2 5
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4 5

5

(a) Reselect the shortest path of rail transit

1 2 5

3

4 5

5

1 2 5

3

4 5

5

(b) Wait for the station to recover

(c) Choose the shortest bus path

(d) Choose the combined mode of road bus and rail transit

Origin
Destination
Failed station
Bus station

The Shortest path
Other paths

1 5i

1 5i

i

i

1 5

The bus stop nearest
to rail transit station

Status of normal operation

Status of operation interruption of a station

Figure 3: Passenger travel paths.
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Figure 4: +e analysis of traffic redistribution algorithm.
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pair and distributing the initial passengers of each
OD pair to each edge of the URTN, the passengers of
each edge λij can be obtained. According to the
passengers of each edge, the initial intensity ϖk and
maximum capacity of each station Ck can be ob-
tained, k ∈ N. According to the location of the
emergency, determine the initial operation inter-
ruption station i and estimate the operation inter-
ruption duration of the station Te.

(2) Extract the passengers whose shortest rail transit
path contains the station in abnormal operation state
and determine the affected passengers qo,d

i (t).
According to Section 2.2, search the travel options
Po,d

j (t) for passengers. +en, according to the utility
function V(Po,d

j , t), calculate the probability σo,d
pj

(t)

and affected passengers of each OD pair
qo,d

i (t)σo,d
pj

(t), choosing the travel scheme Po,d
j (t). In

addition, update the travel path of passengers.
(3) Determine the time step Δt. Extract the affected

passengers who still choose urban rail transit (in-
cluding the combined travel mode of bus and rail
transit) and redistribute the affected passengers
according to the time To,b

pj
(·) of passing through the

station of URTN.
Using Figure 4 as an example to illustrate the re-
distribution algorithm of affected passengers. When
station i is the failure station, the weight of the edge
connecting the station a and the station b at time
t + Δt is given as

λab(t + Δt) �

λab(t), t + Δt<T
o,b
pj

(a),

λab(t) + 􏽘
o

􏽘
d

􏽘
j

μo,d
pj

(t)δo,d
pj

eab, t( 􏼁q
o,d
i (t)σo,d

pj
(t), t + Δt≥T

o,b
pj

(a),

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(10)

where λab(t) and λab(t + Δt) are the weight of di-
rectly connected edges between the station a and the
station b at time t and after passenger flow redis-
tribution loading at time t +△t, respectively. μo,d

pj
(t)

indicates whether the travel path Pj includes the rail
transit route. If Pj contains rail transit route, then
μo,d

pj
(t) � 1; otherwise, μo,d

pj
� 0. δo,d

pj
(eab, t) indicates

whether edge eab will be passed. If the Pj will pass
through edge eab, δo,d

pj
(eab, t) � 1; otherwise

δo,d
pj

(eab, t) � 0. qo,d
i (t) represents the affected pas-

senger flow between station o and d when the station
i failed. σo,d

pj
(t) is the probability that passengers

between station o and station d choose the path Pj.
To,b

pj
(a) is the time of passengers choosing the path Pj

leave the station a.
(4) Compare the sizes of ϖk(t + Δt) and Ck(t + Δt). If
∃ϖk(t + Δt)>Ck(t + Δt), then consider k as a failure
station and record the set of failure stations
V(t +△t). +e reaffected passengers will be calcu-
lated and redistributed at the next time step. Let
t � t + Δt, repeat steps (2–4). Otherwise, the process
of passenger redistribution ends. In addition, it
should be noted that when t +△t<To,b

pj
(a), the af-

fected but not reaffected passengers passing the
station a is not redistributed at time t + Δt and will
be judged whether to complete the redistribution at
the next time step according to the time To,b

pj
(·).

According to the above analysis, during the cascade
failure evolution of URTN, the passenger flow redistribution
algorithm is as shown in Figure 5:

3.2. Construction of Vulnerability Assessment Indicators.
Previous studies mainly used the metrics of complex net-
work topology to evaluate the vulnerability of URTN under

different attack strategies, such as the size of the largest
connected subnetwork when removing the failure stations.
However, the dynamic vulnerability is not only related to the
size of the affected area of URTN but also related to its
functional characteristics. After the station is interrupted,
the travel choice behaviour of passengers is affected, which is
easy to cause local or large-scale traffic congestion and se-
riously affect the operation efficiency of the network.
+erefore, this article establishes the vulnerability evaluation
index of URTN by analyzing the travel behaviour and
congestion propagation process of passengers under
emergencies.

3.2.1. Loss Flow Ratio. +e affected passengers due to the
failure station may change their travel modes and travel
paths, which causes the passenger flow in URTN transferred
to other public transportation networks. +is article defines
the passenger flow transferred from the URTN to bus
networks, which is the loss flow, and the loss flow ratio is
defined as the loss flow to the total passenger flow of the
URTN.

η1(t) �
R0 − R1(t)

R0
, (11)

where η1(t) is the loss flow ratio of URTN. R1(t) and R0 are
the passengers flow to be loaded on the URTN at time t and
the total passengers of the URTN, respectively.

3.2.2. Ratio of Node Failure. +e ratio of node failure refers
to the ratio of the number of failure stations to the total
number of network stations in the process of cascading
failures in URTN at time t.
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η2(t) �
N1(t)

N0
, (12)

where η2(t) is the ratio of node failure. N0 and N1(t) are the
total number of stations and failure stations at time t,
respectively.

+e ratio of node failure reflects the change of the affected
area of URTN, and the ratio of passengers lost reflects the
change of the transportation function of the URTN. +erefore,
in order to comprehensively assess the vulnerability and identify
the vulnerable stations in the URTN, this article constructs a
weighted comprehensive vulnerability assessment index.

η3 � ω1η1 + ω2η2, (13)

where ω1 and ω2 are the weight of η1 and η2, respectively.
+e larger the value of η3, it indicates that the attacked
station is easy to lead to the failure of other stations, that is,
the vulnerability of the station is high, and the vulnerability
of urban rail transit network is also high.

Combined with the characteristics of the structure and
function of the URTN, the assessment index of vulnerability
is constructed. +e algorithm for the vulnerability assess-
ment is shown in Figure 6. +e load of each station is
calculated based on the redistribution of passengers. +e
presence of a failed station is determined by whether the load
of any station exceeds its capacity.

4. Case Study

+is method of vulnerability assessment is applied to the
Beijing Rail Transit Network (BRTN) in January 2016. +e
BRTN model is composed of 16 operation lines and 262
stations, which is built based on L-space, as shown in
Figure 7(a).

4.1. PreparatoryWork. At first, the OD distribution flows of
the entire network during the period of 7 : 00–9 : 00 is cal-
culated based on the operation data of the BRTN on January

21, 2016. According to the KSP search algorithm, we get the
k-shortest path for passengers of each OD pair, K� 3.
Selecting the shortest path and assigning the initial pas-
sengers of each OD pair to each edge of the BRTN according
to the all-or-nothing allocation algorithm as show in
Figure 7(b), the initial intensity of each station can be ob-
tained as shown in Figure 7(c).

4.2. Set the Scene of Various Attacks on the Station. In the
actual scene, emergencies often occur in a specific station,
resulting in the operation interruption of the station.
According to the calculation method of the importance of
the station designed in Section 2.1, the degree, betweenness,
and intensity of the stations are calculated by formulation
(1)–(3) firstly and the ranking results corresponding to the
top 5 are given, as shown in Table 1. It can be seen that
Xizhimen has the largest degree and betweenness. +e be-
tweenness of Dongdan is the largest except Xizhimen Sta-
tion. +erefore, Xizhimen and Dongdan are the structural
important station in the BRTN. +e intensity of Guomao
accounts for about 3% of the intensity of all stations in the
network, which indicates that Guomao is the station with the
largest intensity.

+is article selects Xizhimen with the largest degree,
Dongdan with the largest betweenness, and Guomao with
the largest intensity as three different types of attack objects
to study cascading failure mechanism and network vul-
nerability dynamic evaluation. Combined with the survey of
Beijing residents, theMNLmodel is calibrated using the least
square method. +e parameter calibration results are as
follows: α1 � −0.115, α2 � −0.145, α3 � −0.313, α4 � −0.086,
respectively. Assuming that the interruption time of the
attacked station is Td � 30min, the vulnerability of BRTN
under malicious attack and random attack of three types of
important stations is simulated and analysed.

After determining the attacked station, extract the range
of affected passengers, that is, extracting the passengers
whose shortest rail transit path contains the attacked station.

Obtain the data of URTN and bus network.
Obtain the initial passengers of each
OD pair to each edge of the URTN 

Determine the failure station and estimate
the interruption duration of the interrupted

station.

According to the equation (4)-(5), the 
passengers of different paths are calculated

Y

step1

step2

step3

step4

step5

step6

step7 step8

The flow of Each Edge is updated according
to the equation (10)

N

step9

Record the affected
but not re-affected

passengers that
cannot be allocated

step10

step11

Obtain affected passengers and identify the 
shortest path of each travel scheme

According to the travel path, calculate the

passing through each station in the URTN
time T  (·) of the affected passengers o,d

pj

T  (·) ≤ to,d
pj

Determine the time step Δt to
redistribute the affected passengers

t = t + Δt

Compare the sizes of ϖk (t) and Ck (t)

If  ϖk (t + Δt) > Ck (t + Δt) ,
update the set of failure stations, repeat step2-

step11; Otherwise, the passengers
redistribution ends.

Figure 5: Passenger flow redistribution algorithm.
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BaTong
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FangShan
JiChang
YiZhuang
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Figure 7: Topology and initial passengers of Beijing subway network (a–c).

Table 1: Results of top 5 importance nodes.

No. Station Degree No. Station Betweenness No. Station Intensity (%)
1 Xizhimen 5 1 Xizhimen 0.3169 1 Guomao 2.999
2 Dongsi 4 2 Dongdan 0.3112 2 Xizhimen 1.945
3 Xuanwumen 4 3 Baishiqiaonan 0.2104 3 Caoyangmen 1.918
4 Guloudajie 4 4 Pinganli 0.2049 4 Junshibowuguan 1.917
5 Yonghegong 4 5 Dongsi 0.1973 5 Zhicunlu 1.911

Start

Mode the URTN.
Path search

Initial passenger flow assignment

Calculate capacity of stations

Identify attacking station

Calculate affected passenger flow

Path search and update the
path of affected passengers

Affected passenger flow redistribution

Whether failure stations occur

Assessment vulnerability of URTN

End

Calculate Loss
flow ratio

Refresh the URTN

Y
N

Calculate ratio of
node failure

Figure 6: Vulnerability assessment algorithm.
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According to Section 2.2, search the travel options for
passengers. According to the utility function, the probability
and affected passengers of each OD pair choosing the travel
scheme are calculated. In addition, update the travel path of
passengers. According to the passenger redistribution al-
gorithm provided in Section 3.1, the affected passengers are
redistributed to the BRTN.

4.3. Assessment Vulnerability of BRTN

4.3.1. Vulnerability Assessment of Different Types of
Attacking Stations. Taking the capacity coefficient ε � 0.25
as an example, this article compares and analyses the cas-
cading failures of three different types of important stations
under malicious attack, as shown in Figure 8. It can be seen
that attacking the stations with the largest betweenness, the
largest degree, and the largest intensity, the duration of
cascading failure is 18, 23, and 26. +e peak failure ratios of
stations are 0.42, 0.39, and 0.32, and the time steps to reach
the peak are 3, 3, and 11, respectively. It can be seen from this
set of data that the stations with the largest intensity have the
longest duration of cascading failure process and the lowest
ratio of node failure. In contrast, the station with the largest
betweenness have the shortest duration, but its ratio of node
failure is the highest and the time response to the highest
ratio of node failure is the fastest. In the cascading failure
process, when the ratio of node failure reaches the highest,
the time of attacking the stations with the largest degree is
also extremely short. In addition, when the capacity coef-
ficient is constant, in the early stage of cascading failure
(when the interruption duration of the station is 1–7 in
Figure 8), attacking the station with the largest betweenness
may cause a lager failure ratio of stations in the network.
Furthermore, attacking the station with the largest be-
tweenness can quickly recover, and attacking the station
with the largest intensity requires more recovery time from
Figure 8.

+is is mainly because the station with the largest be-
tweenness and the station with the largest degree play an
important role in the topology of URTN. When these two
types of stations are maliciously attacked, the connectivity of
the network decreases, resulting in affected passengers being
over reassigned to paths with limited capacity. It involves a
wide range of passengers, so it is easy to cause cascade failure
in a large area and the speed is fast. With the decline of
network connectivity, a large number of passengers tend to
choose bus in the later stage. With the loss of passenger flow,
the status of urban rail transit stations quickly returns to
normal. When the station with the largest intensity is
attacked maliciously, the range of affected passengers is that
the travel path includes the station. When the station with
the largest degree or the largest betweenness is maliciously
attacked, although the number of passengers affected is not
as large as when the attack intensity is the largest, the range
of passengers involved is relatively wide due to the station
with the largest degree or the largest betweenness.+erefore,
in the early stage, the proportion of failure stations is lower
than the other two scenarios.+us, with the redistribution of

passengers, the load of each station is balanced and the
network gradually recovers.

Considering the loss of passenger flow, in the early stage
of cascading failure, attacking the station with the largest
intensity may cause a lager loss of passenger flow. It is mainly
because the station serves the most passengers and the al-
ternative routes of urban rail network are limited, resulting
in some passengers changing their travel mode. In the
middle stage of cascading failure, the loss flow ratio of the
attacked station with the largest betweenness and the
attacked station with the degree increases faster. +is is
mainly due to the increase in the affected area of the net-
work, which leads to the change of travel mode and the loss
of a large number of passengers. However, in the whole
cascade failure process, the station with the largest intensity
loses many passengers. To sum up, we can know that the
cascading failure caused by different attacking will have
different destructive effects on the network in different
periods. Attacking the station with the largest betweenness
and the largest degree may cause serious damage to the
network rapidly. Attacking the station with the largest in-
tensity will cause greater damage to the transportation
function of the network because the loss flow ratio is high
and the cascade failure process is long.

+erefore, in the actual operation process, when the
network is under malicious attacks, the managers should
increase the control strength of passenger flow in stations
with the largest intensity. For example, managers should
combine timetable and passenger flow control measures to
relieve the pressure of massive stations and reduce the risk of
failure of the largest intensity stations by increasing tem-
porary buses. In addition, the risk management and control
of the stations with the large betweenness and large degree
should be strengthened to reduce the accidents as much as
possible, such as increasing the inspection frequency of
stations or tracks. Last but not least, when the travel op-
eration of important stations is interrupted, it should be
controlled in time to prevent large-scale paralysis of urban
rail transit and massive loss of passenger flow.

Besides, Figure 9 shows the results of vulnerability as-
sessment under both malicious and random attacks. We find
that malicious attacks are more likely to cause a larger failure
ratio and a loss flow ratio than random attacks. Further
speaking, malicious attacks will accelerate the deterioration
of the network and aggravate the degree of deterioration.
+erefore, during the operation of urban rail transit system,
we should strengthen the safety protection of the station to
avoid malicious attacks, such as arson. In addition, although
the damage degree of random attack is less than that of
malicious attack, when some stations are attacked randomly,
it will have an impact on the connectivity and function of the
network that cannot be ignored.

4.3.2. Vulnerability Assessment under Different Capacity
Coefficients. Figure 10 shows the process of cascading
failure after the station with the largest betweenness inter-
rupted in the BRTN. As can be seen from Figure 10(a), when
the capacity coefficient ε< 0.35, the failure rate of the station
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reaches the peak after approximately 4-5 minutes of oper-
ation interruption, and the peak range is η2 ∈ [0.412, 0.508].
When ε≥ 0.35, the failure rate of the network station reaches
the peak after approximately 7 minutes of operation in-
terruption, and the range is η2 ∈ [0.288, 0.397]. In addition,
it can be seen from Figure 10(b) that when the capacity
coefficient ε≥ 0.35, the loss flow of the BRTN does not
exceed 15.4%. +erefore, increasing the capacity coefficient
of stations in BRTN can improve the robustness of the
network and reduce the impact of operation interruption on
network traffic efficiency.

Figures 11 and 12 show the BRTN cascading failure
process after the station with the largest degree and the
largest intensity of station interruption, respectively. It can
be seen that with the increase of the capacity coefficient, the
vulnerability of the BRTN under cascading failure has de-
creased. +erefore, reasonably determining the capacity
coefficient can increase the robustness of the BRTN. +ere
are many ways to improve the capacity coefficient, such as
adjusting the train operation plan and improving the vehicle
carrying capacity to increase the supply capacity of urban rail
transit system.
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Figure 9: +e vulnerability of the BRTN under different attacks: (a) ratio of node failure and (b) loss flow ratio.

0
0.0

0.1

0.2

0.3

0.4

0.5

5 10 15
Interruption duration

Ra
tio

 o
f n

od
e f

ai
lu

re

20 25 30

station with the largest betweenness
station with the largest degree
station with the largest intensity

(a)

0
0.00

0.10

0.05

0.15

0.20

0.25

0.30

5 10 15
Interruption duration

Lo
ss

 fl
ow

 ra
tio

20 25 30

station with the largest betweenness
station with the largest degree
station with the largest intensity

(b)

Figure 8: +e impact of maliciousness on network vulnerability (ε � 0.25). (a) Ratio of node failure. (b) Loss flow ratio.
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4.3.3. /e Vulnerability Level of the BRTN. Finally, this
study attacks each station in the network and obtains the
weighted vulnerability index of the network to more clearly
get the impact of station interruption on the vulnerability of
BRTN. Taking the capacity coefficient ε � 0.25, the weight
ω1 � ω2 � 0.5 and the estimation interruption time of the
attacking station Td � 30min as an example. In the risk
control system of the station, it is necessary to pay different
attention to the stations with different vulnerabilities. Dif-
ferent vulnerability stations are divided into several levels for
differentiated control to facilitate the management of the
station. In order to more clearly reflect the vulnerability
differences of different stations according to the calculation

results of BRTN, the levels of vulnerability are graded as
shown in Table 2. +e results are shown in Figure 13.

It can be seen that most of the vulnerability stations in
BRTN are located on the loop line or at the important
transfer stations. +e distribution of vulnerability stations is
relatively concentrated. +e station with the largest degree,
the station with the largest intensity, and the station with the
largest betweenness are at an extremely high level of
vulnerability.

At the same time, this article has made statistics on the
number of stations under different vulnerability levels, as
shown in Figure 14. It can be seen that the number of
stations in each vulnerability level is 3, 3, 34, 49, and 173,
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Figure 10: +e vulnerability under the station with largest betweenness interruption. (a) Ratio of node failure. (b) Loss flow ratio.
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Figure 11: +e vulnerability under the station with the largest degree interruption. (a) Ratio of node failure. (b) Loss flow ratio.
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accounted for 1.15%, 1.15%, 12.98%, 18.70%, and 66.03% of
the total, respectively. +us, we can draw that most stations
in the operation failure cannot cause large-scale paralysis.
+e interruption of only a few stations with critical struc-
tures and functions may seriously reduce the efficiency of
BRTN.
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Figure 12: +e vulnerability under the station with the largest intensity interruption. (a) Ratio of node failure. (b) Loss flow ratio.

Table 2: Vulnerability index range.

Vulnerability level Vulnerability index range Meaning
Extremely high level [0.3, 1] Station too prone to failure
High level [0.25, 0.3] Stations with a high probability of failure
Medium level [0.15, 0.25] Stations with a medium probability of failure
Low level [0.1, 0.15] Stations with a low probability of failure
Extremely low level [0, 0.1] Stations in robust state

Distribution of vulnerable stations
0.0 - 0.1
0.1 - 0.15
0.15 - 0.25

0.25 - 0.3
0.3 - 1.0

Figure 13: +e distribution of vulnerability under cascading
failure.
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Figure 14: +e levels of vulnerability under cascading failure.
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5. Conclusion

When a station in the urban rail transit network breaks
down due to an emergency, the strong temporal and spatial
correlation between stations is easy to cause the propagation
of passenger congestion, further leading to station chain
failure. In this scenario, the travel efficiency (such as travel
time, and travel cost) of passengers is seriously affected.
Hence, this article considers the changes in passenger travel
modes in the case of abnormal disruption of the rail transit
stations and designs travel plans for multiple modes of
transportation (including road bus and rail transit). An
algorithm for delay redistribution of passenger flows is
proposed, and the dynamic vulnerability of the URTN under
the phenomenon of cascading failure is finally evaluated.

By quantitatively analyzing the statistical characteristics
of the structure and function of BRTN, this article finds that
Xizhimen and Dongdan are important stations of the net-
work structure, and GuoMao is an important station of the
network function. +e results of the dynamic simulation
showed that the cascading failure of the URTN is closely
related to the spatial-temporal distribution of passenger
flow. Besides, compared with other important stations of the
structure, the operational interruption of the station that has
functional importance has a greater impact on the stability of
the URTN operation. We also realize that decreasing the
capacity coefficient of the stations can intensify the vul-
nerability of the URTN, especially in situations of inter-
ruption the largest intensity station. +erefore, increasing
the capacity coefficient of stations in BRTN can improve the
robustness of the network and reduce the impact of oper-
ation interruption on network traffic efficiency.

+ese conclusions provided guidance to operation
managers. However, in order to simplify the model and
reduce the complexity of calculation, this article only con-
siders two travel modes: rail transit and bus travel. Rea-
sonably speaking, the vulnerability of urban rail transit
network must also be affected by other travel mode choices
of passengers, such as private cars, taxis, and shared bicycles.
When the station operation is interrupted, passengers may
choose other travel modes, resulting in the loss of some
passengers. However, at the same time, the lost passenger
flow will not be redistributed to other rail transit feasible
paths, thus reducing the failure risk of other stations. In
addition, some scholars, such as Liu and Wang [39], have
studied how dispatchers can quickly find a feasible and
efficient operation table through the advanced dispatching
decision support system to control passenger flow in case of
traffic interruption. +erefore, in the future, we plan to
further study the complex and diverse passenger travel
choice behavior under emergencies and relevant passenger
flow control measures, so as to more accurately describe the
vulnerability change law of urban rail transit network under
emergencies.

Data Availability

+e Beijing Metro Corporation provided the operation data
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In recent years, due to the close coupling between airports, airport risk propagation has become a huge challenge. However, it has
not been fully understood on the network level. Airport risk can be transferred through other airports owing to connected
resources. In this study, we consider two risk factors including airport delay and saturation and propose a risk coupling model
based on a clustering algorithm to fit the index and form risk series. To understand the risk propagation mechanism, we build risk
propagation networks based on the Granger Causality test, and we apply complex network theory to analyze the evolution of the
risk propagation network.We study the regular pattern of risk propagation from perspectives of time and space.'rough network
analysis, we find four time stages in the risk propagation process and the participation of airports in risk propagation has a positive
correlation with airport sizes. In addition, more large airports tend to prevent risk propagation in unoccupied and normal
situations, while small airports perform better than large airports in busy situations. Via the conclusion, our work can assist
airlines or air traffic managers in controlling the scale of risk propagation before its key time turning point. By identifying the
critical airport level and related factors in risk propagation, they can also reduce single airport risk and risk participation through
corresponding risk control measures, finally avoiding the large-scale spread of risk and reducing delay or cancellation of
more flights.

1. Introduction

With the rapid development of economic globalization, the
world’s civil aviation industry has grown fast [1].'e scale of
China’s civil aviation transportation industry is expanding
sharply in the meantime. In the past 10 years, China’s total
air transport turnover has increased by 300%. Nevertheless,
the total mileage of China’s domestic air routes has only
increased by 30%, which leads to increasingly intensified
conflicts between limited air transport network resources
and the rapid development of the civil aviation industry.'e
conflicts will cause the appearance of airport risk and ag-
gravate the airport risk propagation. In this paper, the Air
transport network (ATN) refers to the airport network.
According to [2, 3], the airport network takes airports as
vertices and direct flights between airports as edges. Like

above, the Chinese air transport network (CATN) refers to
the Chinese airport network(CAN); in this paper, the edges
of the Chinese airport network means there is a direct flight
between two airports which is constrained by the prescribed
airline, and the two airports will be added to the network
node set, so the daily structure of CAN will change with the
flights in China on that day. And the risk in this paper means
the poor operation of the airport, for example, the airport
operation efficiency is reduced and the turnover is difficult.
'e risk is defined considering two risk factors including
airport delay and congestion in this paper.

In a complex network, the occurrence of node risk will
cause the load of the node to be transferred to other nodes,
which will lead to the paralysis of the entire network [4].
Similarly, ATN involves a large number of flights, complex
airline structures, uncertain disturbances, and other factors.
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Uncertain disturbance factors can be transferred through
ATN among airports, which will cause widespread ripple
effects. In ATN, the primary risk of an airport results from
various disturbances, including inclement weather condi-
tions, flight delays, huge flow, air traffic accidents. Similar to
flight delay [5], airport risk in ATN can also be transferred
and be amplified through other airports and uncertain
disturbance factors because of connected resources.

For example, on July 21, 2012, the rainstorm in Beijing
had a great impact on the safety of a wide range of flights
across the country. 'e traffic capacity of PEK airport
dropped by 50%, causing thousands of flights to be canceled
or delayed. As a result, the risk of PEK propagates to other
airports and contributes to their risks. It further leads to the
decline of the overall operation efficiency, capacity loss,
large-scale flight delay, or cancellation of the aviation net-
work, and finally resulting in huge economic losses or the
decline of airline reputation. 'erefore, airport risk prop-
agation in CATN has become a huge challenge and also
needs attention. Accordingly, if we study the risk propa-
gation regular patterns of CATN, such as the spatial and
temporal characteristics of risk propagation, we can effec-
tively control the scale of risk propagation and reduce the
global network risk caused by a local risk which can finally
reduce losses.

'erefore, in this study, we built a risk propagation
network (RPN) based on the Granger causality (GC) test and
investigated the direction and range of risk propagation at
the network-level. We try to analyze the law of RPN from the
perspectives of time and space. From the time angle, we use
the size of the largest connected component of RPN to
analyze the evolution process of risk propagation scale with
time, try to reveal the time characteristics of its diffusion and
dissipation in a day, and get its key time turning point. 'e
results reveal that there were 4 stages of risk propagation of a
day: dissipation of remaining risks, generation, fluctuation,
and dissipation of intraday risks. We should pay attention to
several key periods to better control risk propagation. From
the spatial angle, we analyze the role of airports of different
categories in risk propagation and identify the key airport
category and related factors in the process of risk diffusion
and absorption. 'e results show that the participation of
airports had a positive correlation with their sizes and
number of flights, and participation of large airports is
higher than middle airports and small airports, so large
airports are more noteworthy in risk propagation control.

Our results provide support to air traffic managers
(ATM) on decision-making. According to the findings, the
air trafficmanagers can develop effective countermeasures to
prevent the risk propagation in particular links before key
time points to alleviate network-wide flight delay or con-
gestion and finally reduce the global risk of ATN. Moreover,
through the causality test, if one variable acts as the cause for
another one, actively intervening on the first would lead to
the changes in the second. 'us, policy makers could po-
tentially adopt the proposed method to analyze the inter-
action of airports in order to identify critical ones. It will help
them tomake decisions on resource allocation for improving
airport capacity. 'ey can better control risk propagation in

the future according to the key periods in a day, high
participation airports, and vital flow range in our analysis.

Beyond this introduction, this work is organized as
follows. Section 2 introduces some relevant previous studies
and the differences between this work and previous work.
Section 3 presents the materials and methods here applied,
including the risk coupling model (Section 3.1), a descrip-
tion of Granger Causality test (Section 3.2), and some to-
pology parameters of network analysis (Section 3.3). Section
4 introduces the construction of RPNs and analysis of the
mechanism of risk propagation in CATN. Finally, Section 5
summarizes our major conclusions.

2. Literature Review

In recent years, researchers around the world have largely
investigated the risk assessment of the civil aviation industry
[6] as well as the propagation of single risk factors such as
flight delay [7–11], congestion [12–14], and aircraft conflicts
[15]. Although there has been rich research on assessment
and propagation of risk in the civil aviation domain, they
mainly focused on the civil aviation macroindustry with less
consideration on the network level.

Complex network theory has achieved mature results in
many fields such as identification and evaluation of influential
nodes [16, 17], network risk assessment [18, 19], and decision-
making based on the safety risk suggestions [20, 21] in recent
years. 'ese studies have important theoretical value for
mining risk propagation mechanisms and safety risk as-
sessment. Specifically, complex network theory is a powerful
tool in the study of transportation systems [22, 23], withmany
network models defined for air transport system [24].

'ere is also some research that analyzes flight delay
propagation on the network level; [25] developed the max-
imum connected subgraph of congested airports for assessing
the level of delays across the entire system. Afterward, via
establishing a delay propagation network based on a causal
model, [26] used two models to simulate flight delay prop-
agation and assessed the effect of disruptions in the US and
European aviation networks. Reference [27] created a mul-
tilayer delay propagation network of 50 busiest airports and
20 airlines in Europe in which each airline acts as a layer for
comparing the differences between 20 single layer networks
and 3 projection networks. Reference [28] created a delay
causality network based on the Granger causality test to
understand the mechanism of flight delay propagation at the
system level. Reference [29] built a delay propagation network
based on the Bayesian Network approach to study the
complex phenomenon of delay propagation within the net-
work consisting of the 100 busiest airports in the United
States. Reference [30] proposed an adaptation of machine
learning’s clustering analysis to air transport delay propa-
gation network. By using Granger tests, they can assign each
airport to the corresponding cluster, which includes mostly
forcing node, intermediaries node, and mostly forced node.
To the best of our knowledge, research on risk propagation
mechanisms at the level of ATN is timely yet challenging and
has not attracted much attention. In addition, the above
previous studies mainly focused on single local risk factors
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such as delay and congestion without full consideration of
overall airport risk. 'ere is also no research on compre-
hensive risk propagation.

Different from previous studies, we investigate the
overall airport risk propagation with consideration of
combining different local risk factors. Besides, applying
complex network theory, we study the mechanism of risk
propagation on the network level instead of civil aviation
macro industry or local areas. In this paper, we propose the
use of complex network theory to understand the mech-
anism of risk propagation in CATNwith empirical analysis.
For this purpose, we firstly propose a risk coupling model
to obtain airport risk time series through multiple local risk
factors. 'en, we apply a risk propagation identification
model based on the well-known Granger Causality (GC)
test [31, 32] due to its primary advance on the relevance
problem [33]. GC is a powerful tool to determine if two
time series are related. Finally, we construct a risk prop-
agation network (RPN) based on GC for each hour of a day,
then use complex network theory to investigate how airport
risks appear, propagate, and dissipate in CATN with
empirical analysis.

3. Materials and Methods

3.1. RiskCouplingModel. Comparing with studies on simple
risk factor ranking, we consider the impact of different risk
factors and form risk coefficients. Instead of a rough as-
sessment that only gives the risk level, we provide specific
numeric results of risk, which is more intuitive and con-
vincing. According to the flight statistics of the Civil Avi-
ation Administration of China (CAAC), the number of air
traffic accidents has increased and the rate of regular flights
has decreased in recent years, which results in the risk of
security and efficiency of CATN operation. 'erefore,
considering temporal and spatial properties, we select two
local risk factors to quantify airport risk. In this paper, the
risk means the poor operation of the airport, for example,
the airport operation efficiency is reduced, and the turnover
is difficult. 'e risk in this paper is obtained by coupling the
delay weight and congestion weight. 'e delay factor reflects
airport efficiency from a temporal perspective and the
congestion factor reflects airport security from a spatial
perspective. 'ese two risk factors can reflect the operation
efficiency change and safety situation of airports and reveal
its comprehensive risk.

In recent years, average departure delay has also
attracted much attention. Research on departure delay
optimization [34, 35] and prediction [36, 37] has achieved
prominent results. For temporal local risk factors, we adopt
average departure delay due to its significant position in air
traffic risk assessment. In addition, the average departure
delay of airports represents the detention of flights and
focuses on measuring the operation efficiency of CATN in
the time dimension. We focus on hourly time series as we
intend to investigate changes in risk propagation of a day
with time series of each hour. For airport i, we construct its
departure delay time series Di by splitting one hour into 12
time intervals. Each time interval contains 5minutes. 'e

value of each time interval represents the average departure
delay. 'e average departure delay for airport i of time
interval t is defined as follows [28]:

di(t) �
yi(t) + ci(t)∗ b

ni(t)
, t ∈ 0, 1, 2 . . . 11{ }, (1)

where yi(t) represents the total departure delay of airport i
during. (t, t + 1). ci(t) and ni(t) represent the number of
cancelled flight and the total number of flights including
canceled flights and scheduled flights during [t, t + 1].
Cancellation of flights should be taken into consideration in
delay assessment [38]. b is the equivalent delay of canceled
flights and generally equals 3 hours.

As for spatial local risk factors, congestion is a repre-
sentative index in ATN and has attracted more and more
attention in recent years [12–14]. 'e airport saturation
describes the load situation of airports and focuses on the
operation safety of ATN in the spatial dimension. As a result,
we utilize airport saturation as a spatial factor to describe the
congestion in CATN. For airport i, we construct its satu-
ration time series Si by splitting one hour into 12 time in-
tervals. Each time interval contains 5minutes. 'e value of
each time interval represents the saturation. 'e saturation
of airport i of time interval t is defined as follows:

si(t) �
Qi(t)

Ci(t)
, t ∈ 0, 1, 2 . . . 11{ }, (2)

where Qi(t) represents the total arrival flights number of
airport i during [t, t + 1]. Ci(t) represents the capacity of
airport i. In our work, airport capacity refers to the number
of arrival aircraft that the airport can handle in an hour.
With this method, we can construct delay and saturation as
hourly time series.

After modeling risk factors, the next work is to couple
them into the overall risk time series. For risk factor cou-
pling, Li [14] utilized a grey clustering model to divide
several local risk factors into 4 levels and weight them with a
linear mapping function to obtain the final risk level.
However, specific risk quantification results were not given.
We propose a risk coupling model based on a clustering
algorithm to obtain the overall risk coefficient. 'e specific
method is defined as follows.

Firstly, we utilize (1) and (2) to obtain delay time series
and saturation time series of each hour of a day. As delay and
saturation have different dimensions; for both of them, we
normalize each value of time series with the hyperbolic
tangent function defined as follows:

di
′(t) �

e
di(t)

− e
−di(t)

e
di(t)

+ e
−di(t)

,

si
′(t) �

e
si(t)

− e
−si(t)

e
si(t)

+ e
−si(t)

,

(3)

where di
′(t) is the normalized value of delay and si

′(t) is the
normalized value of saturation of airport i in time interval t.

Secondly, in order to take advantage of internal relevance
among airports and flights, we apply a K-means clustering
algorithm [39] for delays of all airports in the same time
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interval of an hour of a day and obtain 4 delay intervals. 'e
same as delay, we adopt the same method to saturation and
obtain 4 saturation intervals.

'en, according to the corresponding delay interval and
saturation interval of airport i, we transform delay and
saturation of airport i into delay weight Wd(i, t) and sat-
uration weight Ws(i, t). We refer to the radial basis function
in machine learning to define the delay weight mapping
function and saturation weight mapping function in this
paper, as shown in the following equations:

Wd(i, t) � λ0.5
d,c ∗ e

di
′(t)−λd,c/λd,c + 􏽘

c−1

j�1
λ0.5

d,j, (4)

Ws(i, t) � λ0.5
s,c ∗ e

si
′(t)−λs,c/λs,c + 􏽘

c−1

j�1
λ0.5

s,j , (5)

Wd(i, t) and Ws(i, t) corresponds, respectively, to the delay
weight and saturation weight of airport i in time interval
[t, t + 1] Wd(i, t). c is the index of delay and saturation
interval. λd,c and λs,c correspond, respectively, to the right
boundary of delay interval c and saturation interval c, on the
left of (4) and (5), the value of c depends on which cluster
interval di

′(t) and si’(t) is in. di
′(t) and si

′(t) represent, re-
spectively, the normalized delay and saturation of airport i in
time interval t. ns is the number of intervals and ns in our
paper and c ∈ 1, 2, 3, 4{ }, which represents the first to fourth
intervals.

Finally, we obtain the overall risk coefficientRi(t) airport
i during [t, t + 1] according to the following equation:

Ri(t) �

�����������������

Wd(i, t)
2

+ Ws(i, t)
2

􏽱

. (6)

As a result, we apply this model to airport k for each time
interval to obtain risk time series (Ri) in an hour. 'en, we
calculate all risk time series of 24 hours in a day for all
airports with this method. In this way, we have 24 groups of
risk time series. Each group has the same number of risk
time series as the number of airports.

3.2. Risk Propagation Identification Model. For risk propa-
gation identification, we adopt the well-known Granger
Causality (GC) test to test the causality between risk time
series of 2 airports and identify the risk propagation
according to the test result. GC test is proposed by the
economy Nobel Prize winner Clive Granger. It is a statistical
hypothesis test for determining whether one-time series is
useful in forecasting another. For risk propagation, if the
risks observed at one airport can explain the risks appearing
at a second one, there exists a causality relationship, and we
can identify the risk propagation from this airport to the
second airport. Comparing with traditional methods, GC
test is independent of airlines and air routes. GC test can
identify risk propagation relation between any airports,
ignoring their airlines and air routes. As a result, GC test can
discover some undirect risk propagation relationships. In
addition, GC test reveals propagation relationship from the
perspective of causality, which is more profound.

GC test is sensitive to the stationarity of time series. As a
result, we here apply a Z-Score detrend procedure to reduce
the nonstationarity of the time series, which can result in a
biased evaluation of the Granger Causality metric. In detail,
the detrended risk time series for one airport is calculated as
follows:

R′(h, t) �
R(h, t) − R(., t)

σ(R(., t))
. (7)

R′(h, t) represents the detrended risk for hour h at time
interval t. R(h, t) is the original risk. 〈R(., t)〉 and σ(R(., t))

are the average and standard deviation of the risk time series,
respectively. 'en, an augmented Dickey–Fuller test (ADF)
[40] is applied to verify whether the risk time series is
stationary. 'e risk time series difference procedure is ap-
plied until the time series is stationary. 'e time series
difference is presented as follows:

R′(h, t) � R(h, t + 1) − R(h, t), (8)

where R(h, t) and R(h, t + 1) are the risk for hour h at time
interval [t, t + 1], respectively. And R′(h, t) is the risk after
difference procedures.

In our research, causality reveals the impacts between
airport pairs and reflects the interaction of airport risks.
Here, GC will help understand the existence and direction of
the risk propagation between two airports based on the risk
time series. For a pair of airports, an airport j ‘‘Granger-
causes” another airport i if the use of past values of the risk
time series of j helps improving the prediction of risk time
series of i. In mathematical terms, suppose that the risks of
two airports i and j can be expressed as two stationary time
series Yi and Yj. 'en, Yj ‘‘Granger-causes” Yi if the fol-
lowing equation can be satisfied.

σ2 Yi|U
−

( 􏼁< σ2
Yi|U

−

Yj

􏼠 􏼡. (9)

σ2(Yi|U
− ) is the square of residual in forecasting the time

series Yi using the past information of the entire universe U,
and σ2(Yi|U

− /Y−
j ) stands for the square of residual when the

information about time series Yj is discarded. 'e specific
process of the GC test is presented as follows.

Firstly, the Granger causality test adopts an unrestricted
regression equation to obtain its residual sum of squares
RSSr in the following equation:

yi(t) � 􏽘
P

m�1
am ∗yi(t − m) + 􏽘

P

m�1
bm ∗yj(t − m) + e(t).

(10)

yi(t) is the current value of time series Yi, yi(t − m) is the
past value of time series Yj, e(t) is the error term, and am
and bm are the regression coefficients. In addition, P stands
for the lag, indicating that the current value should be
regressed with the past P values. Statistical analysis shows
that the average flying time between all airport pairs in CAN
is around two hours; thus we adopt the lag value P � 2 in this
paper. 'en, the null hypothesis that j does not cause i is
defined as follows:
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b1 � b2 � · · · � bP � 0. (11)

Secondly, we apply a restricted regression equation to
obtain its residual sum of squares RSSur in the following
equation:

yi(t) � 􏽘

P

m�1
am ∗yi(t − m) + e(t). (12)

Finally, we apply F-test to the model. F-statistic and p-
value are adopted to test the null hypothesis as follows:

F �
RSSr − RSSur( 􏼁/P
RSSur/(n − P)

. (13)

where n is the sample size of each time series. When the p-
value is less than the chosen significance level z (5% by
default) of F-test and >Fz, it can be considered to pass F-test.
In addition, we here apply the likelihood-ratio (LR) test [41]
to the null hypothesis owing to insufficient length of risk
time series. As a short length of time series may cause a fake
causality relationship, LR can test the fitness of the model
from the perspective of likelihood to increase accuracy of
causality test. LR test is adopted as follows:

G � 2∗ ln Lur( 􏼁 − ln Lr( 􏼁( 􏼁, (14)

where Lur is the maximum likelihood value of the uncon-
strained regression model, and Lr is the maximum likeli-
hood value of the constrained model. G is the test result of
LR and approximately obeys the chi-square (χ2) distribution.
When the p-value is less than the chosen significance level z

(5% by default) of the chi-square test and G>Gz, it can be
considered to pass the LR test.

When it passes both of F-test and LR test, the null
hypothesis is rejected. If item Yj belongs to this regression,
Yi is the cause Yj. As a result, the value in j is partly at-
tributed to i and we can consider that the risk of airport j
propagates to airport i. In RPN, there is a directed link from
airport j to airport i. For each pair of the airport which
passed GC test, the link between them has no specific weight,
and all the weight defaults to 1.

3.3. Network Analysis Metrics. Due to a large number of
airports and complex interactions, the features of risk
propagation cannot be understood from the information at
the individual airport level alone. Complex network theory
and its associated metrics and tools present an opposite
approach to study ATN beyond what is offered by classical
techniques [42]. 'us, a network-level analysis is adopted to
capture the characteristics of risk propagation in CATN.
Some topology parameters with practical significance are
introduced here to help analyze network-level risk
propagation.

It is specified that Ai,j � (ai,j)N∗N is the adjacency
matrix of the network, where N is the number of network
nodes. ai,j � 1 if there is a directed edge from node i to node
j; otherwise, ai,j � 0. 'e number of nodes is the number of
individual points in the network, and the number of edges is

the number of links between nodes. In the undirected
network, ai,j � aj,i.

(1) Degree of node corresponds to the number of links
with it. 'e node i has two types of out-degree (kout

i )
and in-degree (kin

i ) links, representing the number of
nodes pointing or pointed by this node. 'e
mathematical form is listed as follows:

k
out
i � 􏽘

N

j�1
ai,j, (15)

k
in
i � 􏽘

N

j�1
aj,i. (16)

(2) Largest connected component [43] (LCC) is the
largest group in which nodes are connected by
existing edges with each other. It is generally in-
troduced to reflect the scale of the network. In our
research, we can assess the extent and seriousness
of risk propagation through the size of LCC
(NLCC), which denotes the number of nodes in
LCC.

(3) Clustering coefficient (CD) [44] is used to qualify the
inherent cluster tendency of nodes. 'e clustering
coefficient of a node is the fraction of pairs of its
neighbor nodes that have a link (i.e., the number of
triangles in the network). For a network, the overall
clustering coefficient is calculated as follows:

CD �
1
2N

􏽘

N

i�1

􏽐j􏽐h ai,j + aj,i􏼐 􏼑 ai,h + ah,i􏼐 􏼑 ah,j + aj,h􏼐 􏼑

dsingle ∗ dsingle − 1􏼐 􏼑 − 2∗ ddouble
,

(17)

where dsingle � 􏽐j≠iai,j + 􏽐j≠iaj,i and ddouble � 􏽐j≠i
ai,j ∗ aj,i.

(4) Reciprocity (RC) [45, 46] of the network reflects the
bidirectional nature of links between airport pairs.
'e reciprocity means that node i affects airport j,
whereas airport j also affects airport i. It is defined as
follows:

RC �
􏽐

N
i≠j ai,j − a􏼐 􏼑 aj,i − a􏼐 􏼑

􏽐
N
i≠j ai,j − a􏼐 􏼑

2 , (18)

where a � 􏽐
n
i≠j ai,j/N(N − 1) and n is the number of

nodes.
(5) Link density (LD) [47] describes the density of edges

in the network. In the risk propagation network, it
describes the density of risk propagation links be-
tween airports. 'e link density is relative to the
number of nodes. It is defined as follows:

LD �
􏽐i,jai,j

N(N − 1)
, (19)

where ai,j is the existing links in the network andN is
the total number of nodes.
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(6) Efficiency (E) [48] of a network represents the ease
for one node to reach other nodes (i.e., how many
nodes have to pass by in order to reach the desti-
nation). 'e efficiency is defined by considering the
inverse of the harmonic mean of the distances be-
tween pairs of nodes as follows:

E �
1

N(N − 1)
􏽘
i,j≠i

1
di,j

, (20)

where di,j stands for the distance between node i and node j.

4. Results and Discussions

'e flight data analyzed in this paper involves all domestic
flight information in February, March, and May 2019 in
China. 'e data of 3months contained a total of 795973
domestic scheduled flights connecting 223 airports. 'e
average number of daily flights is 8844. As a traditional
Chinese holiday, May 1, 2019, was the busiest day with 9421
domestic flights. In contrast, as the Spring Festival of 2019,
February 5 was the most unoccupied day with 6952 domestic
flights. March 2, 2019, was a normal day with 8886 flights
which is close to the average level. 'e weather is known to
be one of the major factors influencing flight delays. By
querying the air traffic website of the Civil Aviation Ad-
ministration of China (CAAC) that publishes flight delay
information, we can know the weather condition for the
selected three days. OnMay 1, 2019 andMarch 2, 2019, there
was no flight delay and airport capacity decline caused by
weather. On February 5, 2019, only Wuhan Tianhe Inter-
national Airport(WUH) was affected by the low visibility
weather, the capacity of WUH was reduced by 30%, and
other airports in CAN were not affected by the weather.
'erefore, the selected three days in this paper can basically
ignore the flight delay caused by weather factors and more
effectively analyze the risk propagation of CATN under
different dates. Details of the data set are shown in Table 1.

In order to perform a network-level analysis of risk
propagation, we build an RPN using the pairwise GC test
based on the flight data described in Table 1 for each hour of
a day. For process and temporal characteristics of risk
propagation, we focus on the hourly time series on March 2,
2019, due to its normal level of flight flow. For spatial
characteristics, we focus on the features of airports of dif-
ferent sizes and their behaviors in risk propagation. We
adopt the hourly time series on February 5, 2019, March 2,
2019, and May 1, 2019, to compare the features of different
airports in different situations.

4.1. Process of RiskPropagation. 'e propagation process is a
significant item to consider as it intuitively reveals how risk
propagates in CATN. Among all parameters of a complex
network, the size of LCC (NLCC) can reflect the extent of risk
propagation. We adopt NLCC as it can directly help un-
derstand the generation, fluctuation, and dissipation of risk
propagation during the propagation process. In order to

reveal the general situation of the risk propagation process,
we focus on the flight data on March 2, 2019, and construct
an RPN for each hour of 24 hours. 'ere are a total of 223
airports. For one RPN of each hour, 49729 (223∗223) times
GC tests are performed. After removing airports with no
connections, we generate 6 snapshots of RPN of different
hours on March 2, 2019, in Figure 1 to present an obvious
and visualized process of risk propagation.

During the process of risk propagation in a day, risk
propagation exhibits cyclical fluctuations due to daily
schedules. We investigate the appearance, fluctuation, and
dissipation of risks in the process of risk transmission by
observing the changes of NLCC. 'ere are 4 stages in the
process of propagation shown in Figure 2 of a day: dissipation
of remaining risks, generation, fluctuation, and dissipation of
intraday risks. In the stage of dissipation of the remaining
risks of yesterday, the impact of risks of yesterday has not
disappeared. 'e extent of risk propagation decreases until 5 :
00 with fewer scheduled flights. In the generation stage, the
extent of risk propagation increases rapidly owing to the sharp
growth of scheduled flights. Most busy airports generate
initial delays due to the “Morning Rush” phenomenon. In the
fluctuation stage, through the connection of resources, risk
propagation of airports becomes serious with the increasing
scheduled flights. In addition, the scale of risk propagation
fluctuates at a high level. In the stage of dissipation of intraday
risks, the extent of risk propagation decreases smoothly. Risk
propagation will disappear the next day. 'e Air transport
network will recover from the risk propagation due to the
removal of flights from the system. 'erefore, we need to pay
attention to several periods as 5 : 00–6:00, 9 : 00–10 : 00 and
20 : 00–21 : 00, which are the key periods of risk propagation
in a day. By improving the risks in these periods, we can better
control risk propagation in a day.

In addition, we compared the evolutionary relationship
between NLCC and delay, flow, and risk, respectively, as in
Figure 3. Delay corresponds to the hourly average departure
delay onMarch 2, 2019, and flow stands for the total number
of scheduled flights for each hour on March 2. Risk rep-
resents the hourly average risk coefficient of airports which
we obtained in Section 2.1. As Figure 3(b) shows, NLCC has
a strong correlation with the flow. 'ey have a similar
evolutionary trend. However, as Figure 3(a) shows, there are
some deviations between NLCC and delay due to inertia of
delay. Flow can decrease in time with the decreasing
scheduled flights. However, delay can accumulate gradually
with the increasing flights and last for a long period, which is
the “Cumulative Effect” of delay. Although the number of
flights decreases, it still needs time to recover and decrease,
which is the reason that delay continues tomaintain at a high

Table 1: Available information for each flight.

Information for each flight
Airline Flight code
Scheduled departure time Actual departure time
Scheduled arrival time Actual arrival time
Flight departure airport Flight state
Flight arrival airport Flight date
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level at the end of the day. Risk is influenced by delay and
flow and it is the result of them. As a result, risk combines
their characteristics and has a similar evolutionary trend
with NLCC, as Figure 3(c) shows. Results also reveal the
close relationship between risk factors and NLCC.

4.2. Temporal Features. In addition to the process of risk
propagation, we will investigate the evolution process of
RPN to understand the temporal properties of risk

propagation. We adopt clustering coefficient, reciprocity,
link density and efficiency of the network to analyze the
evolution characteristics of RPN.

As results are shown as Figure 4, network clustering,
reciprocity and link density have a similar evolutionary trend
as NLCC, which means that they have a strong correlation
with each other. High link density indicates a large number of
edges in RPN, which causes a high level of network clustering
and efficiency. Particularly, they are all temporarily at a lower
level in a short moment from 13 : 00 to 14 : 00 due to fewer
flights after morning rush hours. Nevertheless, reciprocity is
special, as Figure 4(b) shows. 'e low reciprocity in the
generation and fluctuation stage reveals that the single-di-
rection propagation plays a significant role. In contrast,
reciprocity sharply increases at 2 : 00 owing to the little
number of flights and the significant role of double-direction
links. Since other network metrics are more sensitive to
changes in the number of network nodes and edges, they have
similar evolution processes. However, reciprocity is inde-
pendent of the number of network nodes and edges and
reveals the bidirectionality of the network. 'is is the reason
why reciprocity is different from other metrics.

4.3. Spatial Features. 'e global features of risk propagation
are analyzed by the RPNs’ properties, while risk propagation
cannot be fully understood without analyzing the spatial

(a) (b) (c)

(d) (e) (f )

Figure 1: Snapshots of RPN on March 2, 2019. (a) 03 : 00. (b) 07 : 00. (c) 11 : 00. (d) 15 : 00. (e) 19 : 00. (f ) 23 : 00.
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Figure 2: Stages of risk propagation process.
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features. We investigate the spatial features from the point of
view of behaviors of airports with different sizes in risk
propagation. We divide airports into three categories
according to their average departure and arrival flow within
a day in Table 2.

'e “Amount” in Table 2 means airport amount and the
“Flow” means the number of flights. To understand the
behaviors of airports in risk propagation, we will analyze the
airports’ participation in different categories and the impact
of airports on risk propagation. We have three different
categories of airports in this paper including “Large air-
ports,” “Middle airports,” and “Small airports”. 'e col-
lective participation Pc(t) of category c of airports is defined
as the percentage of the number of airports involved in risk
propagation belonging to category c to the number of total
airports in category c. It is shown as follows:

Pc(t) �
nc(t)

Nc

, (21)

where nc(t) is the number of airports involved in risk
propagation belonging to category c during [t, t + 1], and Nc

is the total number of airports in category c.

We focus on the flight data on February 5, 2019, March 2,
2019, and May 1, 2019, to compare the participation of
different categories in different situations. As Figure 5 shows,
participation is related to the category of airports. Partici-
pation of large airports is the highest in all of the situations,
which indicates that most large airports are involved in risk
propagation regardless of situations. Although small airports
represent the majority of the system, they are rarely involved
in the spread of risks. In addition, the hourly average
participation P(t) of different airports increases with in-
creasing flights, as Table 3 shows.

In addition, we will also analyze the impact of airports on
risk propagation. To explore how airports affect risk
propagation, we define the absorption coefficient ri to assess
the absorption ability of airport i for risk propagation in

ri �
k
in
i + 1

k
out
i + 1

, (22)

where kout
i (kin

i ) is the hourly average out-degree (in-degree)
of airport i in risk propagation network over an entire day.
kin

i is the number of airports, each of which partly results in
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Figure 3: (a) Evolutionary relationship between (N)LCC and delay. (b) Evolutionary relationship between (N)LCC and flow. (c) Evo-
lutionary relationship between (N)LCC and risk.
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risk in airport i, while kout
i is the number of airports whose

risk is partly caused by airport i. For airport i, ri> 1 means
that outward links of airport i are fewer than its inward links,
indicating that airports whose risks affect airport i are more
than those whose risks are partly transferred by airport i,
while ri< 1 is the opposite. 'erefore, we consider that
airports with ri> 1 have absorption ability for risk propa-
gation and can mitigate the propagation, while those with
ri< 1 have a diffusion effect and aggravate the propagation.
To understand the impact of each category of airports, we
focus on the situations mentioned above. To analyze the
effect of each kind of airports in risk propagation, we cal-
culate the percentage of absorption airports (ri> 1) a to the

number of airports that participated in risk propagation in
the same category as follows:

a �
n ri > 1( 􏼁

np

, (23)

where n(ri > 1) represents the number of absorption air-
ports, np is the total number of airports participating in risk
propagation in the same category. High percentage of ab-
sorption means a significant role of airports in the ab-
sorption of risk propagation.

'e final results are shown as Table 4. For February 5,
2019, and March 2, 2019, the majority of small airports
exhibit the poor ability and low percentage of absorption of
risk propagation due to their lack of resources and high
vulnerability. As a result, more small airports tend to
propagate risks under the influence of random factors. In
contrast, large airports play a significant role in propagation
absorption with a high percentage of absorption, indicating
that the majority of large airports are affected by many
upstream airports, but they impact fewer downstream
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Figure 4: (a) Evolution of average clustering (16). (b) Evolution of network reciprocity (17). (c) Evolution of link density (18). (d) Evolution
of network efficiency (19).

Table 2: Airport information.

Airport size Amount Flow (x)
Large 35 x≥ 150
Medium 78 10≤ x< 150
Small 110 x< 10
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airports. In our expectation, the large airports are located in
developed cities and bear the pressure of heavy traffic, as well
as its large volume of flights with downstream airports, it
should have a great impact on the downstream airports, but
the findings are contrary to expectations. It may be because
they also have sufficient resources and high robustness to
partly resist the impact of delays and flow in the meantime.
'erefore, they perform best in unoccupied and normal
situations. 'e percentage of medium airports is at a

medium level. Nevertheless, the situation was just the op-
posite on May 1, 2019. Small airports performed best, while
edthe majority of large and medium airports tended to
propagate risks. Due to a large number of flights and heavy
air traffic pressure on May 1, 2019, large and medium air-
ports bear most of the traffic pressure. Since large airports
can partly resist the impact of delays and flow, why did they
perform worse than small airports? 'is is mainly due to the
overload of parts of large and medium airports. When a load
of some airports is high enough to cause overload, the load
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Figure 5: (a) Participation of airports on February 5, 2019. (b) Participation of airports on March 2, 2019. (c) Participation of airports on
May 1, 2019.

Table 3: Average participation of airports (P(t)) in risk
propagation.

Airport size February 5, 2019 March 2, 2019 May 1, 2019
Large 0.656 0.662 0.705
Medium 0.368 0.420 0.433
Small 0.049 0.073 0.077
Flow 6452 8886 9421

Table 4: Percentage of absorption airports (a) for risk propagation.

Airport size February 5, 2019 March 2, 2019 May 1, 2019
Large 0.571 0.629 0.429
Medium 0.506 0.474 0.423
Small 0.456 0.459 0.500
Flow 6452 8886 9421
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will be transferred to other airports according to the links in
spite of their high robustness. As a result, small airports
receive more risks transferred from large airports due to
their overload, which is the reason why small airports
performed best on May 1, 2019. It is worth noting that there
is a critical flow between 8886 and 9421 where the situation
will become opposite for large and small airports. To better
control risk propagation, we need to pay attention to the
flow between 8886 and 9421 and investigate the critical flow,
which is meaningful for CATN risk control and safety
improvement.

5. Conclusions

In this paper, we investigated the mechanism of risk
propagation among airports in the Chinese air transport
network (CATN) from a new perspective, i.e., constructing a
risk propagation network (RPN) based on Granger Causality
(GC) for each hour of a day and applying network analysis
tools to reveal the macroscopic appearance of risk propa-
gation. To realize this model, we firstly built a risk coupling
model to obtain the risk time series of airports from delay
and flow. 'en, we built hourly RPNs based on risk time
series and GC test.

We firstly investigated the process of risk propagation in
a normal situation and analyzed the properties of the
propagation process. 'ere were 4 stages of risk propagation
of a day: dissipation of remaining risks, generation, fluc-
tuation, and dissipation of intraday risks. We should pay
attention to several key periods as 5 : 00–6:00, 9 : 00–10 : 00
and 20 : 00–21 : 00 to better control risk propagation. 'en,
for temporal properties, the evolution of reciprocity is rel-
atively special due to its independence of the number of
network nodes and edges. Finally, we investigated the spatial
properties of risk propagation. We found that the partici-
pation of airports had a positive correlation with their sizes
and the number of flights. Generally, participation in large
airports is more than 60%, while participation in small
airports is less than 10%. 'e difference is significant. As a
result, large airports are more noteworthy in risk propa-
gation control. For absorption ability, i.e., the ability to
prevent risk propagation, we calculated the percentage of
absorption airports and found that the largest airports
performed best on February 5, 2019, and March 2, 2019,
because of their sufficient resources and high robustness to
normal situations, while the opposite on May 1, 2019, due to
the overload of some large airports causing more risk
transferred to small airports. 'erefore, it is necessary to
focus on the situations where flow is between 8886 and 9421
to prevent the overload of large airports.

'e results of the analysis provide a theoretical basis for
the optimization and management of air transport network
safety and efficiency. In addition, the results provide some
useful suggestions for reducing air transport network risks
and enhancing network load capacity in order to establish an
advanced intelligent air traffic system. We can better control
risk propagation in the future according to the key periods in
a day, high participation airports, and vital flow range in our
analysis. Nonetheless, the study of using RPN to study

airport risk propagation could be extended further. For
example, we found the phenomenon of overload of airports.
It is interesting to compare more situations to obtain the
critical value of flow to cause an overload of large airports.
According to critical flow, we can better control the risk
propagation and optimize the overall risks of airports. In
addition, it is also meaningful to study the relationship
between the number of daily flights and the absorption
percentage of airports in detail.
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VANET is the spontaneous evolving creation of a wireless network, and clustering in these networks is a challenging task due to
rapidly changing topology and frequent disconnection in networks. &e cluster head (CH) stability plays a prominent role in
robustness and scalability in the network. &e stable CH ensures minimum intra- and intercluster communication, thereby
reducing the overhead. &ese challenges lead the authors to search for a CH selection method based on a weighted amalgamation
of four metrics: befit factor, community neighborhood, eccentricity, and trust. &e stability of CH depends on the vehicle’s speed,
distance, velocity, and change in acceleration.&ese all are included in the befit factor. Also, the accurate location of the vehicle in
changing the model is very vital. &us, the predicted location with the Kalman filter’s help is used to evaluate CH stability. &e
results have shown better performance than the existing state of the art for the befit factor. &e change in dynamics and frequent
disconnection in communication links due to the vehicle’s high speed are inevitable. To comprehend this problem, a graphing
approach is used to evaluate the eccentricity and the community neighborhood.&e link reliability is calculated using the eigengap
heuristic. &e last metric is trust; this is one of the concepts that has not been included in the weighted approach to date as per the
literature. An adaptive spectrum sensing is designed for evaluating the trust values specifically for the primary users. A deep
recurrent learning network, commonly known as long short-termmemory (LSTM), is trained for the probability of detection with
various signals and noise conditions. &e false rate has drastically reduced with the usage of LSTM.&e proposed scheme is tested
on the real map of Chengdu, southwestern China’s Sichuan province, with different vehicular mobilities. &e comparative study
with the individual and weighted metric has shown significant improvement in the cluster head stability during high vehicular
density. Also, there is a considerable increase in network performance in energy, packet delay, packet delay ratio, and throughput.

1. Introduction

A vehicular ad hoc network, popularly known as VANET,
is a particular type of Mobile Ad Hoc Network (MANET),
where mobile nodes are considered vehicles moving on the
road [1]. &e advent of developments in VANET has paved
a way for the growth of Intelligent Transportation System
(ITS) applications. &ese are broadly classified into safety-
oriented applications that intended to increase safety and

reduce fatal road accidents.&e other is nonsafety that aims
to provide additional services to passengers like traffic
management, information sharing, and so on [2–4]. &e
vehicles communicate through the On-Board Units
(OBUs), known as Vehicle to Vehicle (V2V). &is becomes
essential for most ITS application owing to low cost and
availability [5]. Also, the vehicles can communicate with
the auxiliary facilities (or installed infrastructure) like
Road-Side Units (RSUs), using Vehicle-to-Infrastructure
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(V2I) communications. &e complete model design for
VANET communication is shown in Figure 1.

Typically, in the V2V communication protocol, two
approaches are used: flooding and relaying for data dis-
semination through the network. In flooding, each node
broadcasts the received data packet to its neighbor received
from the source. &is process is repeated with the motive to
reach the data packet to the source. In a flat, dense network,
this approach leads to a storm problem [6]. In the relaying
approach, the message broadcast from the source is for-
warded to all the neighboring vehicles, and then a few are
selected to forward it. &e probability of success for data
delivery is increased in the relaying approach but with high
overhead and delay. To tackle such a problem, clustering in
VANET is one of the prominent solutions. Some notations
are listed in Table 1, which will be used for further gradation.

&rough clustering in VANETs, there is information
gathering, aggregation, and dissemination. Clustering is
used to partition the network into smaller groups of moving
vehicles. Typically, the dynamic clustering is done, which
groups the vehicles on the fly as there is no physical con-
nection among them, and they all are moving. &ere are
several benefits like efficient bandwidth, proper distribution
of resources, and scalability that the clustering approach
offers [7]. &ere are many methods employed for clustering
in VANETs [8, 9]. &e urban roads are complicated as
vehicle positions change frequently; they have unevenly
distributed; thus, their routing and the forwarding capa-
bilities change with their position. &ese issues result in an
unstable network and a need for a cluster model that offers
high stability in the dynamic VANETscenario. &e methods
especially designed for the stability of the cluster are com-
pared in Table 2.

&rough this analysis, we can find that most of the
schemes conceived for stability are formulated on the effect
of a stability parameter. &e weighted scheme has also
considered the parameters like speed, distance, accelera-
tion, or link time. &ese schemes involve no information
about the type of vehicle present in the traffic scenario. &e
connectivity with the neighbor is also not explored. &ese
have been designed for highway where the vehicle’s speed is
too high, so the static cluster formation concerning speed
and position will change dynamic, which will affect the
stability of the cluster head. With all these literature an-
alyses, the authors have designed a weighted cluster head
selection based on multimetric. &e befit factor, commu-
nity neighborhood, eccentricity, and trust value are in-
troduced. Also, the concept of trust has not to be utilized to
date. &e following are the contributions made by the
authors in this paper:

(i) &e befit factor designed by tuthorshe authors in [19]
is based on Tleave, the time required by the vehicle to
complete the remaining segment of the lane. &is is
calculated based on the speed of the vehicle. &e
speed of any vehicle is a variable quantity; in such a
scenario, obtaining the accurate speed is essential for
cluster head stability.&is issue has been addressed in
this paper; the authors have predicted each vehicle’s

current location, and this position has been used to
calculate the befit factor. &e authors showcase the
validation through the comparative results.

(ii) &e authors also intended to improve the VANET
performance using an auxiliary facility, Road-Side
Units (RSUs), improving the network’s perfor-
mance. However, the trade-off between the number
of RSUs for better coverage and the high installation
and maintenance costs is resolved in this paper by
considering the angle suspended by the lanes. &e
effect of crossroads is also included to avoid am-
biguity in the direction of the lane.

(iii) &e authors have presented spectrum sensing as a
classification problem and proposed the sensing
method based on the recurrent neural network by
employing the LSTM. &e signal’s power spectrum
is given as input to the LSTM and uses various signal
noise data types to train the network.&e decision is
made according to the confidence of the noise class.
As the designed method is based on deep learning,
the network automatically learns the parameters
and can adapt well to different noise levels. &is
concept has been further extended to segregate the
vehicles into two categories: the primary (PU) and
secondary users. &e primary includes vehicles like
ambulance, a civic service that needs immediate
assistance. &e PU are given access to the network
bandwidth and improve the stability of the VANET.

(iv) VANET has a dynamic topology where the vehicles
travel at high speed and have frequent arrival with
an irregular interval between them. To have a stable
cluster, they have to be evolving in nature. &e
authors have designed the cluster-based evolving
graph model that calculates the metrics that could
select a stable cluster head to address this use.

&e authors designed a new multimetric weighted CH
selection scheme that considers different selection metrics
that increase the cluster stability and efficiency.&e designed
scheme is well tested on the real data map, taken for the
region Chengdu, southwestern China’s Sichuan province.
&e clustering efficiency is tested for various vehicle den-
sities, and also the network performance is evaluated using
the parameters. &e rest of the paper is organized as follows:
In Section 2, the network model and the position prediction
using the Kalman filter and the RSU placement are pre-
sented. In Section 3, the multimetric weighted CH selection
scheme is discussed with all its metrics. Section 5 presents
the simulation work and compares the proposed scheme
with the existing state of the art. In the last section, the
authors conclude the work with the prospects of the work.

2. Network Model with Prediction and
RSU Deployment

&eproposed scheme is mainly concentrated on the highway
environment. Here, the model is specially designed for
vehicles that are well equipped with a positioning system
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Figure 1: &e complete system model.

Table 1: List of symbols with the nomenclature.

Symbol Nomenclature
A Affinity matrix
BF Befit factor
C Cluster
CN Community neighbors
D Distance
Dig Diagonal matrix
dij Diagonal elements
ΔDthr &reshold distance
bμ, bf, bo &e bias of each gate in LSTM
NHD Neighborhood
ψvehi Relative velocity
ID Vehicular ID
L Length of the lane
Ecc Eccentricity
G(M, E, rl) Graph tuple
E Energy
M Total number of vehicles
N Total number of clusters
NCC Neighbor connection centrality
h Channel
H0 Hypothesis
Pd Probability of detection
tp Delay in p th path
Pf Probability of false alarm
9 Wavelength
rl Link reliability
RSUL−ID

tran RSU
Q(·) Complementary distribution function
Sthr Speed threshold
Tleave Time to leave
TRF Transmission range factor
T Total simulation time
TR Transmission range
χ2 Chi-square probability distribution function
t An instant of time
tanh Activation function
Vvehi Velocity of the vehicle
ΔVthr Velocity threshold
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(e.g., a GPS), which acquires information about the current
location and an IEEE 802.11p-compliant radio transceiver
that enables the communication between the other vehicles
and the RSU (Road-Side Unit). &e cars typically share
different geographical proximity information, which can be
harnessed for effective traffic management and organization.
&e designed weighted, dynamic, adaptive, and fuzzy
clustering algorithm is manifested on the same ideology
[20–22]. Here, the vehicles are grouped in small clusters
based on their proximity concerning the RSU deployed near
the lanes. A cluster head (CH) is selected based on the
amalgamation of four components befit, trust, community
neighborhood, and eccentricity. &e rest are cluster mem-
bers (CM). &ere is an exchange of information among the
members using Vehicle-to-Vehicle (V2V) communication.

&e complete knowledge is like the parameter speed, ac-
celeration, distance travelled, location, and so on, which are
maintained in each CM. &e CH plays its role in broad-
casting important information to the in-range RSU and the
CM.

In this section, a detailed discussion of the designed
model is done. Each parameter for the CH selection is
examined and modeled without increasing the network’s
complexity and overhead delay.

2.1. Network Model. &e network model considered is
shown in Figure 2(a) that shows the nodes in the VANET in
an unclustered fashion. In Figure 2(b), the nodes are now
under each cluster head in continuous communication

Table 1: Continued.

Symbol Nomenclature
Vavg Average velocity
w A random number [0, 1]

σ2x Standard deviation
c SNR
􏽢x Predicted coordinates
[x, y] Coordinates of vehicle
∅ Angle of the vehicle
no_lane Total number of lanes
δ Penalty
λ Eigenvalues
σf, σu, σ0 Gates in LSTM
Ap Channel gain
Pr Probability of receiving
G Antenna gain
⊙ Hamdard function
T(Y) Test statistics

Table 2: Comparison of various state-of-the-art schemes designed for CH stability.

Parameters for CH selection Clustering scheme

Year Speed ID Signal
strength

Relative
speed

Neighbor
count

Link
lifetime Position Individual Weighted Network and utility

scenarios
2011
[10] Yes Yes Yes — — — — Yes — Multihop with

random walk mobility

2012
[11] — — — Yes — — — PDR —

Multihop with
manhattan mobility

scenario
2013
[12] — — — Yes — — — Least mobility — Multihop with two

lanes
2015
[13] — — — Yes Yes — — Neighbor count — Multihop with a

dynamic scenario
2018
[14] Yes — — — Yes Yes Yes Priority — Multihop with two

lanes

2018
[15] Yes — — — — Yes Yes

&e conditional
probability of link

reliability
— Singel-hop with an

urban scenario

2019
[16] Yes — Yes Yes — Yes — — Yes

Singel-hop with an
urban scenario and

highway
2019
[17] Yes — — — — — Yes — Yes Singel-hop with

highway
2019
[18] Yes — — Yes — — Yes — Yes Singel-hop with

highway
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with the RSU. &e network model’s consideration is as
follows: (1) &e real-time road map is taken for the study.
(2) &e vehicle mobility is considered for a fixed time
interval for study. (3) Each vehicle is considered as a node
that is variable with time, and each car possesses a unique
ID. (4) RSUs are effectively placed in each lane with proper
analysis of the road with an identical communication
range. (5) Each vehicle and the RSU are equipped with
buffer memory and a GPS device for real-time data col-
lection and synchronization. (6) &e communication
among the CM and CH-CM is enabled through V2V. (7)
Each vehicle’s position is estimated through the Kalman
filter that intimates the RSU about the range of vehicles and
ensures noninterruptible communication with smooth
transitions among the RSU. (8) &e network over time
evolves into several dynamic clusters; the maximum hops
between the cluster head and its CM are maxing hop. (9)
Packet data of size 64 bits is taken.

2.2. RSU Deployment. To overcome the shortcomings of
overhead delay and fewer storage facilities, the vehicles need
an auxiliary facility like Road-Side Units (RSUs) to improve
network performance. &ere is always a trade-off between
the areas’ total coverage with a sufficient number of RSUs
with minimum installation and maintenance cost. &is leads
to the search for optimal locations where the RSU can
maintain an efficient communication channel at a low price.
&e location affects communication as any void area will
cause a drop of packets transferred among the vehicle and
RSU. In this deployment, the lane coordinates are obtained
from the SUMO simulation. Each RSU is assumed with a
fixed circular transmission range RSUL−ID

tran . &ere are placed
on either of the roadsides.&is ensures no interference in the
coverage range of RSU and each lane as sufficient coverage

without any void area [23]. &e deployment coordinates are
calculated using the particular direction of the lane through
the geometric methodology. At the beginning of any lane, an
RSU is placed to get the next location lane curvature cos(∅)

which is used. Let the location of any point on the lane be
expressed as [x, y]. &e next location is calculated as

xnext � xold + RSUL−ID
tran ∗ cos(∅),

ynext � yold + RSUL−ID
tran ∗ sin(∅).

(1)

&at takes into consideration the RSU transmission
range. With the introduction of the angle factor, the cross-
lane will not suffice to formulate such conditions. &ere are
few checkpoints designed that could ensure that cross-lane
will be utilized to place the RSU continuously. &e de-
ployment of the RSU is shown in Figure 3.

2.3. Location Prediction. After optimally placing the RSU on
the desired area map, the next task is to reduce the drop rate
in the communication between the RSU and CH. &is will
ensure better overall network performance and increase the
reliability of the VANET. To make this possible, the RSU
must be aware of the vehicle’s next stamp position be-
forehand. In this work, the authors have utilized the work
proposed by Kalman [24, 25] that predicts the vehicle’s
location with geographical routing. &e prediction of the
vehicle’s location depends on the direction and the velocity.
Also, it has been observed that the vehicle’s angle plays a
crucial role in predicting the position as it varies over time.
&e prediction is made using the Kalman filter. Each vehicle
runs a Kalman filter prediction, which predicts the vehicles’
position, velocity, and direction. &e position vector at the
moment t is x(t) � [x(t), y(t), Vvehi(t),ϕ(t)]̂ T and the
predicted values for each parameter at the next instant are

(a)

CH CH

RSU RSU

CM

CM CM

CM

CM

CM

CM

CM

(b)

Figure 2: &e proposed analogy for VANET clustering: (a) flat structure and (b) cluster concept with CH and RSU.
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�x(t) � 􏽢x(t), 􏽢y(t), 􏽤Vvehi(t), 􏽢ϕ(t)
􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌 T,

􏽢x(t + 1) � x̂(t) + 􏽤Vvehi(t) × cos(∅
^

(t)) × ΔT
􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
,

ŷ(t + 1) � ŷ(t) + 􏽤Vvehi(t) × sin( 􏽢∅ (t)) × ΔT|.
􏼌􏼌􏼌􏼌􏼌

(2)

&e individual RSU scans for vehicles in its range; then
using the following judgment equation, new predicted po-
sitions are derived. &e difference between the past and the
predicted position is used to get the new update value with
the information on the angle suspended by the lane.

3. Dynamic Weighted Cluster Head
Stability Algorithm

&e designed clustering model has been broadly classified
into two parts: (1) cluster formation and (2) CH selection.
In the cluster formation, the vehicles are segregated into
small groups and then based on a weighted approach, a
weighted formulation of four metric befit factor (BF),
community neighborhood (CN), eccentricity (Ecc), and
trust (T) is designed to select the cluster head, and also
these parameters ensure the stability of the cluster head
over the time. All of these metrics are normalized to avoid
the overriding effect.

3.1. Cluster Formation. &e RSU guides the cluster for-
mation. Algorithm 1 encapsulates the cluster formation
where each vehicle enters the lane for the first timestamp
broadcast and communicates with all the RSU in its
communication range. To form a stable cluster, two con-
ditions are observed for that timestamp, the distance D and
relative change in the vehicle’s speed Vvehi in that time-
stamp. A distance between the RSU and that car is cal-
culated. If this distance is less than a threshold ΔDthr, the
vehicle is attached to that RSU temporarily. &is process is
carried out for all the vehicles present in the vicinity and
moving in the same direction. In the real-time scenario,

each vehicle’s speed level may be different, and this vari-
ation can seriously affect the cluster formation. For stable
cluster formation, the change in relative speed is also
observed if it is less than a threshold ΔVthr and then that
vehicle gets permission to get permanently attached to that
RSU. Now, the RSU stores the ID of that vehicle and be-
comes a cluster member (CM).

3.2. Cluster Head Selection. &e next step is selecting the
cluster head, and it is a node in VANET that coordinates or
heads the cluster. It takes the responsibility of broadcasting,
discovery, and maintenance of the routing path. It remains
in the contact of the RSU to sustainably maintain the intra-
and intercommunication channels. &e main motive of
designing any clustering algorithm is the stability of the
cluster head in VANET.&e vehicles’ high dynamic mobility
can lead to frequent reclustering and eventually decreases
the cluster stability. &e methodology designed in this paper
for the cluster head selection is a weighted combination of
four factors, as mentioned above. All these parameters direct
towards the search for a stable CH. All these and their
amalgamation for selecting a suitable CH are discussed in
the following.

3.2.1. Befit Factor (BF). &is parameter is defined to
maximize the stability of the cluster structure. To ensure this,
the elected CH is expected to stay connected with all the
cluster members for a longer duration. &us, the BF is
derived from the three metrics as designed in [19]

BF � w1 × Tleave + w2 × ψvehi + w3 × NHD, (3)

where w1, w2, and w3 are the corresponding weights that
vary in the range [0, 1] satisfying the condition that (w1 +

w2 + w3 � 1) and can be reformulated by the local authority
based on the road conditions and the cluster member be-
havior. &e first metric is Tleave, which is time to leave; this is
the time required for a vehicle to complete the lane’s

RSU

RSU

RSU

Figure 3: &e deployment of RSU on the lane for the circular transmission range.
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remaining segment. &is factor ensures selecting a CH with
enough time left to complete the lane that makes it head for a
longer time. It is calculated using L, the length of the lane,
and D, the distance covered by a vehicle on the road seg-
ment, and t, the time consumed by the vehicle to drive thatD

section of the lane.

Tleave �
L − D

t
. (4)

&e second metric is ψvehi defined as relative average
speed; this parameter determines how close a vehicle’s ve-
locity is to its neighbors. A reward function is conceived that
takes into account the velocity of vehicles over the long term.
Speed of each vehicle (Vvehi) is evaluated. Accordingly, their
speed is either rewarded or penalized with an absolute value
(δ); correspondingly, the relative average speed is incre-
mented or decremented, as shown in

ψvehi(t + 1) � ψvehi(t) + δ ; Vvehi − Vavg

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌 ≤ Sthr,

ψvehi(t + 1) � ψvehi(t) − δ ; Vvehi − Vavg

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌> Sthr,
(5)

where Sthr is the parameter that ensures that the vehicle
moving with the velocity Vvehi is almost travelling at the
same speed as that of the neighbors. &e initial value of
ψvehi is calculated using the TraCI parameters, and δ is
taken as 0.01. &e last metric is neighborhood degree
(NHD), and it is defined as the number of the neighbors
whose speed difference with the vehicle is less than a
threshold Sthr.

3.2.2. Eccentricity (Ecc). &e next parameter is eccentricity;
in real time, communication links break more frequently
due to the vehicles’ high speed. To maintain the link, there
is a requirement for an evolving cluster model. Usually,
reclsutering will become inevitable once the CH resigns or
loses its suitability to continue as a CH. To ensure stability,
the concept of eccentricity is introduced. Here, an evolving
graph-based model is designed by using spectral cluster-
ing. A vehicular graph topology is intended to be

G(M, E, rl), where M is the number of vehicles present in
the timestamp t, E is the ordered pair of the links among
the vehicles, and rl is the link reliability. &e affinity matrix
is constructed to represent the graph topology for di-
mensions M × M.

A �

rij, if Di, Dj􏼐 􏼑 ∈ E,

0, if i � j,

∞, otherwise,

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

A �

r11 . . . r1M

⋮ r22 ⋮

rM1 . . . rMM

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦.

(6)

&e tool employed for the spectral clustering is the
Laplacian graph. &e Laplacian graph is calculated for the
affinity matrix:

GL � Dig − A, (7)

where Dig is the diagonal matrix with elements. Also,

dij � 􏽘 Aij. (8)

In spectral clustering, eigenvectors of a similarity/affinity
matrix are derived from the original dataset. &e eigende-
composition of the graph will be serving as the model for
dimensionality reduction of mobile vehicles. &e optimal
number of clusters is calculated by using the eigenvalue of
the Laplacian graph. Based on the eigenmap heuristic [26],
the eigenvalues λi; i � 1, 2, . . . , M{ } get sorted in the as-
cending order out of which k is picked that serves as the
clusters in that timestamp.

k � argmax λi+1 − λi( 􏼁. (9)

After the number of the clusters is obtained, then k

eigenvectors are extracted in a matrix with dimensionality
M × k. In the last, K-means is applied to get the optimal
number of clusters. Ecc is the mean/average eigenscore of
each group that is calculated as in [27]

Input: Velocity Vvehi and location [x, y]; the number of the lanes in a map (no_lane); time_span
Output: Cluster (C), N no of clusters
For t� 1:time_span
For i � 1: no_lane
If any vehicle detected in RSUL−ID

tran
D: RSU location [xRSU, yRSU] and vehicles location [xvehi, yvehi]

Vvehi: Speed of the vehicle
If D<ΔDthr

����Vvehi <ΔVthr
RSU⟵ ID

Endif
C⟵RSU,∀ ID

Endif
End

End
N⟵∀C; C≠Null.

ALGORITHM 1: Cluster formation.
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Ecci �
1
Ni

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

􏽘
λiεNi

λi. (10)

&e maximum value of Ecc ensures a stable cluster head
selection designed based on the evolving graph.

3.2.3. Community Neighborhood (CN). &e evolving Lap-
lacian graph also provides information about neighbors. &e
importance of neighbor ensures the CH’s stability as the
cluster member will not change for a given timestamp that
will establish a reliable link among them. &ere is designing
of the CN using the transmission factor (TRF); it represents
the reliability of the connection between two vehicles that
satisfy the following condition:

TRF rij􏼐 􏼑 �

0, if rij <TR,

TR2
− rij

TR2 , if 0< rij ≤ 1,

⎧⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

(11)

where TRF is the maximum transmission range of the ve-
hicle and rij is the distance between those two vehicles at the
timestamp t. &ere is a negative correlation between the
distance and transmission range. &is enables that if two
vehicles are closer, then a more reliable connection is bound.
&e neighbor nodes are defined as those vehicles that satisfy
the condition TRF (rij)> 0. &en, the next step is to count
neighbor connection centrality that is defined as follows:

NCC � 􏽘
rij∈NE

TRF rij􏼐 􏼑.
(12)

&e last step is to get CN, the weighted average of NCC
over the timestamp t [28].

CN � wi × NCC, (13)

where wi is the weighted associated at each timestamp.

3.2.4. Trust (T). &e type of vehicle also plays an essential
role in cluster stability; this is an efficient technique for
dealing with malicious and compromised nodes [29]. To
address this problem, the authors have included the notion
of spectrum sensing. Here, concepts are addressed that could
remarkably enhance the cluster head’s stability in the net-
work. &e first is the spectrum sensing technique that helps
to utilize the spectrum efficiently. Here, the spectrum
sensing is taken as a classification problem using the long
short-term memory (LSTM). &e network is trained using
various types of signal and noise data. Data can be handled
by using the latest technology called big data handling [30,
31], though this decision is made on the confidence of the
noise class. Since the method includes a recurrent neural
network, it automatically learns the energy features and
adapts to any untrained noise or signal in a real and dynamic
environment. &is enables the detection of the primary
users’ (PU), like medical vans, police vans, or any other type
of civil service, to use the spectrum as a priority if there is an
emergency. &e rest is considered the secondary users (SU).

In the following section, the formulation to address the
above-stated issues is discussed.

LSTM Model Design. &e internal structure of LSTM is
shown in Figure 4. Here, Y〈t〉 is the input to the cell
structure, and output is denoted by a〈t〉. &e previous cell
input is taken as a〈t−1〉, current and previous cell states are
represented by c〈t〉 and c〈t−1〉. σf, σu, and σ0 show the value
of three gates forget gate, update gate, and output gate,
respectively. &e Hadamard function is denoted by ⊙ , and
tanh shows the activation function with elementwise ad-
dition ⊕.

Any LSTM cell constitutes three main gates: update gate,
forget gate, and output gate. &e function of each gate is
stated as follows:

(i) Update gate (σu): decide when to update the current
cell state

(ii) Forget gate (σf): discard function of the current cell
(iii) Output gate (σ0): provided to the output through

the output gate

&e updated vector for each state is obtained through

􏽥c
〈t〉

� tanh wc a
〈t−1〉

, Y
〈t〉

􏽨 􏽩􏼐 + bc, (14)

where bc is the bias term and tanh is the activation function.
All the three gates get updated using the individual bias and
the sigmoid function.

Γμ � σ wμ a
〈t−1〉

, Y
〈t〉

􏽨 􏽩 + bμ􏼐 􏼑,

Γf � σ wf a
〈t−1〉

, Y
〈t〉

􏽨 􏽩 + bf􏼐 􏼑,

Γ0 � σ w0 a
〈t−1〉

, Y
〈t〉

􏽨 􏽩 + b0􏼐 􏼑,

σm �
1

1 + e
− m,

(15)

where wμ, wf, andw0 are the weight matrices. &e bias
terms are denoted by bμ, bf, and bo. An elementwise product
is taken among the previous cell state c〈t−1〉 and forget gate
Γf and among the update gate and candidate vector
updating 􏽥c〈t〉. &e elementwise product among the output
gate Γ0 and hyperbolic tangent vector c〈t〉 is as follows:

c
〈t〉

� Γμ ⊙􏽥c
〈t〉

+ Γf ⊙ c
〈t−1〉

,

a
〈t〉

� Γ0 ⊙ tanh c
〈t〉

􏼐 􏼑.
(16)

&e architecture designed in this study has two-bit
layer with every 100 nodes and a fully connected layer
followed by a SoftMax layer as the decision is no binary
bases. &e network is trained for 500 epochs, having a
learning rate of 0.01, and the batch size of the data chunk at
a time is 500.

Data Modeling. &e data is captured through the ideal
probability of the primary user. We consider that each
vehicle takes part in the Cognitive Radio (CR) networking
to transfer the information. &e bandwidth allotted to the
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network is limited, so limited spectrum uses CR. &e free
spectrum of the PU can be utilized by secondary users,
reducing the overhead problem. In PU’s presence, the
spectrum will be released for that vehicle if it receives a
signal with an energy higher than the threshold signal
energy. &e factor trust (T) is increased if it a primary
user and belongs to that neighborhood; else, the trust
value is decremented. &e behavior of the PU is mapped
through the quantized energy vector called the sensing
report. &e actual status of the PU is estimated through
the acknowledgment signal along with the fusion of re-
liable local decision of CR. &e clean PU signal is ac-
quired, and its power is measured as σ2x. &e Gaussian
noise is added to the computed power signal of PU to
achieve signal-to-noise ratio (SNR) c and evaluate by
using the relation σ2w � σ2x/c.

Adaptive sensing at the individual vehicle level is as
follows:

H0: Y
〈t〉

� w
〈t〉

,

H1: Y
〈t〉

� h
〈t〉

X
〈t〉

+ w
〈t〉

,
(17)

where Y〈t〉 is the signal envelop received at the t-th time
instant by the sensing vehicle, the PSU signal is distorted
using w〈t〉 an Additive White Gaussian noise with zero
mean and variance σ2, X〈t〉 is the SNR signal transmitted
from the PU transmitter, and h〈t〉 is the channel gain [32].
&is hypothesis can be viewed as a classification problem
where there is a signal from the primary user or the
presence of noise. &e signal received at any instant is
represented in general form with the previous sensing event
of sample size M being fed to the current sensing event:

Y � Y
〈1〉

Y
〈2〉

, . . . , Y
〈M〉

Y
〈M+1〉

Y
〈M+2〉

, . . . , Y
〈2M〉

􏽨 􏽩
T
,

(18)

where M is the sample size taking into consideration these
number of vehicles at timestamp t and the transpose of a
vector is denoted by [.]T. Here, the probability of detection
and the probability of false alarm are used to detect the
performance of the spectrum sensing algorithm, which are
defined as

Pd � Pr H1 |H1􏼈 􏼉,

Pf � Pr H1|H0􏼈 􏼉.
(19)

&e presence of the PU signal is denoted by H1 while
absence by H0 in that case, the only noise is detected. At a
given M sensing sample, the energy test statistic is repre-
sented by the energy that calculates test statistics T(Y) in the
time domain to compare with, which follows the Ney-
man–Pearson criteria.

T(Y) �
1
2N

􏽘

N

i�1
Y

re
i + Y

im
i

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
2
. (20)

&e test statistic T(Y) is the random variable with a chi-
square probability distribution function (χ2) with k degrees
of freedom. It can also be represented as Q � 􏽐

k
i�1 |zi|

2. Here,
k � 2N for the complex-valued case and k � N for absolute
values. &e threshold ε can be defined using the central limit
theorem. &e detection probability can be defined as [33]

Pd(ε, t) � Q
ε
σ2u

− c − 1􏼠 􏼡

�����
tfs

2c + 1

􏽳

⎛⎝ ⎞⎠, (21)

where Q(.) is the complementary distribution function and
is Gaussian in nature; that is,

Q(x) �
1
���
2π

√ 􏽚
∞

x
exp −

t
2

2
􏼠 􏼡dt. (22)

If we take the inverse of equation (21), then the threshold
for probability detection can be calculated as

Q
−1

Pd( 􏼁 �
ε
σ2u

− c − 1􏼠 􏼡

�����
tfs

2c + 1

􏽳

. (23)

&e false detection Pf is calculated as

Q
− 1

Pf􏼐 􏼑 �
ε
σ2u

− 1􏼠 􏼡

���

tfs

􏽱

. (24)

In the Rayleigh transmission channel, the converted
carrier band signal is passed:

h(t) � 􏽘

Np

p�1
Apδ t − tp􏼐 􏼑, (25)

where Np are several paths, Ap is channel gain, and tp is the
delay in p th path.&e signal moves in the line of sight (LOS)
considered by a free-space path loss propagation model and
receives power calculated as follows:

Pr �
Gl × 9

2

(4πd)
2 × Pt. (26)

&e received and transmitted power are notated as Pr

and Pt with wavelength 9. &e LOS distance is denoted by d,
and the factor dependent defines field radiation of PU and
SU upon the antenna Gl. &e square of the distance between
PU and SU is inversely proportional to the received power.
&e noise variance is added to the received power and

w +
Cell

Cell

Input

Input

Output

tanh

tanh

Output

Y<t>

a<t>

a<t>

c<t>

a<t–1>

σf σ0σμ

Figure 4: Internal structure LSTM network.
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updates the actual power value. &e noisy channel is
modeled as the convolution of Rayleigh channel response
and noise variance where n(t) is noise variance.

g(t) � h(t)∗ n(t). (27)

&is completes the design of the spectrum sensing
structure.

In the training of LSTM, the behavior of CR users to the
changing activity of PU in the operating environment is
learned. &e sensing report is generated by the CR user and
makes a local decision based on its energy. Based on the
outcomes, the acknowledgment signal status, the report is
assigned to a sensing class. &e information of the primary
user is forwarded to the data center that decides spectrum
sensing. &e bandwidth of the transmitted signal is divided
into Ns subcarriers and transmitted in chunks. &ese sub-
carriers are frequency spaced by Δf � 1/Td where Td is time
to transmit a signal. &e signals are multiplexed using in-
verse discrete Fourier transform (IDFT) as

yb(t) � 􏽘

Ns

k�1
Yke

j2πkΔft
. (28)

Every secondary node senses the energy of the trans-
mitted signal by PU, and based on the comparison with a
threshold Q−1 from equation (23), it decides whether it is
from the primary user and to vacate the channel.&is energy
received enables the calculation of the trust value. Figure 4
portrays the complete model for the training using the
concept of spectrum sensing and then obtaining the trust
value. Pd and Pf are evaluated in the proposed scheme
LSTM-based spectrum sensing detection. &e signals col-
lected are fed to the LSTM network one by one, and the
corresponding values of the detection and false alarm
probability are computed. &e primary signal vector of each
SNR value is processed to the LSTMnetwork.&e number of
times it correctly classified the signal H1 divided by the total
number of primary user signals fed to the network deter-
mines Pd. Similarly, the noise sequence is forwarded to the
LSTM network and calculates the false alarm probability Pf.
&e hypothesis H0 is divided by the total number of noise
sequences used in the prediction. &e complete model
designed for predicting the vehicle’s trust value using LSTM
is shown in Figure 5.

As discussed above, adaptive spectrum sensing is
implemented for forming trust based on the energy detec-
tor’s threshold. &e threshold is set to the target that is the
desired constant probability of detection.

&e limits are as obtained from equation (23). &e energy
of the vehicle received is given to the trained LSTM network.
&e network decides whether the vehicle is a primary user or
not, and in turn, the value of the trust is assigned if it suc-
cessfully vacates the spectrum.&is adaptive spectrum sensing
is done using the trained data using the LSTM. In Figure 6, the
training curve of LSTM is elucidated, where the loss function,
along with the accuracy, is plotted for 3,500 epochs. &e loss
defines the difference between the actual and predicted values
of the primary users’ signals in various data and noise signals.

&e analysis of trained LSTM is depicted in terms of the
confusion matrix, as shown in Figure 7. Here, the adaptive
spectrum sensing problem is formulated as a classification
problem illustrated in equation (17). &is prediction is
made for a total of 4,000 vehicles. &is binary classifier’s
accuracy is 89% for the correct detection of the absence of
any PU and 83.5% for any PU presence in the network.&is
designed LSTM model is efficient and can predict with
sufficient accuracy, even in various noise conditions and
mixed signals. A comparison between Pd generated from
the theoretical analysis as designed in [34] and Pd for the
trained LSTM is shown in Figure 8. Since Pd,max � 1, the
higher the probability, the better the trust score, and ac-
cordingly, the vehicle is considered trustworthy. &is
completes the design and evaluation of the trust metric.
Now, the proposed weighted CH selection is discussed in
the following in detail.

&e complete algorithm for the CH selection is explained
in Algorithm 2. All the above parameters discussed are
incorporated, and a weighted metric is formulated for
selecting a stable cluster head for a maximum period [35].
&e number of vehicles in a time instant is firstly clustered
using the RSU as discussed in Algorithm 1. &en, for all the
members (CM), the above four parameters are calculated,
and then a weighted CHscore is calculated to select the cluster
head as discussed in Algorithm 2.

3.3. Computational Complexity of the Designed Complete
Algorithm. In this section, the computational complexity of
the dynamic weighted algorithm is discussed. &e clustering
algorithm is divided into two parts, the cluster formation
and cluster head selection.&us, the total time complexity of
the algorithm can be stated as

Otot � OCF + OCHS, (29)

where OCF is the time complexity of cluster formation and
OCHS is the cluster head selection.

In cluster formation, as already discussed in Section 3.1,
the authors find only the distance between the vehicles and
the RSU. M is the maximum number of vehicles taken in the
worst-case analysis.&us, the worst-case time complexity for
this is

OCF � O (log M)
2

􏼐 􏼑. (30)

In the cluster head selection, there are four parameters
taken into consideration. &e total time complexity for the
cluster head selection is

OCHS � OBF + OEcc + OCN + OT. (31)

&e complexity of BF is a linear equation, where three
things have been calculated, the time to leave, relative av-
erage speed, and the neighborhood degree. &e time to leave
and the relative average speed are only the constant values
fetched and calculated. In contrast, in the neighborhood
degree, the distance between the vehicles in the vicinity is
calculated through their coordinates. &us,
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OBF � O(1) + O(1) + O (log M)
2

􏼐 􏼑. (32)

&e next is the eccentricity, calculated using the spectral
clustering methods that involve the affinity matrix and the
eigenvalue decomposition. &e complete complexity of
spectral clustering is

OEcc � O(M)
2

+ O(M)
3
. (33)

In the community neighborhood, an affinity matrix is
generated for the near adjacent vehicles. &us, the com-
plexity for this is given as

OCN � O (log M)
2

􏼐 􏼑. (34)

In the metric trust, the main role is played by the LSTM
for spectrum sensing; the theoretical time complexity of
LSTM is given as

OTH � 4IH + 4H
2

+ 3H + HK, (35)

where I is the number of inputs, K is the number of outputs,
and H is the number of hidden layers. In this study, as the
model is trained once and then for a given vehicles signal, the
LSTM, through its spectrum sensing, senses the vehicle
either being a primary or secondary user. &us, the time
complexity bottles down to

OT � O 4H
2

􏼐 􏼑. (36)

&us, the complete time complexity is reduced to re-
moving all the terms with less complexity than cubic and
quadratic terms.

OCH � 2O (log M)
2

􏼐 􏼑 + O(M)
3
. (37)

&us, the total time complexity is
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Figure 8: Comparison between the probability of detection and probability of false alarm using the proposed spectrum sensing LSTM
method.

Input: Relative Speed Vvehi and Location [x, y];Number of the lane in amap(no_lane); time_span; Cluster (C), N no of clusters.
Output: CH
For t� 1:time_span
For i � 1: N

For j� 1: CM
Obtain the BF using the equation (3)
Calculate the rij; affinity matrix
Fabricate the evolving graph G for each cluster
Find the maximum eigenvalues λ ; calculate Eccj using equation (10)
Determine the neighbor and find the CNusing equation (12)
From the LSTM trained network, calculate the T

Obtain the CH_score for each CM
CHscore � w1 × BF + w2 × Ecc + w3 × CN + w4 × T

(w1 + w2 + w3 + w4 � 1)End
CH � max(CHscore)∀ j

End
End

ALGORITHM 2: CH selection.
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Otot � 3O (log M)
2

􏼐 􏼑 + O(M)
3
. (38)

4. Simulation Results and Discussion

&is section discusses the results achieved at different stages
of the cluster head model designing. It is bifurcated into the
following sections: (1) Simulation Environment and Tool;
(2) Network Performance Evaluation; (3) Experimental
Evaluation with the existing state of the art and similar other
cases.

4.1. Simulation Environment and Tool. All the simulation
experiments are performed using MATLAB (R2020a),
with processor Intel® Core TM i3, 1.98 GHz, Simulation of
Urban Mobility [36] (SUMO 0.25.0; SUMO 0.12.0), and
the TraCI [37]. SUMO is an open-source microscopic road
traffic simulator licensed under the General Public License
(GPL). It was developed through a collaboration between
the Center for Applied Informatics Cologne (ZAIK) and
the Institute of Transportation Systems (ITS) at the
German Aerospace Center (DLR). While TraCI stands for
the Traffic Control Interface specifically designed to get
access to the traffic running on the road simulated, the
embedded feature of extracting simulated objects’ values.
&e network performance metrics like throughput, energy,
packet delay, and packet delay ratio are evaluated through
MATLAB. &e simulation area is Chengdu, the capital of
southwestern China’s Sichuan province. &e area taken for
the simulation has the latitude � 30.6598628°N and lon-
gitude � 104.0633717°E. &e area is busiest as there is a
tourist place Chairman Mao statue. &e total traffic en-
vironment summary is provided in Table 3.

&e simulated section of the original region is shown in
Figure 9; it is a vast area with a high urban and highway
mobility model. &e region also consists of the famous
tourist spot that ensures dense vehicle movement around the
peak working hours. &e authors have deployed RSU, the
additional facilities for network stability as per the proposed

algorithm discussed in Algorithm 3, given in Section 2.2.&e
map after the deployment is shown in Figure 10. It is evident
from the figure that the total area has been covered effi-
ciently. Also, enough RSU are concentrated at the cross-lane
to provide sufficient coverage without any overhead delay or
congestion problem, which can eventually lead to less drop
in the packets and affect the network’s stability.

4.2. Network Performance Evaluation. &e proposed
scheme’s importance is tested using the four network per-
formance metrics discussed in the following. &e commu-
nication between vehicles is modeled through the Nakagmi
channel, representing the obstacle medium tomatch real-life
data transmission. Here a two-hop model is taken, where the
packet transfer is initiated through any randomly selected
vehicle that acts as a source to the CH and the CH sent the
packet to the intended designation. &e delay of this packet
through the network enables the authors to calculate the
desired network parameters. &e size and data rate are as
specified in the following table.&e time taken for the packet
transfer is measured using the MATLAB internal clock.
Packet contains a random sequence of 1’s and 0’s. &e
communication network parameters are listed in Table 4.

&e evaluation parameters for the proposed VANET
stability performance assessment are as follows:

(1) Energy (E): the amount of energy consumed at each
node for communication is measured in Joules. &e
consumption of energy is directly proportional to the
distance between the hops.

E � α1 + α2 × D + α3. (39)

(2) Packet delivery ratio (PDR): PDR is the average ratio
of successfully received packets at the destination
vehicle over the total generated packets on the source
vehicle. &e delivery ratio decreases with increasing
data rates.

PDR �
􏽐

N
i�1 packet received ×(datarate × packet size)

packet generated at source ×(datarate × packet size)
. (40)

(3) Packet delay (PD): it refers to the time taken for a
packet to be sent through the transmission media
from the source to the destination vehicle. &e delay

in packet delivery depends on network congestion,
noise, and hop travel distance.

PD �
􏽐

N
i�1 packet transmitted ×(datarate × packet size) − packet received ×(datarate × packet size)

t
. (41)

(4) &roughput: it represents the amount of data
successfully transferred from source vehicle to
destination vehicle in a given period, typically

measured in Kilobits per second (kbps). &e higher
throughput can be achieved with less hop count and
network stability.
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Table 3: Simulation specification.

Parameter Value
Scenario Urban
Lanes 302
Average speed 12.71m/sec
Simulation time 1500 sec
RSU placement 500m
RSU transmission range 350
Vehicle transmission range 200
Vehicle length 5m and 10m
Vehicle speed 0–30m/sec
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3.392
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3.391
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×105
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Figure 9: &e simulated map area along with the original Chengdu, capital of southwestern China’s Sichuan province.

Input: Lane coordinates [x, y]; angle (∅); number of the lanes in a map (no_lane)
Output: Change in angle as per Crossroad
Place the RSU in each lane.
For i � 1: no_lane
If ([xold, yold]< [xnext, ynext])

Lane is in [+, +]
Elseif ([xold, yold]> [xnext, ynext])

Lane is in [+, -]
Elseif ([xold, yold]> [xnext, ynext]

����∅)

Lane is in [-, +]
Change the ∅
If ∅< 90°
∅ � ∅ + 180°

Elseif ∅> 90°‖∅< 270°
∅ � ∅ + 90°

Elseif ∅> 270°‖∅< 360°
∅ � ∅ + 180°

Endif
Else
Lane is [-, -]

Endif
End

ALGORITHM 3: RSU deployment in the presence of crossroad.
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Throughput �
􏽐

N
i�1 packet received ×(datarate × packet size)

t
.

(42)

(5) Cluster head stability: it represents the number of
times the same vehicle is chosen as cluster head in the
total solution’s time span.

CHS � mode 􏽘
t

i�1
ID⎛⎝ ⎞⎠. (43)

4.3.ExperimentalEvaluation. &eproposed scheme is tested
with the following simulation environment settings:

(i) Different vehicles’ densities
(ii) &e vehicle position in a cluster is estimated by

Kalman filter and calculated based on its current
location

&e complete evaluation for different vehicular den-
sities is tabulated in Table 5. &is study is done to evaluate
the cluster stability in the different vehicular densities and
the dynamic scenario. Vehicles are clustered on the ground
of several RSUs. Each RSU covered area is considered as a
cluster, and vehicles under that area are cluster members.
&e RSUs with empty clusters are omitted from the
evaluation of the parameters. &e dissipation of the energy

has a similar pattern for vehicular density. &is ensures the
stability of the cluster head. Also, the clusters with more
number of cluster members or denser clusters pose a
challenge as cluster head stability frequently changes in
these conditions. &e throughput is analyzed, two two-hop
models. &e throughput will be more for denser clusters as
compared to the sparsely populated cluster. &e other two
parameters, packet delay and packet delay ratio, solemnly
depend on the density and the distance of the nodes
selected.

&e authors have compared the evaluation of the befit
factor in two ways. First, the authors have used the vehicles’
current location to calculate the befit factor as suggested in
the [19] and in the other way predicted and corrected
location of the vehicles using Kalman filter as discussed in
Section 2.3 employed. Figure 11 showcases the current
location and the vehicles’ corrected location for a single
timestamp in the total simulation. We can analyze that,
with dynamic evolving networks and frequent changing
vehicle velocity, vehicles’ exact location is trivial to know
for the stability of the VANET. Also, the estimation of the
vehicle is dependent on the direction of movement and
current velocity. It has been observed that the vehicle’s
moving angle may vary instead of being constant at some
points. &ese factors have significantly affected the befit
factor analysis for selecting the cluster head and its stability.
&is assessment can be done from Figure 12, where 1,000
vehicle densities and 11 clusters are formed. &e cluster
head’s stability is counted as the count of continuous
timestamps for which any vehicle ID is constantly served as
cluster head. Here, more stability is provided by the pre-
dicted method as we can observe that the frequency of a
single vehicle in becoming the cluster head is about 180
times for a single period evaluation.

4.4. Baseline Comparisons. &e baseline algorithms are the
algorithms designed in the literature for the individual
metric. In this analysis, three baseline algorithms are in-
cluded as mentioned and discussed in Section 3. &e
analysis is carried out for the 100 vehicular density. &e
results are shown in Figure 13 at an instant of the total
simulation time; in this, we can observe that CH selection is
highest for the proposed scheme compared to the indi-
vidual one as designed by the different arts state. All the
simulation has been conducted on the same platform and
done as described as in the literature for the comparison. As
the model is urban, the vehicle’s speed and density even-
tually lead to dynamic network changes. &e cumulative
effect of all the three metrics is evident compared to the
individual as just change in velocity, community neigh-
borhood, or eccentricity standalone cannot reflect the
changes that a weighted approach can do. &us, there is a
need for a weighted approach that can evaluate the evolving
changes in the network from time to time and make the
transition of CH less.

&e different network metrics are also tested on the 1,000
vehicular densities for the proposed scheme.&e data packet
is transmitted from a cluster member to the cluster head, and
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×106

Figure 10: &e deployment of RSU.

Table 4: Integrated network parameters.

Parameters Value
Channel Wireless
Propagation model Propagation/Nagakami (m� 3)
MAC Mac/802_11Ext
Data rate 4, 8, 10, 12, and 14 kbps
IEEE 802.11p
transmission range 350m

Packet sending interval 0.2 sec
Packet size 64 bytes
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the CH transmits it to the destination cluster member. &e
average amount of energy consumed at each node in a
cluster for various data rates is shown in Figure 14. &e
consumption is observed to decrease or be constant for
specific clusters for each data rate; this can be as the cluster
topology has not changed, or the CH has not changed. &e
increase in energy is where the number of clusters is with

fewer members and a larger distance, which requires more
dissipation of the energy.

&e packet delay ratio and the packet delay are
demonstrated in Figures 15 and 16, respectively. &e
delay in a packet can be associated with the scant cluster
formation; the distance among the chosen nodes is far
apart, the network’s congestion due to the dense

Table 5: Comparison of various network parameters for different vehicular densities.

Network parameters
Clusters

1 2 3 4 5 6 7 8 9 10 11
Vehicular density: 200 12 17 1 5 19 40 65 10 5 8 7
Energy (J) 3.59 3.59 — 3.59 2.62 3.59 3.59 3.59 4.46 3.59 3.59
PDR 2 3 4 3 4 3 4 5 4 5 2
PD (s) 5.82 2.19 4.36 2.85 2.32 1.14 2.17 4.91 4.60 1.91 4.90
&roughput (kbps) 1.65 2.25 0.20 1.54 2.35 2.24 1.72 1.07 1.40 2.11 1.18

Vehicular density: 400 15 18 141 80 50 19 12 71 17 33 12
Energy (J) 3.59 3.59 3.59 5.36 2.62 1.15 3.59 3.59 1.77 3.59 3.59
PDR 1 3 2 5 2 1 3 4 2 3 2
PD (s) 1.51 1.36 4.89 2.31 3.09 3.76 1.82 6.64 1.24 1.36 1.69
&roughput (kbps) 2.02 1.93 8.26 4.81 2.78 2.95 1.32 1.51 1.11 1.55 1.32

Vehicular density: 600 21 19 21 30 85 100 29 212 45 10 28
Energy (J) 3.59 3.59 3.59 8.78 2.62 1.75 3.59 3.59 1.77 3.59 3.59
PDR 4.04 5.29 2.18 1.30 2.27 3.50 2.04 1.67 2.66 6.35 2.29
PD (s) 2 4 3 2 4 3 3 2 2 2 2
&roughput (kbps) 2.11 2.51 2.53 2.73 3.25 3.99 2.32 7.47 4.38 1.42 2.42

Vehicular density: 800 35 135 40 30 50 145 45 96 110 62 52
Energy (J) 3.59 3.59 3.59 4.90 2.62 6.16 3.59 3.59 6.82 3.59 3.59
PDR 3 1 2 5 4 3 1 3 3 3 3
PD (s) 8.16 2.05 2.21 3.67 2.48 2.95 1.38 2.34 7.12 6.27 1.13
&roughput (kbps) 1.05 7.59 1.82 1.25 2.00 7.07 2.19 6.13 4.45 2.33 2.34

Vehicular density: 1,000 25 45 42 45 152 22 170 145 89 170 95
Energy (J) 14.37 1.39 4.307 204.07 0.91 140.74 77.86 1.39 1.39 79.95 0.65
PDR 1 0.31 1.41 0.70 1.26 1.04 1.33 0.66 0.9 1 0
PD (s) 0.87 1.86 2.70 1.33 0.05 1.96 4.12 3.06 3.35 1.88 2.54
&roughput (kbps) 0.13 1.25 1.35 1.35 2.05 0.57 2.27 2.57 1.93 2.45 1.93

Predicted and corrected locations
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Figure 11: &e corrected and the original location of the 1,000 vehicles for a single timestamp in the total simulation time.
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population. &e throughput is also analyzed, as shown in
Figure 17. &e throughput is the metric for the efficiency
of the designed network. &e high value of throughput
resembles better performance with better communication

among the cluster members. &e drop and loss of packets
eventually affect the throughput of the network. &e
clusters with only one cluster member ought to drop the
packet.
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5. Conclusion

In this paper, the authors have designed a new scheme for
selecting a stable cluster head using the weighted approach.
&is formulation is crafted by including the four different
metrics included to address all the parameters needed to
enhance the dynamic network’s stability. &e authors have
designed a practical methodology for the deployment of the
RSU working as an additional facility to enhance the net-
work based on the angle of the lane. &e clusters are formed
concerning RSU. &ese clusters are further improved to
select a stable cluster head using metrics: befit factor,

eccentricity, community neighborhood, and trust. &e befit
factor is dependent on the speed of the vehicle. VANET is a
network with high-speed vehicles and dynamic topology.
&e precision in the exact location and speed in such net-
works is trivial to combat such a situation. &e authors have
employed the Kalman filter to predict the vehicle’s location
at the next instant, which can improve the befit calculation
and, in turn, suffice for the cluster head’s stability.&e results
have demonstrated superior results as compared to the
original formulated befit factor. &e next two metrics are
designed on the evolving graph structure as they are scalable
and eliminate the need for recalculating in case of a change
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in the network’s topology.&e last is the trust value included
for the primary users for multiple reasons; the primary users
get hidden in the network. &e detection of the primary
users’ energy is resolved using an LSTM, deep learning
trained for different signals and noises. &e accuracy is
around 80%, with amisclassification rate of around 14%.&e
cluster head’s stability is measured in terms of mode, where
the number of times a vehicle is selected as cluster head is
noted. &e results show the weighted approach’s supremacy
compared to the cluster head stability achieved through a
single metric. &e designed method is tested on the real map
for the region of Chengdu, southwestern China’s Sichuan
province, for the different vehicle mobility densities. Also,
the scheme is tested for various integrated network para-
metric analyses with a two-hop structure. &e results re-
garding throughput, packet delay, energy, and packet delay
ratio have shown the proposed scheme’s domination for
different data rates.
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,e road networkmaintaining stability is critical for guaranteeing urban traffic function.,erefore, the vulnerable links need to be
identified accurately. Previous vulnerability research under static condition compared the operating states of the old equilibrium
before the event and the new equilibrium after the event to assess vulnerability ignoring the dynamic variation process. Does road
network vulnerability change over time?,is paper combines the vulnerability assessment with the traffic flow evolution process,
exploring the road network vulnerability evaluation from the perspective of time dimension. More accurate identification and
evaluation of vulnerable nodes and links can help to strengthen the ability of road network resisting disturbances. A modified
dynamic traffic assignment (DTA) model is established for dynamic path selection (reselect the shortest path at the end of each
link) based on the dynamic user optimal (DUO) principle. A modified cell transmission model is established to simulate the traffic
flow evolution processes. ,e cumulative and time-varying index of vulnerability assessment is established from the viewpoint of
traveler’s time loss. ,en the road network vulnerability assessment combined the traffic flow model with the vulnerability index.
,e road network vulnerability assessment of Bao’an Central District of Shenzhen, China, reveals that road network vulnerability
does contain a dynamic process, and vulnerable links in each phase can be exactly identified by the model. Results showed that the
road network would have a large vulnerability during the disordered phase when the main road fails. ,erefore, prioritizing the
smooth flow of main roads can weaken the impact of road network vulnerability exposure.

1. Introduction

Road traffic network is the material basis for the existence
and effectiveness of traffic activities. Once the road system
suffers from natural disasters, terrorist attacks, traffic acci-
dents, and other disturbances, it can lead to traffic con-
gestion and road disruption, resulting in huge losses to the
production and life of residents. Most interference events are
uncontrollable. ,erefore, it is particularly important to
accurately identify the vulnerable links and repair them in a
targeted manner. Improving the ability of the road network
to resist interference events has attracted increasing atten-
tion from scholars in the transportation research field and
continuously been applied in the traffic system emergency
management field.

Most previous studies evaluated road network vulner-
ability under static conditions. ,e key links were identified

by comparing the vulnerability assessment indicators of the
two equilibrium operating states before and after the event.
However, the analysis ignoring the process of evolving from
the old to the new equilibrium cannot accurately reflect the
changes in traffic service capacity during the sudden event
evolution. Will it be more accurate to assess vulnerability
from a dynamic perspective?

,e goal of the paper can be decomposed into four
aspects: First, the dynamic characteristics of road network
vulnerability and the factors contributing to vulnerability
assessment have been analyzed. Second, the previous static
indicators are dynamically adjusted to establish dynamic
evaluation indicators for road network vulnerability.,ird, a
comprehensive road network vulnerability dynamic evalu-
ation model based on the improved traffic flow simulation
model combining with the dynamic vulnerability evaluation
index is established. Finally, taking the road network in

Hindawi
Journal of Advanced Transportation
Volume 2021, Article ID 5575537, 14 pages
https://doi.org/10.1155/2021/5575537

mailto:xiebingleihit@163.com
https://orcid.org/0000-0003-1846-7816
https://orcid.org/0000-0002-0285-7505
https://orcid.org/0000-0002-8559-8624
https://orcid.org/0000-0002-1429-2361
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2021/5575537


Bao’an Central Area, Bao’an District, Shenzhen City, as an
example to evaluate its vulnerability, the dynamic law of
vulnerability changes is summarized, and some suggestions
are put forward for decreasing vulnerability.

,e structure of the rest paper is as follows. Section 2
reviews existing research of urban road network vulnera-
bility. Section 3 extracts a dynamic evaluation model of road
network vulnerability. Section 4 applies the proposed im-
proved model to evaluate the network vulnerability of the
surrounding area of Bao’an Center in Bao’an District of
Shenzhen City in China and then proposes the analysis of
the case results. Section 5 concludes this paper.

2. Literature Review

,e two mainstream definitions of vulnerability originate
from Berdica [1] and D’Este as well as Taylor [2]. Both types
of mainstream definitions take the consequences of road link
failure into account, and the difference is whether to con-
sider the probability of failure. Mattsson and Jenelius
summarized the current research as a network-based to-
pology and a transportation-based approach [3]. Studies on
transport vulnerability have developed over time [4, 5]. ,e
definition of road network vulnerability in this paper is as
follows: vulnerability is the nature of a road link with full or
partial failure that can significantly reduce the service ca-
pacity of the road network or the accessibility of some
specific nodes in the road network.

,e quantitative analysis of road network vulnerability
has gradually developed to the three connotations of vul-
nerability: firstly, analysis from the perspective of reliability,
represented by Bell in this respect, based on pure mathe-
matical graph theory (such as complex network theory) for
research [5–13]; secondly, analysis from the aspect of ac-
cessibility, represented by Chen, Taylor, and Jenelius, the
research based on the cost of road network users and the
importance of road sections [2, 3, 14–24]; thirdly, analysis
from serviceability, the research based on the road network
user cost and road network service level changes [25, 26].

,e method of identifying the vulnerable connection
through the whole network scanning has two much cal-
culations in the traditional vulnerability analysis; therefore,
some scholars have proposed a method for improving the
computing efficiency [27, 28]. As there are many types of
events that cause road network vulnerability, Jenelius and
Mattsson classified the cause of the event and proposed a
grid-based method to analyze the combined effects of
multiple connections under regional-wide failures [19].
Xiangdong et al. proposed a new redundancy model that can
find the best benefit point among travelers and planners
effectively, which can also be used to improve and evaluate
the vulnerability of urban road network [29].

Cats and Jenelius introduced a dynamic stochastic view
into the study of public transport network vulnerability,

taking the cumulative effects of interference events on
system performance into account [30]. ,e dynamic evo-
lution of traffic flow and the impact of traffic information on
user behavior has gradually been introduced into vulnera-
bility research [31]. Knoop et al. calculated the actual delay of
the specific road network after the road link closed by dy-
namic traffic assignment (DTA) [32]. Cats and Jenelius
analyzed the real-time information to promote the transfer
of failure effects when the connection fails [30]. Kim and Yeo
used a macroscopic basic diagram to observe changes in the
traffic image of the road network to identify key links [33].

It can be inferred that using exposure to measure vul-
nerability under specific conditions has a good effect [16, 34].
Daganzo used the concept of Cell Automata (CA) to dis-
cretize the fluid dynamic traffic flow model Lighthill-
Whitham-Richards (LWR) and proposed to capture the
formation, propagation, and dissipation of queues effectively
[35, 36]. Szeto and Wai used the Variational Inequality (VI)
to construct the DTA model based on the dynamic user
optimal (DUO) criterion and calculate the actual impedance
of the path using the cell transmission model (CTM) sim-
ulation [37, 38]. Jiang et al. developed a probabilistic ap-
proach for assessing transport network vulnerability based
on the clonal selection algorithm (CSA) [39].

Most of the existing vulnerability researches are under
static conditions, ignoring the evolution process of traffic
flow in the disordered phase, and the congestion phe-
nomenon in the evolution process. ,ere is still a lack of
research on the dynamic evolution process of traffic flow,
and few people have conducted vulnerability assessment
from the perspective of the evolution process of traffic flow.
Dynamic changes in vulnerability cannot be accurately
reflected.

3. Methods

,is paper divides dynamically the evolution stage of traffic
flow so as to expand the dynamic evaluation results of
vulnerability from the time dimension. A new indicator of
vulnerability assessment from the perspective of traveler’s
time loss is established. ,e DTA model as well as the
cellular transmission model is improved to simulate the
dynamic evolution process of traffic flow. And the dynamic
evaluation model of road network vulnerability is formed.

3.1. Path Selection Model for Vulnerability Assessment.
Due to the advantage of Variational Inequality (VI) in
dealing with asymmetric problems, it has been widely used
in solving DTA problems. Under completely rational as-
sumptions, users will always make the optimal travel choice;
that is, the user’s travel choice satisfies the DUO condition.
According to the first principle of Wardrop equilibrium, the
optimal condition of the basic model of DTA can be
expressed as
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where πij(k) is the shortest travel time of OD pair i⟶j in
time period k, ηij

r (k) is the travel time of the feasible path r of
OD pair i⟶j in time period k, f

ij
r (k) is the distribution

flow of the feasible path r of OD pair i⟶j in time period k,
and qij(k) is travel demand for OD pair i⟶j in time period
k.

However, the conventional DTA model cannot accu-
rately reflect the changes of various traffic operating pa-
rameters in the road network under the influence of the
event. Factors such as vehicle retention, queue length lim-
itation, and maximum traffic capacity of the road section
need to be considered.,erefore, in view of the impact of the
event, this paper makes appropriate adjustments to the DTA
model.

3.1.1. Demand Conservation Constraint considering Demand
Retention. Affected by the incident, some road links may
have travel demand retention. ,erefore, the traffic demand
in a certain period of time should include not only the traffic
flow successfully assigned to the road network but also the
retention traffic demand.

qij(k) � 􏽘
r∈pij

f
ij
r (k) + qij

′ (k),
(2)

where qij
′(k) is the retention traffic demand for OD pair

i⟶j in time period k.

3.1.2. Association Constraint between Link and Path. ,e
link traffic should equal the sum of all feasible path flows
containing this link.

xa(k) � 􏽘
i∈I

􏽘
j∈J

􏽘
r∈pij

f
ij
r (k)δij

ra(k),
(3)

where xa(k) is the flow of road link a in time period k
and δij

ra(k) determines whether road link a is included in
path r.

3.1.3. Road Capacity Constraint and Queue Capacity
Constraint. Considering the congestion conditions under
the influence of the event, restrictions are imposed on the
traffic flow and queuing capabilities of the road link. In the
disordered phase, the traffic flow gradually increases but
cannot exceed the capacity of the section. With the further
increase of vehicles, excessive vehicle density will cause
traffic congestion, and the running speed and the actual
outflow of the road links decrease, so the vehicle would be
queued, but the number of queued vehicles cannot exceed
the maximum queue capacity of the road link.

xa(k)≤Ca(k),

na(k)≤N
max
a (k),

(4)

where Ca(k) is the capacity of road link a in time period k,
na(k) is the actual number of vehicles on road link a in time
period k, and Nmax

a (k) is the maximum queuing capacity of
link a in time period k.

3.1.4. Traffic Demand Time Delivery Constraint. Traffic flow
has a dynamic evolution process. In the case of road failure
and traffic supply capacity decline, traffic distribution should
consider both the traffic demand staying in the previous
period and the new traffic demand in the current time. ,e
dynamic traffic allocation method can be used to shift the
retained traffic demand to the next time period. ,is im-
provement is especially important for the road network
vulnerability analysis in the disordered phase. ,e dynamic
assessment of vulnerability needs to meet the constraint
shown as

qij(k + 1) � q
0
ij(k + 1) + qij

′(k), (5)

where qij(k + 1) is actual traffic demand in time period k+ 1,
q0ij(k + 1) is original traffic demand during the time period
of k+ 1, and qij

′(k) is unsatisfied traffic demand in time
period k.

3.1.5. Traffic Flow Space Propagation Constraint. It takes
time for the vehicle to be assigned to the road network to
complete the trip in the context of dynamic analysis.
During each analysis time period, the vehicle is possible
to complete the trip or may only flow into subsequent
sections. ,erefore, it is necessary to clarify the inflow
and outflow relationship between the vehicles and each
road link to determine the actual number of vehicles
affected in the current period corresponding to the af-
fected degree.

For a certain road link, the number of vehicles in period
k should be determined by the number of vehicles in the
previous period and the inflow and outflow of the current
period.

na(k + 1) � na(k) + ua(k + 1) − va(k + 1), (6)

where ua(k + 1) is the inflow of vehicles on link a during the
time period k+ 1 and va(k + 1) is the outflow of vehicles on
link a during the time period k+ 1.

,e outflow of link a of the path r shall be the same as the
sum of the number of vehicles in all subsequent links of the
path and the number of vehicles that have completed
the trip.
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where E
ij
r (k) is the amount of traffic that completes i⟶j

travel along path r in time period k and r′is the subsequent
path of link a in path r.

3.1.6. Other Constraints. ,e model also needs to satisfy the
basic nonnegative constraints and set affiliation and other
related constraints.

f
ij
r (k)≥ 0,

na(k)≥ 0,

xa(k)≥ 0,

ua(k)≥ 0,

va(k)≥ 0, r ∈ Pij, i ∈ I, j ∈ J, a ∈ A.

(8)

Travel route selection needs to follow certain traffic
distribution rules, as the first-principle requirement of
Wardrop equilibrium: all the paths adopted must have the
shortest travel time, and the travel time is equal. In this
model, it can be expressed as follows: if there is a new vehicle
inflow in a road link, the road segment must be included in
one of the shortest paths; otherwise, the optimal path se-
lection condition for vehicle inflow will not be added.

π∗hj(k) + τ∗a(k) − π∗gj(k)􏽨 􏽩u
∗
a(k) � 0,

u
∗
a(k)≥ 0,

π∗hj(k) + τ∗a(k)≥ π∗gj(k),

(9)

where τ∗a(k) is the travel time of link a, π∗hj(k) is the shortest
travel time of node h⟶j, π∗gj(k) is the shortest travel time
of node g⟶j, and u∗a(k) is the vehicle inflow of link a in
time period k.

,e model needs to be carried out for traffic allocation
separately when the vehicle is loaded and at the end of each
road link in order to realize the flexible adjustment of the
travel path.

3.2. CTM for Vulnerability Assessment. ,e road network
topology has changed during the continuous impact of the
road link failure, and travelers go through the process from
unknowing to knowing. For the traffic flow in the road
network, there were still vehicles flowing into the incident
road link in the early stage of the incident, then no vehicles
flowed out of the incident road link as time passed, and the
upstream link of the incident site became congested or even
overflowed. Travelers confirm the fact that the road network
has failed, and the directly affected vehicles need to leave the
incident road link and reselect the route to travel. Vehicles
that have not flowed into the incident road link will directly
change the travel path. ,ereby, the evacuation of vehicles
on the accident road link and the reevolution process of the
traffic flow of the road network are formed.

As shown in Figure 1, the cellular transmission model
can well simulate the evolution of the traffic flow under the

influence of the event. Congestion has gradually formed
upstream of the event point since the event occurs and
dissipates as the vehicle gradually changes the travel path.

3.2.1. Cell Transmission Method within the Road Link.
When the traffic flow propagates in the road section, CTM
expresses the basic propagation relationship of the traffic
flow as follows:

ni(k + 1) � ni(k) + yi(k) − yi+1(k),

yi(k) � min ni−1(k), Qi(k), Ni(k) − ni(k)􏼈 􏼉,
(10)

where ni(k) is the number of vehicles in the i-th cell in the
time period k, yi(k) is the outflow of vehicles in the i-th cell
in the time period k,Qi(k) is the capacity of the i-th cell in the
time period k, and Ni(k) is the maximum number of ve-
hicles that the i-th cell can hold in the time period k.

Since the LWR model assumes that the traffic flow is a
continuous fluid, its solution is relatively complicated. In
order to simplify the solution of the model, CTM assumes
that the traffic flow satisfies the flow-density relationship
shown in Figure 2. Formula (11) gives the calculation
method of flow under this relationship.

q � min vρ, qmax, w ρj − ρ􏼐 􏼑􏽮 􏽯, 0≤ ρ≤ ρj, (11)

where v is the free speed, w is the speed of backward shock
wave propagation, and ρj is the blocking density.

At this time, the amount of traffic spread between cells
satisfies

yi(k) � min ni−1(k), Qi(k),
w

v
􏼒 􏼓 Ni(k) − ni(k)􏼂 􏼃􏼚 􏼛. (12)

In order to further clarify the propagation relationship of
the traffic flow, the maximum output capacity S and the
maximum receiving capacity R of the cell are, respectively,
given by equations (13) and (14):

Si(k) � min ni(k), Qi(k)􏼈 􏼉, (13)

Ri(k) � min Qi(k),
w

v
􏼒 􏼓 Ni(k) − ni(k)􏼂 􏼃􏼚 􏼛, (14)

0

20

40

60

80

100

120

0 100 200 300

Ve
hi

cle
 n

um
be

r i
n 

a c
el

l

Time period

Upstream cell–2
Upstream cell–1 Downstream cell–1

Incident cell

Figure 1: Schematic diagram of the formation and dissipation of
congestion on the incident road link.
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where Si(k) is the maximum output capacity of cell i in time
period k and Ri(k) is the maximum receiving capacity of cell
i in time period k.

,e relationship between the flow and the amount of
communication between the cells is transformed into

yi(k) � min Si(k), Ri+1(k)􏼈 􏼉. (15)

3.2.2. Cell Transmission Method between Road Links. ,e
transmission of vehicles between road links includes two
forms: merging and diversion. ,e basic transmission
principle is the same as the transmission process in the road
link, but the output capacity constraints of the upstream cells
and the receiving capacity constraints of the downstream
cells must be satisfied at the same time; that is, the traffic flow
propagation relationship should satisfy formulas (16) and
(17), respectively.

yi,j(k)≤ Si,j(k),

􏽘
i

yi,j(k)≤Rj(k), i � 1, 2, 3, . . . ,
(16)

􏽘
j

yi−1,j(k)≤ Si−1(k), yi−1,j(k)≤Rj(k), j � 1, 2, 3, . . . .

(17)

,e cell capacity at the intersection cannot reach the
same capacity as the cell in the road link. At this time, the
maximum output capacity of the cell is calculated as

S
c
i (k) � min ni(k), Qi(k), Q

c
i (k)􏼈 􏼉, (18)

where Qc
i (k) is the capacity of the i-th cell at the intersection

in the time period k and Sc
i (k) is the maximum output

capacity of the i-th cell at the intersection in the time period
k.

For the actual road network, formula (19) is always valid,
and the cell output capacity can be calculated according to
formula (20).

Q
c
i (k)≤Qi(k), (19)

S
c
i (k) � min ni(k), Q

c
i (k)􏼈 􏼉. (20)

,e receiving capacity of the intersection cell is calcu-
lated according to

R
c
i (k) �

w

v
􏼒 􏼓 Ni(k) − ni(k)􏼂 􏼃. (21)

Combining the above-mentioned transmission method
during link and between links, the basic cell transmission
relationship of the traffic flow in the road network is formed.

3.2.3. Vehicle Evacuation Methods on the Accident Road.
,is paper adds a vehicle evacuationmethod for interference
events based on the basic CTM. For the situation that the
road link capacity is greatly reduced, the CTM can naturally
capture the increasing amount of vehicle queues in the
upstream cell of the road link due to the existence of the road
link transmission constraint, and the actual travel time of the
road link is gradually extended. ,e vehicle not arriving at
the event-occurred link gradually changed the path
according to the DUO condition, and the queue is gradually
dissipated because there is no new vehicle flowing into it. In
the road link interruption situation, the vehicle upstream of
the incident point cannot flow into the downstream cell and
stay in the road section. In order to make the simulation
results more realistic, it is necessary to add amethod to make
the vehicle know the link interruption and then turn around
and leave the event-occurred link.

(1) ,e Method of User Knowing the Invalid Link and
Reselecting the Path ,e cell transit ability of the cell is 0 at
first. After the time of T, since the incident occurs at time ka,
the road BottomVertex (BV) detects that the vehicle outflow
is zero, or the road Top Vertex (TV) meets that the number
of vehicles in the cell (n) equals the number of vehicles that
the cell can accommodate (N). At this time, the vehicle
knows that the road link is interrupted, and the new path is
selected according to the new road network connectivity.

(2) ,e Method of the Vehicle Turning around in the Up-
stream Cell. Transfer the reverse method on the upstream
cell vehicle queue of the event-occurred link, and the vehicle
queue is sorted in reverse order. ,e updated cell capacity is
the capacity after turning around, and reverse transmission
is performed according to formula (22). After reaching the
top node of the incident link, the shortest path is selected
again based on taking this node as a new starting point, and
then the destination transmission is continued according to
the normal transmission mode. ,e upstream cell vehicle
U-turn driving method can be specified as

ni−1(k + 1) � ni−1(k) + yi(k) − yi−1(k), (22)

where ni(k) is the number of vehicles in i-th cell during k
period and yi(k) is vehicle outflow in i-th cell during k period.

3.2.4. Path Travel Time Calculation Method. ,e path and
link impedance can be calculated based on the actual travel
time of the vehicle in this paper. Because the model uses a
road link-based approach to traffic distribution (every

O Density

Flow

v w

qmax

Figure 2: Basic flow-density relationship diagram of CTM.
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vehicle completes a road link), it will reselect the shortest
path at the end of the road link and continue to travel
according to the new shortest path), and then when cal-
culating the actual travel time of the road link, it no longer
distinguishes the origin and destination point of the vehicle
in the road link from the driving path but counts the running
time of all vehicles directly. ,e path travel time calculation
method can be specified as

τa(k) �
􏽐z∈Maτa

z(k)ξa
z(k)

􏽐z∈Maξa
z(k)

,

T
r
ij(k) � 􏽘

a∈Ar
ij

τa(k),

(23)

where ξa
z(k) is whether the z-th traveler has completed the

travel on link a, τa
z(k) is the actual travel time of z-th traveler

completes of the road link a, and Tr
ij(k) is the travel time of

the path r.
,e actual travel time of all the vehicles traveling on link a is

counted in the k period, and the average value is taken as the
actual travel time on link a of this period.,e actual travel time
of each path is calculated according to the travel time of the
link, which is used as the basis for the existing vehicle to reselect
the path and for the new vehicle to select the path.

3.3. Transmission Efficiency OptimizationMethod. ,ere are
two main problems when applying this model to a large-
scale road network: the number of feasible paths and the
number vehicles adjusting the path in real time are both
large. It is necessary to optimize the computational efficiency
of the model for the above two problems.

3.3.1. Search Method Based on Path Set Matrix. A path
matrix is established in order to reduce the number of
calculations when searching the shortest path, and the total
feasible paths between all the node pairs are obtained by
traversing the entire road network at one time; then the path
to the corresponding position is recorded in the path set.
Next, the path search range is limited to the existing feasible
path in the set when performing traffic assignment. For the
case where the number of times of distribution is extremely
large, the amount of calculation can be cut down by reducing
the number of searches:

R �

P11 P12 . . . P1n

P21 P22 . . . P2n

⋮ ⋮ ⋱ ⋮

Pn1 Pn2 . . . Pnn

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
; (24)

among them

Pij �
∅, i � j,

rij|0< l rij􏼐 􏼑< +∞􏽮 􏽯, i≠ j,

⎧⎨

⎩ (25)

where R is the road network path set matrix, Pij is the
set of feasible paths from node i to j, rijis the feasible path

from node i to j, and l(rij) is the full travel time of the
path rij.

When searching for the shortest path, directly follow
the formula (26) to traverse the path set of the corre-
sponding starting and ending points to obtain the shortest
path.

r
∗
ij(k) � r|l(r, k) � min

r∈Pij

l(r, k){ }􏼨 􏼩, (26)

where r∗ij(k) is the shortest path from node i to j in time
period k and l(r, k) is the full travel time of the path r.

3.3.2. Feasible Path Node Number Limit. It is important to
set the upper limit of the number of nodes in the path
reasonably, which can not only reduce the candidate path
set, improving the efficiency of establishing the path set
matrix, but also increase the traversal calculation amount of
each search for the shortest path in the path set, improving
model calculation efficiency comprehensively.

Here, the search method based on the path set matrix is
adjusted (the node number limit is introduced) and the path
set is changed as

Pij �
∅, i � j,

rij|0< l rij􏼐 􏼑< +∞, 0<m rij􏼐 􏼑≤Mij􏽮 􏽯, i≠ j,

⎧⎨

⎩

(27)

where Pijis the feasible path sets from nodes i to j, rijis the
feasible path from nodes i to j, l(rij) is the travel time of path
rij, Mij is the upper limit of the path nodes number from
node i to j, and m(rij) is the number of nodes included in
path rij.

3.3.3. Node Group Division. It is necessary to group these
more concentrated nodes reasonably for the large-scale road
network, in order to avoid searching for a more tortuous but
not feasible path and then select the paths within the group
and between groups to form the final travel path.

3.4. Vulnerability Index Calculation Method.
Vulnerability evaluation indicators are mainly concentrated
in two categories: one is an indicator that starts from the
network topology and ignores the characteristics of traffic
flow and is suitable for analyzing networks with relatively
certain traffic volumes and small changes in traffic; the other
is under noncrowded conditions. ,e traffic performance
index reflects the operating status of the composite trans-
portation system and therefore gradually becomes the
mainstream of the road network vulnerability evaluation
index.

Most of the indicators considering the elements of traffic
flow use the number of individuals affected by the event and
the degree of individuals affected by the event as basic factors
and then combine them in a certain expression form to
establish vulnerability evaluation indicators.
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V � F(n, c), (28)

where V is the vulnerability evaluation index, n is the
number of individuals affected by the event, and c is the
extent to which the individual is affected by the event.

In vulnerability evaluation, it is a commonly used
evaluation method to rank the criticality of road sections by
measuring the severity of the consequences caused by the
incident. Take the traffic flow, traffic demand, population,
and other factors of the evaluated area as the basic number of
affected individuals, calculate the degree of individual im-
pact from the generalized travel cost, travel resistance, or
accessibility loss, and use the product of the two as the basis
data to measure the consequences of vulnerability exposure
has been widely adopted by scholars.

,erefore, referring to the vehicle inflow and outflow
curve shown in Figure 3, vulnerability evaluation indicators
are constructed considering two basic factors in this paper,
road traffic flow and traveling time consumption, and then
discretize them based on their continuous expression.
Taking the product of the instant vehicle number and the
instant duration dt of a certain link at time t as the in-
stantaneous travel time consumption of the traveler in the
road link at that time, its integral is calculated during the
whole research period as the traveler’s total travel time
consumption on the link a in the study period.where a
means the occurrence of event a in the road network. When
a is 0, it indicates that no interference event occurs, ua(t) is
the cumulative vehicle inflow of the road network at time t,
and va(t) is the cumulative vehicle outflow of the road
network at time t.

Ba � 􏽚
t

0
ua(t) − va(t)􏼂 􏼃dt, (29)

,en discretize the overall travel time consumption of
travelers on link a during the study period based on their
continuous expression, and bring in the vulnerability calculation:

VB �
Ba − B0

B0
, (30)

where Ba is the travel time consumed of the evaluated area
when the interference event a occurs, B0 is the travel time
consumed of the evaluated area when no interference event
occurs, and VB is the cumulative vulnerability index of the
evaluated area in the research time.

,e cumulative travel time of the road network relative
to the incremental proportion of the undamaged road
network in the study period is used as the cumulative
evaluation index of the road network vulnerability, and the
ratio of the travel time consumption of the road network
under normal and abnormal conditions in the same period is
used as the time-varying evaluation index of the road net-
work vulnerability in this paper. ,e vulnerability assess-
ment index is combined with the traffic flow evolution
model to give a calculation method for the vulnerability
dynamic indicator value in the model.

Under static conditions, the evaluation indicators of the
two equilibrium operating states before and after the event
are compared, but the analysis of the static equilibrium
conditions implies the assumption that the equilibrium state
will be realized, so its conclusion cannot make an accurate
evaluation of the road network vulnerability if the equi-
librium state has not been realized in the end, and the
process of evolving from the old equilibrium to the new
equilibrium is ignored. Correspondingly, during the evo-
lution process, the phenomenon that caused traffic con-
gestion was also ignored; therefore, the evaluation results
have certain limitations. ,erefore, this paper uses dynamic
indicators to explore the cumulative and time-varying effects
of vulnerability and evaluate the vulnerability of the road
network more accurately and comprehensively.

3.4.1. Individual Link Vulnerability Index Calculation
Method. ,e cumulative and time-varying indicators of link
vulnerability are shown, respectively, as

Ba(k) � Tk ua(k) − va(k)􏼂 􏼃 � Tk 􏽘
i∈Ia

n
a
i (k), Va �

􏽐k Ba(k) − B
0
a(k)􏽨 􏽩

􏽐kB
0
a(k)

, Va(k) �
Ba(k) − B

0
a(k)

B
0
a(k)

, (31)

where Tk is the duration of the k-th time period, na
i (k) is the

number of vehicles in the i-th cell in link a during k period
actual, Ba(k) is the total time consumption of the road link a

in the k period, where 0 corresponds to the value when no
event is affected, Va is the cumulative vulnerability
index value of link a as of k period, and Va(k) is the time-
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Figure 3: Schematic diagram of the inflow and outflow of vehicles
on the road section.
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varying vulnerability index value of road link a during k
period.

3.4.2. Road Network Vulnerability Index Calculation
Method. According to the road network structure and the
calculation method of the vulnerability index of the road
link, the cumulative index and the time-varying index of the
road network vulnerability are shown as

Vnet �
􏽐a∈A􏽐k Ba(k) − B

0
a(k)􏽨 􏽩

􏽐a∈A􏽐kB
0
a(k)

,

Vnet(k) �
􏽐a∈A Ba(k) − B

0
a(k)􏽨 􏽩

􏽐a∈AB
0
a(k)

,

(32)

where A is a set consisting of all links in the road network,
Vnet is the cumulative vulnerability index value of road
network as of k period, and Vnet(k) is the time-varying
vulnerability index value of road network during k period.

4. Case Study

4.1. Regional Overview and Parameter Design. ,e sur-
rounding area of Bao’an Center in Bao’an District of
Shenzhen City is selected as an example study object. ,e
boundary of the area is mainly composed of Guangshen
Highway, Xixiang Avenue, Haibin Avenue, and Hubin
Road, with Bao’an Avenue passing through and the dense
branch network matching inside.,e area is about 16 square
kilometers and the planned permanent population is
380,000. ,e internal land use types are mainly commercial
land near the Qianhai Bay (Binhai area), a large number of
residential lands scattered within the area (Bihai area), and
parts of school land.

,e traffic flow of the study area is mainly composed of a
large number of transit traffic flows and some internal traffic
trips on Guangshen Highway and Bao’an Avenue.
According to the detailed level of OD data, the road network
in the area is collated and simplified appropriately based on
the actual layout of the road network in Bao’an Central Area,
and then the abstraction is the road network structure shown
in Figure 4.

,e time range is 6:30–9:30 pm, and a blocking density is
133 pcu/ln•km. ,e remaining parameters are shown in
Table 1. Some roads do not have the same section
throughout the entire road. ,e same value is used here to
simplify the road network. In addition, for the road links
where the road capacity and the free flow speed can be
queried, the value is taken according to the actual situation;
for the link where the relevant parameters cannot be queried,
the value is taken according to the “City Planning Design
Code CJJ37-2012.” Main interference situation setting is
shown in Table 1.

,e details of the change process cannot be reflected
when the time interval is too large, and it is difficult for the
model to achieve the required accuracy if it is too small.
,is paper has conducted multiple tests based on the road
length and speed limit of the studied area based on

previous article [37]. According to the principle of speed
limit × time interval � cell length, for example, two nodes
are separated by 1000m and are divided into 5 cells with a
length of 200m. ,e driving distance can be exactly the
length of 1 cell in each cycle according to the speed limit;
thus, it can be realized that every cycle moves one cell to the
downstream cell when there is no congestion. Meanwhile,
the length of all the cell is controlled to a similar level and
uses an integer number of cells. Finally, based on the results
of multiple trial calculations, the simulation takes a time
period T of 20 s.

4.2. Road Network Vulnerability Evaluation Results

4.2.1. Vulnerability Evaluation Results under Complete
Failure. Figure 5(a) shows the cumulative index changes of
the road network vulnerability when the main section of the
Bao’an Central Area completely fails, reflecting the overall
time loss ratio of all travelers in the region since the event
occurred relative to the undisturbed situation.

It can be seen from Figure 5(a) that the cumulative
vulnerability curve shows two kinds of trends. One as in
situation 1, its cumulative vulnerability value gradually in-
creases to about 0.10 since the event occurs and then tends to
be stable. In the others as in situations 2, 3, and 4, the
cumulative vulnerability values have increased to a greater
extent and produced more obvious signs of recovery. ,e
cumulative vulnerability value of situation 4 is the largest,
and its peak value reaches 0.28.

During the period of continuous impact of the event, the
vulnerability index value is significantly higher than other
situations. ,e recovery efficiency of situation 2 is relatively
high, and the slope of the cumulative vulnerability curve in
the recovery phase is significantly higher than in other
situations. Corresponding the invalid road link of each
situation to the road network, it can be found that when the
contact link of Bao’an Avenue and Guangshen Highway
fails, more overall time loss is generated and the recovery
speed is slow.

Figure 5(b) shows the time-varying index of road net-
work vulnerability when the main link of Bao’an Central
Area fails. ,is index indicates the traveler’s time loss in the
road network at each time period since the event occurrence.
,is index eliminates the cumulative effect since the oc-
currence of the event and directly reflects the consequences
of the event at the current time.

A similar conclusion to Figure 5(b) can be obtained from
(a). It is worth noting that the initial impact of situation 1 is
less than situation 2 at the peak of each curve, but the
subsequent sustained impact is basically maintained above
situation 2. It is indicated that the main impact periods of
different road links are different, and the criticality of the two
links needs to be discussed differently based on the con-
tinuous impact time of the events.

At the maximum peak of each curve, the initial impact of
situation 1 is less than that of situation 2, but the subsequent
continuous impact is basically maintained above situation 2.
,us, it may neglect the operational state of the road
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network in the disordered phase initially affected by the
event if applying static indicators only.

,e vehicle arrival rate is used to analyze the road
network flow variation. It can be visually observed from

Figure 6 that the vehicle arrival rate in the disordered phase
has dropped significantly in various interference situations,
significantly in situations 3 and 4; see Figures 6(a) and 6(b).
,is corresponds to the obvious rising phase of the time-
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Figure 5: Vulnerability variation diagram under link complete failure. (a) shows the cumulative vulnerability when the main section of the
Bao’an Central Area completely fails, and (b) shows the time-varying vulnerability. (a) Cumulative vulnerability. (b) Time-varying
vulnerability.
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Figure 4: Example road network structure diagram.,e left figure shows the actual layout of the road network in Bao’an Central Area, and
the right figure shows that the abstraction is the road network structure.

Table 1: Main interference situation setting table.

Interference
situation Links Nodes Number of lanes Degree of interference

Situation 1 Guangshen Highway (Xixiang Avenue-Chuangye 1st
Road) 6⟶25 4 lanes Complete failure

Situation 2 Bao’an Avenue (Xin’an 6th Road-Yu’an Road) 15⟶20 4 lanes Complete failure
Situation 3 Bao’an Avenue (Chuangye 1st Road-Xin’an 1st Road) 24⟶27 4 lanes Complete failure
Situation 4 Chuangye 1st Road (Guangshen Highway-Bao’an Avenue) 24⟶25 3 lanes Complete failure
Situation 5 Chuangye 1st Road (Guangshen Highway-Bao’an Avenue) 24⟶25 3 lanes Two-lane failure
Situation 6 Chuangye 1st Road (Guangshen Highway-Bao’an Avenue) 24⟶25 3 lanes One-lane failure
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varying peak and cumulative vulnerability of each inter-
ference situation at the initial stage of the event. ,e vehicle
arrival rate of situations 3 and 4 still maintains a large
fluctuation as time passes; that is, the unstable fluctuation of
traffic flow makes the time-varying network vulnerability
also maintained at a relatively high level.

According to the partial failure situation (see
Figures 6(c) and 6(d)), the vehicle arrival rate curves are
different from that of complete failure, there is no obvious
impact on the disordered phase, and the fluctuation of the
period impact amount is small. Situation 6 is even main-
tained at a level that is comparable to the noninterference
situation. ,e vehicle could still travel to the destination
along the original route since the road link is not interrupted
in situation 5, so that the vehicle arrival rate does not observe
a significant drop in the early stage of the event. After the
event occurred for about 100 time periods, the arrival rate

shows a large decline. ,is is because the formation of
congestion needs to go through a process after the partial
failure of the road. ,e impact on traffic flow is gradually
shown up after the congestion is basically formed.

4.2.2. Vulnerability Evaluation Results of Partial Failure.
A further discussion is made based on selecting situation 4
which has a relatively high vulnerability value throughout
the simulation. By setting the road partial failure situation
from the failed road link 24⟶25 in situation 4 as situations
5 and 6, the road network vulnerability under different
interference levels is discussed.

,e single-lane failure of the road link can barely expose
the vulnerability of the road network (Figure 7). Because the
minimum travel time of the link 24⟶25 increases due to the
single-lane failure, the link will not become the shortest path
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Figure 6: Vehicle arrival rate diagram under complete or partial failure. (a) Situation 3 and (b) situation 4 of complete failure show
significant fluctuations. (c) Situation 5 and (d) situation 6 of partial failure situation show flat fluctuations. (a) Situation 3. (b) Situation 4.
(c) Situation 5. (d) Situation 6.
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for some travel demand, so that the traffic volume of the link is
more stable compared with the noninterference situation, and
the road network vulnerability has also decreased.

As Figure 7(b) shows, the initial impact of two-lane
failure (scenario 5) is much lower than that of road section
complete failure (scenario 4), but the continuous impact
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Figure 7: Vulnerability variation diagram under link partial failure. (a) Cumulative vulnerability when setting the road link 24⟶25 failed.
(b) Time-varying vulnerability. (a) Cumulative vulnerability. (b) Time-varying vulnerability.
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Figure 8: Individual link vulnerability variation. (a, b) Cumulative and time-varying vulnerability under severe impact. (c, d) Cumulative
and time-varying vulnerability under general impact. (a) Cumulative vulnerability under severe impact. (b) Time-varying vulnerability
under severe impact. (c) Cumulative vulnerability under general impact. (d) Time-varying vulnerability under general impact.
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of the two is basically the same. Using static indicators
to compare the vulnerability indicators of the two equi-
librium states may lead to conclusions that the vulnera-
bilities of the two situations are similar, which is
inaccurate.

4.3. Individual Link Vulnerability Evaluation Results. It is
not convenient to list the evaluation results of all the links
under all interference situations since there are many
links in the example road network. ,erefore, take the
situation with the highest vulnerability value in the
vulnerability evaluation of the former road network as
the evaluation object, giving the evaluation result in
which the link vulnerability changes significantly under
this situation.

Figure 8 shows the vulnerability index variation of the
road links with large vulnerability values in situation 4,
depending on the degree of each link impact. Obviously,
links 29⟶30 and 30⟶31 are severely impacted, and the
impact is even higher than the direct event-occurred link
24⟶25. Among them, the influence of the link 29⟶30 is
mainly in the disorder stage, and 30⟶31 is affected
multiple times during the event impact, which is mainly
because the travelers alternately select the shortest path and
the second shortest path with the traffic flow evolution,
causing link congestion to be formed several times and
gradually dissipated.

,e time-varying vulnerability of the road link 11⟶6
shows a large fluctuation, and the cumulative vulnerability
also has risen with fluctuations. ,is repeated fluctuation of
time-varying vulnerability is also caused by the traveler’s
alternately selection between the shortest path and the
second shortest path.

,e two vulnerability index values on the event-occurred
link 24⟶25 rise sharply in the disordered phase and de-
cline gradually in the recovery phase. In addition, the time-
varying vulnerability of this link is maintained at a lower
position after the vehicle is evacuated, and the cumulative
vulnerability is also gradually reduced correspondingly. ,e
two vulnerability index values of the links 20⟶24 and
24⟶27 have a small increase with fluctuations in the
disordered phase and then quickly return to the low position
and enter a new stable state. ,is change is mainly due to the
fact that the two links connect the upstream nodes of the
event-occurred link 24⟶25, undertaking the task of
evacuating the link traffic flow. ,erefore, the vulnerability
value in the disordered phase has a large increase obviously
and then gradually enters a new equilibrium state after the
vehicle evacuation is completed.

5. Conclusions

,e vulnerability evaluation of the example road network is
carried out, and the dynamic change law of vulnerability is
summarized. ,e model is used to evaluate the vulnerability
of road network and link from the two aspects of complete
failure and partial failure. ,e specific research results and
conclusions obtained are as follows:

(1) ,e impact of interference events usually includes a
large increase in the time-varying vulnerability value
in the disordered phase and then gradually returns to
the low level in the recovery phase. ,e change in
cumulative vulnerability value is mainly reflected in
the significant increase in the disordered phase and
the gradual decline or substantial stability after the
evolution into the recovery phase.

(2) Comparing the evaluation results of the road net-
work and individual link, it is found that the road
network vulnerability change is relatively flat, and
the influence of individual link has the order of
influence of event-occurred link, adjacent road links,
and similar functional links. ,erefore, the road
clearing and traffic guidance should be carried out
according to the specific conditions of each stage
during the dynamic process, strengthening the traffic
guidance for the direct event-occurred link and then
the similar functional links to avoid repeated
congestion.

(3) Comparing the results of complete failure and partial
failure of the road, it is found that the interfering
event will not have a significant impact on the road
network vulnerability when the road has sufficient
spare capacity. When the spare capacity of the road
link is insufficient, the complete failure of the road
causes a greater initial impact. ,erefore, it is nec-
essary to maintain a certain traffic capacity for the
road links to avoid the vehicles from rushing into
adjacent road links in a short period of time.

(4) From the perspective of road traffic flow, when the
main road with large traffic flow fails, the road
network has a large cumulative vulnerability and a
greater time-varying vulnerability during the dis-
ordered phase. ,erefore, prioritizing the smooth
flow of major roads can weaken the impact of road
network vulnerability exposure.

(5) From the perspective of network topology, the less
the spare capacity or the number of alternative road
links, the higher the vulnerability of the road link.
,erefore, improving the density of the road network
and improving the redundancy of the road network
from the topological level can also improve the
ability of the road network to resist interference
events.

In terms of the universality, it should be noted that
lessons from this study could not be generalized to regions
like the US or Europe where urban traffic condition is
different from that in China. However, for some developing
countries, our findings have potential to provide some
reference comparably, especially for rapid urbanizing and
renewing cities in southeast Asia, with similar traffic con-
dition and road structure to China. ,e dynamic road
vulnerability is complex and the data from Shenzhen city are
of limited size, which calls for more context-sensitive and
place-based research to supplement the existing knowledge
in the future. Our findings could contribute to guiding
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sustainable development of integrated transport planning
for these developing countries.

For future study, the CTM will be integrated with other
transportation networks. Improved versions of this model
will consider the elastic demand of traffic travel and the
cognitive error of the user since only the complete failure or
partial failure of an individual link was considered. ,e
multilink combination failure caused by severe interference
events can be studied in the future.
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For studying the mechanism of flight conflict in approach of the intersecting runway, this paper applies the case study, scenario
construction, and complex network, analyzes the operational risks of the intersecting runway, and researches the general rule of flight
conflict. We constructed a network model of scenario evolution of flight conflict with selecting Beijing Daxing International Airport as
the research object, which included 169 nodes and 263 edges. It proposed path evolution and verified the effectiveness of this network.
We analyzed the degree centrality, median centrality, and closeness centrality of the network, and the results showed that the
comprehensive value of 5 nodes is high, including go-around (V2), conflict resolution (C22), the warning light of aft cargo dJor was
extinguished (F12), suspend subsequent take-off operations (F5), and keeping visual flying (C26). 'e results show that this method
provides a new research way for the control strategy of chain breakage and the mechanism of scenario evolution of flight conflict.

1. Introduction

In recent years, in order to cope with the shortage of airport
runway capacity in the development of civil aviation in-
dustry of China, airports are being rebuilt and expanded all
over the country, which is a project with huge demands on
land resources and environment. 'e airport with the
intersecting runway has many advantages. On the one hand,
it can adapt to the change of wind direction, realize om-
nidirectional take-off and landing, improve the efficiency
and safety of the runway operation, and increase the flow.
On the other hand, land resources can be greatly saved. 'e
airports using the intersecting runway is becoming a su-
perlarge and large airports, for example, Beijing Daxing
International Airport [1], which operated in 2019.

'ere has been rich experience in the operation of the
parallel runway in China. In 2005, Beijing Capital Inter-
national Airport was the first airport in China to implement
the independent operation of two runways. At the same
time, the Civil Aviation Administration of China has con-
tinuously released the operation rules for multiple runways,
such as CCAR-98TM [2] and CCAR93TM—R2 [3]. How-
ever, serious flight conflicts still occur in the operation of

parallel runways in China. For example, the “10.11” flight
conflict (serious accident) sign occurred in Shanghai
Hongqiao Airport in 2016 [4].

2. Research Actuality

Because flight conflict is the direct cause of the plane crash
[5], the research on the intersecting runway is relatively
early abroad; most of the work progress to the prediction
and prevention of the conflict stage, whose content involves
the ground early warning system, the pilot alarm infor-
mation, intersecting runway take-off location identification
system, take-off and landing aircraft separation operation
[6–8], etc.

However, due to the fact that the intersecting runway
operation mode has not been officially used in China,
current studies still focus on the wake interval, runway
capacity, flight data analysis [9–11], and other related issues.
'e research in this area is relatively rare. In the relevant
research on flight conflict, domestic scholars mostly take
parallel runway as the basis and focus on conflict hotspot
identification and the establishment and solution of the relief
model [12–14].
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Complex network has been applied to the risk scenarios’
evolution process of the deep-water drilling platform [15]
and amphibious seaplanes [16] and achieved remarkable
results. At the same time, many hot problems in the field of
civil aviation also applied to the single-layer and multi-layer
complex network, such as the route network [17], the flight
delays [18], traffic distribution strategy [19], and security
vulnerability analysis [20], based on the performance of
navigation (PBN) [21].

'e research actuality at home and abroad is supple-
mented and modified as follows: at present, many research
studies on the prediction and prevention of aviation safety
incidents rely on aviation safety incident reports, but most of
the reports have problems such as large content and non-
standard language and writing style [22].'erefore, it is vital
to accurately identify why these incidents occurred in the
aviation safety incident report [23]. Xu et al. studied Natural
Language Process (NLP), text mining techniques, machine
learning, and other aspects, which effectively improved the
accuracy of information processing [24, 25].

At present, there are relatively few studies on the com-
bination of the operation mode of the intersecting runway
and the scenarios’ evolution of flight conflict. In view of the
actual operational requirements and potential safety problems
of airports with superlarge intersecting runway in China, this
paper adopts complex network theory and scenario analysis
method to conduct scenario evolution and risk analysis of
flight conflict of the intersecting runway, in order to explore a
new way of describing and analyzing flight conflict risk.

3. Construction of Method and Model

3.1. �eoretical Method

3.1.1. Construction of Scenario �eory. A scenario is a col-
lection of a large number of similar events and various risks
that may occur in the future [26, 27]. Scenario elements are
usually analyzed from three dimensions of disaster body,
disaster-resistant body, and disaster body [28]. Situational
elements are the key factors of situational construction,
which can reflect the development state and trend of events.

3.1.2. Complex Network �eory. Qian Xuesen defined that
the complex network is the network with a part or all of the
properties of self-organization, self-similarity, attractor, small
world, and scale-free [29]. Based on system theory, graph
theory, and statistical theory, the complex network can
represent intuitively connectivity between system structures
by establishing accident scenarios [30]. 'e complex network
is described by a weighted directed acyclic connected graph
G� (V, L, W) of the sparse matrix, which is suitable for the
study of accidents with complex accident mechanism, nu-
merous risk factors, and risk factors with complex relation-
ships and complex accident models’ components.

(1) 'e node degrees
Node degree is the set of the input degree and exit
degree of the node and the number of edges con-
nected by nodes. 'e degree of node t is denoted as

kt � 􏽘
s

ats. (1)

In the type, kt is the degree of the node and ats is the
number of edges connected between nodes vt and vs.
Node degrees can reflect the importance of nodes.
'e greater the degree of the node is, the more
important the nodes in the network are.

(2) 'e degree centrality
'e degree centrality of nodes is to measure how
closely a node in the network is connected with all
other nodes. 'e degree centrality of nodes is
denoted as

CD vt( 􏼁 �
􏽐

s
t�1 ats

s − 1
. (2)

In the type, CD(vt) is the degree centrality of nodes
and ats is the number of edges connected between
nodes vt and vs (excluding self-ring). 'e degree
centrality of a node reflects the degree of association
between a node and other nodes in the network. 'e
greater the degree centrality of a node, the closer the
connection between the node and other nodes.

(3) Median centrality
Median centrality of a node is the ratio of the number
of shortest paths a node has passed to all shortest
paths in the network.'emedian centrality of a node
is noted as

CB vt( 􏼁 � 􏽘
s≠ v≠ tϵV

σst(v)

σst

. (3)

In the type, CB(vt) is the median centrality of nodes
and σst(v) is the number of shortest paths through
nodes v. Median centrality of nodes is another index
that reflects the importance of nodes in the network.
'e greater the median centrality of nodes, the
higher the position of nodes in the network.

(4) Closeness centrality
'e closeness centrality of a node is the ratio of the
number of all nodes related to a node in the network
to the number of all shortest paths passing through
this node:

C vs( 􏼁 �
1

􏽐vs
d vs, vt( 􏼁

. (4)

In the type, C(vs) is the closeness centrality of nodes
and d(vs, vt) is the distance between nodes vs and vt.
Closeness centrality of nodes is a parameter that
measures the importance of nodes by the average
length of shortest paths between nodes. 'e greater
the proximity centrality of nodes is, the more im-
portant the nodes in the network are.

3.2. Analysis of Risk Characteristics of Intersecting Runway
Operation. 'e flight conflicts of the intersecting runway
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have varied causes and complex evolvement process, which
is suitable for using the complex network to study. 'e
complex network is between the regular grid and random
network. 'e nodes are connected into edges in a self-or-
ganizing way, and the initial event evolves into the final event
through different paths. 'e evolution of the intersecting
runway flight conflict scenario has the following
characteristics.

3.2.1. Complexity. 'e risks of flying at low and medium
altitudes, especially in tower control areas, eventually
emerge in the operation. In the process of flight, facing the
influence of turbulence, thunderstorm, wind shear, ice ac-
cumulation, and other bad weather, restrictions on airspace
imposed by military aviation activities have randomness and
variability, and aircraft and air traffic control equipment are
prone to failure.'ese risk factors interact with each other in
a complex way, projecting them into the network as nodes.

3.2.2. Small-World Character. 'e small world of the evo-
lution of the risk of intersecting runway flight conflict is
reflected in that, although there are many risk factors af-
fecting flight conflict events, it can occur in a few short nodes
between the initial event and the resulting event.

3.2.3. Scale-Free Features. 'e scale-free property of the
complex network mainly describes the problem of the node
degree. A few nodes in the network have a lot of connections,
while most do not. In the evolution process of flight conflict
scenarios for the intersecting runway, most risk factors
revolve around the results of flight conflict and several major
risk factors leading to flight conflict, such as aborted ap-
proach, go-around, re-approach, and so on, which reflect the
scale-free characteristics in the evolution process.

3.2.4. Community Structure Characteristics. Intersecting
runway flight conflict situation evolution concerns the four
types of risk factors of Human, Machine, Ring, and Tube.
'e complex network provides a model that can show the
interrelationships between each type of the risk factor and
the interaggregation of related risk factors. Categorizing
these risk factors, we can identify the commonalities of these
risk factors and the relationships between each type of factor.

3.3. Construction of Scenarios’ EvolutionaryNetworkModel of
Flight Conflict in Approach Stage

3.3.1. Identification of Operational Risk Factors for Airport
with Intersecting Runway Configuration. 'is study was
based on the real layout of the intersecting runway of Daxing
Airport. Major operational risks in the approach phase are
shown in Table 1.

3.3.2. Network Model Construction Procedures. 'e process
of constructing the evolution network model of flight

conflict scenarios in the approach stage of Daxing Airport’s
cross-runway is as follows:

(1) Data Processing. Collected and sorted out laws and
regulations related to intersecting runway operation
of civil aviation as well as relevant data of Daxing
Airport’s operating and natural environment; a total
of 906 flight conflict incidents were collected and
summarized from 2010 to 2019. 'e cases were di-
vided into 6 categories, including aborted approach,
rejected take-off, runway unusable, ground activities,
unmanned aerial vehicles, and certain consequences.

(2) Case Study. We defined relevant risk factors that
could lead to flight conflict as a keyword library,
applied the Chinese Word Segmentation technology
of Python ieba function library to extract the key-
words in the event, and counted the frequency of
statistical keyword, logical relationship, and other
parameters, and the keyword library is modified by
the results of the Chinese Word Segmentation
technology to make it closer to the case contents.

(3) Construction of Scenario Group. Constructed the
logical link between the keywords in taking a single
case as a unit, extracted the safety risk factors, sce-
nario description, scenarios’ elements and nodes of
flight conflict occurring during aircraft approach in
the terminal area of the airport with the intersecting
runway, and constructed the scenario group and
evolution network

(4) �eConstruction of Complex Network. Sorted out the
public node of different scenarios and plotted
complex network diagrams for flight conflict sce-
narios in the intersecting runway terminal area of
Daxing Airport.

(5) Analysis of Experimental Results. Calculated network
parameters including node, edge, and weight and
analyzed their influence on flight safety.

4. The Empirical Analysis

4.1. �e Experimental Background. 'is paper is based on
the actual layout of the intersecting runway of Daxing
Airport and assumes that the flight conflict would occur after
the 11L/29R runway was put into operation: the landing
would be made on the 29R runway, the approaching aircraft
would stop the approach and go-around, and its track would
cross with the aircraft taking off and landing on other
runways, resulting in flight conflict.

4.2. Complex Network Construction. 'e risk factors of the
abort approach event case set, namely, nodes of the complex
network, were extracted, including 37 nodes.'e risk factors
(nodes) of the abort approach scenario are shown in Table 2.

By sorting and screening invalid edges in the network
(go-around⟶abort approach), the obtained directed net-
work graph contains 78 edges, as shown in Figure 1.

By the same token, the nodes of the other 5 cases were
extracted and constructed to network. Because of the limit of
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the space, it is not here. Sorted public nodes and used
uniform labels to realize the connectivity of each network
and get directed network diagram flight of conflict of Daxing
Airport intersecting runway, which had a total of 169 nodes’
risk factors (such as Table 3) and 263 sides (as shown in
Figure 2).

According to Table 3 and Figure 2, the nodes V1–V30 are
common nodes of all kinds of events, nodes A1–A21 rep-
resent the abort approach events, nodes B1–B16 represent
runway unavailable events, nodes C1–C34 represent cause
events that may cause certain consequence, nodes D1–D12
represent UAV events, nodes E1–E20 represent ground
activity events, nodes F1–F36 represent rejected take-off type
events. 'e nodes of all kinds of events are connected with
each other through V1–V30 nodes, which constitute the
flight conflict scenario evolution network model of Daxing
Airport’s intersecting runway.

4.3. Network Parameters. Table 4 shows model parameters
of the flight conflict scenario evolution network model of
Daxing Airport’s intersecting runway.

Table 4 shows that the network density of the network is
0.009, and the network density is low, indicating that the
model network is relatively loose, the evolution of the risk
event is less, and the relevance is general; the network is
1.556, indicating that each node of the network is connected
to 2 other nodes, which conforms to the small-world
characteristics of the complex network. In the mean cal-
culation method, the weight of each side will be defaulted to
1. If the weight is considered while calculating the node
degree, it can be obtained that the average weight of the
network is 20.337, indicating that the degree of discrete of
side weight distribution in the network is large [31].

'e weights of some edges are large, some are small. Few
nodes have a large number of connections, and most nodes
are rare, reflecting the no-scale characteristics of the com-
plex network. 'e average path length of the network is

Table 1: Operational risk.

Risk category Risk name Risk description

Flight risk

TCAS warning Daxing Airport consists of four runways. 'e 11L/29R runway is an intersecting runway
located in the East. Due to different operation modes, it is easy to cause TCAS warning

Flight conflict
'ere will be a potential flight conflict with the operation of landing on 29R runway: the plane
go-around track on 29R runway will cross with the tracks of the operating plane on the others

runways

Under the minimum
interval

Whenmultiple runways approach and take off at the same time, it is easy to trigger alarm, and
there have been incidents that the approaching aircraft of adjacent runways under the

minimum interval

Wrong runway 'ere is an air force airport runway on the west side, which is not used for civil aviation, but it
was easy to landed on the wrong runway and generate TCAS alarm

Environmental
risk

Tailwind When the aircraft runs northward, it is easy to run tailwind in spring and summer, which
reduces the take-off and go-around performance of the aircraft

Unstable approach In the southward operation, due to the influence of terrain, it is easy to face turbulence, which
has great interference on the approach stability and flight parameters

Operation limit

Forbidden zone 'ere are a lot of forbidden zones around Beijing

Secondary radar fault
Taking off and landing aircraft without secondary radar transponders is prohibited in the
airport; when secondary radar transponders fail on the ground or in the air, restrictions are

formed

Table 2: Risk factors of the aborted approach scenario (nodes).

Numbers Risk factors
A1 Abort approach
A2 Wind shear
A3 Turbulent flow
A4 Go-around
A5 'understorm
A6 Rainfall
A7 Unable to see the runway
A8 Excessive tailwind
A9 Turbulence
A10 Excessive gust
A11 'e control orders plane to slow down
A12 Causes of runway configuration
A13 Failed to get off the runway in time
A14 Reapproach
A15 Flap fault
A16 Unable to see the front plane
A17 Still has catch-up trend
A18 Under the wake interval
A19 Overweight
A20 Continue to catch up with the front plane
A21 Catch up with the front plane
A22 Dissatisfaction landing interval
A23 Bird strike
A24 'ere is a trend of catching up
A25 Unstable approach
A26 Runway suspended
A27 Bias navigation
A28 Avoid
A29 Ground proximity warning
A30 Crossing the runway waiting line
A31 Conflict
A32 Crosswind
A33 TCAS warning
A34 Conflict warning
A35 PTCAS
A36 Blind approach
A37 Frost fog
— —
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3.143, indicating that each node can affect other nodes only
through the average of 3.143 units. 'e network diameter of
the network is 9, indicating that any of the nodes in the
network may cause flight conflicts up to 9 steps. 'e average
cluster coefficient is 0.097, which reflects that the interaction
between nodes is low.

5. Experimental Results’ Discussion

5.1.NodeDegreeandDegreeDistribution. Table 5 shows that,
in the flight conflict scenario evolution network model of
Daxing Airport’s intersecting runway, for the degree, the
degrees and in-degree of the node (V1) are max.'e degrees
(degree value 38) are max, indicating that it is the most
important node in the network, and the in-degrees (degree
value 32) are max, indicating that the risk factors leading to
the suspension of approach are the most, and it is difficult to
control. V1 is a key risk factor and one of the necessary
conditions leading to flight conflict. 'e result is completely
consistent with the actual situation.

In terms of out-degree, the controller makes notifi-
cation (V18), blind approach (V16), and check (V19),
which are the three nodes with the largest out-degree. V18
is a process event and not a risk factor, so it can be ignored
here. V16 is a node describing the approach state, which is
a risk factor, and its large degree indicates that it is more

likely to cause subsequent risk events in the process of
blind approach.

Nodes with higher degrees should be paid attention
during the evolution of flight conflict scenarios at the Daxing
Airport crossing runway.

5.2. Betweenness Centrality of Nodes. Table 6 shows that the
betweenness centrality values of V19 and V1 are the largest,
which indicates that the shortest paths V19 and V1 pass are
the most, and V19 and V1 play the most important role in
the risk transmission process of the whole network.

'e analysis of the actual case shows that the factors
causing V1 include the abnormal state of runway and all
kinds of approach equipment. In this case, the controller will
inform the relevant ground personnel to check and clear
trouble at the first time, so the betweenness centrality value
of V19 is the largest among all risk event nodes, which is
completely in line with the reality.

V19 and V1 play an important role in the evolution of
flight conflict scenarios on the intersecting runway.

5.3. Closeness Centrality of Nodes. 'e 12 nodes in Table 7
had the highest closeness centrality. 'e closeness centrality
of nodes shows of the location of nodes in the network. 'e
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Figure 1: Directed network graph of the aborted approach cases.
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Table 3: Risk factors (nodes).

Numbers Risk factors Degree
V1 Abort approach 38
V2 Go-around 9
V3 Rainfall 2
V4 Turbulence 3
V5 Reapproach 13
V6 Flap fault 2
V7 Bird strike 3
V8 Runway suspended 7
V9 Avoid 5
V10 Ground proximity warning 3
V11 Crossing the runway waiting line 4
V12 Conflict 10
V13 TCAS warning 1
V14 Conflict warning 2
V15 PTCAS 1
V16 Blind approach 14
V17 Waiting in place 3
V18 Controller briefing 33
V19 Inspect 18
V20 Safe landing 11
V21 Approach coordination 3
V22 Normal approach 6
V23 Continue approach 5
V24 Run off the runway 9
V25 Alarm elimination 2
V26 Suit of pavement 3
V27 Change runway to land 4
V28 Glide back 25
V29 Take-off interrupted 21
V30 Automatic pressurization system failure 1
A1 Wind shear 3
A2 Turbulent flow 3
A3 'understorm 1
A4 Unable to see the runway 1
A5 Excessive tailwind 1
A6 Excessive gust 1
A7 Orders plane to slow down 12
A8 Causes of runway configuration 1
A9 Failed to get off the runway in time 1
A10 Unable to see the front plane 9
A11 Still has catch-up trend 3
A12 Under the wake interval 9
A13 Overweight 2
A14 Continue to catch up with the front plane 7
A15 Catch up with the front plane 7
A16 Dissatisfaction landing interval 2
A17 'ere is a trend of catching up 6
A18 Unstable approach 3
A19 Bias navigation 3
A20 Crosswind 1
A21 Frost fog 1
B1 Repair 2
B2 No foreign matter was found 1
B3 'e equipment is normal 3
B4 Departure aircraft waiting 1
B5 'e course signal is normal 3
B6 Confirm whether the blind drop signal is stable 2
B7 Course stability 2
B8 Fragments 1
B9 Plastic bag 1
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Table 3: Continued.

Numbers Risk factors Degree
B10 Course signal instability 3
B11 Course instability 5
B12 'e one minute vector line swings left and right 3
B13 'e course signal is unstable 2
B14 Signal instability of glide path 2
B15 'e radar signal swings left and right 1
B16 Radar track swing 2
C1 MSAW alarm 1
C2 Descent height 2
C3 Stop descent 2
C4 Alarm release 1
C5 Unidentified vehicle 2
C6 Controller call field service assistance handling 2
C7 Radio jamming channel 2
C8 Get off the runway 1
C9 Deviation taxiway 2
C10 Guided vehicle passes the waiting point without permission 1
C11 Runway intrusion warning 2
C12 Controller verification 2
C13 'e guide car exits outside the waiting point 1
C14 Breaking the command height 1
C15 Keep going up 2
C16 Controller command descent 2
C17 'e height setting is correct 1
C18 Flight procedure error 1
C19 Upwind not turning according to the procedure 2
C20 Deviation from procedure 2
C21 Rejoin the correct take-off procedure 1
C22 Conflict resolution 6
C23 No TCAS alarm 1
C24 Controller asked if it could be visualized 2
C25 Visualization 2
C26 Keep visualization 2
C27 Converging flight at the same altitude 1
C28 Converging flight 2
C29 Slow down 1
C30 Under the regular interval 1
C31 Waiting outside the runway 1
C32 Drive-bird car for road inspection 1
C33 Waiting on taxiway 2
C34 Delay 1
D1 Drone 5
D2 Tower verification to crew 4
D3 Not found by the crew 5
D4 'e operation was not affected 2
D5 Departure aircraft affected 1
D6 Approach aircraft affected 1
D7 'e moving direction is uncertain 1
D8 Balloon 4
D9 Crew visual balloon activity 1
D10 Kite 1
D11 Floater 1
D12 Laser irradiation 1
E1 Airforce activities 1
E2 Reasons for passengers 1
E3 Mechanical fault 1
E4 Aircraft fault 1
E5 Fuel leakage 1
E6 Pollute taxiway 2
E7 'e reason of frontier defense 1
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closer the node is near the network center, the more im-
portant is the node.

Go-around (V2) and conflict resolution (C22) are the
key risk factors related to the occurrence of flight conflict
events at Daxing Airport, and their closeness centrality is
high.

'e warning light off (F12) of the rear cargo door and
interphone card group channel (C7) are both related to
equipment failure. 'e inspection (V19) node is the node

with the greatest median centrality, while the equipment
failure-related node is closely related to V19.

'e description of deviation procedure (C20) in the case
is that the pilot did not operate according to the prescribed
procedure to cause deviation procedure, which is a human
factor. 'e whole process of flight conflict in actual oper-
ation cannot be separated from human behavior.

Suspend of subsequent take-off activities (F5), maintain
visual (C26), stop descent (C3), controller verification (C12),

Table 3: Continued.

Numbers Risk factors Degree
E8 Crew timeout 1
E9 'e visual range of runway is lower than its landing standard 1
E10 Pavement icing 1
E11 Flight control system fault 1
E12 Weather radar fault 1
E13 Aircraft technical reasons 1
E14 Front wheel turning fault 1
E15 Engine core de-icing component fault 1
E16 Departure time limit 1
E17 'ere are approaching planes on final 2
E18 Oil replenishment 1
E19 Abnormal front tire pressure display 1
E20 Hit by a special vehicle 1
F1 No impact on runway 1
F2 'e tower asked if there was any hydraulic oil leakage 2
F3 No hydraulic oil leakage 2
F4 Need rescue service 2
F5 Suspension of subsequent take-off activities 2
F6 Further confirm the fault information 1
F7 Apply for glide back 2
F8 Uncertain whether there is any abandoning and scattering objects 2
F9 No service is required 1
F10 Recovery of runway 2
F11 Coordination of relevant airport departments 1
F12 'e rear cargo door warning light extinguish 2
F13 RebJoting 2
F13 'e rear cargo door is closed 1
F14 'e push back light is on at the same time 2
F16 'e computer shows that the hydraulic pressure is low 1
F17 Lost GPS signal 1
F18 Rear gate light on 1
F19 Rear cargo door warning light on 1
F20 Rear passenger compartment gate warning light on 1
F21 Fire engine in place 2
F21 Warehouse fire 1
F22 Fire emergency 2
F24 'ere is no smoke or fire outside the engine room 2
F25 'e fire engine taxied behind 1
F26 'ere is no abnormal phenomenon in the fire report 1
F27 Right engine fault 1
F28 Oil leakage may occur 1
F29 Hatch open 1
F30 Cockpit voice recorder fault 1
F31 Computer fault 1
F32 Configuration alert 1
F33 Take-off configuration alert 1
F34 Front door of engine room not opened 1
F35 Air-brake fault 1
F36 Left side engine fault 1
— — —
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and controller instruction descent (C16) are all belong to the
node that describes the state, not risk factors, which carry the
transmission of risk factors.

Since there is no flight accident in the case set in this
paper, the closeness centrality of safe landing (V20) is 1.

5.4.�e Comprehensive Value of the Node. According to the
relevant research results [15], the importance of nodes is
determined to be described by comprehensively considering
the relevant parameters. In this paper, the comprehensive
value of nodes is defined as the average value of the sum of
degree centrality, betweenness centrality, and closeness
centrality. 'e importance of each node in the network is
described by the comprehensive value, as shown in Table 8.

From the result of the comprehensive value, the case set of
unsafe events adopted in this case did not cause serious con-
sequences, so the safe landing (V20) can be eliminated. At this
time, the comprehensive value of go-around flight (V2) is the
largest, indicating that go-around flight is themost critical factor
leading to flight conflict. Conflict relief (C22), rear cargo door
warning light off (F12), suspension of subsequent take-off ac-
tivities (F5), visual maintenance (C26), and other nodes have
significant influences on flight conflict, and the conclusions
obtained from the analysis are also consistent with the actual
situation.

Table 4: Parameters of the network.

Parameter name Value
Number of nodes 169
Number of edges 263
Network density (directed) 0.009
Network average degree 1.556
Network average weighted degree 20.337
Network diameter 9
Network average clustering coefficient 0.097
Network average path length 3.143

Table 5: Distribution of nodes’ degree values.

Number Nodes Degree Degree
centrality In-degree Out-degree

1 V1 38 0.2262 32 6
2 V18 33 0.0536 15 18
3 V28 25 0.0774 22 3
4 V29 21 0.0417 15 6
5 V19 18 0.0595 7 11
6 V16 14 0.0833 1 13
7 V5 13 0.1964 13 0
8 A7 12 0.1071 4 8
9 V20 11 0.0655 8 3
10 V12 10 0.0357 8 2
Note: only the top 10 nodes are shown in the table.
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Figure 2: Complex networking graph of flight conflict in the intersecting runway. Note: only nodes with the node degree greater than or
equal to 3 are retained in the figure, while nodes with the low connectivity degree are not shown in the figure.
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5.5. Break Chain Control Strategy. Perform scenario analysis
by using a large number of cases, find the key nodes that affect
the outcome of the event as well as the correlation and logic
among the key nodes, and then find out the prevention and
control strategies. In this paper, V2 is the most critical factor,
which can effectively prevent the occurrence of flight conflict
by controlling it. By controlling the risk factors that lead to
resort (V2), it can reduce the occurrence or improve the safety
of go-around. For the field of civil aviation, the most effective
strategy includes enhancing the capability of small-scale
weather forecast in the airport area, improving the conflict
resolution ability of flight crews and controllers in the go-
around scenario, and developing equipment to provide the
capability of conflict prediction in the airport terminal area.

6. Conclusion

(1) In this paper, the operational risk factors of the
airport with intersecting runway configuration are
identified, and the visual model characteristics and
key nodes of flight conflict scenario evolution of civil
aircraft in the approach phase are described.

(2) 'e evolution network model of the flight conflict
scenario of civil aircraft in the approach phase is
constructed, which includes 169 nodes and 263
edges. By analyzing the parameters of the network,
the risk evolution path is given and the effectiveness
of the network is verified.

(3) 'e mechanism of flight conflict scenario evolution
and propagation has not been analyzed in detail,
which will be the next research focus.
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During the last twenty years, the complex network modeling approach has been introduced to assess the reliability of rail
transit networks, in which the dynamic performance involving passenger flows have attracted more attentions during
operation stages recently. )is paper proposes the passenger-flow-weighted network reliability evaluation indexes, to
assess the impact of passenger flows on network reliability. )e reliability performances of the rail transit network and
passenger-flow-weighted one are analyzed from the perspective of a complex network. )e actual passenger flow weight of
urban transit network nodes was obtained from the Shanghai Metro public transportation card data, which were used to
assess the reliability of the passenger-flow-weighted network. Furthermore, the dynamic model of the Shanghai urban rail
transit network was constructed based on the coupled map lattice (CML) model. )en, the processes of cascading failure
caused by network nodes under different destructive situations were simulated, to measure the changes of passenger-flow-
weighted network reliability during the processes. )e results indicate that when the scale of network damage attains 50%,
the reliability of the passenger-flow-weighted network approaches zero. Consequently, taking countermeasures during the
initial stage of network cascading may effectively prevent the disturbances from spreading in the network. )e results of the
paper could provide guidelines for operation management, as well as identify the unreliable stations within passenger-
flow-weighted networks.

1. Introduction

With the rapid development of urbanization, rail transit
lines of megacities have been extended into a network
undertaking large-scale urban commuter passengers. Metro
networks not only improve the efficiency of the transit
system but also expand the risk of fault propagation. Al-
though the topological network of the urban transit system is
relatively simple, as one typical social network, the pas-
senger-flow-weighted one is relatively complex [1]. )ere-
fore, from the perspective of a complex network, we establish

the network dynamics model of the rail transit system, to
analyze the cascading failure process and the changes of
passenger-flow-weighted reliability will assist the metro
management agency to improve the capacity of passenger
transportation and effectively prevent large-scale burst
accidents.

Many studies have been devoted to the cascading failure
and passenger-flow-weighted reliability from different
perspectives in transportation networks [2, 3]. Previous
research mainly concentrated on the network vulnerability,
accessibility, and other characteristics, while few studies
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focus on the passenger-flow-weighted network reliability
and cascading failure process of the subway network. Latora
and Marchiori [4] investigated the Boston metro network
and verified that the subway network has small world
characteristics, from which the concepts of network effi-
ciency and connectivity index were proposed. Scale-free
networks behave differently under random and intentional
attacks [5, 6]. Random attacks maymerely cause the network
to be slightly affected, while an intentional attack seriously
affects the network which is the beginning of network ro-
bustness research. Sun and Guan [7] set up the Shanghai
network model and proposed indicators to measure the
vulnerability of the network from the line perspective. )ey
found that circular lines usually have the highest value
because of the specific topology. Jing et al. [8] proposed the
travelers’ route redundancy (or route diversity) index, de-
fined as the number of behavioral effective routes between
each origin-destination (O-D) pair in the network. )e new
index incorporates the travelers’ route choice, assisting to
evaluate the predisaster preparedness of the metro networks
from the O-D level to network level.

In terms of rail transit network reliability studies, early
scholars mainly applied unweighted indexes to measure the
reliability of the rail transit network, such as network effi-
ciency, degree distribution, or average path length. For
example, the degree distributions and clustering coefficient
indexes are utilized to measure the differences in reliability
between scale-free networks and random networks [9].
However, most are weighted networks in reality, and re-
search considering the factors of passenger flow weight has
emerged during the last 10–20 years. Li et al. [10] pointed out
that link weight is crucial in a weighted complex network,
and the obtained results show that the change of weight
distribution can cause some significant effects on the subtle
structural features and functions of the given networks. It is
also found that the heterogeneity and vulnerability of the
Beijing subway network vary over time when passenger flow
is taken into consideration [11]. From the perspective of
passenger ridership, Chen et al. [12] utilized the binomial
logit model (BNL) to estimate mode choices and distinguish
the relationship between metro and taxi as substitutable,
complementary, and extended types. )e temporal and
spatial characteristics of passenger trips and the unbalanced
features of line entry and exit bymining the AFC card data of
Shanghai Metro are explored as an application of passenger
data [13]. )e research evaluated the travel reliability of
passengers based on travel time index. For the network
cascading failure, the impact of vertex failures on the
probability of trip failure in a number of transit topological
networks is analyzed by an absorbing Markov chain model
[14]. )e absorbing Markov chain model also measures the
unreliable probability of a missing transit line due to in-
sufficient capacity. )e results indicated that the hub and
spoke graph is the most reliable type for random vertex
failures. For link failure, a normative approach for trans-
portation network reliability based on game theory is pro-
posed to analyze the weak points of the network and the
performance in case of link failure [15]. )e reliability es-
timates were divided into two parts, one is the probability to

encounter a failure and the other is the probability to arrive
at a destination within an acceptable travel time. )e two
methods analyze the network reliability from the perspective
of probability.

)e reliability evaluation methods above have rather
good performance compared with traditional methods.
However, the change of network reliability during dynamic
processes has still not been mentioned. In addition, the
network cascading failure behavior is another important
issue.)is study simulates the processes of cascading failures
caused by network nodes based on a coupled map lattice
(CML) model and measures the passenger-flow-weighted
network reliability during cascading failure processes. )e
CML model is a common dynamic network simulation
method, which describes the continuous changes of the
chaotic state. Crucitti et al. [16] simulated the cascading
failure of power grid and Internet, utilizing the efficiency
index to measure the changes of network function. )ey
found that the breakdown of a single node is sufficient to
collapse the efficiency of the entire system if the node is
among the ones with the largest loading. Cui et al. [17]
applied the CML model to cascading failure of small-world
networks and found that a larger mean node degree (re-
ferring to the number of edges directly connected with the
node within the network) can delay the cascading failure
process. Cui et al. [18] modified the original CMLmodel and
proposed a sequential cascading failure model with edge
disturbance, in which the application of the CML model is
extended to edge elements. Zhang et al. [19] proposed an
improved CML model to simulate the urban road traffic
network of Beijing, in which the cascading failures were
tested using different attack strategies.

To sum up, the network cascading failure process has
been investigated through different disrupted node selection
strategies, measuring the reliability of the network through
the change of these properties by network efficiency and
invulnerability during the process. However, the passenger-
flow-weighted reliability is still less involved, which has a
large influence on the rail transit network. In this paper,
based on the actual metro passenger flow data, improved
reliability indexes involving passenger flow parameter were
proposed, to better reflect the field network reliability sit-
uations. )e remainder of the paper is structured as follows:
Section 2 describes the definitions and methodology for the
urban metro system network reliability analysis used, in
which the dynamic state modeling of metro stations based
on coupled map lattice is proposed. An empirical study on
network cascading failure process of the Shanghai Metro
system is conducted. )e cascading failure processes under
different conditions are investigated. Finally, conclusions
and recommendations are provided in Section 4.

2. Definitions and Methodology

Reliability concept reflects the function of the network
during the processes of cascading failure. As a metro net-
work is generally composed of multiple nodes and con-
nected edges between nodes, network reliability can be
considered as the sum of the reliability of all nodes.
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)erefore, measuring reliability changes need to utilize other
function indicators. Network topology has a large impact on
reliability, but in the real world, due to the different dis-
tribution and routes of passenger flows. Reliability analysis
from the perspective of passenger flow weight has more
practical significance [20]. We try to combine topological
index indicators with passenger flow weight to obtain real
metro network reliability.

2.1. Reliability Measure Indexes

2.1.1. Betweenness and Passenger-Flow-Weighted Betweenness.
Betweenness refers to the number of shortest paths passing
through the node for the shortest paths between all nodes
within the network [21], which is often used to evaluate the
centrality of nodes in an unweighted topological network.
However, the node betweenness only considers the factor of
network topology, ignoring the passenger flow factor.
However, nodes with large betweenness values in an un-
weighted network may not be practically significant if in-
corporating the real passenger flow weight [3]. By
combining the betweenness centrality of nodes with the
actual passenger flow weight, the passenger-flow-weighted
betweenness index of node passenger flow can be obtained
with the mathematical expressions as follows:

CB(v) � 􏽘
s,t∈V

2θ(s, t|v)

(N − 1)(N − 2)θ(s, t)
,

C
W
B (v) � WvCB(v) � Wv · 􏽘

s,t∈V

2θ(s, t|v)

(N − 1)(N − 2)θ(s, t)
,

Wv �
NQv

􏽐
N
i�1 Qi

,

C(V) �
1
N

􏽘

N

v�1
C

W
B (v),

(1)

where CB(v) denotes the betweenness value of node v after
normalization; CW

B (v) denotes the passenger-flow-weighted
betweenness value of node v; N denotes the number of all
nodes in the network; θ(s, t) denotes the total number of
shortest paths from nodes s to t; θ(s, t|v) denotes the number
of shortest paths from s to t passing through node v; Qi

denotes the total amount of passengers passing through
node i in one day; Qv denotes the total amount of passengers
passing through node v in one day; Wv denotes the ratio of
passenger flow at node v and the average node passenger
flow; and C(V) denotes the passenger-flow-weighted be-
tweenness value of network V.

2.1.2. Entropy and Passenger-Flow-Weighted Entropy.
Entropy is applied for describing the chaotic degree of the
system. )e higher entropy value is related to the higher
chaos degree of the system. A network topology entropy

index as calculated in equation (2) is introduced to measure
the uniformity of the unweighted network as follows:

Dv �
kv

􏽐
N
i�1 ki

,

E � − 􏽘
N

v�1
Dv ln Dv,

(2)

where Dv represents the proportion of node degree v to all
nodes; ki represents the degree of node i; N denotes the
number of all nodes in the network; and E represents the
value of network topology entropy; Furthermore, the node
passenger flow intensity was introduced to measure the
equilibrium degree of the served passenger flow intensity of
network nodes. )en, the entropies of network passenger
flow intensity after normalization are as follows:

Gs(V) �
G − Gmin

Gmax − Gmin
�

− 􏽐
N
v�1 Iv ln Iv

ln N
� − 􏽘

N

v�1
Ivlog

Iv

N,

G � − 􏽘
N

v�1
Iv ln Iv,

Iv �
Qv

􏽐
N
i�1 Qi

,

(3)

where Gmin � 0 denotes the theoretical minimum entropy of
the network; Gmax � lnN denotes the theoretical maximum
entropy of the network; G denotes the passenger-flow-
weighted entropy of the network; N denotes the number of
all nodes in the network; Qi denotes the total amount of
passengers passing through node i in one day; Qv denotes the
total amount of passengers passing through node v in one
day; and v

I denotes the proportion of passenger flow passing
through node v to the total passenger flow passing through
all nodes.

)us, based on the concept, the proposed passenger-
flow-weighted reliability considers the passenger flow factor
by indexes of betweenness and entropy.

2.2. Dynamic StateModeling ofMetro Stations Based onCML.
Being widely used in modeling complex dynamic systems,
the CML model defines the coupling relationship between
adjacent network nodes and describes the spatiotemporal
chaotic state changes of the nodes. )is means that the CML
state value of node is solely determined by the previous time
state of the node and the previous time state of the adjacent
nodes. )e expressions are defined as follows:

Xi(t + 1) � (1 − ε)f Xi(t)( 􏼁 + ε 􏽘
N

j�1,j≠ i

aijf Xj(t)􏼐 􏼑

k(i)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
, (4)

where Xi(t) is the CML state of node i at time t, ε is the
coupling coefficient, and the larger coupling coefficient is
always related to the higher mutual influence of the nodes. aij
is the corresponding row i and column j element within the
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adjacency matrix A � (aij)N×N, reflecting the network
connection information, aij � 1 denotes that node i is directly
connected to node j; otherwise, aij � 0. f(x) � 4x(1 − x) is
the chaotic logistic mapping function (x ∈ [0,1]), and
Xi(t+ 1) is obtained from Xi(t) through chaotic mapping
function and other mathematical operations. When 0<Xi(t)
< 1, node i is in the healthy state. During investigating the
cascading failure processes of the network system caused by
node i, exerting an external disturbance R≧ 1 at time stepm,
the node fails, which can be expressed as follows:

Xi(t + 1) � (1 − ε)f Xi(t)( 􏼁 + ε 􏽘
N

j�1,j≠ i

aijf Xj(t)􏼐 􏼑

k(i)

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
+ R.

(5)

)e failed node iwill be removed from the network at the
next time step m+ 1. Due to the coupling mechanism of the
CML model, the CML state of adjacent nodes of i is affected
and the cascading failure of the network is induced.

3. Empirical Study for the Network Cascading
Failure Process

3.1. Passenger Flow Data Process and Analyses. As the nec-
essary parameter of weighted reliability indexes, the actual
passenger flow is an essential part extracted from the card
record provided by Shanghai Public Transport Card
Company Limited. We selected the data of August 29, 2016
(Monday). During the day, about 2 million passengers and 5
million trips were obtained after the data process. Con-
sidering that most metro passengers tend to choose the
shortest routes and high cost of subway transfer time, the
Dijkstra shortest path algorithm [22] is applied to assign 5
million trips to the Shanghai network according to the
corresponding OD of each passenger. After assignment, the
amounts of daily passenger flow of each network node were
obtained and used as the parameter of reliability indexes.

3.2. CML State of Network Nodes. Although the states of
nodes are decided by the CML model, the dynamic state of
different nodes is different due to their respective connection
relationship within the network. )erefore, each node has a
special CML state value Xi(t) at any time step.

3.2.1. Changes of CML State Values of Network Nodes
without Disturbance R. As the CML model describes the
relationship between adjacent nodes in the network, any
single node is controlled by the model. At the initial time
t� 0, the state value Xi(0) of all nodes in the network is set to
a random value between (0, 1), and the states at subsequent
time steps are calculated according to formula (4). If not
disturbed, the node state value is always within the range of
(0, 1). Taking the Dongchuan Road subway station node of
Metro Line 5 as an example, the CML states of each time step
of the Dongchuan Road station are affected by the CML state
of adjacent Jianchuan Road and Jiangchuan Road stations.
)e change of the CML state value without R interference is
shown in Figure 1.

Figure 1 demonstrates that the CML value of the
Dongchuan Road Station is in a chaotic state without dis-
turbance R, which means the station is in a healthy state
between (0, 1).

3.2.2. Changes of CML State Values of Network Nodes with
Disturbance R. By selecting node S randomly and exerting
disturbance R≥ 1 at time step m, the node will fail and be
removed from the network at the next time step, and the
node status value is set to 0 at the subsequent time step.
Taking the node of the Dongchuan Road Station as an
example, by exerting the interference R� 1 at the 51st time
step, the change of the CML status is as shown in Figure 2.

As presented, after adding disturbance R� 1 at time step
t, the network node fails and the CML state value of
Dongchuan Road, X(t), exceeds the critical value 1.)en, the
CML value of the following step X(t + 1) was set to 0, and the
rest of the steps are followed.

3.3. Cascading Failure Processes and Passenger-Flow-Weighted
Reliability Analysis of the Shanghai Network. Under the
conditions of different node degrees, coupling coefficients ε,
and disturbances R, the cascading failure process of the rail
transit network system behaves differently, and the corre-
sponding network reliability state changes are also different.
A small R disturbance cannot lead to cascading failure of the
network, while the large coupling coefficient ε leads to too
fast propagation speed, and the node degree mainly de-
scribes the impact of node importance on network cascading
failure.

3.3.1. Influence of the Node Degree on Passenger-Flow-Weighted
Reliability. )e higher degree value of the node generally
indicates higher importance within the network, which
tends to be located in the central area of the network. To
investigate the influences of nodes with different degrees on
the cascading failure process of network, four stations,
Pudong International Airport (degree value� 1), Jianchuan
Road (degree� 2), Lancun Road (degree� 3), and South
Xizang Road (degree� 4), were selected randomly. With the
coupling coefficient ε� 0.2, by exerting the same disturbance
R� 4, the cascading failure process caused by network nodes
is as shown in Figure 3.
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Figure 1: Without disturb R CML state value change of the
Dongchuan Road station by time step.

4 Journal of Advanced Transportation



Figure 3 compares the cascading failure processes of the
metro network caused by nodes with different degrees, while
Figures 4(a) and 4(b) measure the changes of passenger-
flow-weighted network betweenness and entropy during the
processes of different cascading failures. Under the same
disturbance R and coupling coefficient ε, nodes with larger
degrees tend to cause cascading failure processes faster than
nodes with smaller degrees.

When time step t ≤ 5, the cascading failure processes
are in the initial stage, and the disturbance R can only
propagate to the adjacent nodes of the failure node in a
relatively slow speed. During the initial stage, the pas-
senger-flow-weighted betweenness and entropy of the
network are slightly affected, which indicates that the
overall function of the network was not affected. When
t > 5, the speed of cascading failure begins to accelerate
because the disturbance R spreads to the center area of the
network and other lines through the transfer nodes.
Eventually, all nodes were infected and failed, and the
passenger-weighted betweenness and entropy indexes
decrease to 0.

At the acceleration stage, the passenger-flow-weighted
entropy declines constantly, indicating that the passenger flow
chaos is declining. Different from the passenger-flow-weighted
entropy, the weighted betweenness rapidly decreases to 0. As
the disturbance R spread to nodes in the central area of the
network, which undertakes large amounts of passenger flow,
the connectivity function of the network is seriously affected. It
was found that the node degree value mainly affects the speed
of cascading failure processes.

3.3.2. Influence of Disturbance R on Passenger-Flow-Weighted
Reliability. Disturbance R mainly refers to the size of node
failure, during which the network system shows different
situations from reliability to collapse under different R
values. )e network will not cause cascading failure if R
value is small, but when R value is large, the network will
collapse continuously. To highlight the influence of dif-
ferent R values on the network cascading failure processes,
the node with the largest degree value is selected. Conse-
quently, the Century Avenue Station (degree� 6) is selected
and exerts different disturbance values (R � 2.6 to 4.4), and
the network cascading failure processes is shown in
Figure 5.

Figure 5 describes the range and speed of cascading
failure processes caused by the Century Avenue Station
under different disturbances (R� 2.6–4.4). )e disturbance
R factor mainly affects the scale of the network. Under the
same coupling coefficient ε, nodes with larger disturbance R
tend to cause larger scale cascading failures. When R≦ 3.6, it
is not enough to cause consecutive network collapse, only
part nodes fail. However, when R> 3.6, diagrams of the
cascaded failure processes of different R values merely co-
incide to each other, which indicates that the speed of
network cascading failure attains the maximum. Nodes
affected by disturbance R at each time step are all infected
and become ineffectual.

Figures 6(a) and 6(b) present the changes of network
passenger-flow-weighted betweenness and passenger-flow-
weighted entropy reliability during the process of cascading
failure, respectively. During the process of cascading failure
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Figure 3: Network cascading failure processes caused by stations of different degrees (R� 4, ε� 0.2).
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Figure 2: CML state value changes of the Dongchuan Road station with time (disturb R� 1).
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caused by different R values, the reliability of passenger-
flow-weighted entropy decreases continuously. However,
the passenger-flow-weighted betweenness declines rapidly.
For the Century Avenue Station, disturbance R� 3.6 is the
critical value. Once exceeding the critical value, the scale of
network cascading failure attains the maximum. In general,
R disturbance mainly affects the scale of network cascading
failure, and the network has another critical value leading to
the disturbance spread.

3.3.3. Influence of Coupling Coefficient ε on Passenger-
Flow-Weighted Reliability. )e coupling coefficient ε
measures the strength of the interaction between adjacent

nodes. In general, the value of ε affects the disturbance
spread ability, in which a large ε indicates that the interaction
between nodes is strong and the disturbance spread ability is
strong. Conversely, a smaller ε indicates weak interaction
and disturbance spread ability. By randomly selecting the
Pudong Avenue Station with a degree value of 2 and exerting
R� 4 under different values of ε from 0.1 to 0.7, the cascading
failure process and the changes of reliability are as shown in
Figure 7.

Figure 7 describes the range and speed of the cascading
failure process of the Pudong Avenue node under different ε
coupling coefficients with R� 4. When ε≦ 0.2, merely a part
of the network nodes fail, which will not lead to continuous
network collapse. When ε> 0.3, the cascading failure
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Figure 5: Network cascading failure processes caused by the Century Avenue Station under different R values of disturbance with ε� 0.2.
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Figure 4: Changes of passenger-flow-weighted network reliability during cascading failure processes caused by stations of different degrees
(a) for weighted betweenness and (b) for weighted entropy.

6 Journal of Advanced Transportation



diagrams in Figure 7 coincide with each other, indicating the
network cascading failure process attains the maximum
speed. When ε� 0.3, all networks are damaged, but the
damage speed is different from the conditions of ε> 0.3.

Figures 8(a) and 8(b) present the changes of network
passenger-flow-weighted betweenness and passenger-
flow-weighted entropy reliability during the process of

cascading failure, respectively. )e passenger-flow-
weighted betweenness decreases faster compared to the
passenger-flow-weighted entropy, which demonstrates
the overall connectivity of the network decreases faster.

In general, the coupling coefficient ε affects the scale and
speed of network cascading failure by affecting the size of R
in the disturbance spread processes.
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Figure 6: Changes of passenger-flow-weighted network reliability during cascading failure caused by the Century Avenue Station (a) for
weighted betweenness and (b) for weighted entropy.
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4. Conclusions and Recommendations

Although urban rail transit network reliability theory has been
developed for many years, the passenger-flow-weighted re-
liability of the metro network system are relatively unex-
plored. )e passenger-flow-weighted reliability index is
essential for metro management to identify the unreliable
nodes in the network. )e cascading processes analysis also
provides a new perspective for the planning of metro net-
works. )is study assumed that passengers in an urban metro
travel according to the shortest path, which is close to the real
travel habits of the passenger under large-scale data.)emain
contributions of the paper are concluded as follows:

(i) Constructing the passenger-flow-weighted reliabil-
ity evaluation index of the network: by utilizing the
Shanghai public transport card data, the field actual
passenger flow weight was taken as the influencing
factor, considering the impact of the real passenger
flow weight on the network reliability. Eventually,
the passenger flow was proved to have a significant
impact on the network reliability.

(ii) Establishing the dynamic model of the Shanghai
Metro network based on CML model, thus to in-
vestigate the influence of different parameters on
the cascading failure processes: the node degree and
disturbance R, respectively, affect the speed and
scale of cascading failure processes, in which the
coupling coefficient affects both the scale and speed
of cascading failure processes.

(iii) Measuring the changes of passenger-flow-weighted
reliability of the Shanghai Metro network during

cascading failure processes: the passenger-flow-
weighted betweenness index decreases faster than
the entropy index, which reaches zero when the
scale of cascading failure is more than half, indi-
cating rapid decline of the network connectivity.
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-is paper analyses the robustness of specific public transport networks. Common attributes and which of them have more
influence on the networks’ vulnerability are established. Initially, the structural properties of the networks in two graphical
representations (L-Space and P-Space) are checked. Afterwards, the spread of problems (traffic jams, etc.) are simulated,
employing a model based on a propagation and recovery mechanism, similar to those used in the epidemiological processes. Next,
the size of the largest connected subset of stops of the network (giant component) is measured. What is shown is that the faults
randomly happened at stops or links, also displaying that those that occurred in the highest weighted links spread slower than
others. -ese others appear at stops with the largest level of betweenness, degree, or eigenvector centralities and PageRank. -e
modification of the giant component, when several stops and links are removed, proves that the removal of stops with the highest
interactive betweenness, PageRank, and degree centralities has the most significant influence on the network’s integrity. Some
equivalences in the degree, betweenness, PageRank, and eigenvector centrality parameters have been found. All networks show
high modularity with values of index Q close to 1. -e networks with the highest assortativity and lowest average number of stops
are the ones which a passenger can use to travel directly to their destination, without any change. -e Molloy–Reed parameter is
higher than 2 in all networks, demonstrating that high integrity exists in them. All stops were characterized by low k-cores ≤3.

1. Introduction

-e question of vulnerability of a public transport network
(PTN) against problems in nodes or links is a matter of high
interest. All nodes and links may accidentally fail with a
similar probability, but the severity of the damage caused is
higher when it occurs in some nodes or links rather than in
others. -e PTN is a key issue in the main cities of the world,
having to operate efficiently on a constant basis. -ey must
display a high tolerance to problems, keep the possible delays
to a minimum, and manage the duration of a journey in
accordance with the trip planning. With the purpose of
persuading passengers to make use of the PTN, some
strategies should be implemented to ensure the continued
running of networks, the prevention of problems before, and
the mitigation of losses during and after the failure [1, 2].

-is paper analyses the vulnerability of some PTNs. -e
study firstly focuses on the analysis of the structural
properties of the PTN (betweenness centrality, degree,

eigenvector centrality, PageRank, average path length, k-
core, modularity, and assortativity). Next, the fault propa-
gation is simulated (e.g., traffic jams caused by accidents or
roadworks), employing different selection criteria of nodes
and links, in order to detect the stops in whose immediate
vicinity congestion is more prone to happening. A procedure
based on epidemic spread algorithms is used. -e effect of
the structure of the network on the failure propagation is
also examined. Finally, the size of the largest connected
subset of stops of the PTN (giant component, GC) is esti-
mated, which is calculated when several stops and links are
disconnected according to certain criteria. Depending on the
value of this magnitude, a serious issue could occur due to
the existence of inaccessible routes (construction work or
redesign activities in networks), which cause unavoidable
stops or important delays during a trip. -e analysis allows
the identification of the most critical stops and links of a
PTN and establishes a subnetwork of highly connected
stops.
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Ten networks are analysed. -ey are Auckland in New
Zealand, which consists of 5223 stops and 318,896 links;
EMT in Madrid, Spain, which has 4636 stops and 2,070,508
links; BC Transit in Vancouver, Canada, which consists of
3981 stops and 702,197 links; Kolumbus in Rogaland,
Norway, which has 3828 stops and 487,432 links; AVL, CFL,
RGTR, and TICE in Luxembourg which contains 1372
nodes and 340,684 links; STAR in Rennes, France, which
consists of 1415 stops and 9,477,213 links; -under Bay
Transit, in Ontario, Canada, which contains 825 nodes and
78,247 links; TransAntofagasta, in Chile, which has 650
nodes and 724,362 links; Linja-Karjala Oy, in Kuopio,
Finland, which contains 551 nodes and 63,339 links; and
finally, CIT Chambly-Richelieu-Carignan, in Quebec,
Canada, which consists of 346 nodes and 9366 links. -e
reason for the selection was to have networks of various sizes
(small, medium, and large) and topologies.

Specifically, the goals of this research are as follows:

(1) Analysis of the robustness of some PTNs: detection
of commonalities and key aspects.

(2) Discovery of properties on a networkʼs vulnerability
that can be generalized.

Several investigations exist about PTN, some of them
describing a comprehensive survey of statistical properties of
PTN based on the data of several cities, and at the same time,
presenting models that reproduce the best part of their
properties [3]. Other research detects the critical nodes in
PTN in order to enable contingency mechanics in them.

Berche et al. [4] studied the PTNʼs resilience applying
different attack scenarios, which range from random failure
to targeted destruction. Some nodes are removed according
to certain operating characteristics. -e candidate nodes to
be eliminated were selected according to their highest de-
gree, closeness, graph, stress, and betweenness centralities, as
well as the largest clustering coefficient and next nearest
neighbouring number. In [5], an explanation exists of a
procedure for the detection of critical airports in the global
air transport network (ATN), which is based on simulating
an attack on specific airports using several adaptive selection
criteria. Wandelt et al. [6] evaluated several strategies for
dismantling of networks and identified large heterogeneities
in their performance. -e authors show that the use of the
interactive betweenness creates far stronger attacks. Because
of the high complexity of this algorithm, the authors rec-
ommend its use on small networks. After, in [7], the authors
propose approximations to interactive betweenness in order
to improve the computational cost of the algorithm. Other
research analyses the effect that the addition of new links has
on the robustness of the networks or design methodologies
in order to detect the most vulnerable links in PTN [8].

-e robustness of a network can be estimated in terms of
passenger welfare [9]. Additionally, the accessibility of the
PTN is evaluated by several types/examples of research.
Albacete et al. [10] compared and applied two location-based
methods to analyse PTN accessibility. -e results had
considerable implications for transport policy making. In
[11], a thorough assessment is carried out, focusing on the

possible applications of an optimization-based scheme for
the building of several timetables and proactive railway
traffic management. -is is carried out over a large network,
employing stochastic disturbances. Wandelt et al. [12]
proposed a framework to evaluate and improve the ro-
bustness of transportation systems by exploiting the exis-
tence of communities. -e method is applied to several real-
world transportation systems. Sun et al. [13] studied the
resilience of cities when disruptions in their airports happen.

Relationships between robustness and accessibility are
also studied [14, 15]. Other authors suggested methods and
spread models which analyse the performance of networks.
He et al. [16] defined a mathematical model to evaluate the
effect of the propagation of the risk of failure in multimodal
transport networks. Baspinar and Koyuncu [17] proposed a
new model for the air transportation network under stress
and defined parameters in order to describe not only air
sectors, but also airports, as well as flights. -ey used epi-
demic spreading processes by assuming that the charac-
teristics of disease spreading and the delay propagation are
similar. Akdere et al. [18] studied the reliable data dis-
semination in the context of wireless sensor network en-
vironments. It shows the applicability of epidemic spread
algorithms in those environments and carries out a com-
parative performance analysis of several mechanisms in
terms of message delivery rate, average message latency, and
messaging overhead on the network. As other research
suggests, Nekovee [19] presented a new epidemic algorithm
for information dissemination in highly dynamic and in-
termittently connected vehicular ad hoc networks
(VANET). It shows through realistic simulations of highway
traffic that the proposed algorithm is suitable to achieve a
reliable and efficient level of information transmission in a
context with frequent network fragmentation and large
density variations.

-is paper is organized as follows: firstly, resources and
methods used in this work are explained in detail. It focuses
on the used data and the developed software programs,
which correspond with the design of the network and the
employed parameters to characterize the networks’ topol-
ogy.-e propagationmodel and the study of evolution of the
GC when certain elements are removed are also studied.
Afterwards, the results, conclusions, and future projects are
described and discussed.

2. Materials and Methods

2.1. Overview of Used Resources. Information of stops and
routes of Auckland, EMT, BC Transit, Kolumbus, STAR,
AVL, CFL, RGTR, TICE, -under Bay Transit, Trans-
Antofagasta, Linja-Karjala Oy, and CIT networks was re-
trieved from public sources (see the Data Availability section
for details). Several programs in R [20] and Python [21] were
implemented, using the R.3.6.0 and 3.8.3 version, respec-
tively. We use the Python networkx and pathpy packages
and the igraph R package. -e programs followed the typical
development life cycle with stages of specification, design,
and testing.
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2.2. Overview of Used Methods. -e structural properties of
the networks are analysed. A new propagation algorithm,
which was designed and undertaken in the networks in order
to simulate the spread of a failure, is detailed.-is is followed
by a description of how the evolution of the GC is calculated,
with the aim of studying the specific impact a problemmight
have on each network.

2.3. Studyof Structural Properties. A PTN can be represented
in two topological spaces L-Space [22, 23] and P-Space
[2, 24]. In both spaces, the network is mapped as a graph
G� (N; L), where N is the set of nodes symbolizing the stops
and L is the set of links established between them. In
L-Space, one node symbolizes one stop, and one link means
a union between two consecutive stops, which tells us there
is a link between two stops, if one stop is the successor of the
other on a route. -is space aims to show the geographical
proximity between stops. In the P-Space [2, 24], one node
represents one stop, and one link joins a pair of stops, if at
least one route provides direct service between them. A link
means that passengers can take at least one route for a direct
trip between two stops. If travellers have to exchange routes,
then the pair of stops is joined by more than one link. -is
space aims to show the transfer relationship between routes.

In L-Space and P-Space, the average values of be-
tweenness (<BC>) and eigenvector (<EC>) centralities, the
PageRank <PR>, and degree (<k>) of nodes as well as the
minimum distance between nodes distributions were esti-
mated. Pagerank was measured considering a damping
factor equal to 0.85. In order to determine if the degree
distributions, similar in a way to what happens in other
networks [3, 25], followed a power law function, this
characteristic was also analysed. Next, all these magnitudes
are defined:

(i) -e degree of a node i, k(i), for an undirected graph,
G, such as a PTN, is [26]

k(i) � 􏽘
N

j�1
Aij, (1)

where Aij is the element ij of the adjacency matrix,
for example, Aij � 1 if the node iis linked to node j

and 0 otherwise.
(ii) -e minimum distance between two nodes i, j in G,

l, is the length of the shortest path between them.
(iii) -e betweenness centrality of a node iin G, BC(i) is

[27]

BC(i) � 􏽘
u≠i≠w

σu,w(i)

σu,w

, (2)

where σu,w is the total number of shortest paths
from node u to node w and σu,w(i) is the number of
those paths that pass through i.

(iv) Regarding the eigenvector centrality of a node i inG,
EC(i) [28, 29]:

λ1, λ2, λ3,, . . . , λN are the eigenvalues of the adja-
cency matrix A � Aij􏽮 􏽯 of G. -en, the largest ei-
genvalue of matrix A is λmaxwith an eigenvector
e � [e1, e2, . . . , eN]T such that λmax ∗ ei � 􏽐

N
j�1 Aij

∗ ej. -e eigenvector centrality for node i denoted
as EC(i) can be defined as

EC(i) �
1

λmax
􏽘

N

j�1
Aij ∗ ej. (3)

(v) Pagerank, PR, of a node i in G is [28, 30]

PR(i) �
q

N
+(1 − q) 􏽘

j:j⟶i

PR(j)

kout (j)
, i � 1, 2, 3, . . . , N,

(4)

where N is the number of nodes inG, PR(j) is the PageRank
of a node j, and kout(j) is the outdegree of node j. We add
(PR(j)/kout(j)) for all nodes with a link ending in i. In the
case of the PTN, it is considered that G is an undirected
graph; therefore, kout(j) � k(j). q is the damping parameter,
∈ [0, 1].

Regarding the modularity of the network, in L-Space,
this was calculated employing the generate overlapping
cluster generator (OCG) method [31]. -e clusters were
originally hierarchically joined together, optimizing the
modularity of the partition, resulting in overlapping clusters.
Similarly, to what happens in the protein networks, the
uniqueness of node categorization prevents from disclosing
the implication of some stops in various trip processes. In
L-Space, the assortativity parameter [32] which determines
the tendency of nodes being connected to other similar ones
was also estimated. Additionally, the Molloy–Reed param-
eter (MRP) [33] was calculated to know the structural in-
tegrity of the networks.

2.4. Simulation of Faults Propagation. In the L-Space, the
propagation of failures in each network is simulated using an
infection and recovery mechanism, which consists of the
following steps:

Calculate the total number of nodes in the network (N),
Initialize the infection rate (IR� 0),
Infect the first node,
Calculate the total number of infected nodes in the
network (µ′),
Initialize time (t� 1),
while (IR< 0.60) and (t<T):
{

Obtain all uninfected nodes in the network,
uini􏼈 􏼉

i�µ
i�1, µ being the total number of uninfected nodes.
For i� 1 to µ
{
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Obtain the neighbour nodes of uini nnui{

ni−j}
j�ci

j�1 , ci being the total number of neighbours of uini
For j� 1 to ci:
{

If RandomBinomial (µ′, pI)> 0
nnuini−j is still infected

Else
To disinfect nnuini−j

}
}
Calculate how many nodes are infected (δ),
For i� 1 to δ:

{
If RandomBinomial then (1, pR)> 0

then
To disinfect ini , pR being the recu-

peration probability,
Else

To infect ini
}

Calculate the total number of infected nodes in the
network (µ′)

Calculate IR as:
IR � µ′/N
}
where RandomBinomial (n, p) is a generator of random
numbers, which are calculated from the binomial
distribution specified by the number of trials n and the
probability of success for each trial p. -e np.ran-
dom.binomial function in python is used.

Several simulations were carried out until a time T and
without reaching 60% percent of the total of infected nodes
in each transport network. pI and pR were modified in the
range 0 to 0.1 in steps of 0.0025 (values were considered
within a range of 0-0.1, because with pI> 0.1, all networks
very quickly reached 60% infection (they were saturated in a
short time for all groups). It was checked if some differences
existed when the propagation process started in nodes with
specific characteristics, such as nodes with the highest be-
tweenness (B) and eigenvector centralities (E), nodes with
the largest PageRank (P) and degree (D), and nodes ran-
domly selected (A). Pagerank was estimated considering a
damping factor equal to 0.85. Once the simulation was
concluded, the existing differences between groups (B, E, P,
D, A) were analysed. -e following procedure was carried
out:

(1) -e normality of distributions was tested using the
D’Agostino test [34] with a significance level
α� 0.05.-is test provides very effective results when
it is applied to large size samples [34, 35]. -e
considered hypothesis was as follows:

(i) H0: “the samples came from a normal
distribution.”

(ii) Ha: “the samples did not come from a normal
distribution.”
If p value≤ α, H0 is rejected and Ha is taken, else
H0 is accepted.

(2) If normality existed, the homoscedasticity of vari-
ances would be studied in each distribution using the
Breusch–Pagan test [36] with a significance level of
α� 0.05. -e following hypothesis should be taken
into account:

(i) H0: “the variance was constant.”
(ii) Ha: “the variance was not constant.”

Again, if p value≤ α, H0 should be rejected and Ha
should be accepted; otherwise, Ha should be taken.

(3) If there was no normality or homoscedasticity in the
distributions, the Kruskal–Wallis test [37] should be
executed in order to detect whether the population
distributions were identical, or at least one differed
from the rest. -e used significance level was
α� 0.05. -e hypothesis employed was as follows:

(i) Null hypothesis: “the groups were from identical
populations.”

(ii) Alternative hypothesis: “at least one of the
groups comes from a different population than
the others.”

(4) In the next step, theWilcoxon rank sum test [37] was
executed with a significance level α� 0.05 in order to
realize a pairwise comparison between groups. -e
hypothesis was as follows:

(i) Null hypothesis: “both groups had the same
distribution.”

(ii) Alternative hypothesis: “both groups have a
different distribution.”

(5) If there are normality and homoscedasticity, the
analysis of variance (ANOVA) method was realized.

2.5. Analysis of Evolution of the GC. -e size of the GC
describes the largest fraction of overall nodes such that any
pair of them is linked through a path. It evaluates the largest
extension that a route (or a union of them) provides in terms
of the available stops a traveller can reach from an origin
inside the GC.

In the L-Space, for each network, the size of GC was
calculated as nodes and links were removed according to the
following criteria: links (criterion 1) or nodes (criterion 2)
randomly eliminated; nodes removed in descending order of
betweenness centrality (criterion 3), degree (criterion 4),
eigenvector centrality (criterion 5), and PageRank (con-
sidering a damping factor equal to 0.85) (criterion 6); and
the highest weighted links removed (criterion 7) following a
decreasing sequence. In this criterion, a weighted graph was
built where the weight of each link, wij, represented the
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number of links between the nodes i, j and the highest
number of links between two nodes in the entire network.
Finally, the interactive betweenness calculation was carried
out (criterion 8). -is criterion, instead of removing the
nodes in decreasing order of the static betweenness,
recomputes the betweenness after the removal of a node.

It is relevant to analyse which of the used criteria allow us
to achieve an 80% reduction in the size of GC in less time. It is
true that when the network is fragmented, the stops belonging
to the GC are linking a fraction of the PTN, which can still be
functional in certain cases. However, it is also relevant to
observe the evolution of size over time in order to estimate the
attack tolerance. Several commonalities and differences be-
tween PTN can be detected. -e relevance of studying the
evolution of PTN is also corroborated by the interdepen-
dencies between PTN and the accessibility to other infra-
structures such as hospitals, business centers, schools, and
airports. -erefore, the fluctuations in the availability of stops
and routes might greatly impact urban life.

3. Results and Discussion

3.1. Study of Structural Properties. -e PageRank (with a
damping parameter equal to 0.85), betweenness and ei-
genvector centralities, degree, and minimum distance
characteristics were analysed in the L-Space and P-Space.
Figures 1 and 2 show the L-Space for all studied networks.
-e average values of degree, PageRank, eigenvector, and
betweenness centralities for this space can be observed in
Table 1.-ose correspond to degrees, which are similar in all
networks.-e average eigenvector and PageRank centralities
are lower than 0.002, having very small values in all net-
works.-erefore, the failures randomly happening in a node
will have a low probability of arriving at any other. -e same
happens with respect to betweenness centrality, presenting
small magnitudes (a mean value minor than 0.025), which
denotes a slight average in how a node plays a bridging role
in a network. Table 1 also shows the value of MRP in all
networks, proving the existence in them of a GC (MRP >2).

In L-Space, an equivalence between the degree distributions
of the PTN of some cities was pointed out by Von Feber et al.
[3], where the authors showed that this distribution followed a
power law. -is characteristic was checked for the analysed
networks, fitting their degree distribution to the function:

P(k) ∼ k
−α

. (5)

-e obtained values for the fitting are shown in Table 2. It
is observed, according to the R square value, that those ob-
tained for the fitting were not good (R squared is not close to
1). Figure 3 depicts, in L-Space, the degree distribution for the
analysed networks. It is clear that all of them have a low value
of k (kmax≤ 17) compared with the total links. -erefore, the
failures occurring at random on a node will have a high
probability of having a small impact. Even so, these networks
might be vulnerable to disruptions since a very high amount
of nodes is joined to very few other nodes (low degree).

It is clear from the above that the values of betweenness,
eigenvector, and PageRank centralities in the analysed
networks ensure that they are highly robust against random
failures.

-e lowest average minimum distance between nodes
shows a relevant variability in all networks. Trans-
Antofagasta and EMTas well as AVL, CFL, RGTR, and TICE
networks have the lowest value. -e highest value corre-
sponds to -under Bay Transit network.

-e modularity of the network is also evaluated in
L-Space, employing the generate overlapping cluster gen-
erator (OCG) method [31]. It can be noted in Table 3 that all
networks show a high value of Q with magnitudes near to 1,
which demonstrates a strong community structure in these
networks. Romano et al. [38] showed that network efficiency
is modularity dependent, with the highest values of trans-
mission occurring at intermediate levels and low values of
modularity. High values tend to negatively influence
transmission in networks [38]. -erefore, the high modu-
larity in PTN could help to slow down the propagation of a
failure in the network.

Table 4 depicts the values of the assortativity coefficient
[32]. All networks show assortative higher than 0.4, dem-
onstrating that a significant chance exists in which fractions
of stops will randomly join with stations of the same degree.
-e nodes appear to join with a specific preference. A failure
in a node with the highest degree will not have much
negative impact, since other nodes with the highest degree
are still connected to ones with a similar degree.

-e highest k-core in all networks was 3 or 2, demon-
strating that the largest subgraphs exist where every node is
connected to at least 3 or 2 other nodes within the network.
Most nodes show a small and similar k-core (≤2).

With respect to P-Space, Table 5 shows the average
values of eigenvector and betweenness centralities, Pag-
eRank, degree, minimum distance between nodes, diameter,
and density.

-e degree distributions of the analysed networks were
also fitted to a power law function according to equation (5).
-e results are shown in Table 6. It can be noted that, as in
the case of L-Space, in accordance with the obtained R
square value, the fitting is not good. P-Space allows us to
analyse interconnections between routes and transfers in the
network. In this space, k reveals how many stops a person
can travel through by using only one route. -e network
with the highest value average k, <k>, is TransAntofagasta.
-e obtained values for eigenvector and PageRank cen-
tralities are very low and similar in all networks, reinforcing
the idea exposed in the analysis of L-space that failures
randomly occurring in a node have a low probability of
quickly arriving at any other one. Many possible transfer
nodes exist, making the values for betweenness centrality
very small and achieving high robustness against random
failures on a node. -e PTNs with lower <l> are the best
connected in this space, having aminor level of vulnerability.
Figure 4 shows, in P-Space, the degree distribution for the
analysed networks.
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(a) (b) (c)

(d) (e)

Figure 1: In L-Space, for EMT (a), BC Transit (b), Kolumbus (c), Auckland (d), and TransAntofagasta (e) networks.

(a) (b) (c)

Figure 2: Continued.
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3.2. Simulation of Faults Propagation. Failure propagation
was simulated in L-Space using an infection and recovery
algorithm.

(1) Firstly, a total of 100 experiments for each selection
criterion and duple (pI, pR) were undertaken in each
network. In each experiment, the simulation was
implemented until t�T or until the percentage of
infected nodes was higher or equal to 60%. -e
values of t were modified in steps of 10 units.

(2) -e second step was to check the normality of
distributions of the infection rate (IR), in all groups
(A, B, D, E, P) using the D’Agostino test for any T,
which took different values until reaching a level
propagation ≥60% of the network. -e results show
that p value was not higher than 0.05 in all cases.
Since not all distributions presented normality, it was
not necessary to study the homoscedasticity of
variances applying the Breusch–Pagan Test. -e
Kruskal–Wallis test could be used for the detection
of differences between groups.

(3) -e third step was using the Kruskal–Wallis test to
verify for each T, whether all groups (A, B, D, E, P)
were identical or by contrast, one of the groups

(d) (e)

Figure 2: In L-Space, for Linja-Karjala Oy (a), AVL, CFL, RGTR, and TICE (b), STAR (c), CIT (d), and -under Bay Transit (e) networks.

Table 1: Structural properties in L-Space. Average Betweenness Centrality (<BC>), average degree (<k >), average Eigenvector Centrality
(<EC>), average PageRank (with a damping factor� 0.85) (<PR>), average path Length (<l>), diameter (d), density, and MRP.

Network Number of
nodes

Number of
links <BC> <k> <EC> <PR> <l> d Density MRP

Auckland 5,223 318,896 0.00655 2.36071 0.00217 0.00019 2.69523 151 0.00045 2.66878
EMT 4,636 2,070,508 0.00383 2.71140 0.00181 0.00022 1.00000 61 0.00058 3.21782
BC Transit 3,981 702,197 0.00233 2.28894 0.00167 0.00025 9.11427 83 0.00058 2.54653
Kolumbus 3,829 487,432 0.00258 2.59546 0.00216 0.00026 2.89389 98 0.00068 3.24314
STAR 1,415 661,150 0.00664 2.81696 0.00559 0.00071 10.0000 37 0.00199 3.54340
AVL, CFL, RGTR, and TICE 1,372 340,684 0.00706 2.81050 0.00564 0.00072 1.00000 34 0.00205 3.79201
-under Bay Transit 825 78,247 0.03499 2.17697 0.00560 0.00121 29.79 92 0.00264 2.35412
TransAntofagasta 650 724,362 0.02436 2.96308 0.00902 0.00154 16.78525 51 0.00456 3.46729
Linja-Karjala Oy 551 63,399 0.01611 2.55898 0.01497 0.00181 4.50476 29 0.00465 3.18865
CIT 346 9,366 0.02714 2.24855 0.01700 0.00289 2.33333 29 0.00651 2.75804

Table 2: Fitting in L-Space of the network degree distribution to a
power law function P(k) ∼ k−α.

L-Space
Network α R square
Linja-Karjala Oy 0.158 0.600
Kolumbus 0.459 0.330
EMT 0.622 0.239
Auckland 0.603 0.237
BC Transit 0.412 0.161
AVL, CFL, RGTR, and TICE 0.236 0.156
CIT 0.302 0.156
-under Bay Transit 0.406 0.068
TransAntofagasta 0.182 0.044
STAR 0.158 0.041
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Figure 3: Continued.
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tended to give observations that were different from
those of other groups. Again, the p value obtained
was lower than 0.05. -e null hypothesis had to be

rejected because at least one group had a different
distribution.

(4) -e fourth step was carried out utilising the Wil-
coxon rank sum test in order to compare paired
groups; we also applied the Bonferroni correction,
both with a significance level α� 0.05.

In all analysed duos (pI, pR), for EMT, there was a
significant difference (p value ≤ 0.05) between all groups
except between groups D-E. With respect to BC Transit
network, there were dissimilarities (p value ≤ 0.05) be-
tween some groups except between groups D-E, D-P, and
E-P. Regarding the Kolumbus network, a relevant simi-
larity is found between groups B-E and P-D. In the
Auckland network, similarities happened between groups
P-D, P-B, and D-B. For pI � 0.05 and pR � 0.0025, in
T �100, Figure 5 shows the results of the propagation

Degree

Fr
eq

ue
nc

y

0 5 10 15 20

0

200

400

600

800

(g)

Degree

Fr
eq

ue
nc

y

2 4 6 8 10 12 14

0

200

400

600

800

(h)

Degree

Fr
eq

ue
nc

y

0 5 10 15

0

50

100

150

200

250

300

(i)

Degree

Fr
eq

ue
nc

y

2 3 4 5 6 7 8 9

0

200

400

600

(j)

Figure 3: Degree distribution in linear (x-axis) and linear scale (y-axis) for the following networks: EMT (a), BC Transit (b), Kolumbus (c),
Auckland (d), TransAntofagasta (e), Linja-Karjala Oy (f), AVL, CFL, RGTR, TICE (g), STAR (h), CIT (i), and -under Bay Transit (j).

Table 3: Q Modularity computed using the overlapping cluster
generator (OCG) method in L-Space.

Network Q
BC Transit 0.99750
Auckland 0.99610
EMT 0.98550
-under Bay Transit 0.99100
Kolumbus 0.98730
STAR 0.97020
AVL, CFL, RGTR, and TICE 0.96880
CIT 0.95880
TransAntofagasta 0.93910
Linja-Karjala Oy 0.93960
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algorithm in EMT, BC Transit, Kolumbus, and Auckland
networks. For the same values of pI and pR and T � 65,
Figure 6 shows the outcomes for STAR and AVL, CFL,
RGTR, and TICE networks. Figure 7 depicts the results for
TransAntofagasta, Linja-Karjala Oy, CIT, and -under
Bay Transit networks. For those values of pI, pR, and T,
Tables 7–16 show the obtained p value in the Wilcoxon
rank sum test in each network.

For STAR networks, in all studied duos (pI, pR) there
was a similarity (p value> 0.05) between groups B-D, B-E,
B-P, and D-P. In AVL, CFL, RGTR, and TICE network there
is an equivalence between groups E-D and B-P.

With respect to the TransAntofagasta network, a simi-
larity exists between groups D-P. In Linja-Karjala Oy and
CIF networks, there is a difference between groups A-B,
A-D, A-E, and E-P. Additionally, dissimilarities exist be-
tween B-E groups in the -under Bay Transit network.

In all analysed networks, according to the analysis
carried out, the A category presents differences with respect
to other groups, showing that those failures randomly
happening on a node have a distinct behaviour to those
originated by target attacks.

In all networks, for pI� 0.05 and pR� 0.0025, Tables 17
and 18 show the time in which IR reaches 60%.

It can be noted that in all analysed networks, random
failures take the longest propagation time, demonstrating, as
was previously covered in the section labelled study of
structural properties, that these networks are less vulnerable
to such failures. Depending on the network, some categories
(D, E, P, or B) show similar propagation times.-is seems to
point out that in some cases, there is an existence of a certain
amount of correlation between betweenness, degree, Pag-
eRank, and eigenvector centralities. Research shows that
topology and density significantly affect the correlation
between centrality measures and suggested that they could
also affect the robustness [39].

-e networks that showed reduced failure propagation
times were AVL, CFL, RGTR, and TICE; STAR; Linja-
Karjala Oy; and TransAntofagasta. However, those that
presented the highest times were in the order of BC Transit,
Kolumbus, Auckland, EMT, and finally -under Bay
Transit. In the magnitude of these times, there is an influence
of the diameter presented by the network in L-space.

3.3. Analysis of Evolution of the GC. It is necessary to know
the sensitivity of the network to the elimination of stops and
links according to certain criteria in order to investigate
which of them has a higher impact. For criteria 1–7, the
nodes are removed in blocks of five elements and the
percentage of the reduction in the GC is calculated. -e
applied criteria are the removal of random links (criterion 1)
and the removal of random nodes (criterion 2). Other
strategies such as the removal of nodes in the descending
order of betweenness centrality (criterion 3), degree (cri-
terion 4), eigenvector centrality (criterion 5), PageRank
(with a damping factor equal to 0.85) (criterion 6), and
highest weight links (criterion 7) are also applied. Using this
criterion, a weighted graph was built, in which the weight of
each link, wij, represented the portion of links taken from
the total number of links between i and j. -e interactive
betweenness calculation (criterion 8) was also used. Fig-
ures 8 and 9 show, in all networks, the obtained results for
the eight criteria.

In Table 19 and Figures 8 and 9, it can be observed that in
all networks, the four criteria that most quickly achieve 80%
of the reduction of the GC after removing a number of nodes
in the range [0%, 20%] have the highest interactive be-
tweenness, PageRank, degree, and static betweenness cen-
trality. And among them, in concordance with [6], in most
networks, the elimination of nodes with the highest be-
tweenness interactively calculated obtained an 80% reduc-
tion in the GC more rapidly, with a minor % of nodes
eliminated. -e criteria in which 80% was reached more
slowly were those with a removal of random links, random
nodes, the highest weighted links, and eigenvector centrality.

-e information above highlights the importance of
taking special protective measures at some stops. -e net-
works are more robust to failures in random links, random
nodes, the highest weighted links, and eigenvector centrality
than in the nodes with the highest interactive betweenness,
PageRank, static betweenness centrality, and degree. How-
ever, when the faults occur randomly, those happening in
links produce a higher impact. -ere is consistency with
[40], which proves that links are more robust than nodes
when the problems happen in highest degree nodes or in
links, for instance, with a weight based on passengers’ flow
between stops.

Table 4: Assortativity coefficients in L-Space.

Network Assortativity
Kolumbus 0.90599
STAR 0.89463
BC Transit 0.86067
Auckland 0.84123
Linja-Karjala Oy 0.81336
AVL, CFL, RGTR, and TICE 0.72469
EMT 0.67211
TransAntofagasta 0.58252
-under Bay Transit 0.45575
CIT 0.42243
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Table 5: Structural properties in P-Space. Average Betweenness Centrality (<BC>), average degree (<k>), average Eigenvector Centrality
(<EC>), average PageRank (with a damping factor� 0.85) (<PR>), average path Length (<l>), diameter (d), and density.

Network Number of nodes Number of links <BC> <k> <EC> < PR> <l> d Density
Auckland 5,223 8,079,095 0.00039 101.28508 0.02386 0.00019 2.69143 7 0.01940
EMT 4,010 25,263,108 0.00065 47.66983 0.04685 0.00025 3.59238 7 0.01189
BC Transit 3,981 15,737,729 0.00017 70.76714 0.03415 0.00025 2.65481 6 0.01778
Kolumbus 3,829 11,317,714 0.00028 78.98355 0.02584 0.00026 2.96889 7 0.02063
STAR 1,415 9,477,213 0.00137 43.11236 0.01862 0.00071 1.48276 6 0.03049
AVL, CFL, RGTR, and TICE 1,372 4,254,656 0.00120 48.42570 0.01791 0.00073 1.00000 6 0.03532
-under Bay Transit 825 2,014,779 0.00133 75.51030 0.02197 0.00121 2.09 4 0.09164
TransAntofagasta 650 31,171,307 0.00108 199.74769 0.03666 0.00154 1.70123 3 0.30778
Linja-Karjala Oy 551 1,167,682 0.00180 64.26860 0.03500 0.00181 1.47619 4 0.11685
CIT 346 135,740 0.00274 33.93478 0.03445 0.00289 1.00000 4 0.103578

Table 6: Fitting in P-Space of the network degree distribution to a power law function.

Network α R square
EMT 0.513 0.180
Kolumbus 0.169 0.166
Auckland 0.204 0.077
BC Transit 0.177 0.068
-under Bay Transit 0.275 0.047
TransAntofagasta 0.163 0.044
STAR 0.118 0.037
CIT 0.109 0.036
AVL, CFL, RGTR, and TICE 0.061 0.022
Linja-Karjala Oy 0.015 0.001
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Figure 4: Continued.

Journal of Advanced Transportation 11



Degree

Fr
eq

ue
nc

y

0 200 400 600 800

0

500

1000

1500

2000

(d)

Degree

Fr
eq

ue
nc

y

100 200 300 400

0

50

100

150

(e)

Degree

Fr
eq

ue
nc

y

0 50 100 150 200

0

20

40

60

80

100

(f )

Degree

Fr
eq

ue
nc

y

0 100 200 300 400 500

0

200

400

600

800

(g)

Degree

Fr
eq

ue
nc

y

0 50 100 150

0

100

200

300

400

500

600

700

(h)

Degree

Fr
eq

ue
nc

y

0 50 100 150 200 250 300 350

0

50

100

150

200

(i)

Degree

Fr
eq

ue
nc

y

0 100 200 300 400 500

0

50

100

150

200

250

300

(j)

Figure 4: Degree distributions in P-Space in linear (x-axis) and linear scale (y-axis) for the following networks: EMT (a), BC Transit (b),
Kolumbus (c), Auckland (d), TransAntofagasta (e), Linja-Karjala Oy (f), AVL, CFL, RGTR, and TICE (g), STAR (h), CIT (i), and -under
Bay Transit (j)
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Regarding k-core feature, it does not seem to influence
the level of impact that a failure originating from a node will
have on the network. -is is in line with some research
points, in reference to social networks, where in rumour
spreading models, only the k-core of a node does not de-
termine its propagation capacity [41].

Additionally, if some of the topological parameters in
L-Space, which are depicted in Table 1, are seen in con-
junction with the results shown in Tables 17 and 18, it can be
noted that the networks with the highest value of density and
lowest value of diameter are between those that obtain 60%
in the IR more quickly.
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Figure 5: In L-Space for (a) EMT, (b) BC Transit, (c) Kolumbus, and (d) Auckland networks. pI� 0.05, pR� 0.0025, and T�150 (boxplot
diagram for A, B, D, E, and P groups).
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Figure 6: In L-Space for (a) STAR and (b) AVL, CFL, RGTR, and TICE networks. pI� 0.05, pR� 0.0025, and T� 65 (boxplot diagram for A,
B, D, E, and P groups).

A B D
Selection method

E P

0.6

0.5

0.4

0.3

0.2

0.1

0.0

IR

(a)

A B D
Selection method

E P

0.6

0.5

0.4

0.3

0.2

0.1

0.0

IR

(b)

Figure 7: Continued.
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Figure 7: In L-Space for (a) TransAntofagasta, (b) Linja-Karjala Oy, (c) CIT, and (d)-under Bay Transit. pI� 0.05, pR� 0.0025, and T� 65
(boxplot diagram for A, B, D, E, and P groups).

Table 7: In L-Space, for BC Transit network, pI� 0.05, pR� 0.0025, and T�150, p-value of the Wilcoxon rank sum test (resultant p-value
per Bonferroni correction is indicated in brackets).

A B D E
B <5.70e− 11 (8.60e− 10)
D 1.10e− 14 (1.60e− 13) 1.60e− 09 (2.30e− 08)
E 2.40e− 14 (3.50e− 13) 3.70e− 09 (5.50e− 08) 0.90000 (1.00000)
P 2.20e− 14 (3.30e− 13) 1.30e− 08 (2.00e− 07) 0.27000 (1.00000) 0.34000 (1.00000)

Table 8: In L-Space, for Kolumbus network, pI� 0.05, pR� 0.0025, andT�150, p-value of theWilcoxon rank sum test (resultant p-value per
Bonferroni correction is indicated in brackets).

A B D E
B <1.40e− 13 (2.00e− 12)
D 0.00473 (0.071) <2.00e− 16 (1.10e− 15)
E 3.00e− 14 (4.50e− 13) 0.44174 (1.000) <2.00e− 16 (1.00e− 15)
P 0.00554 (0.083) <2.00e− 16 (1.10e− 15) 0.99123 (1.000) <2.00e− 16 (1.00e− 15)

Table 9: In L-Space, for EMTnetwork, pI� 0.05, pR� 0.0025, and T�150, p-value of in the Wilcoxon rank sum test (resultant p-value per
Bonferroni correction is indicated in brackets).

A B D E
B <2.00e− 16 (<2.00e− 16)
D <2.00e− 16 (<2.00e− 16) 0.00027 (0.0041)
E <2.00e− 16 (<2.00e− 16) 1.40e− 06 (2.00e− 05) 0.30986 (1.00000)
P <2.00e− 16 (<2.00e− 16) <2.00e− 16 (2.00e− 16) <2.00e− 16 (<2.00e− 16) <2.00e− 16 (<2.00e− 16)

Table 10: In L-Space, for Auckland network, pI� 0.05, pR� 0.0025, and T�150, p-value of the Wilcoxon rank sum test (resultant p-value
per Bonferroni correction is indicated in brackets).

A B D E
B <2.00e− 16 (<2.00e− 16)
D <2.00e− 16 (<2.00e− 16) 0.49000 (1.00000)
E <2.00e− 16 (<2.00e− 16) 7.40e− 14 (1.10e− 12) 3.60e− 12 (5.30e− 11)
P <2.00e− 16 (<2.00e− 16) 0.54000 (1.00000) 0.96000 (1.00000) 1.00e− 12 (1.50e− 11)
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Table 15: In L-Space, for CIT network, pI� 0.05, pR� 0.0025, and T� 65, p-value of the Wilcoxon rank sum test (resultant p-value per
Bonferroni correction is indicated in brackets).

A B D E
B 1.30e− 13 (1.30e− 12)
D <2.00e− 16 (7.50e− 16) 1.00000 (1.00000)
E <2.00e− 16 (1.40e− 15) 0.29000 (1.00000) 0.20000 (1.00000)
P <2.00e− 16 (7.30e− 16) 0.63 (1.00000) 0.56 (1.00000) 0.41 (1.00000)

Table 16: In L-Space, for -under Bay Transit network, pI� 0.05, pR� 0.0025, and T� 65, p-value of the Wilcoxon rank sum test (resultant
p-value per Bonferroni correction is indicated in brackets).

A B D E
B 3.00e− 13 (3.00e− 12)
D <2.00e− 16 (1.50e− 15) 0.47900 (1.00000)
E <2.00e− 16 (5.60e− 16) 0.02700 (0.27000) 0.08300 (0.83000)
P <2.00e− 16 (9.30e− 16) 0.16900 (1.00000) 0.44800 (1.00000) 0.27900 (1.00000)

Table 13: In L-Space, for TransAntofagasta network, pI� 0.05, pR� 0.0025, and T� 65, p-value of the Wilcoxon rank sum test (resultant
p-value per Bonferroni correction is indicated in brackets).

A B D E
B 0.0013 (0.008)
D 1.80e− 11 (1.10e− 10) 5.50e− 07 (3.30e− 06)
E 1.70e− 14 (1.70e− 13) 2.90e− 14 (2.90e− 13) <2.00e− 16 (<2.00e− 16)
P 6.50e− 12 (3.90e− 11) 1.50e− 07 (8.90e− 07) 0.5348 (1.00000) <2.00e− 16 (<2.00e− 16)

Table 14: In L-Space, for Linja-Karjala Oy network, pI� 0.05, pR� 0.0025, and T� 65, p-value of the Wilcoxon rank sum test (resultant
p-value per Bonferroni correction is indicated in brackets).

A B D E
B 1.10e− 13 (1.10e− 12)
D 2.40e− 16 (2.40e− 15) 0.11600 (1.00000)
E 1.50e− 15 (1.50e− 14) 0.11000 (1.00000) 0.59500 (1.00000)
P <2.00e− 16 (3.20e− 16) 0.65500 (1.00000) 0.16400 (1.00000) 0.09800 (0.98000)

Table 11: In L-Space, for STAR network, pI� 0.05, pR� 0.0025, and T� 65, p-value of the Wilcoxon rank sum test (resultant p-value per
Bonferroni correction is indicated in brackets).

A B D E
B 1.20e− 10 (1.20e− 09)
D 5.70e− 12 (5.70e− 11) 0.056 (0.56)
E 2.90e− 14 (2.90e− 13) 0.752 (1.00000) 0.007 (0.07000)
P 1.20e− 12 (1.20e− 11) 0.193 (1.00000) 0.689 (1.00000) 0.01900 (0.19000)

Table 12: In L-Space, for AVL, CFL, RGTR, and TICE networks, pI� 0.05, pR� 0.0025, and T� 65, p-value of the Wilcoxon rank sum test
(resultant p-value per Bonferroni correction is indicated in brackets).

A B D E
B 2.30e− 14 (2.3e− 13)
D 2.00e− 16 (4.8e− 16) 1.70e− 07 (1.7e− 06)
E < 2.00e− 16 (3.1e− 16) 9.00e− 06 (9.0e− 05) 0.19 (1.00000)
P < 2.00e− 16 (<2e− 16) 0.19 (1.00000) 2.70e− 07 (2.7e− 06) 4.30e− 05 (0.00043)
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Figure 8: Continued.

Table 17: For pI� 0.05 and pR� 0.0025, average propagation time in which IR reached 60% in each group (A, B, D, E, P) and globally.

A B D E P All
Auckland 542.13 386.85 389.85 408.83 389.37 415.24
EMT 261.31 171.75 162.83 162.06 195.33 202.99
BC Transit >700 >700 >700 >700 >700 >700
Kolumbus 552.99 458.23 >700 489.01 >700 >700
STAR 116.75 93.51 99.74 95.09 97.88 99.67
AVL, CFL, RGTR, and TICE 121.37 84.42 90.43 89.58 83.73 91.51
TransAntofagasta >150 145 >150 101.16 >150 105.57
Linja-Karjala Oy 127.22 98.64 102.54 102.12 97.50 103.78
CIT 140.00 115.65 117.98 119.56 120.18 120.01
-under Bay Transit >150 >150 >150 >150 >150 >150

Table 18: For pI� 0.05 and pR� 0.0025, median propagation time in which IR reached 60% in each group (A, B, D, E, P) and globally.

A B D E P All
Auckland 545 385 390 409 388 399
EMT 249.50 169 164 161 193 181
BC Transit >700 >700 >700 >700 >700 >700
Kolumbus 547 455 >700 486 >700 486.50
STAR 112.50 94 98 95 99 99.67
AVL, CFL, RGTR, and TICE 116.00 84 89 90 81.50 88
TransAntofagasta >150 149 >150 100 >150 101
Linja-Karjala Oy 128 97 103 103 97 102
CIT 138 113 117 119 120 119
-under Bay Transit >150 >150 >150 >150 >150 >150
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Figure 8: Evolution of the GC in EMT (a), BC Transit (b), Kolumbus (c), and Auckland (d) networks.
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Figure 9: Continued.
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Figure 9: Evolution of the GC in AVL, CFL, RGTR, and TICE (a), STAR (b), TransAntofagasta (c), Linja-Karjala Oy (d), CIT Chambly-
Richelieu-Carignan network (e), and -under Bay Transit (f ).
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4. Conclusions

An efficient PTN must be robust to provide a good quality
service, even when it faces faults or disaster.-is study analyses
several PTNs, applying a methodology based on the study of
structural properties, simulations of faults propagation, and the
examination of the evolution of the GC. -e analysis aims to
detect the most vulnerable nodes and links when some faults
occurred in them.-e influence of the topological properties of
the networks over their robustness has also been checked. -is
could allow preventative action in certain nodes and links

against traffic congestion and unattainable stops, occurring as a
result of construction work and catastrophes.

Problems that happened at random nodes and over the
strongest links spread slower than other types of failure.
-ose nodes whose failures spread more quickly depended
on the network, but they were those with the highest be-
tweenness centrality, degree, or PageRank. All networks
show high modularity >0.8 and a Molloy–Reed parameter
>2. Additionally, all nodes were characterized by low k-core.

-e AVL, CFL, RGTR, and TICE networks were that
presented the highest-level propagation in a time T, for all

Table 19: Percentage of removed nodes with which the 80% of reduction in the GC is achieved.

Network Method % of removed
elements Network Method % of removed

elements

Auckland Pagerank centrality 4.98 EMT Interactive betweenness
centrality 8.35

Degree 7.47 Pagerank centrality 12.62
Interactive betweenness

centrality 8.67 Degree 13.70

Betweenness centrality 16.28 Betweenness centrality 24.38
Random links 28.79 Random links 47.02
Weighted links 56.85 Eigenvector centrality 51.02
Random nodes 61.99 Random nodes 52.42

Eigenvector centrality 64.66 Weighted links 60.22
BC Transit Pagerank centrality 4.52 Kolumbus Pagerank centrality 8.89

Degree 5.79 Degree 12.29
Interactive betweenness

centrality 9.55 Interactive betweenness
centrality 15.04

Betweenness centrality 15.58 Betweenness centrality 19.74
Random links 30.19 Random links 43

Eigenvector centrality 59.55 Weighted links 49.75
Weighted links 68.94 Random nodes 64.17
Random nodes 86.50 Eigenvector centrality 73.86

STAR Interactive betweenness
centrality 4.53 AVL, CFL, RGTR,

TICE
Interactive betweenness

centrality 3.57

Pagerank 14.18 pagerank 6.93
Degree 15.60 Degree 9.85

Betweenness centrality 17.73 Betweenness centrality 10.22
Eigenvector centrality 45.74 Random links 53.51

Random links 55.53 Eigenvector centrality 39.05
Weighted links 64.07 Random nodes 64.25
Random nodes 78.49 Weighted links 66.49

TransAntofagasta Interactive betweenness
centrality 6.63 Linja-Karjala Oy Interactive betweenness

centrality 5.27

Pagerank 17.83 Pagerank 13.64
Degree 22.48 Betweenness centrality 17.27

Betweenness centrality 30.23 Degree 19.09
Random links 45.31 Eigenvector centrality 37.27
Weighted links 45.83 Random links 52.48
Random nodes 65.12 Random nodes 63.51

Eigenvector centrality 79.84 Weighted links 73.76

CIT Interactive betweenness
centrality 2.90 -under Bay

Transit
Interactive betweenness

centrality 2.31

Pagerank 5.80 Pagerank 4.88
Degree 8.70 Degree 7.93

Betweenness centrality 13.04 Betweenness centrality 18.29
Random links 38.96 Random links 18.99
Random nodes 58.70 Random nodes 61.11

Eigenvector centrality 62.32 Eigenvector centrality 64.63
Weighted links 74.03 Weighted links 96.97
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analysed pairs (pI, pR), followed in descending order by STAR,
Linja-Karjala Oy, and TransAntofagasta. In the majority of the
networks, 80% reduction in the size of GC with the minor
percentage of removed nodes is reached for those nodes with
the highest betweenness calculated interactively. In a small
number of networks, this was achieved with the removal of
nodes with the highest PageRank. -e networks that showed
the highest amount of sensitivity were in sequential order of
-under Bay Transit; CIT; and AVL, CFL, RGTR, and TICE,
with 2.31%, 2.90%, and 3.57% of deleted nodes, respectively. In
all networks, random failures took the longest time to spread
across all networks, which proves, in conjunction with some
structural properties (k, PageRank, and eigenvector in
L-Space), that the networks are less vulnerable to such failures.

-is research can be continued by analysing passenger
flow in the PTN as a dynamically changing characteristic.
Some models that take into account the individual pas-
sengers’ behaviour, with respect to the choice of routes and
connections during a trip, can be implemented in order to
dynamically establish the possible consequences of the
congestion. It is also possible to study how the passengers
modified their travel behaviour when considering their
previous experience. Additionally, the PTN vulnerability can
be examined in other graph representations, as well as
considering different link weights, such as trip time or fi-
nancial costs. In addition to the above, in a catastrophic
situation, the postdisaster circumstances can be examined,
completing the analysis of the evolution of GC with a study
of the access to critical facilities (i.e., emergency services).

Data Availability

Information of stops and routes of Auckland, EMT, BC
Transit, Kolumbus, STAR, AVL, CFL, RGTR, TICE,
-under Bay Transit, TransAntofagasta, Linja-Karjala Oy,
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companies public web sites, the Deconet Public Transport
Network Data and GTFS Data Exchange repositories
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