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A main challenge of current research on primary degenerative
dementia is establishing a causal and temporal link between
structural alterations, synaptic and circuit dysfunction, and
cognitive decline. Experimental data support the view that
the observable symptoms of dementia are only the tip of an
iceberg, made up of neuropathological alterations which accu-
mulate over time and lead to loss of synaptic connections and
dysfunction of cortical circuitry [1].

In the clinical setting, current biomarkers are mainly based
on the detection of amyloid deposition and neuronal injury.
Increasing evidence also suggests a role for functional neuro-
imaging and electrophysiological parameters, derived from
functional MRI (fMRI), electroencephalography (EEG), and
transcranial magnetic stimulation, as biomarkers of dysfunc-
tion of neurotransmission and synaptic plasticity in specific
types of primary dementia [2-6].

By considering the two major proteinopathies underlying
Alzheimer’s disease (AD), amyloid beta (Af) dysregulation,
and Tau phosphorylation, the initial view of Af peptide
accumulation acting as a key upstream event leading to neu-
rodegeneration was put under revision since it has been
acknowledged that these two neuropathological processes

might be initiated independently [7, 8]. Indeed, while amy-
loid accumulation can progress over more than two decades
[9], AfS markers are not strongly related to cognitive decline
as markers of neurodegeneration [1]. Significantly, in sporadic
AD, impairment of long-term potentiation- (LTP-) like corti-
cal plasticity was found to be associated with a higher cerebro-
spinal fluid total-Tau level and with a faster progression of
cognitive decline [6].

In this effort to establish a link with functional impair-
ment, in AD, attention has long been focused on the central
cholinergic deficit and impairment of synaptic plasticity,
but recent findings also point towards different neurotrans-
mitter systems, prominently towards selective dopaminergic
neuron degeneration leading to hippocampal LTP dysfunc-
tion as a possible upstream phenomenon [10]. A primary
dysfunction of synaptic plasticity, possibly favored by genetic
factors, has also been hypothesized as the leading cause of
molecular and histopathological modifications [11].

A better understanding of such alterations is required for
the development of drugs that target specific pathological
mechanisms. Moreover, the early detection of pathological
changes is crucial for the use of novel disease-modifying
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treatments that need to be administered early in the disease
course [12].

The present Special Issue collects nine articles that con-
tribute to the investigation of cortical circuit and synaptic
dysfunctions related to molecular alterations.

Within the debate on the relationship between A and
Tau pathology, S. Mondragén-Rodriguez et al. review evi-
dence supporting an alternative hypothesis on the role of
Tau phosphorylation as a possible neuroprotective rather
than neurodegenerative mechanism, acting by preventing
synaptic overexcitation during the early stages of AD devel-
opment. In this article, the authors propose that phosphory-
lation of Tau’s microtubule domain is a fundamental part of
the regulatory mechanisms controlling the activity of NMDA
glutamate receptors and synaptic coupling. The presented
hypothesis has important implications for current therapeu-
tic approaches aimed at reducing Tau and phosphorylated
Tau (pTau) levels. Further knowledge on the link between
A and Tau/pTau at the synapse is needed to support the
hypothetic non-pathological role of pTau.

M. A. Aguiar-Furucho and F. J. R. Peldez simulated the
effects of brain aging, so as to reproduce early AD stages, on
a computational model of cortical circuits (of somatosensory,
visual, and auditory cortices) involved in the first level of
processing of sensory afferent inputs. The model, which has
learning capabilities, includes cholinergic excitatory projec-
tions to thalamo-cortical neurons and inhibitory GABAergic
interneurons. Within this model, the authors show that, in
the presence of impaired GABA-A signaling, which has been
described in AD pathophysiology, the reduction of afferent
inputs determines a dysregulation of neuronal excitability that
may facilitate a state of hypermetabolism. While the above
model is focused on function rather than on a specific biolog-
ical substrate, it provides a hypothesis that sensory/cognitive
stimulus reduction might not only facilitate dementia by
weakening cognitive reserve but also represent a direct path-
ophysiological mechanism of neurodegeneration.

J. Li et al. provide an overview of the GABAergic circuitry,
and they highlight the mechanisms through which hippocam-
pal GABAergic impairment may cause cognitive deficits under
an ischemic environment, particularly at chronic ischemic
stages. They review evidence of ischemia-induced changes
of the GABAergic system, which has a significant role in pro-
moting neural development and formation of local neural
circuits, including GABA interneurons, extracellular GABA
neurotransmitters, and GABA receptors. Moreover, to bring
new insights and strategies to solving this kind of emerging
cognitive deficits, they also describe exogenous cell transplan-
tation technology, which is effectively supposed to improve
cognition by modulating the GABAergic system.

As far as the Af is concerned, C. Gauthier-Umaiia et al.
investigated alterations of synaptic activity and plasticity in
an animal model of early Af pathology. Results show that
soluble A microinjection in the commissural CA3-to-CAl
circuit increased synaptic variability, impaired long-term
plasticity, increased gamma and high-frequency oscillations
(121-250Hz), and induced a significant y amplitude-
modulating 0 phase shift in anaesthetized Wistar rats. Based
on these results, the authors propose the observed abnor-
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mality in 8-to-y phase-amplitude coupling as a putative bio-
marker of Ap-induced synaptic dysfunction in the early
stages of AD development.

L. Jorge et al. correlated Af pathology and structural
changes between the retinal and primary visual cortex thick-
nesses in a population of AD patients, by means of integrated
imaging techniques. Combining optical coherence tomogra-
phy, magnetic resonance, and positron emission tomography
imaging, the authors measured retinal and primary visual
cortex thicknesses, Af retention, and neuroinflammation.
They report that the primary visual cortex showed increased
amyloid-binding potential, in the absence of neuroinflamma-
tion, with a positive association between the synapse-rich
inner plexiform layers of the retina and the primary visual
cortex. This retino-cortical interplay might thus reflect
changes in synaptic function resulting from Af3 deposition in
AD, even when neuronal loss is still not evident.

Interestingly, to therapeutic prospects based on counter-
acting mechanisms of AS-related synaptic damage, C. Sheng
et al. present a study aimed at clarifying the molecular basis
of the effects of an empirically used traditional Chinese
medicine compound. They characterized the composition
of Bushen-Tiansui Formula (BTF), generated a chromato-
graphic fingerprint profile, and evaluated the effects of BTF
on cognition and memory functions in a rat model of AD.
The oral administration of BTF reversed the cognitive defects
by reversing the Af3; ,, fibril-induced reduction of synaptic
marker expression and by promoting the expression of
Brain-Derived Neurotrophic Factors and the activation of
the TrkB/Akt/CREB signaling pathway. This approach
points to the importance of accurately defining the potential
biological targets of any newly proposed treatment strategy.

Relevant to the early diagnosis of AD, H. Liu et al. explore
the possibility of improving the sensitivity of fMRI measures
of cortical connectivity that can be used to predict progres-
sion from Mild Cognitive Impairment (MCI) to AD. They
used the L1-norm linear regression model to test the small-
world attributes of the brain networks of three groups of
subjects composed, respectively, by 33 MCI, 24 AD, and 27
healthy controls. They found that the L1-norm was more
sensitive to detect slight small-world network changes in
the early stages of AD with respect to the traditional Pearson
correlation analysis.

Y. Li et al. investigated the relationship between Urinary
Alzheimer-Associated Neuronal Thread Protein (AD7c-
NTP), a marker of neuronal degeneration, and Apolipopro-
tein Epsilon (ApoE) 4 allele in the cognitively normal pop-
ulation. AD7¢c-NTP has been shown to be increased in
patients with MCI and AD, colocalizing with neurofibrillary
tangles and dystrophic neurites. In this study, while no
significant differences in urinary AD7c-NTP levels were
observed between patients with subjective cognitive decline
and healthy controls, AD7c-NTP levels were significantly
higher in subjects with ApoE3/4 and 4/4, indicating that
also in subjective cognitive decline ApoE4 may modify
AD7c-NTP levels, which are related to Tau and A deposi-
tion. These findings are extremely relevant for the study of
subjective cognitive decline, a stage in which patients report
self-experienced persistent decline in cognitive capacity in
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comparison with a previously normal status, potentially con-
cealing a prodromal state of AD, and that will probably
become a target of disease-modifying treatments.

Finally, the advancements in next-generation sequenc-
ing (NGS) techniques have allowed for rapid, efficient,
and cost-time-effective genetic variant detection. In their
article, G. Lanza et al. performed a neurogenetic study
through an ad hoc NGS-based custom sequencing gene panel
to screen 16 genes in different types of degenerative cognitive
disorders. Notwithstanding the preliminary value of the
study, some rare genetic variants with a probable disease
association were detected, thus suggesting translational
perspectives in the diagnosis and management of a wide
range of neurodegenerative disorders.

Taken together, findings of the studies in this collection
point to the importance of shedding light on the molecular
bases and the pathophysiological mechanisms leading to
dementia, as this might improve the early diagnostic and
prognostic accuracy and therapeutic options.
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Recent evidence indicates that soluble amyloid-f (Ap) species induce imbalances in excitatory and inhibitory transmission,
resulting in neural network functional impairment and cognitive deficits during early stages of Alzheimer’s disease (AD). To
evaluate the in vivo effects of two soluble Af species (Af,5;5 and Af, ,,) on commissural CA3-to-CAl (cCA3-to-CAl)
synaptic transmission and plasticity, and CA1 oscillatory activity, we used acute intrahippocampal microinjections in adult
anaesthetized male Wistar rats. Soluble A microinjection increased cCA3-to-CAl synaptic variability without significant
changes in synaptic efficiency. High-frequency CA3 stimulation was rendered inefficient by soluble Af intrahippocampal
injection to induce long-term potentiation and to enhance synaptic variability in CA1, contrasting with what was observed in
vehicle-injected subjects. Although soluble Af microinjection significantly increased the relative power of y-band and ripple
oscillations and significantly shifted the average vector of 6-to-y phase-amplitude coupling (PAC) in CAl, it prevented 0-to-y
PAC shift induced by high-frequency CA3 stimulation, opposite to what was observed in vehicle-injected animals. These results
provide further evidence that soluble Af species induce synaptic dysfunction causing abnormal synaptic variability, impaired
long-term plasticity, and deviant oscillatory activity, leading to network activity derailment in the hippocampus.

1. Introduction

Alzheimer’s disease (AD), the most common type of demen-
tia and progressive neurodegenerative disorder worldwide, is
characterized by selective neuronal loss, and two histopatho-
logical features in postmortem tissue are extracellular amy-
loid plaques composed of amyloid beta peptide (Af) and
intracellular neurofibrillary tangles composed of hyperpho-
sphorylated tau protein [1]. Recent evidence indicates that
soluble forms of A induce glutamatergic, cholinergic, and
GABAergic imbalance, resulting in functional impairment

of neural networks during early AD stages [2-5]. In fact,
Ap-induced synaptic dysfunction precedes selective neuro-
nal degeneration and may explain memory impairment dur-
ing early AD stages and mild cognitive impairment, a
prodromal stage of AD [6, 7]. Although therapies based on
modulation of GABAergic neurotransmission have been pro-
posed for AD [8], current symptomatic therapies include
cholinesterase inhibitors and NMDA antagonists only [9].
New Af-targeted immunotherapies have been tested in sev-
eral clinical trials but without a clear clinical benefit [10];
therefore, no course-modifying treatment has been
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developed to date because of a lack of understanding of the
fundamental mechanisms underlying AD, as well as the
physiological role of amyloid peptides.

Senile plaques in AD patients and animal models consist
of A, 4, and AB, 4, (A3, 4, mainly in the core of early pla-
ques and A, _,, in vascular amyloid deposits) [11, 12]. It has
been suggested that short AS fragments, such as Af,: ;s,
constitute the biologically active forms of A and are thus
responsible for the neurotoxic properties of Apf, ,, and
AB, 4, [13]. AB,5 55 may be expressed in AD brains [14-
16] possibly from enzymatic cleavage of Af3; 4, [15, 16]. Sev-
eral studies indicate similar effects in the brain of either short
or long forms of A [13-15]. However, Af,. ;- produces
more acute toxic effects than A, _,, because of its higher sol-
ubility [17], and it also has different effects on synaptic plas-
ticity and intracellular pathophysiological mechanisms
compared with AS, ,, and AB, ,, [18-20].

The hippocampus and entorhinal cortex are peculiarly
susceptible to deleterious Af effects during early AD stages
[21]. Hippocampal plasticity, necessary for learning and
memory processes, is tuned by 0 activity, which depends on
acetylcholine release from the medial septum [2]. Moreover,
the septum and hippocampus are reciprocally interconnected
and functionally coupled through GABAergic and gluta-
matergic connections to form the septohippocampal system
[2, 22]. Each of these neurotransmitters contributes to hippo-
campal rhythmicity [23]. Moreover, 6 and y activities are
associated through inhibitory synapses between GABAergic
parvalbumin interneurons and pyramidal neurons [24]. Such
oscillatory activity, including phase-to-amplitude coupling of
0 and y activity, is necessary for adequately encoding and
storing information in the cortex and hippocampus [25-
27]. In vivo studies have shown the relevance of the CA3-
CA1 synapse in associative learning and memory processing
[28, 29] and its implications in AD through animal models
[30]. In a very recent study, the electrophysiological activity
of the CA3-CA1 region in humans was correlated with mem-
ory tasks (i.e., delayed match-to-sample) and it resembles
synaptic hippocampal responses observed in rodents in the
same areas [31]. Therefore, studies based on animal models
may provide physiological information that could be applied
in specific regions of clinical relevance in the human brain.

There are tight correlations among long-term potentia-
tion (LTP) mechanisms, 0-y oscillations, and hippocampal-
dependent memories [32-34]. Event-locked oscillatory activ-
ity in hippocampal formation and hippocampus-related
structures is necessary for learning and long-term memory
processes, as well as for declarative and spatial memory func-
tions, which are impaired in early stages of AD [3, 34, 35].
Accumulating evidence indicates that Af affects 0, §, and y
bands in different preclinical models of AD [3, 36]. Similarly,
EEG recordings in AD patients show pathological changes of
network oscillations in a wide range of frequencies (i.e., a/0
ratio, y coherence, 0 and & synchronization) [37, 38]. Studies
using an animal model of AD (transgenic CRND8 mice)
indicate that alterations in 8-y cross-frequency coupling
might be used as an early biomarker of AD [39]. In another
study, acute LTP impairment by Af, ,, was related to alter-
ations in oscillatory activity in -y coupling at perforant

Neural Plasticity

path-dentate gyrus synapses [40]. Various studies have
reported that changes in the spectral power of brain oscilla-
tions are related to LTP induction and expression [32, 33,
41, 42] and have shown a relationship between changes in
single-synapse and network oscillation activity. Therefore,
Ap-induced LTP impairment might be associated with oscil-
latory activity changes in brain structures affected during ini-
tial stages of AD.

Several aggregated Af forms and configurations may
explain variable effects during AD progression. Considering
the huge differences between experimental models (in vivo
vs. in vitro), time of exposure to Af (acute vs. chronic), and
differences in A aggregation states (monomeric, oligomeric,
and fibrillary), the reported Af effects on neuronal activity
have been divergent in terms of excitability, active and pas-
sive membrane properties, network activity, and neural plas-
ticity [22, 43-47]. Despite the large number of studies, little is
known about the effects of diverse soluble A forms on oscil-
latory activity, excitability, or synaptic plasticity [47, 48]. The
aim of the present study was, therefore, to evaluate Af3, ;<
and Af3, 4, effects on hippocampal oscillations (power spec-
tral density and phase-amplitude coupling) and basal trans-
mission, variability, and long-term plasticity in cCA3-to-
CA1 synapses. We found that LTP impairment induced by
acute administration of soluble Af (Af; 4, and AfB,s 55) is
associated with abnormal synaptic variability and increased
power of y-band and ripple network oscillations and derailed
0-to-y phase-to-amplitude coupling in CAl. Such Ap-
induced disruption in synaptic plasticity and network activity
may underlie abnormalities in information processing and
memory encoding.

2. Material and Methods

2.1. Ethical Statement. All procedures performed on living
animals were performed in conformance with Animal
Research: Reporting In Vivo Experiments (ARRIVE) guide-
lines [49], following the Guide for the Care and Use of Labo-
ratory Animals (8th edition, National Institutes of Health)
and fulfilling the Colombian regulation (Law 84/1989 and
Resolution 8430/1993). In addition, every experimental
design and all procedures were approved by the Universidad
del Rosario Ethics Committee.

2.2. Animals. Seventeen 16-20-week-old male Wistar rats,
weighing 300+ 30g, were used as experimental subjects.
Experimental animals were supplied by the Universidad
Nacional de Colombia animal facilities. Animals were housed
in a sound-attenuated room in polycarbonate cages, in
groups of four, under controlled environmental conditions:
20 £ 1°C temperature, 50 + 10% relative humidity, and 12h
light/dark cycle (lights on from 07:00 to 19:00). Animals
had food and water available ad libitum. Experiments were
performed in the morning. Special care was taken to min-
imize animal suffering and to reduce the number of ani-
mals used.

Sample size was calculated according to the following for-

mula [50]: sample size = 2SD?(Z*" + ZF)’/d?, where SD =
6.85, Z%*=1.96 with oc=0.05, ZF=0.84 with f=0.2.
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FIGURE 1: Experimental timeline and preparation. (a) Timeline indicating the experimental procedures during a recording session. (b)
Diagram of a rat brain illustrating microelectrode cannula (for local field potential recording and microinjection in left CAl) and
stimulating electrode (in right CA3) locations. (c) Panoramic photograph of an obliquely illuminated coronal brain slice containing
representative electrolytic lesions made by passing current through recording (left) and stimulating (right) electrodes (upper panel), paired
to a corresponding coronal diagram of the hippocampus (extracted and modified from the bregma: -3.6 mm diagram of Paxinos’ rat brain
atlas), summarizing recording (left, blue circles) and stimulating (right, red triangles) electrode placement in each experimental subject.
(d) Panoramic photograph of a brain block containing methylene blue-coloured left hippocampus, attesting adequate diffusion of the

injected solution.

Statistical power = 80%, and d = 14. The minimum sample
number per group was 5.

2.3. Experimental Design and Timeline. Animals were ran-
domly assigned to any of three groups: (1) control group
(n=6), receiving vehicle microinjection; (2) Af,s 55 group
(n=6), receiving Af,; ;s peptide microinjection; and (3)
AP, 4 group (n = 5), receiving A, ,, peptide microinjection.

In brief, each experiment proceeded as follows: (1) under
general anaesthesia, recording and stimulation electrodes
were stereotactically inserted in CA1 and contralateral CA3;
(2) once stable responses were obtained, the input/output
relationship was established; (3) 30 min baseline recording
was done to characterize basal synaptic efficiency; (4) the
designed solution was microinjected in CA1; (5) the microin-
jected solution’s effect on synaptic transmission was charac-
terized by recording synaptic responses for 30min after
microinjection; (6) high-frequency tetanic stimulation was
done to induce long-term plasticity; and (7) the effect of
high-frequency stimulation (HEFS) on synaptic efliciency
was characterized by recording synaptic responses for
60 min after HES (Figure 1(a)).

2.4. Surgery. Under general anaesthesia induced with 1.5 g/kg
of 25% urethane (Sigma-Aldrich, St. Louis, USA) and
10mg/kg of xylazine (Rompun®, Bayer, Leverkusen, Ger-
many) (intraperitoneal injection), the subject was placed in
a rat stereotaxic frame (SR-6R, Narishige Inc., Tokyo, Japan).
Nociceptive responses (tail prick and paw withdrawal reflex)
were evaluated during the experiment. In case of slight motor
response, an additional injection of urethane at 50% of the
initial dose was administered. The respiratory and cardiac
rates were monitored during the whole experiment, and a
heating blanket was used to avoid hypothermia. Because we
were interested in evaluating AfB effects on NMDA-
dependent synaptic plasticity, we chose urethane as the
anaesthetic agent, taking into account that it has been
reported to have no significant effects on NMDA-type gluta-
mate receptors when given in intermediate doses [51, 52];
however, anaesthetic doses of urethane depress or even abol-
ish 7-12 Hz atropine-resistant theta activity [53], but left 4-
7 Hz atropine-sensitive theta oscillations unaltered. Longitu-
dinal fronto-occipital incision, followed by connective and
muscle tissue dissection, was used to expose the skull. Two
holes were drilled in parietal bones: one for inserting a



recording electrode aimed at left CA1 (stereotaxic coordi-
nates from the bregma: AP =-3.8mm, L=2.5mm, left)
and one for inserting a stimulating electrode aimed at right
CA3 (stereotaxic coordinates from the bregma: AP =-3.8
mm, L =3.7mm, right) [54]. In order to reduce variability
between subjects, we always use the same electrode configu-
ration. The dura mater was cut and removed through the
holes in order to allow electrode insertion (Figure 1(b)).

2.5. In Vivo Extracellular Electrophysiology. A microelectrode
cannula (a 5 MQ impedance enamel-coated wire attached to
a 25-G needle), for local field potential (LFP) recording and
microinjection, was inserted 2.5mm from the pial surface,
through the skull hole for left CA1 (vide supra for stereotaxic
coordinates), using a hydraulic micromanipulator (SM-25C,
Narishige Inc., Tokyo, Japan). A stimulating concentric bipo-
lar electrode was lowered 3.5mm from the pial surface,
through the skull hole for right CA3 (vide supra for stereo-
taxic coordinates), using a micromanipulator (SM-25A, Nar-
ishige Inc., Tokyo, Japan). A silver electrode was placed in
neck musculature as a reference.

CALl field activity was magnified (100x) using an AC-
coupled preamplifier (NEX-1, Biomedical Engineering, New
York, USA). The preamplified signal was then band-pass fil-
tered (0.1Hz and 10kHz cut-off frequencies) and further
amplified at 20x (yielding 2000x total gain). This conditioned
signal was digitized using an analogue-to-digital converter
(DigiData 1200, Molecular Devices, San José, USA) with
10kHz sampling frequency and stored for offline analysis
using commercial (Clampfit, Molecular Devices, San José,
USA) and purpose-designed software.

CA3 was stimulated by applying 100 us monophasic
square pulses, delivered at 0.33 Hz frequency, using a stimu-
lus isolation unit (Isolator-11, Molecular Devices, San José,
USA), controlled by a pulse generator (9514 Plus, Quantum
Composers, Bozeman, USA). Stimulus intensity (100-
400 uA) was adjusted so as to obtain stable and reliable
CA1 field excitatory postsynaptic potentials (fEPSP). The
depth of the stimulating and recording electrodes from the
pial surface was finely adjusted so as to obtain short latency
fEPSP, with a waveform characteristic of CAl stratum
pyramidale.

Once a stable CA1 fEPSP was achieved, threshold stimu-
lus intensity was established by decreasing the intensity to
one-half the previous one until the fEPSP failure rate was
equal to or higher than 50% (characteristically 50 to
200 uA). Stimulus intensity was then successively doubled
until fEPSP response saturation was attained (characteristi-
cally 4 to 8 times the threshold intensity). Then, the stimulus
intensity required to obtain ~50% of maximal response (I)
was selected to evaluate short- and long-term plasticity from
then on. Basal synaptic activity was characterized by record-
ing CA3 stimulation-evoked fEPSP in CAl (I, intensity,
100 us duration, and 0.1 Hz frequency) for 30 min. Intrahip-
pocampal microinjection effect on basal synaptic activity was
characterized by recording such fEPSP for 30min after
microinjection. Long-term potentiation at cCA3-to-CAl
synapses was induced by delivering six trains (1s length,
100Hz frequency) at 60s intertrain intervals (HFS). HFS
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effect on cCA3-to-CAl synaptic efficiency was studied by
recording left CAI response to right CA3 stimulation (I,
intensity, 100us duration, and 0.1Hz frequency) for
60 min. Deep anaesthetic level was maintained throughout
the whole recording session using supplementary anaesthetic
doses (about every 4 hours) to attain stable and reliable activ-
ity in CA1 [55].

Once the recording session ended, a terminal dose of
anaesthesia (urethane 2 g/kg and xylazine 10 mg/kg, intraper-
itoneal) was given and the location of stimulating and record-
ing electrode tips was marked by passing continuous current
through them delivered by a precision current source (Mid-
gard, Stoelting, Wood Dale, USA). The subject’s brain was
removed and submerged in 4% paraformaldehyde for 3 days;
then, 100 ym thick coronal slices encompassing stimulating
and recording sites were obtained using a vibratome (1000
Plus, Vibratome, Bannockburn, USA). The electrodes’ posi-
tion and diffusion trace of microinjection coloured solution
were documented by examining the slices with a stereoscope
(SZX16, Olympus, Tokyo, Japan) and taking digital photo-
graphs (Cybershot DSCW7, Sony, Tokyo, Japan) under obli-
que back-illumination (Figure 1(c)).

2.6. Preparation of Vehicle and A Peptide Solutions. Among
many soluble Af species, AfB,s 55 and A, _,, (Sigma-Aldrich,
St. Louis, USA) were chosen for the present work on the basis
of their aggregation kinetics, neurotoxicity, and pathogenic-
ity. On the one hand, postmortem examination of AD
patients’ brains yielded that A, ,, accounts for approxi-
mately 90% of total Af3 peptide in senile plaques [56]. On
the other hand, Af, . ;- aggregates more rapidly and displays
more neurotoxicity than A, 4, [13, 57]. Af,5 35 and AB;
peptides were prepared as previously described [22, 43, 45].
Briefly, peptides were dissolved in 0.9% normal saline solu-
tion with 0.5% methylene blue to 1.5mM concentration
and stored at -20°C. Aliquots were defrosted and incubated
at 37°C for 24 h before experiments [58, 59]. The vehicle solu-
tion was therefore 0.9% normal saline with 0.5% methylene
blue. Methylene blue was used to attest adequate diffusion
in the hippocampal CAl region of either vehicle or A3 pep-
tides (Figure 1(d)).

2.7. Intrahippocampal Microinjection. Once a baseline
recording was obtained, a Hamilton syringe connected
through 12-G tubing was used to inject 2 uL of the designed
solution (either vehicle, AB, 55, or A, _4,) ata 1 yL/min rate
through the microelectrode cannula inserted in the left hip-
pocampal CA1 region. Af, - and Af,_,, dose (3nM) and
total injection volume (2 uL) were chosen according to previ-
ous reports [60-63]. Stimulation and recording were
restarted three minutes after microinjection in order to allow
diffusion and prevent leakage of injected solution.

2.8. Data Analysis. Electrophysiological data analyses were
planned to characterize the effects of both microinjected
solutions on basal cCA3-to-CAl synaptic responses, cCCA3-
to-CAl long-term plasticity, and CAl oscillatory activity.
To do so, recordings were divided into 5min windows
around stimulation events and analysed in time, frequency,
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FIGURE 2: 0-to-y phase-amplitude coupling (PAC) analysis process. (a) Filtered LFP in 6 (black trace) and y bands (coloured traces) are
represented; 0 trace is the average of n theta cycles, aligned around their maximum amplitude (downscaled to fit y amplitude); each 6
cycle-concurrent y activity is presented in superposition using the abovementioned alignment. (b) Average normalized y band scalogram
(colour scale) relative to the 0 phase (illustrated as a white trace). (c) Normalized y band spectral power average as a function of the 0
phase. (d) Average vector of (c) indicating dominant-phase 6-to-y PAC.

and time-frequency domains. Time domain analysis was
related to fEPSP first component slope measurement. Fre-
quency domain analysis was focused on calculating relative
power spectral density (rPSD) in § (0.5-3.9Hz), 0 (4-
7.9Hz), « (8-11.9 Hz), 8 (12-24.9 Hz), y (25-120 Hz), HFO,
(121-250 Hz), and HFO, (250-500 Hz) bands, using Welch’s
method. Time-frequency domain analysis was done by build-
ing scalograms for each window, using the Morse wavelet
decomposition [64, 65]; then, y band scalogram averages were
triggered by each 0 cycle time window to determine phase-
amplitude coupling (PAC) [66] (Figure 2). Detailed informa-
tion about mathematical data processing, which was done
using self-written scripts using MATLAB R2017a® (The
MathWorks, Inc., Natick, Massachusetts, USA), can be found
in Supplementary Materials (available here).

2.9. Statistics. According to data distribution normality,
determined using the Shapiro-Wilk test, long-term plasticity
and PSD data from experimental groups were compared
using either one-way ANOVA or Kruskal-Wallis one-way
analysis of variance by rank modules of SigmaPlot 12.0
(Systat Software, Inc., San José, California, USA). Variability
of cCA3-to-CAl synaptic responses from experimental
groups was compared using Levene’s test [67]. The resulting
angle from the average PAC vector in the experimental

groups was compared using the MATLAB toolbox for circu-
lar statistics [68].

3. Results

3.1. AB Did Not Alter Synaptic Efficiency but Induced Changes
in Synaptic Variability. No significant difference was found
between the experimental groups during baseline recording
before (H(,) =0.153, p=0.797, n=16) or after intrahippo-
campal (Fai3=1.541, p=0251, n=16:
Figure 3(a)). However, fEPSP slope variability significantly
changed after intrahippocampal injection (F , 4;) = 64.898,
p<0.001, n=16); post hoc analysis showed that AB, ,,
microinjection significantly increased cCA3-to-CAl synaptic
variability more than the other treatments (control vs. Af,_
350 Fi,317)=0.004, p=0.951, n=11; control vs. AB, 4
F(1,087)=71.932, p<0.001, n=10; and Af; yovs. APys 35
F(1,315) =86.351, p <0.001, n = 11). Variability progressively
increased in control and Af,. ;- groups after both injection
(control: F(; g06) =19.232, p<0.001, n=5; ABys 350 F(y 636
=23.761, p<0.0001, n=6) and HFS (control: F ;35 =
63.522, p<0.0001, n=5 APy s Fiy g =49.588, p<
0.0001, n=6). By contrast, even though variability in the
AP, 4 group increased substantially after being injected

injection
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FiGure 3: Intrahippocampal A injections altered synaptic variability and impaired LTP in cCA3-to-CA1 synapse. Temporal evolution of
slope variability (a) and magnitude (b) of cCA3 stimulation-evoked EPSP in CA1 recorded along three consecutive experimental stages,
from left to right: (1) 30 min before peptide injection (baseline), (2) 30 min after intrahippocampal injection, and (3) after HFS (six 1s,
100 Hz trains, delivered every 60s). EPSP variability increased after intrahippocampal injection, being significantly higher in the A, ,,
group. HFS induced significant LTP in vehicle-injected subjects but not in AB-injected ones. In (a), each dot represents 5 min variance of
slope; in (b), each dot illustrates 2 min mean + standard error of the mean (SEM). Inset in (b): left—representative whole CA1 fEPSP
average from each experimental group evoked by Iy, stimuli delivered in contralateral CA3 (the region representing the monosynaptic
component is outlined by a gray rectangular box); right—three sets of average traces (10 trials per average) of the monosynaptic
component of cCA3 stimulation-evoked CAl field potential obtained during baseline (thin line, dark colour), after intrahippocampal
injection (intermediate line, intermediate colour), and after HFS (thick line, light colour) for each experimental group (control, blue; Af3,-_
35 red; and A, o, black). ***Significant differences between groups (p <0.001). Data from each experimental group were normalized

respecting the average value obtained during the last 15 min of baseline.

(F(1,606) = 299.08, p < 0.0001, n=5), it did not change after
HFS (F(1 435) = 0.63, p = 0.428, n=5).

3.2. AP Impaired Long-Term Synaptic Plasticity. HFS
induced significant fEPSP slope increase in vehicle-injected
subjects (from 100 +0.91% to 198.8 + 14%, H, =9.5, p=
0.009, n =5). By contrast, both A, ;5 and Af;_,, impaired
such HFS-induced fEPSP slope increase (Af,5 55: from 100
+£1.29% to 89.45+16%, F,,; =0.504, p=0.614, n=6;
AB,_40: from 100+ 1.84% to 113.5 +25%, F(,,, =0.938, p
=0.418, n = 5; Figure 3(b)). Indeed, fEPSP slope change after
HFS was significantly  different between  groups
(F(Z,IS) =17.741, p<0.001, n=16); post hoc analysis
(Tukey’s test) showed that vehicle-injected subjects displayed
fEPSP slope increase significantly greater than Af,. ;.- and
AP, _4o-injected ones (control vs. Af,: ;o: Q=8.146, p<
0.001, n=11; control vs. A, 4, Q=6.083, p=0.002, n=
10), while these later groups were not significantly different
to each other (Q=1.792, p=0.437, n=11). These results
show that soluble A microinjection impairs cCA3-to-CAl
long-term synaptic plasticity.

3.3. AB,s 35 Induced Increase in y and HFO, Band Relative
PSD. Intrahippocampal injection of Af,: ;- induced signifi-
cant increases in relative PSD (Figure 4) in y (Figure 4(a), left
column, F,;;)=8.237, p=0.007, n=17) and HFO,
(Figure 4(b), left column, H; =6.408, p=0.029, n= 17)
bands, but not in other bands. Neither A, ,, nor vehicle
injection induced significant changes in relative PSD in
any band (Suppl. Table 1). In Ap,: ;s-injected subjects,
HES did not induce additional changes in y (Figure 4(a),
right column; 5min: F,;;) =3.036, p=0.089; 30min:
H(; =196, p=0.403; and 60min: F;;)=1.502, p=
0.265), HFO, (Figure 4(b), right column; 5min: F, ;) =
0.063, p=0.940; 30min: F,,)=0.224, p=0.803; and
60 min: F(,;;)=0.341, p=0.718), or any other band.
HFS did not induce significant changes in relative PSD
in any band in vehicle- or Af3, ,-injected subjects (Suppl.
Table 2). In summary, only Ap,- 5., which is the more
toxic soluble species of Af, induced increased energy con-
tribution in gamma and HFO, bands, but HES did not
further modify such changes.
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FIGURE 4: Peptide injection but not HES increased rPSD in y and HFO1 bands. Bar diagrams illustrating rPSD in y (a) and HFO1 (b) bands.
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each group after peptide injection (p < 0.01).
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FIGURE 5: Peptide injection and HFS shifted the 0-to-y PAC average phase vector. (a) Circular diagram illustrating the intrahippocampal
microinjection-induced shift of the 6-to-y PAC average phase vector for each group respecting the baseline vector. (b) Circular diagrams
illustrating the time evolution (at 5, 30, and 60 min) of HFS-induced shift of the 0-to-y PAC average phase vector for each group
respecting the microinjection vector. Coloured arrows indicate average vector angles (control, blue; Af25-35, red; and Af1-40, green);
correspondingly coloured shaded areas illustrate the standard error of angles for each group. Significant differences relative to the

reference vector ("p < 0.05, 7'p < 0.001); significant differences between groups (*p < 0.05).

3.4. AP Injection Shifted 0-y Phase-Amplitude Coupling but
Impaired HFS-Induced Shift. To determine if the y amplitude
was linked to the 0 phase at the hippocampus, different
approaches can be used to calculate PAC. In this case, we cal-
culated the average high-frequency y power over the modu-
lating low band in € individual cycles. This method is
especially useful when the modulating band is not constant
over the length of the experiment. The power distribution
was obtained by averaging the entire band, and this average
gives a single value for the modulation between the pairs of
frequency bands (y-0) (for details, see Figure 2 and Supple-
mentary Materials).

AP, 4 injection induced a significant p amplitude-
modulating 6 phase shift (~122% F(; g = 37.220, p <0.001);
neither vehicle (F(5 =159, p=0.254) nor AP, ;s
(F(1,9) = 3.26, p=0.104) injection induced significant shifts

in such modulating phase (Figure 5(a)). Planned intergroup
comparisons showed that the A, ,, injection-induced phase
shift was significantly greater than vehicle injection-induced
(Fue =771, p=0.03) and Ap,s ;5 injection-induced
(F(19)=4.76, p=0.05) phase shifts; vehicle and AP, 35
injection-induced phase shifts were not significantly different
to each other (F(;; =0.43, p=0.53).

Taking each group injection-induced phase shift as a ref-
erence, it was found that HFS induced a significant phase
shift (~112-137°) in vehicle-injected subjects (Figure 5(b),
blue arrows; F (34 =4.47, p=0.002); this phase shift per-
sisted for up to L h after HFS (5min: F; 4 =9.25, p=0.038;
30min: F( 4 =7.07, p=0.05; and 60 min: F4=131Lp
=0.022). In AB, ,,-injected subjects, HFS induced a smaller
phase shift (~45-70°) that reached significance only 60 min



later (F(3,q = 1.21, p=0.338; 5min: F, g =0.72, p = 0.421;
30min: F( g =0.82, p=0.392; and 60min: F( g =555, p
=0.046). By contrast, HFS did not induce a significant phase
shift in A, ;5-injected animals (F(5 4 =1.03, p=0.4073;
5min: Fig =275, p=0.136; 30min: F g =092, p=
0.366; and 60 min: F, ) = 0.25, p=0.631).

4. Discussion

This experiment’s main findings were that, even though
intrahippocampal microinjection of soluble species of Af
did not change basal transmission, it significantly affected
several other properties of cCA3-to-CA1 synapses: (1) Af3;.
10 enhanced basal synaptic variability significantly more than
other treatments did but impaired HFS-induced variability
increase; (2) A, 55 injection significantly increased gamma
and HFO1 band relative PSD; (3) both soluble amyloid beta
peptides (Af,s ;5 and Af, 4,) impaired HFS-induced LTP;
and (4) ApB,_,, injection induced a significant y amplitude-
modulating 6 phase shift (~122°) but, as AfS,- ;- did,
impaired the occurrence of a HFS-induced phase shift.

Ap peptides have been repeatedly highlighted as crucial
AD pathogenetic initiators. Although the underlying mecha-
nism is not yet fully understood, some studies have indicated
that A can impair synaptic transmission and plasticity,
leading to changes in spine density and, eventually, synaptic
pruning [69-71]. We have found that intrahippocampal
microinjection of soluble Af in anaesthetized rats affected
cCA3-CAl synapse variability and impaired long-term syn-
aptic plasticity. Overall, such results concur with those of
other studies, which have shown that high Af oligomer con-
centration interferes with synaptic efficiency and plasticity
[61, 62, 72]. There is a mild increase in fEPSP slope variability
after intrahippocampal injection of the vehicle. A similar
effect has been observed in other types of in vivo preparations
[73, 74], possibly due to a mechanical and osmotic effect of
the saline solution. Another possibility of that change may
involve methylene blue; however, the toxic effects of this mol-
ecule in vitro have been reported at concentrations higher
than 100 uM (around ten times our preparation) [75, 76].
Methylene blue might inhibit A oligomerization in a dose-
dependent manner (ranging from 0.01 to 445 uM), but that
effect is observed only after several days of incubation (4 to
8 days) [77]. We found that injection of Af3, ,, but not
AP,s 55, induces significant increases in variability in cCA3-
to-CAl synaptic responses without significant changes in
fEPSP slope. In agreement with our results, several in vivo
studies found that the injection of different amyloid species
did not affect hippocampal baseline synaptic potential ampli-
tude or slope [60, 74, 78]. Synaptic variability is determined,
among many factors, by presynaptic axonal noise, as well as
release probability fluctuations [79]. On the one hand, Af,_
4> has been found to induce spike widening, which would
increase synaptic release due to increased calcium influx into
presynaptic boutons [80]; Af3,s ;5 has also been reported to
produce spike broadening, but using doses one order of mag-
nitude higher than the one used in our experiment [81]. On
the other hand, Af3, ,, oligomers depress release probability
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at CA3-CAl synapses [82]; moreover, glutamatergic syn-
aptic transmission could be either enhanced or reduced
by AP, 4, depending on its concentration and the specific
pyramidal cell type affected [44]. Such opposing mecha-
nisms could explain the observed Af, ,,-induced synaptic
variability increase, without significant changes in average
fEPSP slope. It is plausible that the Af,: ;5 concentration
we used was not enough to induce significant changes in
synaptic variability (however, it did affect other synaptic
and network properties).

Although neither Ap-intrahippocampal injection nor
HFS induced significant CA1 global power spectrum changes
(Suppl. Tables 3 and 4), specific frequency band rPSD com-
putation evidenced that injection with Af,; 55, but not
A, 4 nor HFS, induced a significant y and HFO, relative
power increase. Transient (about 100s) increases in y and 0
spectral power have been recorded in freely behaving adult
rats’ hippocampus immediately after LTP induction [32]. In
the present experiment, such early PSD changes in control
subjects were not detected given the 5min window in our
PSD analysis algorithm, which was not designed to detect
short-lived changes.

Both y oscillations and ripples (140-200 Hz) in the CAl
hippocampal region depend critically on the fast-spiking
activity of parvalbumin- (PV-) expressing basket cells [83].
Ap oligomers have been shown to directly interact with
receptor tyrosine-protein kinase erbB-4, increasing its phos-
phorylation state [84]; erbB-4 activation increases PV
interneuron-dependent oscillatory activity [85]. PV inter-
neurons’ increased activity, which has been described during
early stages of AD models in association with subtle cognitive
deficits [86, 87], seems to represent an initial adaptive
response to Af3 oligomer deposition, which is followed later
by PV interneuron dysfunction and more severe cognitive
deficits [7, 88]. It is plausible that Af3,. ;- has more affinity
than Af3,_,, for erbB-4.

It has been found that y band (25-120Hz) activity
increases in close association with locomotor behaviour [89,
90], working memory [91], and memory replay [92]. Hippo-
campal oscillations at frequencies higher than 100 Hz, also
known as ripples (140-200 Hz), have been described to have
several implications in cognitive processes [93]. In fact,
ripples have been associated with learning and memory
consolidation in humans and animals [94-97]. The
observed soluble Af species-induced modifications in y
band and ripple oscillations in neural circuits are, there-
fore, associated with synaptic dysfunction and cognitive
impairments [47, 98-100].

Both A species used in our experiment (Af,s ;5 and
AP, _4) impaired HFS-induced LTP in cCA3-to-CAl syn-
apses. This deleterious effect has been extensively reported,
and many possible underlying mechanisms have been
identified; among them, those pointing towards excitator-
y/inhibitory imbalance are relevant to our findings. Af-
induced calcium dyshomeostasis underlies distorted synap-
tic transmission, plasticity, and oscillatory activity in the
brain. However, depending on exposure time, brain region,
oligomer type, and receptor subunits involved, soluble
amyloid has been reported not only to inhibit calcium
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influx through NMDA receptors in cultured hippocampal
[101] or cortical neurons [102] but also to increase
NMDA-mediated calcium influx in mouse brains in vivo
[103]. In addition, deleterious effects of Af3, ,, and Af;
10 on NMDA function and LTP are reverted by a specific
GLUN2B receptor antagonist [104]. Acute in vivo and
ex vivo A, ,, administration deteriorates GABAy-medi-
ated inhibitory transmission in CA3-to-CAl synapses
and impairs HFS-induced LTP of excitatory [48] as well
as inhibitory potentials [105], and such effects are reverted
by pharmacological activation of G-protein-gated inwardly
rectifying potassium (GirK) channels. Af,; ;. has been
found to act ex vivo as a GirK channel antagonist in
CA3 pyramidal neurons [22]. Af-induced malfunction of
NMDA and GirK channel conductance in pyramidal neu-
rons might contribute, along with PV interneuron dys-
function, to hippocampal network instability, manifested
through LTP impairment and aberrant rhythm generation,
which may underlie subtle cognitive derailments observed
during early AD stages.

Intrahippocampal injection of Af, ,, significantly
shifted the resulting angle from the average 6-to-y PAC
vector. In vehicle-injected subjects, HFS induced a signif-
icant phase shift of the average 0-to-y PAC vector per-
sisting up to 60min. Besides impairing HFS-induced
LTP, both Af,; 5 and AB,_,, blocked the phase shift of
the average 0-to-y PAC vector, with the Af,: ;5 effect
persisting longer. Increases in 6-to-y coupling have been
described in freely behaving rats after HFS-induced LTP;
in that experiment, acute Af}, ,, treatment not only
impaired LTP but also diminished 6-to-y coupling [40].
O-nested y oscillations in CAl depend on out-of-phase
firing sequences of PV interneurons, pyramidal cells,
somatostatin-positive (SST) neurons, and CA3-activated
feedforward inhibitory interneurons during population 0
oscillations, eventually opening windows for synaptic
plasticity during specific 0 phases [106]. Perisomatic inhi-
bition by PV interneurons, associated with temporal
silencing of feedforward inhibition acted by SST interneu-
rons, allows calcium spike-associated plasticity; conversely,
dendritic inhibition by feedforward interneurons prevents
calcium spikes but facilitates pyramidal neuron output
[106, 107]. Phase synchronization of firing in such a net-
work depends on the relative contribution of PV (y
band) and SST (6 band) interneurons [108]; therefore,
0-to-y coupling phase shift represents specific variations
in such contributions. The observed A injection-
induced phase shift, as well as the impairment of HFS-
induced phase shifts, may be due to its effect on PV
interneurons [84, 85, 106] and on SST interneurons
[108]. There may also be pyramidal cell contribution to
such network dysfunction; in fact, Af,;;; reduces
GABA;-dependent GirK channel activity in pyramidal
neurons [22]; this may enhance excitatory pyramidal cell
influence on PV and SST interneurons, which would fur-
ther destabilize the network. Interestingly, in a recent
clinical study, restoration of temporal cortex 0-to-y PAC
was associated with working memory performance
improvement in older adults [109].

5. Conclusions

The present study results indicate that changes in the func-
tional relationships between 0, y, and ripple oscillatory net-
work activity in the hippocampus are highly correlated with
amyloid-induced synaptic plasticity dysfunction in a model
of early amyloid-f pathology (similar to what has been
reported in early AD stages). Taken together, these results
show that intrahippocampal microinjection of soluble forms
of Ap affects synaptic variability and plasticity and modifies
neural processing and network activity, changes that might
underlie cognitive deficits observed in early AD models.
Ap-induced derailment of the tight functional relationship
in hippocampal circuits between 8 oscillation (controlled by
SST interneurons as well as by medial septum and entorhinal
cortex inputs) and y activity (controlled by PV interneurons)
implies a dysregulation of the crosstalk of cholinergic, gluta-
matergic, and GABAergic systems during early AD stages,
leading to impaired information processing and encoding.
Therefore, the abnormality in 6-to-y PAC hereby described
is worth evaluating as a putative early biomarker of Af-
induced synaptic dysfunction in AD, long before neurode-
generation is established.

AD is a chronic and complex neurological disorder that
involves several mechanisms (i.e., neuroinflammation and
oxidative stress) additional to amyloid pathology. For that
reason, it is important to start considering the role of 6-to-y
PAC in behavioural models of AD that involve tauopathy
and selective chronic neurodegeneration, as well as to test it
in further clinical trials through noninvasive electrophysio-
logical methods in patients with mild cognitive impairment
and major neurocognitive disorder.
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Several research studies point to the fact that sensory and cognitive reductions like cataracts, deafness, macular degeneration, or
even lack of activity after job retirement, precede the onset of Alzheimer’s disease. To simulate Alzheimer’s disease earlier stages,
which manifest in sensory cortices, we used a computational model of the koniocortex that is the first cortical stage processing
sensory information. The architecture and physiology of the modeled koniocortex resemble those of its cerebral counterpart
being capable of continuous learning. This model allows one to analyze the initial phases of Alzheimer’s disease by “aging” the
artificial koniocortex through synaptic pruning, by the modification of acetylcholine and GABA-A signaling, and by reducing
sensory stimuli, among other processes. The computational model shows that during aging, a GABA-A deficit followed by a
reduction in sensory stimuli leads to a dysregulation of neural excitability, which in the biological brain is associated with

hypermetabolism, one of the earliest symptoms of Alzheimer’s disease.

1. Introduction

Since Alzheimer’s disease (AD) is a complex, multifaceted
illness (see Subsection 1.1), it is difficult to evaluate the
relationship between the many factors involved (genetic,
cognitive, social, sensory, neural, and molecular). This rela-
tionship should be sought at the level of the neural circuits
that process information, either from the senses or from
other areas of the brain. Neurons in these circuits are so
tightly packed [1] that inserting electrodes in predetermined
neurons to assess their operation is very costly. Even with the
advent of optogenetics, which allows neurons to be activated
by light [2], the task of studying circuit-level interactions of
neurons, by changing their parameters and connectivity, is
still a significant challenge that is easily tackled with neuro-
computing models [3]. Neurocomputational modeling has

strong theoretical support from the area of artificial neural
networks (ANNs), in which different arrangements of
neuron-like units contribute to the development of artificial
intelligence (AI) systems. Although neural networks (NNs)
models are far from being biological, they can be used to
understand biological NNs. Concepts like neural competi-
tion, synaptic weight adjustment, activation-function shift-
ing, vector separation, and pattern normalization contribute
to understanding not only artificial but also biological NNs.

One of the most exciting applications of NNs models is
the creation of brain disease models. Such a model can be
developed by “lesioning” an ANN that in “healthy” condi-
tions performs functions like learning, pattern completion,
abstraction, generalization, and categorization.

According to the seminal book Neural Modeling of Brain
and Cognitive Disorders, “recently, a new direction has
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emerged, that of using “lesioned” neural models to study
several brain and cognitive disorders from a computational
point of view” ([4], p.3).

In 1996, when this book was published, there were well-
developed models of memory, generalization, and categori-
zation implemented in artificial NNs. However, there was
still a lack of knowledge about how these operations take
place in real neural circuits. For this reason, earlier computer
models of neurological disorders made use of conventional
artificial NNs models rather than biologically plausible neu-
ral circuits. Even with the lack of biological realism, these first
computer models attempted to model amnesia [5], dyslexia
[6, 7], stroke [8], phantom limbs [9], Parkinson’s and
Huntington’s diseases [10], schizophrenia [11], and even
AD [12, 13]. Over time, with an increasing understanding
of biological neural circuits, realistic neural models of AD
appeared [14]. While some of these models tried to emulate
the hippocampal function [15, 16], others like Stefanovski
et al. model [17] performed whole-brain simulations for
inferring candidate mechanisms of AD.

Realistic neurocomputational models endowed with
operations at molecular levels can be very costly in computa-
tional terms. On the other hand, the so-called phenomeno-
logical models (see Section 1.2 in [18]) are simplified
models that try to capture the minimum characteristics
capable of simulating the basic operations of the modeled
phenomenon. In phenomenological models, the focus is the
function, not the details of the substrate in which the activity
takes place. For example, in the case of biological neurons,
they are modeled by mimicking their input-output opera-
tions without regard to molecular complexities. We adopted
this latter type of model for our simulations.

Initially, instead of simulating brain impairment, our
priority was to develop operational models of brain struc-
tures like the thalamus [19, 20], the amygdala [21], and the
koniocortex [22, 23]. When their initial operation was satis-
factory, the way of further evaluating them was by modeling
brain disorders. For example, in a previous paper [24],
incomplete sensory patterns when entering the artificial
model of the thalamus yielded a reconstructed copy reminis-
cent of hallucinations in actual schizophrenic patients. This
result led to propose a correlation between the genetic lack
of thalamic afferents from prefrontal and temporal areas
[25] and the so-called positive symptoms of schizophrenia.
A similar strategy allowed the assessment of the circuit link-
ing the thalamus and the amygdala, which led to an effective
therapy for treating specific phobias [21]. We also modeled
the koniocortex, the first cortical layer receiving inputs from
the sensory thalamus [23, 26]. Once modeled, learning
emerges competitively with spiny stellate (SS) neurons
behaving in a “winner-take-all” (WTA) manner (In a pool
of neurons, “winner-take-all” means that the most acti-
vated neuron starts firing while the others keep silent.).
The artificial koniocortex performs stimuli (input patterns)
classifications the same way competitive NNs do (i.e., by
firing a single neuron for each category of stimuli pre-
sented to the network).

As will be shown in Subsection 1.2, there is a strong pos-
itive correlation between the onset of AD and stimulus
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reduction in the nervous system. This stimulus reduction
can be of two types:

(a) A sensory reduction like in macular degeneration,
deafness, or cataracts

(b) Cognitive task reduction, like in retirement, loss of
employment, or loss of or separation from relatives

Since the koniocortex model performs memorizing tasks,
simultaneously dealing with input patterns, it seems the right
candidate for testing the hypothesis correlating to the AD
onset and the reduction of sensory stimuli. Furthermore,
cortical sensory areas like the koniocortex are also the first
ones to be affected by AD [27]. This fact was not so evident
at the beginning of AD research, due to the difficulty in iden-
tifying amyloid plaques in these areas because they appear in
their mildest diffuse or amorphous forms. Beach and McGeer
were able to highlight these diffuse plaques by using the
Bielschowsky stain technique [28]. Recently, advanced tech-
nologies like Spatial Proteomics Analysis have not only
shown AD-related protein alterations at sensory cortices
but also demonstrated that the evolution of AD begins in
sensory and motor cortices where the disease appears in its
mildest forms [29]. Other studies give further support to
these findings and show that SS neurons in the koniocortex
undergo significant density decrements and dendritic loss
during aging [30] and AD [31].

As mentioned previously, biologically plausible computa-
tional models can be tested by “lesioning” them in ways
similar to the lesions experienced in their biological counter-
parts. For assessing whether the koniocortex model mimics
Alzheimer’s symptoms, we simulate its “aging” by altering its
parameters. Although this “aging” operation seems somewhat
unspecific, the main factors of nervous system aging are not
unknown to scientists (see Subsection 1.3). They might be
reproduced in a modeled neural circuit, as will be explained.

One property of neurons in the koniocortex model that is
essential for learning processes is called intrinsic plasticity
(IP) [32, 33]. IP dynamically adjusts neurons’ firing threshold
performing a dual-type operation (see the appendix):

(a) In the case of very active neurons, IP makes the
neuron’s firing threshold more positive for lowering
its firing rate in the future. Neurons do this by elim-
inating intrinsic channels (like L-type Ca** channels,
Na® channels, and delayed rectifier K* channels)
from the neuron’s membrane ([33], Section 4)

(b) Conversely, in the case of low neuronal activity, IP
makes the firing threshold less positive, which
increases the firing rate in the future. Neurons do this
by placing intrinsic channels in the cell membrane.
Porter et al. [34] associates the excessive expression
of calcium channels in the neuron’s membrane to
neurotoxicity and AD

In NNs models, the position of the firing threshold
roughly coincides with the rightwards shift of the neuron’s

activation function (see Figure 1) that in many cases is “s”-
shaped (or sigmoidal) like the one used by Desai ([33], Fig.
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FiGurk 1: Intrinsic plasticity. (a) The continuous line at the center
represents the activation function at a hypothetical initial state. (b)
When the net-input values are diminished as in A, B, and C, the
sigmoidal activation function shifts leftwards. (c) When the net-
input values grow like in the case of D, E, and F, the sigmoidal
activation function shifts rightwards.

3.a) to explain IP. In neurocomputational models, the terms
“shift” and “firing threshold” are interchangeable. The value
of the shift is between zero and one: zero corresponding to
the minimum firing threshold and 1 to the maximum firing
threshold.

IP is a homeostatic process in which the shift/threshold
tends to follow the average neural activity (ANA). Depending
on the velocity in which this ANA moves, the average shift
will quickly reach the ANA, or it will dynamically oscillate
around it until eventually catching it up.

This latter process might be related to the putative link
(see Section 1.2) between the onset of AD and stimuli reduc-
tion, as may occur during job retirement or separation from
relatives. When neurons suddenly diminish their activity
due to stimuli reduction, IP initially operates by making the
neuron’s firing threshold less positive so that the neuron
becomes more easily fired. Ideally, this process makes the
neuron more active until it gradually stabilizes. However, in
nonideal conditions, an oscillatory process around the ANA
occurs. In this process, hyperactivation and hypoactivation
alternate until the ANA and the shift match. Along this
process, the neuron’s IP adjusts the shifts by either creating
or eliminating intrinsic channels. The continuous productio-
n/elimination of intrinsic channels makes use of significant
metabolic resources leading to hypermetabolism (see Subsec-
tion 1.4.4). Hypermetabolism [35] appears in Magnetic Res-
onance Imaging (MRI) and Positron Emission Tomography
(PET) scans of AD patients and is simultaneous with the
stage of Mild Cognitive Impairment (MCI), in which patients
experience difficulties in recalling recent memories. It also
precedes the stage of beta-amyloid plaque proliferation (a
review of all the stages of AD is presented in Subsection 1.4).

Since the koniocortex network is able to continuously
learn new patterns during its regular operation, one can
evaluate its learning performance over time. We initially use
an integral (nondamaged) network and subsequently apply
several types of damage associated with aging (see Subsection
1.3 and Table 1). Finally, we reduce the intensity (module) of
the input patterns. We will see that when this reduction takes
place in a network with impaired GABA-A inhibition, a per-
sistent oscillatory dynamic takes place. Although oscillations
are an integral part of learning, persistent oscillations can dis-

rupt learning. Continuous oscillations also lead to hyperme-
tabolism. Since phenomenological models do not usually
deal with molecular properties, our koniocortex model cannot
directly assess hypermetabolism. Instead of this, to know
whether the koniocortex model is reaching the stage of
hypermetabolism, we continuously evaluate both the average
output and the average shift of neurons. When these two
markers engage in a persistent oscillatory dynamic, this fact
determines the onset of the hypermetabolic stage.

Next, we provide more detailed explanations of some of
the concepts presented in Introduction.

1.1. General Description. Characterized as a chronic, degener-
ative, and fatal disease, AD accounts for 60%-70% of demen-
tia diagnoses worldwide [36] and is estimated to affect 106.2
million persons or 1 in 85 persons by the year 2050 [37]. The
disease is partly hereditary, due to pathogenic genetic muta-
tions, as well as external factors like dietary habits, and
usually affects people over 65 years of age ([38], p.3).

Dietary patterns are a risk criterion as well as a factor of
protection against the incidence of AD. Among the nutritional
habits considered beneficial for reducing the risk of AD are
those that stimulate the consumption of antioxidants, vitamins,
polyphenols, fruits, vegetables, polyunsaturated fatty acids,
fish, and tea, such as the Japanese and Mediterranean diets
[39]. On the other hand, a large intake of red meat, butter,
and high-fat dairy increases the risk of developing AD [40].

One of the first symptoms reported by patients and care-
givers is difficulty in remembering facts, events, and names of
people close to them. However, an AD diagnosis requires the
presence of other concurrent problems like mental confu-
sion, impaired executive functions, apathy, and communica-
tion difficulties [41]. According to Masters et al. ([38], p.9),
the average clinical duration of AD is between eight and ten
years, preceded by preclinical and prodromal phases, and a
maximum span of 20 years.

Histopathologically, a key feature is a proliferation of
senile plaques, aggregations of the insoluble form of the f3-
amyloid peptide (Af), not only in the entorhinal cortex,
hippocampus, and associative cortices [42] but also, in a
milder way, in sensory and motor cortices where AD starts
according to Spatial Proteomics Analysis techniques [29].
Neurofibrillary tangles formed by the tau protein are also
characteristic of the disease. They appear in cortical neurons,
mainly in the entorhinal cortex, hippocampus, frontal cortex,
and temporal and parietal lobes [42].

1.2. Principal Causes of Stimulus Reduction due to Age.
Decreased sensory stimulation usually takes place due to
the loss of sensory receptors or due to age-related health
problems, such as macular degeneration, deafness, or cata-
racts. Retirement, a sedentary lifestyle, or the loss of relatives
and friends could be external factors that contribute to
decreasing the intellectual and cognitive stimuli experienced
by older persons. Let us study these phenomena by classify-
ing them into the following two types.

1.2.1. Sensory Reduction. Macular degeneration, cataracts, or
deafness are different ways in which sensory reduction
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TaBLE 1: Description of the performed tests and their corresponding parameters. Abbreviations: (a) GABA-A: this column shows the
percentage of epochs in which GABA-A deficit initiates. (b) ACh: this column exhibits the percentage of epochs in which ACh deficit
begins. (c) Pruning: the values indicate the percentage of epochs in which pruning initiates. (d) S_R: the values below this title indicate the
percentage of epochs in which stimulus reduction starts. (e) STM: the values below this title indicate the percentage of epochs in which
the experiment of short-term memory initiates. (f) Mem: when memantine treatment (i.e., an NMDA blocker simulation) is applied, the
numeric value shows the percentage of epochs in which memantine treatment initiates.

Parameters
Test Experiment GABA-A ACh Pruning S_R STM Mem
ol Ok Ok 75% No 70% No
. Test of short-term memory
Normal aging )
a. 0 0, 0,
Reduction of sensory stimuli and short-term memory test Ok Ok 75%  60% 70% No
b.1
. 50% Ok 75% No No No
No sensory reduction
b2 0, 0 0,
Reduction of sensory stimuli S0% Ok~ 75% 60% No  No
Aging with impaired b.3 ) ) ) )
GABA-A receptors Reduction of sensory stimuli and short-term memory test 50% Ok 75% 60% 70% No
b.4
Reduction of sensory stimuli, short-term memory test and o o o o o
administration of an NMDA receptor blocker S0% Ok 75%  60% 70% 55%
(memantine)
ol Ok  50% 75% No No No
No sensory reduction
c2 o o o
Reduction of sensory stimuli Ok S0%  75%  60% No  No
Aging with ACh deficiency c3
: 0, 0, 0, 0,
Reduction of sensory stimuli and short-term memory test Ok S0% - 75% - 60% 70%  No
c4
Reduction of sensory stimuli, short-term memory testand Ok 50% 75% 60% 70% 55%
administration of memantine
d.1
Aging with GABA-A Sensory stimulus reduction, short-term memory stimulus, 50%.
impairment at 50% of epochs.  and recovery of GABA-A receptor functionality. Pruning 7 50; Ok  75% 60% 85% No
0

Recovery at 75% of epochs
brain aging

is present as in previous experiments modeling healthy

appears in elders. Age-related macular degeneration (AMD) is
a neurodegenerative disease that affects the macula (the central
region of the retina), causing progressive loss of vision. AMD
affects 15% of people between 65 and 74, 25% of people
between 75 and 84, and 30% of people older than 85; it also
shares many characteristics with AD, including oxidative stress
and inflammation [43]. According to Kaarniranta et al. [43],
studies on AMD are “interesting opportunities to understand
the early signs of AMD that might be associated with AD
pathology as well.” According to Javaid et al. [44], eye examina-
tions allow an earlier diagnosis of AD because Af3 plaque
deposition and hyperphosphorylated tau protein first appear
in the retina. These authors point out that AD patients display
an increased prevalence of cataracts affecting visual acuity.

Regarding deafness (which affects 30% of adults over 60),
Lin et al. [45] show that early treatment for deafness post-
pones the onset of AD symptoms.

1.2.2. Cognitive Task Reduction: Retirement, Loss of
Employment, etc. Using data from the Survey of Health, Age-

ing and Retirement (SHARE) in Europe, Adam et al. [46]
examined whether the cognitive decline in aging could be
affected by occupation or more specifically by inactivity after
retirement and the relationship of these variables to partici-
pants’ physical and mental health. The research revealed that
retirees or individuals who never had a professional activity
had lower performance on cognitive and occupational tests
compared with professionally active participants ([46],
p-385). Furthermore, retired people who engaged in cogni-
tively stimulating activities or had social or religious involve-
ment performed better than those who did not [46].

Lupton et al. [47] showed that late retirement acts as a
protective factor against AD by postponing its age of onset,
while the education level or type of occupation had no effect.
In line with those results, Grotz et al. ([48], p.9) showed a
strong positive correlation between the appearance of the
first symptoms of AD and early retirement, indicating that
postponing retirement by one year delays AD by 0.3 years.

Bonsang et al. [49] and Finkel et al. [50] confirmed that
promoting the participation of older workers in the labor
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force delays cognitive decline and thus the occurrence of
associated impairments.

1.3. Typical Nervous System Alterations due to Age. During
normal aging, some neurophysiological changes impair
long-term mnemonic systems and working memory: (a) the
synaptic pruning of cortical neurons [51], (b) a reduction in
the synthesis and release of acetylcholine (ACh) [52], and
(c) the attenuation of inhibitory signaling of GABAergic
interneurons in the hippocampus and prefrontal cortex
(PFC) [53]. Next, we explain these processes in more detail.

1.3.1. Synaptic Pruning. Although synaptic pruning (also
known as synaptic connection harvesting) is associated with
AD, it also occurs at every stage of a healthy brain’s develop-
ment and maturation. Synaptic pruning obeys Lamarck’s
law: “use it or lose it” by keeping only the reinforced connec-
tions during learning. According to Gopnik et al. [54], there
is a decay from 15,000 synaptic connections to approximately
7,500 synaptic connections per neuron in older individuals.
In an expressive graph ([55], Fig. 3), Huttenlocher depicts
the evolution of synaptic density (in synapses per cubic mili-
meter) in the middle frontal gyrus as a function of age. It
shows that this density increases from birth to around five
years of age. From that point, synaptic density decreases until
it stabilizes at around the age of 40 and starts falling again
(about 75 years), linearly, until death.

Using mutant APP (beta-amyloid precursor protein)
mice, Bezprozvanny and Mattson [56] showed a correlation
between AD and synaptic pruning: the appearance of toxic
forms of S-amyloid peptides (present in AD) is correlated
with the loss of synaptic spines.

An article published by Nikolaev et al. [57] discusses the
relationship between A3 protein, “death receptor 6” (DR6 or
TNFRSF21), synaptic pruning, and neuronal cell death. The
DR6 receptor triggers cell death in response to low cell
growth factor levels at specific periods of brain tissue devel-
opment or when this tissue is damaged. The authors also
present a loss/gain function model in which a fragment of
the A3 protein would bind to the DR6 receptor. This binding
triggers neuronal degeneration and the self-destruction
observed in AD. According to Nikolaev et al. [57], this mech-
anism occurs due to genetic causes or to the decrease in cell
growth factors found in aging brain tissue.

A study by DeKosky and Scheff [58] supports the find-
ings of Nikolaev et al. [57] by showing that the postmortem
brain tissue from the right frontal lobe of patients with a mild
form of AD exhibits decreased synaptic counts with an
increase in the remaining contact area, compared with a con-
trol group. This fact suggests, according to the authors, that
there is a “law of compensation,” aimed at maintaining the
total contact area of the synapses per unit volume at a stable
level. However, this ability is lost throughout the progression
of the disease. In its final stages, both the number of synapses
and the total area of synaptic contact suffer a significant loss
that negatively affects patients’ cognitive capacity.

Horn et al. ([12], p.737) cite DeKosky and Scheft [58] in
the development of their computational model of memory
decay due to the gradual and progressive deterioration of

synaptic connections during AD evolution, presenting a
“framework for examining the interplay of synaptic deletion
and compensation” [12].

1.3.2. Acetylcholine Deficit. Acetylcholine (ACh), one of the
most abundant neurotransmitters present in the human
brain, is directly involved with neural excitability,
hippocampal-dependent learning [59], and memory pro-
cesses [60]. Martinello et al. [59] demonstrate the importance
of ACh for synaptic communication and, consequently, for
memory formation.

The excessive neuronal loss characteristic of AD occurs
mainly in cholinergic neurons of the basal forebrain (BFCN),
which are also susceptible to axonal alterations, accumula-
tion of phosphorylated tau protein, and formation of neuro-
fibrillary tangles [61]. This set of factors led to the cholinergic
hypothesis of AD. Francis et al. [62] proposed that an
individual with AD presents degeneration of cholinergic
neurons, a decrease in the activity of choline acetyltransferase
(ChAT) and acetylcholinesterase (AChE), and reduction of
ACh levels and cholinergic transmission mechanisms.
According to them, these factors cause the cognitive impair-
ment characteristic of the disease [63].

One of the treatments used in the earliest stages of AD
includes drugs that act on cholinergic centers [62, 64], partic-
ularly on cholinesterase inhibitors. Although they contribute
to improving the cognitive and behavioral aspects of AD,
these medications do not prevent disease progression [64].

Although at first an ACh deficit seems to be one of the
leading causes that disrupt the normal functioning of neuro-
nal activity in AD, studies indicate that GABA-A may also
play a critical role in the development of the disease [65].

1.3.3. GABA-A Deficit. GABAergic inhibitory interneurons
(GABA: gamma-aminobutyric acid) play a crucial role in
the regulation of neural dynamics. According to McQuail
et al. [53], imbalances in this system might result in psychiat-
ric damage and neurodegenerative diseases such as AD.

Although researchers initially asserted that GABAergic
neurons are relatively preserved during aging, and in neuro-
degenerative pathologies, recent research shows that the
GABA-A type undergoes significant changes due to age
and may play a primary role in AD [65]. According to
Limon et al. [66], there is a profound loss of GABA-A recep-
tors in AD.

GABA-A receptors are ionotropic, contain intrinsic
channels permeable to chlorine (Cl'), and participate in most
of the inhibitory connections of the brain through shunting
inhibition [53]. Shunting inhibition is characterized by “an
increase in conductance, leading to a reversal potential near
the chlorine resting potential” ([67], p. 136). Shunting inhibi-
tion involves the entry of negatively charged Cl into the neu-
rons, which hampers action potential firing, thereby resulting
in a mathematically divisive effect on cell depolarization [68]
(this effect will be explained when presenting shunting basket
neurons in Section 2 and also in Equation (A.3)).

Nowadays, there is an increasing interest in looking for
nutrients that contribute to the synthesis of GABA-A recep-
tors. According to Currais et al. [69], fisetin (present in fruits



and vegetables like strawberries, tomatoes, oranges, and
cucumber) enhances mnemonic systems in healthy individ-
uals. It mitigates the cognitive decline characteristic of neuro-
degenerative diseases such as AD. In line with this, Raygude
et al. [70] showed that administering fisetin increases
GABA-A levels in the brain. Another promising set of
substances that contribute to the expression of GABA-A
receptors in GABAergic synapses are terpenoids [71].
Terpenoids are found in vegetables and spices like salvia,
peppermint, ginger, Curcuma longa, cinnamon, cloves, and
mustard. Used in traditional medicine [72, 73] for improving
cognitive functions, several authors cite terpenoids as prom-
ising therapeutic substances against AD [74, 75].

1.4. Stages of Alzheimer’s Disease

1.4.1. Preclinical. The preclinical phase occurs approximately
12 years before the onset of symptoms. In this stage, the
patient does not usually exhibit signs of dementia. Masters
etal. [38] consider this phase a window for disease prevention
because it is rather lengthy and exempt from severe cognitive
impairments.

According to Masters et al. ([38], p.9), at this stage, there
is an increase in levels of the main AD biomarkers, such as -
amyloid binder protein (A deposition) and isoform 42 of
the S-amyloid protein (CSF AfS42). This latter biomarker
can be identified in the cerebrospinal fluid (CSF) 20 years
before the onset of the first symptoms.

At this stage, approximately 15 years before the onset of
disease symptoms, there is also an increase in the level of
tau protein in the cerebrospinal fluid (CSF tau) exceeding
normal thresholds.

Reduced hippocampal volume, Clinical Dementia
Rating-Sum of Boxes (CDR-SB) scores, and glucose metabo-
lism levels (hypermetabolism at the preclinical stage and
hypometabolism in the transition phase between the prodro-
mal and clinical stages) are also considered important
biomarkers of AD.

1.4.2. Prodromal. The prodromal phase begins with the sud-
den manifestation of cognitive symptoms related to dementia
and memory loss at a level below that associated with AD
([38], p.9). High levels of disease biomarkers begin during
this phase and extend towards the mild-to-moderate stage.

1.4.3. Mild Cognitive Impairment Stage. The Mild Cognitive
Impairment (MCI) stage of AD occurs after the prodromal
phase. The MCI stage is considered a preclinical phase
because the changes observed in memory and cognitive func-
tions differ from those considered normal during the aging
process [76].

There are two types of MCI: (a) Simple Domain Amnestic
MCI, which affects only memory, and (b) Multiple Domain
Amnestic MCI, which affects memory and one or more cogni-
tive functions like language, attention, perception, or executive
functions. Busse et al. [77] reported that Multiple Domain
Amnestic MCI can be considered a preclinical stage of AD.

Recently, the National Institute on Aging and the Alzhei-
mer’s Association have revised the criteria for the diagnosis
of MCI as a preclinical indication of AD [78] and have

Neural Plasticity

recommended additional procedures for brain assessment,
including testing biomarkers for A3 and brain imaging.

1.4.4. From Hypermetabolism to Beta-Amyloid Plaque
Creation. Hypermetabolism (increased glucose metabolism
observed with fMRI and PET scans) occurs in subjects with
MCI before the development of beta-amyloid plaques [35].
This fact is supported by Dickerson et al. findings [79], who
reported increased hippocampal activation in MCI subjects.
Busche et al. [80] studied individual cortical neurons in a
mouse model of AD and reported increased neuronal activity
in the direct vicinity of Af plaques. These authors suggest
that this increased activity may also contribute to the calcium
overload recently observed in neurites surrounding Af
plaques. Regarding hypermetabolism and beta-amyloid
plaque creation, Kim et al. [81] noticed that metabolism
(measured by the uptake of FDG [18F] fluoro-2-
deoxyglucose in the basal forebrain region) was higher in
patients in the early stages of the disease and in MCI patients
than those already diagnosed with AD and healthy subjects.
According to those authors, this metabolic increase may be
responsible for B-amyloid plaque formation leading to
dementia ([81], p.935).

These metabolic changes, as well as perturbed calcium
homeostasis, support the idea that Alzheimer’s disease is
related to mitochondrial dysfunction [82].

Finally, one of the latest manifestations of AD is hypoac-
tivity, which is due, according to Bass and colleagues [83], to
a combination of homeostatic alterations and Af plaque
proliferation. As mentioned in Introduction, our computa-
tional model is not able to simulate the Af3 plaques prolifer-
ation, being only able to predict events until reaching the
initial hypermetabolic stage that is associated with persistent
neural oscillations.

2. Materials and Methods

As mentioned in Introduction, this research study is based on
a computational model of the cerebral koniocortex that we
developed in previous work [23, 26].

The term koniocortex, also known as granular cortex,
means a cortex with a grainy texture (Konia “dust” in Greek)
due to the high density of spiny stellate (SS) neurons. It refers
to the different cortical regions with a distinctive inner granular
layer (layer IV). The koniocortex includes Brodmann areas 1-3
(somatic sensory cortex), 17 (visual cortex), and 41 (auditory
cortex). All these areas are like topographic maps that undergo
plastic changes in their boundaries and receptive fields accord-
ing to sensory experience. These changes are mainly due to
NMDA receptors in koniocortex spiny stellate (SS) cells [84].

The cytoarchitecture of the koniocortex is depicted in
Figure 2. SS neurons receive excitatory and inhibitory affer-
ents, each of which has two types.

(1) Excitatory afferents:

(a) Autapses [85]

(b) Afferents from thalamocortical neurons (TC) in
the thalamus that process sensory information
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FIGURe 2: Cytoarchitecture of the koniocortex network in which acetylcholinergic neurons from the parabrachial nucleus project to
thalamocortical neurons. The neurons that specifically belong to the koniocortex are the spiny stellate (SS) neurons, the inhibitory basket

neurons (B), and the shunting basket (SB) neurons.

(2) Inhibitory afferents:

(a) Basket neurons (B) that are stimulated by nearby
excitatory SS neurons and exhibit the steepest
activation-function slope among all neurons in
the koniocortex ([86], Figure 3)

(b) Shunting basket neurons (SB), which, according
to Angulo et al. [87], accomplish linear summa-
tion of their thalamocortical afferents. In mathe-
matical terms, this operation is called 11-norm
(see Equation (A.2) in the appendix). These
neurons use this result to produce a type of shun-
ting/divisive inhibition ([88], p.1225) over SS
neurons. This divisive inhibition is due to the
GABA-A receptor used in shunting basket neu-
rons’ axon terminals. The concatenation of these
two operations (the 11-norm and the division)
means that shunting basket neurons perform a
sort of normalization in their targets, the SS neu-
rons (see Equation (A.3) in the appendix)

As previously mentioned, we developed a phenomeno-
logical model of the koniocortex in which we took into
account the main functionalities of each of the neurons. Each
neuron communicates with the following one by transmit-
ting its output, a value between 0 and 1 that in spiking models
corresponds to the neuron’s firing rate. This value, when
multiplied by a synaptic weight, is the synaptic contribution
to the next neuron (see the appendix explaining the mathe-
matical background).

The koniocortex model can learn how to classify input
patterns like a conventional competitive NN. Although the
artificial koniocortex deals with input patterns of any size,

we used patterns represented in a 5 x 3 grid (Figure 3), a total
of 11 alphanumerical patterns. Ten patterns were numbers (0
to 9), and one was a letter (X). These patterns were forcedly
placed at the output of the 5 x 3 = 15 sensory input neurons
(I) of the koniocortex model (see cytoarchitecture depicted
in Figure 2).

The learning processes take place in our simulations
along 2,000 epochs, that is to say, 2,000 repetitions of the
complete set of patterns that represent the life span of our
model. Within these 2,000 epochs, we will model several
natural processes taking place in the human brain from birth
to death. Before 50% of repetitions, ten SS neurons of the
koniocortex compete to recognize each one of the numerical
patterns, so that, in the end, a single neuron fires for each one
of the presented numbers. This type of specificity occurs
because the synaptic weights of each neuron evolve to reflect
the distinctive characteristics of each numerical pattern. In
the end, when the synaptic weights of each neuron match
the unique features of each number, the firing of a specific
neuron takes place.

Although the synaptic weights of each SS neuron evolve to
match the differential characteristics of each input pattern
(not the complete input pattern), we still would like to recover
the entire numerical pattern that fires each neuron for asses-
sing the correctness of the pattern classification. For this pur-
pose, it was necessary to create a recurrent ancillary network
consisting of a set of virtual feedback connections ([26],
Figure 6(b)) from spiny neurons to sensory neurons. At the
end of the training, the collection of virtual weights exiting
each SS neuron recreates the whole pattern that produces
the firing of each spiny neuron. We will use this strategy for
recalling the numerical pattern associated with each spiny
neuron throughout training and test whether the modeled
AD affects stored memories. In Results, we will see that when
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FI1GURE 3: Alphanumeric input patterns presented as inputs to the
koniocortex model.

simulating AD, the numerical patterns (recalled through these
virtual connections) degenerate, and neurons lose their spec-
ificity, firing in front of more than one number.

When inputting each numerical pattern (by making num-
bers appear at the output of the sensory neuron’s layer), this
input information should spread until reaching the SS neu-
rons. From the SS neuron’s layer, the information propagates
towards both the basket neurons’ layer and the input neurons’
layer (to the latter through the recurrent connections of the
ancillary network). For allowing sensory information propa-
gates across all layers, thereby producing a competitive inter-
action between spiny neurons, each numerical pattern should
remain at the input during eight iterations. In each iteration,
the program calculates the neuron’s outputs, weights, and
shifts, according to Equations (A.4) to (A.7) in the appendix.
It is important to emphasize that the koniocortex network
and the recurrent ancillary network update simultaneously
(all their weights and shifts update at the same iteration). It
is as if both networks constituted a single associative network
of the type shown in ([26], Figure 9).

In the present simulations, patterns were input to the
network sequentially, although they could also appear
randomly. We found that when patterns are sequential,
autapses are not necessary for a correct learning process.
However, for the emergence of competitive learning in the
case of random patterns, autapses are required (see the last
paragraph of Section 3.3 in [26]).

In this simulation, the learning factor £ (Equation (A.4))
was set to 0.0019, and the shifting velocity v (Equation (A.7))
to 0.0199. We obtained these optimal values by using a
genetic algorithm for optimizing WTA processes in the SS
neuron’s layer. Nonmodifiable weights were set to W ¢p

=0.98, Wi_;c =1.0, Wgp ¢ =0.5, and Wy ¢_0.85 in the
autapses. Modifiable weights from TC to SS neurons and
from SS to I neurons of the ancillary network start with neg-
ligible random values. The steepness factor k in the sigmoid
of all neurons except for basket neurons was set to k = 40.
The activation function of basket neurons (that have the stee-
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pest activation) is linear. All the sigmoidal function shifts
were set initially to 0.061.

In Results, we will analyze the computational processes
taking place in the koniocortex model that, when disrupted,
might lead the model to behave like the brain of patients in
the initial stages of AD (see Table 2). We will do this by using
the point of view of an ANN designer. Although most ANNs
are biologically implausible, some theoretical aspects of
ANNs are valid for any NN, either artificial or biological.
For example, we will study two crucial computational
processes mentioned in seminal treatises [89, 90]. The two
computational processes necessary for achieving successful
learning in competitive NNs are

(a) input pattern separation

(b) input pattern normalization

Regarding the first, when the angular separation between
input patterns is small, a winning neuron can win again for
many other input patterns, thereby precluding other compet-
itive neurons from winning. One way of separating input pat-
terns and preserving their distinctive features is to subtract
their mean (also called moving average), as shown in Figure 4.

In the case of the koniocortex model, this process occurs
at the level of thalamocortical neurons. This is related to IP,
explained in the appendix. According to Peldez et al. [26],
“Intrinsic plasticity is also highly important at the thalamo-
cortical neuron level (second layer). In this layer, intrinsic
plasticity contributes to subtracting the average neuron’s
activity level from current activity. The previous assertion
means that the average pattern is subtracted from each
incoming pattern, thus contributing to highlighting the
differences between input patterns.”

According to Martinello et al. [59], ACh from the para-
brachial nucleus induces IP in thalamocortical neurons,
thereby boosting the pattern separation process described
above. An age-related cholinergic impairment might hinder
this separation process so that, in the end, input pattern
separation no longer occurs.

The second computational process (see “computational
process” column in Table 2) for achieving successful learning
in the koniocortex is normalization. As mentioned in Subsec-
tion 1.3.3, shunting basket neurons (SB in Figure 2) produce
shunting/divisive inhibition of SS neurons through their
GABA-A synapses [88]. As explained in [87], prior to this
process, SB neurons perform a linear summation of their thala-
mocortical afferents. These two operations, division, and sum-
mation participate in a normalization process that consists of
dividing the weighted sum of thalamocortical outputs by their
11-norm (the sum of thalamocortical outputs), according to
Equation (A.3) in the appendix. This normalization of neuro-
nal input patterns is necessary for a fair competition between
spiny neurons. Shunting basket neurons are, therefore, respon-
sible for the process of normalization in the koniocortex
model (see the “computational process” column in Table 2).

This normalization process, when damaged (see “age-
dependent damage” and “computational failure due to age”
in Table 2), can impair competitive learning in the koniocor-
tex model.



Neural Plasticity

TaBLE 2: Here, we list the computational processes performed by each type of neuron in each layer of the koniocortex model. The
consequences of several lesions (due to age) in these different layers are also mentioned. When these lesions coincide with a reduction of
sensory stimulation, we expect a further degree of deterioration that resembles AD. In the last column, we enumerate some
pharmacological treatments to counteract the failures listed in previous columns.

Computational
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in each layer damage aging sensory loss & aging treatment
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FIGURE 4: (a) One way of emphasizing the distinctive features of a set of vectors a, b, ¢, d consists in subtracting their average vector (as in the
case of vector b). (b) In this way, vectors become more separated (in terms of the angle between them).

Another computational process that is important for
allowing learning processes in the koniocortex model is the
competition between SS neurons due to lateral inhibition
(see Figure 2). Basket neurons (whose activation function
was modeled as a linear function without IP) are involved
in this process by performing a conventional subtractive type
of inhibition.

Regarding learning, it is not possible without functional
NMDA channels in stellate neurons’ spines. For keeping
memories intact in NMDA synapses, even at the risk of pre-

cluding newer learning processes, NMDA synapses can be
“frozen” with NMDA blockers such as memantine, as
mentioned in the last column.

The other computational process impaired due to age is
the input vector separation process occurring in thalamocor-
tical neurons (recall comments to Figure 4). If, according to
Martinello et al. [59], ACh boosts IP, the reduction of ACh
would negatively affect IP by slowing down sigmoid shifting.
When the sigmoid is unable to follow the ANA (recall intro-
duction), this lack of synchronicity adversely affects pattern
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Ficure 5: Example of koniocortex continuous learning under physiological (not defective) conditions. Each of the six rows represents the
learning status at a selected epoch (iteration), being 1,000 the total number of epochs. In each of the six rows, ten synaptic weight matrices
are corresponding to each one of the ten spiny neurons in the simulation, being each spiny neuron identified by a number below each
matrix. The relative size of the fifteen green tiles in each matrix corresponds to the relative value of the weights of the recurrent virtual
connections from spiny to input neurons. When, at epoch 500, one of the training patterns, pattern one, was substituted by a new pattern,
pattern X, there is a process of weight reorganization for deciding which spiny neuron will fire in front of pattern X. At the end (see rows
corresponding to epochs 650 and 700), spiny neuron three fires in front of pattern X and spiny neuron ten fires when pattern two is
presented to the koniocortex model. In the bottom graph, we depict two curves: the red curve is the average output and the blue curve the
average shift along with iterations. Both curves exhibit stable and regular behaviors.
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F1GURE 6: Normal aging. The two columns of this table show the koniocortex model behavior while performing a short-term memory (STM)
task consisting of substituting one of the numerical patterns by pattern X. This substitution starts at 70% of epochs. In both experiments, the
levels of GABA-A and ACh levels are normal, and pruning is also normal (starting at 75% of epochs). “Mem =no” means that in these
experiments, we did not simulate the introduction of an NMDA blocker (memantine). At the bottom of each column, we show the
evolution of the average output (in red) and average shift (in blue) of all neurons. Experiment a.1: the label “S_R =no” at the header of the
first column means that there is no reduction of stimuli in this experiment. As seen in the block corresponding to 80% of training, the
network successfully learns pattern X. Experiment a.2: the label “S_R = 60%” at the header of the second column indicates that there was a
reduction of stimuli at 60% of repetitions. From this point, the average output and average shift experiment a sudden fall but stabilize rapidly.
The presentation of a new pattern X at 70% of epochs does not alter the ongoing network dynamics in any significant way. Labels: S_
R =sensory reduction; STM = short-term memory; Mem = memantine application; ACh = acetylcholine reduction in thalamocortical neurons.
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F1GURE 7: This table shows two cases without GABA-A signaling: the column on the left without sensory reduction and the column on the
right with sensory reduction. At the bottom of each column, we show the evolution of the average output (in red) and average shift (in blue) of
all neurons. Labels: S_R=sensory reduction; STM =short-term memory; Mem =memantine; ACh =acetylcholine reduction in
thalamocortical neurons. In experiment b.1 (left column), there is no reduction of stimuli, and we see that, although an episodic period of
acute output oscillations occurred, homeostatic mechanisms are capable of driving the network to equilibrium again. By examining the
blocks, we see that pattern recall was permanently impaired. However, acute oscillations related to hypermetabolism and disease
progression were extinguished. In experiment b.2, the withdrawal of GABA-A at 50% of epochs was the precondition for the production
of intense oscillations when the sensory reduction took place at 60% of epochs. At the same time, at 60% of epochs, neurons lost their
pattern specificity so that several neurons processed the same pattern (number 1). Sustained oscillations are associated with
hypermetabolism and the progression of AD.
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F1GURE 8: This table shows the koniocortex model behavior when the reduction of sensory stimuli takes place after a reduction in GABA-A. A
short-term memory (STM) learning task is shown in the first and second columns, consisting of learning an “X” pattern in substitution of one
of the numerical patterns that constitute the learning set. In the second column, we evaluate the usage of NMDA blockers like memantine. At
the bottom of each column, we show the evolution of all neurons’ average output (in red) and average shift (in blue). Experiment b.3: the
pattern “X” presented at 70% of repetitions is successfully learned. Despite this apparent success, the univocal correspondence between
patterns and neurons that were compromised at 60% of epochs did not return to normal. Notice that episodes of oscillation and
stabilization are intermingled and that learning a new pattern stabilizes the network, although this stable situation is usually transitory. In
experiment b.4, the administration of an NMDA blocker like memantine took place at 55% of epochs. Numerical pattern memories are
kept intact, but, when introducing pattern “X” at 70% of repetitions, the network was incapable of learning it. Stimulus reduction at 60%
in a GABA-A-depleted network contributed to the initiation of persistent oscillations. Labels: S_R = sensory reduction; STM = short-term
memory; Mem = memantine; ACh = acetylcholine reduction in thalamocortical neurons.
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FIGURE 9: In these experiments, we reduce the effect of ACh at 50% of epochs. Experiment c.1, in which no other modification is involved,
represents a control test for comparison with subsequent experiments. In this case, the bottom graph exhibits sparse oscillations of the
average output. Experiment c.2, in which stimulus reduction takes place at 60% of epochs, produced smaller but sustained oscillations that

are harmful to learning patterns. Labels: S_R=sensory reduction; STM = short-term memory; Mem = memantine; ACh = acetylcholine
reduction in thalamocortical neurons.
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separation and competitive learning. However, many
competitive networks do not use this preliminary process of
pattern separation and still do their job. Consequently, we
do not expect that slowing down sigmoid shifting (by reduc-
ing or zeroing factor v in Equation (A.7)) will significantly
impair learning.

The following is our eight-stage protocol:

(1) Initially, the network’s goal is to learn ten different
numerical patterns (Figure 3). Learning takes place
when each SS neuron fires only in front of one
specific numerical character. Simultaneously, each
SS neuron produces a copy of each current pattern,
as explained in this section. If the copy is identical,
learning is Ok. The more different the copy, the more
unsuccessful is the learning process

(2) At half the number of repetitions, we “age” the
network by either simulating GABA-A impairment
or a lack of ACh. GABA-A impairment is modeled
by eliminating the normalization operation
performed by shunting basket neurons. The lack of
ACh that precludes the sigmoid shift is simulated,
as previously explained, by setting parameter v to
zero in thalamocortical neurons

(3) At 60% of the total amount of repetitions, we apply
stimulus reduction by dividing each component of
the numerical patterns by two (“pixel value”/2).

(4) At 70% of the repetitions, we evaluate network
performance using a short-term memory task. In this
case, one of the numerical patterns (randomly selected)
is replaced by the letter “X.” The network’s performance
during the task of learning this new pattern can be
evaluated by the reader by conferring the numerical
learned by each neuron (as explained in stage 1)

(5) In some simulations (at 55% of the repetitions), we
test the situation of applying an NMDA blocker (like
memantine). We perform this test by preventing
synaptic weight modifications

(6) To assess hypermetabolism, we calculate the average
output of all modeled neurons (not counting sensory
neurons) over time. Hypermetabolism takes place
when the average output is persistently oscillatory

(7) We also assess the temporal evolution of the average
neurons’ firing threshold, that is to say, the average
shift (not counting sensory neurons). Hypermetabo-
lism is associated with average shift changes because
these changes involve intrinsic channel creation and
elimination

(8) When the number of iterations is higher than 75%,
synaptic pruning (see Section 1.3.1) starts running
in the network. According to Huttenlocher [55], at
the age of 74 (after a long period during which synap-
tic density stabilizes around 11.05x10%® synap-
ses/mm”) synaptic density begins a steady decay at
a rate of 18.63 x 10° synapses/mm” per year. Trans-
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lating these values to our artificial model, at 74% of
the iterations, we start a pruning process in which
1.7% of the synapses (those with the smallest synaptic
weights) are pruned at each iteration

3. Results

The koniocortex model used here for testing the AD has
fifteen neurons in its input layer, fifteen neurons in its thala-
mocortical neurons’ layer, ten neurons in the spiny stellate
neurons’ layer, and ten neurons in the upper basket neurons’
layer (Figure 2). The learning process of the koniocortex
model allows the recognition of a set of 10 numerical
patterns. A 5x3 grid displays these numbers. All these
numeric patterns are presented sequentially to the network
in each epoch. Once each number is input to the network,
its activation is “propagated” until all layers are activated.
One thousand epochs were enough for the NN to learn that
when a specific SS neuron strongly fires in front of one partic-
ular numerical pattern, the remaining neurons should
remain inactive. This WTA process occurs naturally as an
emergent consequence of the individual computation of each
neuron without the need to monitor the network externally.
Lateral inhibition and IP are the main driving forces for the
emergence of this WTA process.

To computationally test AD, we added one thousand
additional epochs. These repetitions were intended to simu-
late the reduction of sensory stimuli and the GABA-A and
ACh deficiencies that are customary in an aged brain. We will
also evaluate how the network behaves in a continuous learn-
ing task, after substituting one of the patterns by a completely
new one, an “X” pattern in the middle of typical training. We
intend to do this experiment under defective conditions of
the network so that we could evaluate how the capacity of
continuous learning of the network is affected by the different
types of impairment. For comparison purposes, we first pres-
ent to the reader the same experiment under physiological
conditions (without any kind of impairment). Each row of
Figure 5 represents the results of training the koniocortex
model along with a certain number of iterations (epochs). It
shows that each one of the ten spiny neurons becomes spe-
cialized in recognizing a specific numerical pattern. This fact
means that, when we present a numerical pattern to the net-
work, one single spiny neuron “fires” (i.e., is active) while the
other neurons remain muted. For example, only neuron
“one” fires when pattern zero is presented at epoch 450 (see
the first case in the first row). When spiny neuron “one” fires,
it “evokes” number zero in the form of a green pixels’ matrix,
each pixel corresponding to the weight of a recurrent connec-
tion from itself (spiny neuron 1) to the input neurons. This
process occurs at the recurrent ancillary network mentioned
in Section 2. In the case the matrix was ambiguous or defec-
tive, it would mean that either a change of pattern or a mem-
ory problem is occurring in that neuron.

In this physiological example, when we reach 50% of the
total number of epochs (500 epochs), we remove a numerical
pattern, in this case, pattern 1, from the training set, and put
the letter X in place. At epoch 550, we see that spiny neuron
three and spiny neuron ten are “evoking” unclear, ambiguous
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patterns. This fact means that neurons are readjusting their
weights for recognizing the new pattern X and forgetting
the older pattern one. At epoch 600, the weights of spiny neu-
ron 3 (that formerly “evoked” pattern two) evolve to repre-
sent pattern X. At epoch 600, the weights of spiny neuron
10 are still under transformation. This transformation is com-
plete at epoch 650 when the recurrent weights from spiny neu-
ron 10 evolve to represent pattern two. In this way, neuron ten
that previously fired in front of pattern one now fires when pat-
tern two is input to the network. At the same time, neuron three
that fired when pattern two was input to the network, now fires
in front of pattern X. At epochs 650, and epoch 700, the prop-
erty of continuous learning of the koniocortex allowed the
network to forget pattern 1 and learn pattern X. The bottom
graph exhibits two curves, one curve in red and the other in
blue representing the evolution of the average output and
the average shift, respectively (without including sensory neu-
rons). Both curves are stable and regular, although the blue
curve exhibits small continuous oscillations.

As previously announced, this same short-term memory
(STM) test will be performed in some of the simulations
when training reaches 70% of epochs under nonphysiological
(defective) conditions.

Figures 6-11, will show the different tests performed in
the koniocortex model. Each column header will indicate
the type of alteration performed in the network and the per-
centage of epochs when the alteration took place. The mean-
ings of the abbreviations inside the headers are as follows:

(a) Pruning = 75% means that the elimination of weak
connections occurs from 75% of iterations

(b) GABA — A =50% means that, at 50% of training
epochs, the normalization resulting from GABA-A
activity is eliminated

(¢) ACh =50% means that a reduction of ACh occurs at
50% of repetitions. In computational terms, this
means that the sigmoid function stops shifting when
parameter v becomes zero

(d) S_R=60% means that there is a reduction of sensory
stimuli (S_R) at 60% of all repetitions

(e) STM =70% means that a short-term memory test
(STM) is performed by replacing a randomly selected
pattern with the “X” pattern at 70% of the repetitions

(f) Mem = 55% means that synaptic weight modification
is prevented due to the use of memantine (Mem) at
55% of the repetitions

As synaptic pruning is present in every aging person (>75
years of age), all experiments run with pruning. The descrip-
tion of the performed tests and their corresponding parame-
ters are summarized in Table 1.

We repeated each of the experiments 20 times. Since the
initial weights and neuron firing thresholds are random, dif-
ferent results are produced until the network stabilizes. This
type of variation mainly occurs during the first 100 epochs.
After this number of epochs, the experiments evolve similarly
and become consistent across repetitions. For this reason, we
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randomly selected one of the repetitions as a representative of
each experiment (see Figures 6-11).

Under each one of the headers, there is a column of
blocks. Inside each block, there are ten different numerical
patterns. From left to right and from top to bottom, each of
the ten numbers represents the patterns that are recalled by
the ancillary network when each one of the ten stellate spiny
neurons fires. For example, the block that appears in a row
labeled 70 represents the ten patterns that are recalled by
the ten SS neurons at 70% of repetitions. In this block, for
example, the third numerical pattern in the upper row is
the pattern recalled by the third SS neuron.

Finally, the bottom curves represent the evolution of the
average output and shift of neurons, in terms of the percent-
age of epochs. These graphs help in the identification of
hypermetabolism, which is the preliminary manifestation of
AD. Hypermetabolism appears when there are intense and
persistent oscillations both in the average output and average
shift. Persistent oscillations are associated with a continuous
process of allocation and elimination of intrinsic channels in
the neuron’s membrane.

Now, we proceed to explain the behavior in each column
of the tables.

Let us start with Figure 6, which shows the experiments
modeling healthy aging. In experiment a.1, we simulate the
case of a healthy normal koniocortex in which we blocked
neither GABA-A, ACh, nor NMDA. Pruning follows the
normal statistical tendency described in the last paragraph
of Materials and Methods, thereby starting at 75% of the total
epochs. The task of learning a new pattern at 70% of repeti-
tions is successful, as can be seen in the block at 80% in which
we substitute a random numerical pattern (in this case num-
ber 4) by pattern “X.”

The evolution of the average output (in red) and average shift
(in blue) of all modeled neurons appears at the bottom of each
column. In the case of healthy aging, the oscillations observed
in the output when substituting the pattern are negligible.

In experiment a.2 (also corresponding to healthy aging),
stimuli diminish at 60% of the epochs (S_R = 60%). As previ-
ously explained, we do this by dividing each component of
the numerical patterns by two (pixel value/2). Starting at
the block corresponding to 70% of epochs, we see that the
patterns recalled by each one of the neurons become fainter.
Immediately after stimulus reduction, there is a temporary
shift stabilization that quickly leads to a regime of discrete
oscillations of the average shift. Although there are a few
oscillations during the initial iterations, which is the normal
expected behavior, the average output in (red) remains stable
in all subsequent iterations.

Let us continue with Figure 7 and Figure 8 showing the
experiments that model aging associated with impaired
GABA-A receptors. In experiment b.1, we withdrew normal-
ization (due to GABA-A shunting neurons) at 50% of repeti-
tions. In this experiment, there is neither stimulus reduction
nor an STM task. This experiment was performed to demon-
strate the impact of GABA-A reduction alone, without the
presence of other concomitant factors. In this case, the first
column in Figure 7 shows an episodic pattern recall impair-
ment from around 60% of epochs. At the same time, the
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F1GURE 10: This table shows the koniocortex model response when GABA-A levels are normal, and we reduce ACh at 50% of repetitions.
Sensory reduction also takes place at 60% of total repetitions, and a memory test is performed at 70%. Experiment c.3: an NMDA blocker
(like memantine) is not used. Oscillations are present initially when ACh is reduced and, especially afterward, during the process of
learning the new pattern X. Experiment c.4: an NMDA blocker (like memantine) is applied at 55% of epochs. In this case, plasticity is
eliminated; the network remains at its former stability level (without oscillatory activity) although it is not able to learn the testing pattern X.
Labels: S_R = sensory reduction; STM = short-term memory; Mem = memantine; ACh = acetylcholine reduction in thalamocortical neurons.
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FiGurE 11: This table presents a case in which GABA-A normalization is recovered despite the usual process of network aging. After the
elimination of GABA-A normalization that occurred at 50% of epochs, pattern learning was impaired; that is to say, patterns were poorly
recovered, and neurons lost their pattern specificity. With the reduction of sensory stimuli at 60% of epochs, the average shift and output
started an intense oscillatory dynamic that suddenly disappeared when GABA-A normalization was reinstalled at 75% of repetitions. After
this recovery, the network was capable of learning pattern X, while the recovery of the remaining numerical patterns was damaged. At this
later stage, in which many of the connections were pruned, learning is a difficult process requiring much more repetitions than in an
intact network. Labels: S_R=sensory reduction; STM =short-term memory; Mem = memantine; ACh =acetylcholine reduction in
thalamocortical neurons.
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average output (see bottom graph) exhibited a transitory
abrupt oscillation that quickly ended due to compensatory
factors (intrinsic and synaptic plasticity). Although oscilla-
tions ceased, the impairment in patterns’ recalling was
permanent. This case means that although GABA-A deficit
alone does not have catastrophic consequences in terms of
hypermetabolism (because oscillations cease), there could
be some sequels in terms of memory deficits.

In experiment b.2, besides normalization due to GABA-
A withdrawal at 50% of repetitions, stimulus reduction
occurred at 60% of epochs. When running the program, we
see that at 50% of training, each neuron still processes a
different numerical pattern, as expected. From this moment
in which GABA-A normalization stopped, patterns’ recalling
was impaired. Patterns’ memorization worsens, and neurons
lost their specificity for patterns; that is to say, several neu-
rons fire in front of the same pattern.

Experimentb.3 is shown in the first column of Figure 8 and
is similar to the previous one (b.2): each neuron had learned to
identify a specific numerical pattern, and, at 50% of epochs, we
eliminate the normalization performed by GABA-A. Like in
the previous case, the lack of normalization impaired learning
so that the univocal correspondence between neurons and pat-
terns was lost. As before, with stimulus reduction at 60% of
epochs, abrupt oscillations appeared in the shifts and outputs.
Despite this, at 70% of epochs, we applied the task of substitut-
ing one of the patterns by pattern X. The network learned pat-
tern X, but the univocal correspondence between patterns and
neurons continues impaired. It seems that learning a new
pattern contributes to stabilization because the oscillations
dampen during pattern X presentation.

Experiment b.4 is like the previous one but with the
introduction of an NMDA blocker at 55% of repetitions.
Although the network did not forget the numerical patterns,
it was not able to learn the new pattern “X” when introduced
at 70% of epochs. Differently from the previous case, the pre-
sentation of pattern X does not dampen the oscillations.

In summary, an NMDA blocker contributes to preserve
older memories but is not capable of preventing the oscilla-
tory dynamics due to stimulus reduction.

The experiments of Figure 9 (c.1 and c.2) and Figure 10
(c.3. and c.4) are designed for testing whether ACh deficit
alone is able to produce AD symptoms. Let us recall that
the ACh deficit (due to an impairment of the parabrachial
nucleus) weakens the preliminary process of input vector
separation that takes place in thalamocortical neurons.
Experiment c.1 represents a control test for comparison with
the next ones. The graph at the bottom of the table shows
sparse bursts of oscillations in the outputs and shifts. When
we analyzed learning, epoch by epoch, we noticed that during
these bursts, the association between neurons and learned
patterns is impaired.

In experiment c.2, stimulus reduction is applied at 60% of
epochs. In this case, stimulus reduction, instead of increasing
the oscillations, seems to dampen them. These sustained
oscillations are responsible for the learning impairments seen
in the following blocks along training epochs.

In experiments c.3 and c.4, we use the combination of
features of experiment c.2 with a short-term memory exper-
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iment (STM) for evaluating the use of an NMDA blocker
(i.e., memantine). As in previous cases, the STM test consists
of substituting a randomly selected pattern by pattern X at
70% of epochs. When this test is done in experiment c.3 with-
out an NMDA blocker application, the NN learned pattern
X, but the process was slower and generated intense oscilla-
tions. In the experiment c.4, oscillations are abolished when
using an NMDA blocker at the expense of not being able to
learn pattern X.

Experiments c.1 to c.4 shows that when GABA-A inhibi-
tion is normal, ACh deficit produces oscillations that are
sparser and weaker than in the case of the association of
GABA-A and stimulus reduction. In the cases of ACh deficit,
many strategies contribute to abolishing the oscillations, like
the NMDA blocker application. Even the reduction of stimuli
(that was catastrophic in the case of GABA-A deficit) can
help to dampen the oscillations. In contrast (as shown in
experiment c.3), STM stimulation can be counterproductive,
especially in the absence of memantine. It seems that the
cognitive stimulation (STM test) can be either beneficial or
harming depending on whether there is either a GABA-A
deficit or an ACh deficit, respectively.

The purpose of Figure 11 is to simulate a possible recov-
ery from hypermetabolism when GABA-A signaling returns
to normal levels. In this experiment, there was no ACh defi-
cit. Hypermetabolism was manifested by the persistent oscil-
lations of the average shifts and outputs. These oscillations
were the consequence of GABA-A deficit followed by stimu-
lus reduction, as shown in examples b.2, b.3, and b.4. At 75%
of epochs, GABA-A levels were restored. From this moment,
there was a moderate recovery of the patterns recalling
capacity, and when an STM test was introduced with pattern
X at 85% of epochs, the test was successful. Despite this, the
process of synaptic pruning that started at 75% altered the
usual course of learning, which, in this case, took longer than
in a normal situation and did not end until reaching 100% of
epochs. This experiment shows that when GABA-A levels
return to normal, there is a real possibility of recovery
(although this would depend on the severity of further dam-
age due to beta-amyloid plaque accumulation).

It would be possible to create new alternative computer
experiments for testing different therapies like combining
NMDA blockers, cognitive stimulation, cholinesterase inhib-
itors, etc. In these alternative experiments, the correct sched-
uling of each treatment would be of great importance.
Testing these therapies first in the computer and, afterward,
with real subjects will be extremely useful and will contribute
to the development of an optimal therapeutic strategy.

4. Discussion

The experiments presented here show that it is possible to
evaluate the evolution of AD with a computational model
of a brain structure with learning capabilities under different
scenarios. We created these scenarios by combining the
effects of neuromodulators, pharmacological drugs, and
sensory patterns. In this study, we chose the koniocortex
because, as mentioned in Introduction, AD begins in sensory
cortices [27-29] (although appearing in its mildest form).
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Besides, this structure is directly associated with sensory
stimuli, which we were interested in assessing. Another
advantage of the modeled koniocortex is that it exhibits
successful emergent learning so that we can test the effects
of AD along with a learning task.

As seen in Results, we decided to exhibit neurons’ average
output and their firing thresholds (shifts) over 2,000 training
epochs (as mentioned, the presentation of the whole set of
numbers constitutes one epoch).

We also presented the appearance of the memorized
patterns over epochs. In this way, we displayed three crucial
variables related to AD: first, the red curves allow us to study
neurons’ average firing probability and identify hypermetab-
olism. Secondly, the blue curves enable us to see the shifting
of the firing threshold and infer the amount of intrinsic chan-
nel allocations in neurons’ membranes (the smaller the shift,
the higher the number of intrinsic channels). Thirdly, the
appearance of memorized patterns over the epochs allows
us to monitor long and short-term memory in the network.
We assessed these variables by altering the input stimuli or
simulating a treatment. Our interest in monitoring the possi-
ble oscillatory activity in the average firing and shift related to
hypermetabolism is because hypermetabolism is the prelude
to the more harmful consequences of AD: 3-amyloid plaque
creation and memory impairments. Hypermetabolism would
be the consequence of continually placing and deleting
intrinsic channels when the neuron’s firing threshold (activa-
tion function’s shift) tries unsuccessfully to reach an equilib-
rium point. Although hypermetabolism and neuronal
activity are related concepts, hypermetabolism can be easily
monitored in human patients using PET and MRI scans.

The main result derived from our model is that, although
stimulus reduction is innocuous in a young, healthy brain, it
ignites hypermetabolism in a brain with GABA-A signaling
deficits. ACh impairments are also able to produce hyperme-
tabolism more moderately. This is because we discovered
that GABA-A and ACh are involved in computational
processes that facilitate pattern normalization and pattern
separation, respectively, during the learning processes
performed in the brain [26]. In this way, disruption of the
algorithms involved in learning processes in the brain seems
to be at the origin of the destructive processes of AD. Regard-
ing learning, brain structures like the koniocortex adjust their
synaptic weights so that they acquire stable values through
homeostatic processes in which IP compensates for weight
variations [22]. In a previous article, we suggested that
impairments in IP are a crucial factor for the onset of AD
[91]. The importance of IP in learning and AD has been
corroborated by Dunn and Kaczorowski [92]. Calcium
homeostasis processes underlying AD are also discussed in
Popugaeva et al. [93].

The explanation behind the oscillatory behavior triggered
when stimulus reduction takes place in a GABA-A-deficient
brain is that GABA-A shunting basket neurons produce a
sort of pattern normalization (see Section 1.3 and explana-
tion of Equation (A.3) in the appendix) over incoming
sensory patterns. When these basket neurons correctly per-
form their normalizing function, the resulting computation
is as if all sensory patterns were always similar in size. In this
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case, GABA-A represents a protective factor that acts even in
the case of reduced stimuli (which, due to GABA-A, are
resized, i.e., normalized). When the protective factor of
GABA-A is not present, reduction of stimuli (like in macular
degeneration, deafness, and retirement) triggers a process in
which neurons lower their firing threshold through IP to
adequately respond to weaker stimuli (recall explanations of
Equations (A.6) and (A.7) in the appendix). For this process,
extra intrinsic channels are allocated in the cellular mem-
brane, having this process a high metabolic cost. Although
in an ideal situation, neurons would adjust their firing
thresholds until they gradually reach a new lower threshold,
in our simulations, these adjustments take place in an oscilla-
tory manner. In this case, firing threshold adjustments take
place along a continuous recurrent process of allocation
and elimination of intrinsic channels. Repeating these pro-
cesses, thousands of times would produce a much higher cost
in metabolic terms than when intrinsic channels are simply
gradually allocated.

During intrinsic channel allocation processes, the intense
firing of neurons is another process that contributes to
enhancing hypermetabolism. Besides impaired neural
homeostatic processes, intense firing has been considered
another cause of S-amyloid plaque deposition [94, 95]. Thus,
the preemptive usage of low doses of antiepileptic drugs like
diazepam [96] and levetiracetam [97] has been shown to
have a neuroprotective effect in AD.

When instead of a GABA-A deficit, there is ACh deple-
tion, the preliminary process of input vector separation is
affected, as explained in Figure 4. Without this vector’s sepa-
ration process, the subsequent WTA operation requires more
epochs to be accomplished. This is manifested in the short-
term memory test performed in experiment c.3, in which
the modest oscillations associated with ACh deficits grew
significantly. It seems that in this case, cognitive stimulation
is counterproductive and could contribute to exacerbating
hypermetabolism. In experiment c.4, we see that by using
an NMDA blocker, oscillations completely disappear at the
expense of not being capable of learning the new pattern X.
This fact could justify the success of treatments combining
NMDA blockers (memantine) and acetylcholinesterase
inhibitors (donepezil) [98] in a background of milder oscilla-
tions related to an ACh deficit [99].

In the case of GABA-A deficit, the oscillations that appear
after stimulus reduction are much higher in frequency (see
curves in experiments b.2, b.3, b.4, and d.1) than those related
to ACh impairment (experiments c.2 and c.3). The existence
of a relationship between GABA interneuron malfunction
and intense neural oscillatory activity was pointed out by
Verretetal. [100] when working in AD animal models. Regard-
ing a possible AD treatment, experiment d.1 is designed to test
whether the complete recovery of GABA-A functionality at
75% of epochs can stop the oscillations. We see that not only
the intense oscillatory activity completely disappears but also
the learning capability of the network is wholly recovered so
that it was possible for the network to learn a new pattern (pat-
tern X) that was presented at 85% of computer iterations (in
Figure 11, the tiles in green show that this pattern was learned
entirely at 100% of epochs by number one stellate neuron).
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These computational results support recent pharmaco-
logical studies focusing on GABA-A neurons’ protecting
drugs [101-103]. Experiment a.2 shows that when GABA-A
functionality is preserved, no oscillations take place even in
the case of stimulus reduction. As mentioned in Section
1.3.3, the ingestion of nutrients like fisetin (strawberries,
tomatoes, oranges, and cucumber) and terpenoids (salvia,
peppermint, ginger, Curcuma longa, cinnamon, cloves, and
mustard) collaborates in the synthesis and expression of
GABA-A receptors.

Although the results of the present experiment are
encouraging, we should acknowledge, however, that we
assessed AD by modeling a particular brain structure and
that other brain structures related to learning also deserve
evaluation. It is possible that the same computational process
that seems impaired in the koniocortex, i.e., pattern separa-
tion and pattern normalization, might also be defective in
other parts of the brain, thereby generating an abnormal
oscillatory dynamic. These prospective assessments per-
formed in more comprehensive models might contribute to
support our hypothesis that AD is a consequence of stimulus
reduction in a brain with GABA-A deficit. Although, as men-
tioned in Introduction, we prefer to perform such tests on
models whose functionality is clear to us, we do not underes-
timate the potential of existing realistic models of the entire
brain [14, 17]. We believe that the most significant drawback
presented by these comprehensive models is that most of
them surprisingly fails to use the property of IP. We believe
that by incorporating IP into these models, new functionali-
ties would emerge from them, such as learning and pattern
completion capabilities, in such a way that they could also
be used to model the cognitive impairments of AD.

5. Conclusions

As mentioned in Introduction, AD is a multifaceted illness in
which the factors involved are usually separately analyzed. In
this work, we combine many of these factors, interacting
dynamically inside a computational model of the cerebral
koniocortex, the first cortical relay station to process sensory
information, and also one of the early nervous system struc-
tures that are affected by AD.

We tested this hypothesis with the koniocortex model
engaged in the task of learning ten numerical patterns. The
model underwent a short-term memory test by substituting
one random pattern by pattern X in the middle of learning.
Another situation performed with the koniocortex simula-
tion was to stop the synaptic weight adjustment as when
using an NMDA blocker. During these scenarios, we assessed
whether the network exhibits hypermetabolism, which is a
common feature during the initial stages of AD. Due to the
possibility of an increment in computational complexity,
instead of metabolism, we evaluated a related measurement:
the average output of all koniocortex neurons.

The computation shows that the onset of AD is related to a
reduction of sensory/cognitive stimuli (like in deafness, mac-
ular degeneration, or retirement) when there is a preexistent
deficit in GABA-A. In computational terms, the lack of pat-
tern normalization due to the divisive inhibition of basket
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neurons leads to an oscillatory behavior of the neurons’ out-
puts and their firing thresholds. In real neurons, the continu-
ous adjustment of the neuronal firing threshold by allocating
and eliminating intrinsic ion channels exhausts neurons’ met-
abolic resources, driving them to the phase of beta-amyloid
plaque deposition that is beyond the scope of our study.

Although our hypothesis should be tested in animal
models and, afterward, with real patients, we suggest that in
the meantime, for preserving elders’ health, their caregivers
should be on alert in front of scenarios that contribute to
the reduction of the sources of stimuli. A confinement situa-
tion for epidemic contention could be a nowadays example of
these scenarios. In this type of situation, it would be desirable
to look for alternative sources of cognitive and sensory
stimuli for this group of people.

Appendix

Mathematical Foundations of
Koniocortex Network

In this section, we describe the equations used in the konio-
cortex model in which the neurons’ output yields a probabil-
ity value ranging from 0 to 1. For simplicity, we do not model
neurons’ axon cable phenomena.

The koniocortex is a competitive model in which the neu-
ron’s net-input is calculated by a vector projection. For this
calculation, we compute the inner product of weight vectors
and the normalized input patterns (lowercase notation
meaning vector normalization):

v
1 =

(A1)

The type of normalization used here is the 11-norm:

. n
Iil- S
i=1

(A2)

One way of interpreting neurons’ weights is as if they

—J =]
were the components of a vector prototype T so that T =
— J
W =[W;, Wp, -+, W,,]. In this way, the net-input of neu-
rons can be calculated as net; = [|W - i|[=|[T - i||=|T7|

which is the projection of prototype T over the ongoing
input pattern. Although in NNs models the net-input value
is dimensionless, it is conceptually equivalent to the postsyn-
aptic activation that in electrophysiology is measured in volts.

In the case of spiny neurons (which undergo competi-
tion), we calculate this same result another way:

7]

(A3)
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FIGURE 12: (a) Shape of curves obtained with real neurons for different initial synaptic weights w;. In this case, the experiment consisted of
injecting current in the presynaptic neuron and measuring the postsynaptic voltage. The point where curves cross the horizontal axis is called
the long-term potentiation threshold. (b) Family of curves obtained in the computer model through the presynaptic rule (adapted from Figure
2 in [105]). Both graphs exhibit metaplasticity: the rightward elongation of the curves along the horizontal axis for higher values of initial
synaptic weights. For a more detailed explanation of how the curves were obtained, we suggest the reader to study References ([105]

(Section 2), ([22] (Section3.2)).

where the numerator is the weighted input from excitatory
thalamocortical neurons. The denominator corresponds to
the operation produced by a shunting basket neuron when
performing a sequence of two operations (a) the calculation

of an 11-norm, ||7||, by summing the thalamocortical inputs
and (b) placing this result in the denominator according to
the shunting/divisive type of inhibition of GABA-A neurons.

The incremental version of the presynaptic rule was used
in the koniocortex model for altering synaptic weights:

AW =EI(0-W), (A.4)
where O and I are postsynaptic and presynaptic action
potential probabilities and & is a small positive constant, the
so-called “learning factor.” This learning factor value was
set to 0.0019. Synaptic plasticity freezing due to an NMDA
blocker was simulated by setting this value to 0.

The plasticity curves yielding the variation of synaptic
weight in terms of postsynaptic voltage that were empirically
obtained by Artola et al. [104] (see Figure 12(a)) are very sim-
ilar to the curves depicted in Figure 12(b) obtained by using
the presynaptic rule equation [22, 105]. The presynaptic rule
also models metaplasticity [106, 107], a property of biological
synapses that elongates the plasticity curves rightwards for
higher initial synaptic weights, as shown in both graphs of
Figure 12.

The function that relates the neuron’s output in terms of
its postsynaptic activation can be modeled in different ways
(like a linear, sigmoidal, and Gaussian function). In the case
of the koniocortex, inhibitory neuron activation functions
were modeled as linear functions. For modeling sensory,
thalamocortical, and spiny neurons, we used the following
equation yielding the output of the neuron, O;, in terms of

j
its net-input (postsynaptic activation):

Oj=———, (A.5)

where s; is the shift of the activation function ranging from 0
to 1 and k is a steepness factor whose value depends on the
type of neurons.

Biological neurons exhibit a property called intrinsic
plasticity (IP) [32]. According to this property, the sigmoidal
activation function gradually shifts rightwards or leftwards,
leveling the activation of highly or scarcely activated neurons,
respectively (see Figure 1). The so-called shift parameter s,

ranging from zero to one, is used to model the sigmoidal
curve rightward shift. The shift value corresponds to the
steepest point of the sigmoid curve and is equivalent to the
classical concept of “firing threshold.” We can formulate
the activation function as

J
T

ous(

According to Desai ([33], p.398), the activation function

relates a neuron’s output (its firing rate) to its input (the
synaptic current it receives). If the input is too low, the cell
will hardly ever fire, because of the spike threshold [The
firing threshold.]; if it is too high, the firing rate will saturate,
because there is some physical limit on how fast a neuron can
fire. Between the two is a sensitive region, where the neuron’s
output is a function of its inputs. One strategy for dealing
with fluctuations in input - caused, for example, by synapse
formation or Hebbian potentiation - is to shift the position
or slope of the f-I curve so that the sensitive region always
corresponds well with average input.

We proposed the following equation [22] for calculating
the shift of the activation function, s, at time ¢ in terms of
the shift and output probability of the neuron at time ¢-1:

, sj) . (A.6)

_ 00 5
= —

v+l (47)

where v is a small factor that adjusts the shifting speed of the
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F1Gure 13: When a time series f (x) is placed at the single input of a neuron with intrinsic plasticity property, the output of the neuron is the

same time series f(x) but with its moving average removed.

activation function. Its value is 0.0199 in the koniocortex
simulation. The initial shift, s, was 0.061 in all neurons. When
neurons are highly activated, the tendency of the shift factor,
s, is to increase, thereby shifting the activation function right-
wards. When neurons are less activated, the tendency of the
shift factor, s, is to decrease, so that the activation function
is shifted leftwards (see Figure 1).

One compelling case that occurs in thalamocortical neu-
rons refers to a single input neuron, where IP contributes to
removing the moving average of a series of input values
([26], section 2), making the neuron behave like a high-pass
filter (see Figure 13).

When, instead of a single neuron, there is a matrix of
neurons receiving patterns (like the case of thalamocortical
neurons), subsequent patterns undergo the subtraction of
their moving average (which is also a pattern), thereby mak-
ing patterns more separated from each other, like in Figure 4.
This input vector separation effect stops when we eliminate
the movement of the sigmoid by zeroing factor v. In the real
koniocortex, this happens when ACh neurons are blocked or
die, thereby losing their boosting effect over intrinsic thala-
mocortical plasticity.
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In this review, we present evidence about the changes of the GABAergic system on the hippocampus under the ischemic
environment, which may be an underlying mechanism to the ischemia-induced cognitive deficit. GABAergic system, in contrast
to the glutamatergic system, is considered to play an inhibitory effect on the central nervous system over the past several
decades. It has received widespread attention in the area of schizophrenia and epilepsy. The GABAergic system has a significant
effect in promoting neural development and formation of local neural circuits of the brain, which is the structural basis of
cognitive function. There have been a number of reviews describing changes in the GABAergic system in cerebral ischemia in
recent years. However, no study has investigated the changes in the system in the hippocampus during cerebral ischemic injury,
which results in cognitive impairment, particularly at the chronic ischemic stage and the late phase of ischemia. We present a
review of the changes of the GABAergic system in the hippocampus under ischemia, including GABA interneurons,
extracellular GABA neurotransmitter, and GABA receptors. Several studies are also listed correlating amelioration of cognitive
impairment by regulating the GABAergic system in the hippocampus damaged under ischemia. Furthermore, exogenous cell
transplantation, which improves cognition by modulating the GABAergic system, will also be described in this review to bring
new insight and strategy on solving cognitive deficits caused by cerebral ischemia.

1. Introduction neurological diseases, such as VD [4], AD [5], depression
[6], and schizophrenia [7]. However, ischemia can cause

Cerebral ischemia is hypoperfusion of the blood through  damage to the GABAergic system in brain regions that are

brain tissue caused by a pathologic constriction or obstruc-
tion of its blood vessels or an absence of blood circulation.
Both transient and chronic cerebral ischemia or chronic cere-
bral hypoperfusion can lead to damage or death of brain cells
and other pathophysiological changes. Meanwhile, cerebral
hypoperfusion is considered a major cause of vascular
dementia (VD) [1] and an underlying pathological mecha-
nism of Alzheimer’s disease (AD) [2]. Thus, one of the main
threats of cerebral ischemia is the impairment of cognitive
function. The GABAergic system of the mammalian brain
consists of GABA-releasing cells and receptors that bind
GABA [3]. A growing body of research in recent decades
has shown that the GABAergic system is strongly associated
with cognitive function, which plays an important role in

related to cognitive function, such as the hippocampus,
amygdala, and prefrontal cortex [8-10]. Therefore, the
impairment of the GABAergic system is considered one of
the mechanisms affecting cognition. Over the past few years,
with extensive studies about the relationship between the
hippocampus and cognitive function, the hippocampus has
been observed to play a central role in the cognitive map.
This means that the brain builds a unified representation of
the spatial environment to support memory and guide future
action [11]. Thus, this review focuses on the effect of cerebral
ischemia on cognitive disorder induced by the deficit of the
GABAergic system. We describe the changes of the GABAer-
gic system on the hippocampus under the condition of ische-
mia and summarize some of the evidence that can improve
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cognitive function by regulating the GABAergic system of the
hippocampus. Furthermore, as cell transplantation has
played a significant role in almost every medical field in
recent years, we introduce some studies about cell transplan-
tation to improve cognition via the contribution of the
GABAergic system.

2. The Overview of the GABAergic System

GABAergic system involves GABA-releasing cells, the bio-
synthesis and metabolic degradation of GABA, its release,
and interaction with receptors. In the hippocampus,
GABAergic interneurons are in the minority and account
for about 10-15% of the total number of neurons. They make
a vast difference in all aspects of cortical circuit function and
regulation because of its remarkable diversity, extensive dis-
tribution, and intimate contact with pyramidal cells [12].
On the basis of the expression of specific molecular markers,
according to the molecular classification, the GABAergic
interneurons can be divided into five main groups: parvalbu-
min (PV), somatostatin (SOM/SS), neuropeptide Y (NPY),
vasoactive intestinal peptide (VIP), and cholecystokinin
(CCK) interneuron [13]. Gamma-aminobutyric acid
(GABA), as a chief inhibitory neurotransmitter in the devel-
opmentally mature mammalian central nervous system, is
synthesized from glutamic acid by glutamic acid decarboxyl-
ase (GAD), which has two GAD subtypes, GAD65 and
GADG67. GABA is stored in synaptic vesicles, released in syn-
aptic cleft triggered by the nerve impulse, and then interacts
with its receptors. There are three different classes of GABA
receptors, namely, ionotropic GABAA and GABAC recep-
tors and metabotropic GABAB receptors in the central ner-
vous system [14, 15]. Of these, GABAA and GABAB
receptors have received the greatest amount of attention in
cerebral ischemia [16, 17]. The GABAA receptors are
ligand-gated pentameric chloride channels and composed
from a variety of subunits that include « (subtypes 1-6), 3
(1-4),y (1-3), 6, &, 7, and p which have different sensitivities
to GABA and modulatory drugs [18]. Furthermore, the
GABAA receptors have two main modes of operation,
phasic and tonic. The phasic effects of GABA are seen in
GABAergic synapses, whereas the tonic inhibition is
through extrasynaptic receptors that report GABA as a
volume transmitter and set an excitability threshold for
cortical neurons [3]. The GABAA receptors found extrasy-
naptically are comprised of relatively rare subunits, partic-
ularly o4, a6, and 8. Generally, §-subunit containing the
GABAA receptors are extrasynaptic, but vice-versa is not
true [19]. a5B1y2 is located postsynaptically, but a552y2
and a583y2 isoforms are extrasynaptic [20]. As a kind of
metabolic receptor, GABAB receptor localizes in both the
presynaptic and postsynaptic terminals, which has two
subunits, GABAB1 and GABAB2 [21]. GABA transporters
(GAT1-4) remove GABA from the synaptic cleft. This is
followed by its catabolization by GABA transaminase
(GABA-T), an enzyme that converts brain GABA into
succinate semialdehyde, which can be converted to succi-
nic acid and enters the citric acid cycle.
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3. Effects of Cerebral Ischemia on the
GABAergic System: Hippocampus

After cerebral ischemia, numerous studies have shown that a
number of changes happened on the GABAergic system at
the hippocampal area using in vivo models and in vitro
oxygen-glucose deprivation (OGD) experiment. From the
survival and function of GABA interneurons and intracellu-
lar and extracellular levels of the GABA neurotransmitter, to
GABA signal transmissions, cerebral ischemia can induce the
process of pathological variations on the GABAergic system
as discussed below.

3.1. GABA Interneurons. Although some reports showed that
the GABA interneurons were insensitive to ischemia, com-
pared with principal neurons [22], several others have shown
that the interneurons in the hippocampus are vulnerable to
ischemia. For example, in addition to excitatory cells, SS-
and NPY-expressing interneurons were lost from the dentate
hilus in the days following ischemic injury. Simultaneously in
CAl, the number of neurons containing only NPY decreased,
while the number of neurons expressing both NPY and SS
increased as the interneurons changed their patterns of pep-
tide expression [23]. The PV immunoreactivity was
unchanged up to two days after ischemia. However, at five
and 14 days after ischemia, a conspicuous reduction of PV
immunoreactivity was observed in interneurons of the hip-
pocampal CAl sector. Furthermore, a significant decrease
in PV immunoreactivity was found in the interneurons of
the hippocampal CA3 sector [24]. In another study, follow-
ing transient cerebral ischemia (bilateral carotid occlusion
for 2 min) in the gerbil, the GABAergic interneurons (labeled
the GABAA receptor al-subunit) developed severely beaded
dendrites after 3-4 days throughout all layers of area CAl,
and the varicose and fragmented appearance of al-subunit-
positive dendrites up to five weeks after ischemia was
observed. However, there were no ischemia-induced changes
in dendrites immunolabeled with the al-subunit within area
CA3 or the dentate gyrus [25]. On the contrary, a larger pop-
ulation of spiny interneurons disappeared from the hilus
(feedback inhibitory interneurons) and stratum lucidum of
CA3 (feedforward inhibitory interneurons) in a complete
forebrain ischemia model induced by four-vessel occlusion
after 12-14 months [26]. Since there are different ideas about
whether the hippocampal GABA interneurons are resistant
to ischemia, there are several possible explanations for this
discrepancy. These include (1) a remarkable diversity of the
GABA interneurons contributing to their functional versatil-
ity in shaping the spatiotemporal dynamics of neural circuit
operations underlying cognition, which, in turn, demonstrate
different sensitivities to ischemia within the hippocampus.
Perhaps, the detection markers that represent the GABA
interneurons are distinct. They are GABA, GADG67/65,
GABA receptors, PV, SST, and so on. Some markers cannot
replace all of the GABA interneurons [27]. Furthermore,
the expression of these markers is regulated under the path-
ological process of cerebral ischemic injury. For example,
one study showed neurons coexpressing SS and NPY before
ischemia added to the number of neurons containing SS
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alone after ischemia [23]. However, the different reaction to
ischemia brings a distinct outcome. During the hypoxic con-
dition, the interneurons that expressed HIF-1a are more tol-
erant to a severe environment [28]. Another study showed
that resistance of the interneurons to ischemic damage could
be related to a lower expression level of pH-sensitive leakage
potassium channels (TASK) currents compared to pyramidal
cells [29]. (2) GABA interneurons have a different metabolic
system from principal neurons. For instance, the GABA
shunt is another energy metabolic pathway in addition to
the Krebs cycle, which plays a critical role in cerebral hypo-
perfusion to produce ATP to help the interneurons survive
(we will discuss this below). (3) GABA interneurons in differ-
ent regions of the hippocampus have different sensitivity to
ischemia. With changes in peptide expression patterns, the
interneurons in the CA1 subfield seem more likely to survive
compared to the dentate gyrus and CA3 subfield [26]. (4)
Different durations of ischemia lead to a diverse hostile envi-
ronment. As described above, there are different ischemic
models, such as transient ischemia and chronic hypoperfu-
sion, and a distinct duration of vascular occlusion. However,
due to different experimental purposes, the detection time of
the GABA interneurons after ischemia was different, which
means that the interneurons may experience pathological
states, from injury to loss. Even though GABA interneurons
in the hippocampus have a certain tolerance to ischemia
compared with the principal cells, however, long-term and
chronic ischemia can affect its substructure and function.
For example, Zhan et al. showed that the excitability of inter-
neurons in CA1 declined due to impaired Na+ channel acti-
vation in the transient cerebral ischemia model, and this may
be one of the reasons for excitotoxicity that contributes to
pyramidal cell death [30].

3.2. GABA Neurotransmitter. GABA, as the opposite of excit-
atory neurotransmitter-glutamate, is crucial for normal neu-
rologic function [31]. At the initial stage of ischemia, the
toxicity of enhanced excitatory amino acid function was
thought to be one of the causes of cell death, and enhancing
extracellular GABA levels had neuroprotective effects at an
early time [32]. However, extracellular GABA levels varied
significantly in different periods of cerebral ischemia. One
study showed an increase of GABA after the ligation of the
bilateral carotid artery for 5 min and reperfusion for 60 min
in the gerbil hippocampus [33]. Huang et al. showed that in
the permanent middle cerebral artery occlusion (pMCAO)
model and the transient cerebral focal ischemia (tMCAO)
model, the levels of GABA decrease after seven days [34].
Another research showed that GABA in the hippocampal
CAL subfield was decreased significantly after one month in
permanent bilateral occlusion of the common carotid arteries
(two-vessel occlusion, 2VO) procedures [35]. GAD, GAT,
and GABA-T, as synthesis, transport, and decomposition
tools of GABA, respectively, can affect the level of GABA
when they have a change during cerebral ischemic injury.
However, just like the temporal alteration of GABA, some
of them got significantly altered in the CAl region after
ischemia. The immunoreactivities of the GAD isoforms were
markedly elevated in the CA1 region at 30 min postischemia,

then recovered to baseline at 3 h, but the intensity of GAD67,
and not GADG65, markedly increased at 24h postischemia.
GAT-1 expressions were elevated in the CA1l region at 12h
postischemia, which were involved in the reverse transport
of GABA, not reuptake, to enhance the level of extracellular
GABA, as an inhibitory neurotransmitter. Meanwhile, the
GABA-T immunoreactivity in the CA1 area decreased simul-
taneously. In contrast, at 24h postischemia, both GAT-1
(involved in reuptake of GABA) and GABA-T expressions
in the CAl area was enhanced, which was considered to be
a degradation of GABA as a neurotransmitter, but enhance-
ment as a metabolite [36]. Thus, these changes may explain
why extracellular GABA levels increase during early ischemia
and decrease at the chronic phase (we will discuss below).
Importantly, all of those abnormal changes would have a
great influence not only on the hippocampus and its local cir-
cle but also on other brain regions. For example, GAD67 defi-
ciency in parvalbumin interneurons produces deficits in
inhibitory transmission and network disinhibition in the
mouse prefrontal cortex [37]. For the changes of extracellular
GABA levels at different times of ischemia, Rochelle et al.
summarized several mechanisms for an early increase in
extracellular GABA during ischemia [38]. About the late
decrease, several explanations can be proposed, includingthe
following: (1) the dysfunction of GABA interneurons, which
release GABA as their neurotransmitter. The GABA inter-
neurons show their insensitivity to the early hypoperfusion
(just like we discuss above), but their substructure and func-
tion would be damaged with the extension of ischemic time.
(2) The decline of release and reuptake of GABA [39]. Volgyi
et al. showed that GABAergic synaptic transmission-related
proteins, sodium- and chloride dependent GABA transporter
1 (SLC6A1), and GABA type B receptor subunit 2
(GABABR2), decreased during chronic cerebral hypoperfu-
sion [40]. (3) The GABA shunt: in addition to being a neuro-
transmitter, GABA is also a metabolic substance. The GABA
shunt is a conserved energy metabolic pathway, which gener-
ates succinate from amino acids and thus is an anaplerotic
pathway to the Krebs cycle to produce ATP [41]. The GABA
shunt consists of three enzymatic reactions catalyzed by glu-
tamate decarboxylase (GAD), GABA transaminase (GABA-
T), and succinic semialdehyde dehydrogenase (SSADH),
which can be activated in cerebral hypoperfusion [34, 36,
40, 42]. During the chronic phase, to adapt the state of glu-
cose deficiency and hypoxia, the GABA interneurons change
their energy metabolic pathway to acquire ATP. So, this may
be one of the reasons the GABA interneurons survive, but
also the reason for the lower level of GABA at a later phase.
In general, the change of GABA levels is to accommodate
the pathological process of ischemia in the brain.

3.3. GABA Receptors. It is well known that both GABAA and
GABAB receptors play a big role in cognition. After hypoper-
fusion, in addition to the normal level of GABA neurotrans-
mitters, GABA signal transmissions also play an important
role. However, a number of studies have shown that the
expression of both GABAA and GABAB receptors was gen-
erally decreased in the acute and chronic phases [10, 25].
For example, in one study, animals treated with 2VO



procedures showed that the expression of GABAB receptor 1
(GABABRI) in the hippocampal CA1 subfield was decreased
significantly after one month [35]. Similarly, in another
study, there was a marked decrease in both mRNA and pro-
tein expression of GABA subtypes (GABAA and GABAB) in
different brain regions of rats at 30 days after 2VO, especially
in the hippocampus [43]. In an OGD study to investigate the
alteration of the protein levels of the GABAB1 and GABAB2
receptor subunits in rat organotypic hippocampal slice cul-
tures by ischemia-like challenges, the result showed a marked
decrease in the total levels of GABAB2 (~75%), while there
was no significant change in the levels of GABABI after
24 h [44]. Furthermore, there was a difference in the expres-
sion of subunits and the location of receptors. In in vitro
experiment, exposure of hippocampal slices to OGD for
90 min shows downregulation of all the synaptic GABAAR
subunits of ~40% for al subunits, ~20% for a2 subunits,
and~35% for 83 and y2 subunits, but no effect was found
for the § subunit [45]. Liu et al. show that five weeks after
induction of hypoperfusion, the surface expression of
GABAA receptor al subunit was significantly decreased,
but an intracellular expression of GABAA receptor «al sub-
unit was significantly increased [46]. Thus, the change of
GABA receptors after ischemia is not only an expression of
decline but also involves selective expression of subunits
and stability of localization. Mele et al. showed that the inter-
nalization of GABAAR was dependent on glutamate receptor
activation and mediated by dephosphorylation of the 53 sub-
unit at serine 408/409, and the expression of phosphomi-
metic mutant GABAAR 3 subunits prevented receptor
internalization and protected hippocampal neurons from
ischemic cell death [45]. Therefore, this is one of the reasons
why GABA receptors decrease in the early stage of ischemia
and phosphorylation of Ser408/409 in the GABAAf33 sub-
unit, and Ser892 in the GABAB 2 subunit will increase the
induction rate and magnitude of LTP at the hippocampus
in 2VO rats [43].

In conclusion, the GABA interneurons may keep rela-
tively intact cellular morphology after cerebral ischemia,
but the substructural integrity of GABA interneurons, the
normal level of extracellular GABA, and the natural function
of GABA receptors would be required for regular functioning
of a network such as the hippocampus.

4. Improvement of Cognitive Function by
Regulating GABAergic System after
Cerebral Ischemia

Just like we summarized above, cerebral ischemia has a huge
effect on the GABAergic system, especially in the hippocam-
pus, including loss or dysfunction of the GABA interneurons,
abnormal levels of GABA neurotransmitter, selective pat-
terns of expression, and decreased activity on GABA recep-
tors. Numerous studies have shown that the GABAergic
system has a strong relationship with cognitive function.
Therefore, regulating the GABAergic system in the hippo-
campus after cerebral ischemia is another way to improve
cognition. Meanwhile, neuroprotection during ischemia in
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the hippocampus, which can be modulated via the GABAer-
gic system, contributes a lot to cognitive function [32]. For
this reason, it will be discussed in this section.

4.1. Neuroprotection on the Hippocampus by Regulating
GABAergic System. As already established, the hippocampus
presents a critical role in cognitive function. Neurons of the
hippocampus, as the basic structure or constitution, serve
its local circuitry and process information. Since the loss of
hippocampal neurons would induce the cognitive deficits
[47], specifically, neuron loss in the hippocampus is one of
the primary pathological processes of AD [48], which is the
most common type of dementia. Thus, protecting the hippo-
campal neurons from damage caused by ischemia is an
important strategy to reduce cognitive damage. Muscimol
and baclofen, as GABA A receptor and GABA B receptor
agonist, respectively, are often used in in vivo and in vitro
experimental studies. In an in vivo study, muscimol and bac-
lofen were coapplied on a brain ischemia model induced by
the four-vessel occlusion (4-VO). The result showed that this
intervention markedly decreased the neuronal loss in the hip-
pocampal CA1 region. Interestingly, another discovery in
this experiment was that the protection of baclofen was much
weaker than muscimol [49]. This neuroprotective effect on
the hippocampus by working on receptors can be found in
a variety of ischemia models, including middle cerebral
artery occlusion (MCAO) [50], transient brain hypoperfu-
sion [51], chronic cerebral hypoperfusion [46], and OGD
[52]. There are several mechanisms to explain the neuropro-
tective effects by regulating the GABAergic system: (1) the
inhibition of apoptosis: a study showed that coactivation of
the GABA A receptor and GABA B receptor triggered the
additive neuroprotection to the hippocampal CA1 neurons
by activation of the PI-3K/Akt pathway and inhibiting the
ASKI1-c-Jun N-terminal protein kinase cascade [49]. As
direct Akt substrates, glycogen synthase kinase 3 (GSK-3)
would be enhanced after cerebral hypoperfusion [53]. This
process was involved in the pathological process of apoptosis
and led to cognitive problems [54]. However, GSK-3 would
be suppressed upon phosphorylation by Akt. (2) The recov-
ery of ATP: diazepam, another agonist of GABA A receptor,
was applied to hippocampal slices of adult rats exposed to
OGD, showing that diazepam could completely restore
ATP and prevented releasing of cytochrome c from the mito-
chondria [55]. Because this could promote caspase-3 activa-
tion, which led to apoptosis of neurons, this could be
another way to inhibit apoptosis. (3) The inhibition of
autophagy: baclofen was applied in a chronic cerebral hypo-
perfusion model, and the results showed that activation of
GABAB receptors suppressed not only cytodestructive
autophagic activity through Akt/ERK-Bcl2-Beclinl signaling
pathway but also upregulated protective autophagy through
the activation of the GABAA receptor-CX43/CX36 signaling
pathway [46]. (4) Resistance to excitatory toxicity: coactiva-
tion of the GABA A receptor and GABA B receptor by mus-
cimol and baclofen in rat 4-VO ischemic model showed that
the intervention protected neurons from neuronal death
through downregulating the function of NMDA receptors
via attenuating the tyrosine phosphorylation of NR2A
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subunit [56]. In another OGD study, activating the GABAA
receptor by JM-1232(-) (JM) reduced the elevation of intra-
cellular Ca2+ concentration during OGD [57]. In summary,
neuroprotection on the hippocampus is extremely crucial
because the structure of the hippocampus is the foundation
of its function. Thus, applying GABAergic drugs to resist var-
ious death pathways should be the treatment of choice.

4.2. Improvement of Cognitive Function by Regulating
GABAergic System. As we discussed above, cerebral ischemia
leads to loss or dysfunction of the GABA interneurons,
abnormal levels of GABA neurotransmitter, selective pat-
terns of expression, and decreased activity on GABA recep-
tors. Considering the difficulty of restoring the lost
interneurons and promote the release of GABA neurotrans-
mitter, modulating the activity of GABA receptors is more
feasible. Because GABAA receptors have two main modes
of operation, phasic and tonic, these two receptors mediate
different physiological processes in normal circumstances.
However, in the pathological process of ischemia, the two
receptor-mediated effects are quite different. For example,
although activating the GABAA receptor has a neuroprotec-
tive effect, however, the application of S44819, a kind of selec-
tive extrasynaptic a5-GABAA receptor inhibitor, can
improve cognitive performance in preclinical models of vas-
cular cognitive impairment (VCI) induced by permanent
occlusion of the right common carotid artery (rUCO) [58].
However, dampening tonic inhibition too early after stroke
may produce an opposite effect, that is, increased cell death
[58, 59]. Collectively, drugs that selectively target the
GABAA receptors subtype to interfere with GABAergic neu-
rotransmission appear to be a promising strategy to facilitate
poststroke recovery and/or to prevent cognitive deficits. The
GABAB receptor is another potential site to play the role of
cognitive enhancement. Baclofen, a GABAB receptor agonist,
markedly improved the memory impairment and alleviated
neuronal damage induced by 2VO after five weeks. The
mechanism was that baclofen attenuated the decrease of sur-
face expression of GABAB R1 and GABAB R2 and restored
the balanced surface expression of HCN1/HCN2, which cor-
egulated neuronal excitability with GABA receptors in the rat
hippocampal CAl area [4]. In another research, baclofen
ameliorated cognitive deficits 2VO in rats by improving
BDNF signaling and reverse Kir3 channel surface expres-
sions in the hippocampal CA1 [60]. It has been proved that
activation of GABA(B) receptors triggers the secretion of
BDNF and promotes the maturation of GABAergic synapses
in the newborn mouse hippocampus [61]. Furthermore,
BDNF signaling plays an important role in the hippocampal
long-term potentiation (LTP) and synaptic plasticity [62]. At
180 days posttransient cerebral ischemia, endogenous neural
progenitor cells were found to differentiate into new
GABAergic neurons, labeled glutamic decarboxylase 67
(GAD67), via the BDNF-TrkB pathway. Simultaneously,
the new GABAergic neurons partially mediated the recovery
of cognitive impairments [63]. Interestingly, clonidine, an
a2-adrenergic receptor agonist, could ameliorate cognitive
deficits and neuronal impairment induced by chronic cere-
bral hypoperfusion via the upregulation of GABABR1 and

GADG67 in the hippocampal CAl. This may be related to
the simultaneous release of GABA by stimulating adrenal
receptors [64].

5. The Effect of Exogenous Neural Stem Cells on
the GABAergic System

In recent years, cell transplantation technology is growing
more promising. Interestingly, despite being difficult to oper-
ate, this technology brings new revelations. The neural stem
cell transplantation can replace cells that have been lost or
have lost their function, due to its inherent ability to differen-
tiate into various cell phenotypes. Further, the transplanted
cells can secrete combinations of trophic factors that modu-
late the molecular composition of the environment to evoke
responses from resident cells [65, 66]. Because the GABAer-
gic system suffers damage under cerebral ischemia, resulting
in its dysfunction, regulating the GABAergic system and
recovering its normal function become another method to
protect neurons and improve cognition, as summarized
above. However, those drugs work on receptors, which can-
not repair damaged neurons. To compensate for the loss of
the GABA interneurons, cell transplantation technology is
conspicuous. In a study, phencyclidine (PCP), a noncompet-
itive NMDA receptor antagonist, was used to cause dysfunc-
tion of the GABAergic inhibitory interneurons in the
prefrontal cortex (PFC) and cognitive deficits. Tanaka et al.
showed that transplanting embryonic medial ganglionic emi-
nence (MGE) cells, which would differentiate into a specific
class of the GABAergic interneurons into prefrontal cortex
(PEC), could prevent the induction of cognitive and sensory
motor gating deficits by PCP. Specifically, the preventive
effects were not reproduced by either transplantation of cor-
tical projection neuron precursors into the mPFC or trans-
plantation of MGE cells into the occipital cortex. So, the
specific cell type damage in this area led to cognitive deficits
and needed the specified cell type to repair in the right place
[67]. Recent literature shows that causing the GABAergic
interneuron impairments and aberrant neuronal activity in
the hippocampal by apolipoprotein (apo) E4 and amyloid-f
(AP) peptides might be another pathological process in
AD-related mouse models and humans which could cause
learning and memory deficits [68]. Tong et al. transplanted
embryonic interneuron progenitors into the hippocampal
hilus of aged apoE4 knockin mice with or without Af accu-
mulation. The result was that transplantation of inhibitory
interneurons developed into mature interneurons, function-
ally integrated into the hippocampal circuitry, and restored
normal cognitive function in two widely used AD-related
mouse models [69]. Furthermore, to ensure therapeutic
benefits of transplanting exogenous neural stem cells and
better adapt to the new environment, Martinez-Losa
et al. made a genetic modification—Navl.1-overexpressing
on transplanted cells derived from the embryonic medial
ganglionic eminence (MGE), many of which differentiated
into the GABAergic interneurons in situ. The result
showed that the Navl.l-overexpressing group enhanced
behavior-dependent gamma oscillatory activity, reduced
network  hypersynchrony, and improved cognitive



functions in human amyloid precursor protein- (hAPP-)
transgenic mice, which simulated key aspects of AD, com-
pared to the wild group [70]. Importantly, in addition to
the function of replacement, exogenous neural stem cells
also showed their paracrine actions, which released a wide
array of trophic factors that drove the endogenous cell
repair. Transplantation of BMSCs was capable of improv-
ing cognitive impairment via upregulating the hippocam-
pal GABAergic system in a rat model of chronic cerebral
hypoperfusion (via upregulating hippocampal GABA,
GAD67, and GABABRI expression in a rat model of
chronic cerebral hypoperfusion) [35, 71]. In a traumatic
brain injury treatment (TBI) model, transplantation of
neural stem cells (NSCs) could effectively alleviate the
formation of the glial scar, improve the survival rate of
the hippocampal neurons, and improve the cognitive dys-
function in rats after TBIL. The underlying mechanism
may be related to NSCs’ effects on inhibiting the release
of Glu and maintaining the content of GABA [72]. The
transplantation of exogenous neural stem cells could
repair the GABAergic system in the damaged area and
alleviate cognitive dysfunction. Since the GABAergic sys-
tem is impaired by cerebral ischemia, transplantation of
neural stem cells will be another new and feasible thera-
peutic method to improve the cognitive function after
cerebral ischemia.

6. Conclusion

In this review, we summarized the changes of the GABAergic
system on the hippocampus under ischemia, mainly includ-
ing the substructural damage and some permanent loss of
the GABA interneurons, time varyingly extracellular GABA
neurotransmitter, and dysfunctional GABA receptors. We
also outlined the evidence that GABAergic function
decreased following ischemia to cause cognitive impairment,
but it can be ameliorated by regulating the GABAergic sys-
tem in numerous animal experiments. In this section, under-
lying mechanisms involve the protection of neurons in the
hippocampus and the regulation of abnormal GABA signal-
ing pathways, such as activating synaptic GABAA receptors
and inhibiting the extrasynaptic receptors. But only a few
clinical studies have demonstrated that cognitive impairment
caused by ischemia is alleviated by the use of GABAergic
drugs. The side effects of GABAergic drugs might limit their
use in improving cognition [73]. Also, the exogenous cell
transplantation may improve cognition by modulating the
GABAergic system in many animal models. However, the
animal research involved in transplantation of neural stem
cells to rescue the cognitive deficits caused by cerebral ische-
mia is insufficient. However, it brings us new insight and
strategy to solve this tremendous obstacle of the cognitive
deficits caused by cerebral ischemic injury.
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Bushen-Tiansui Formula (BTF) was empirically updated from a classical prescription named Kong-Sheng-Zhen-Zhong pill. It is
based on the traditional Chinese medicine theory of the mutual relationship between the brain and the kidney and is intended
to treat neurodegenerative diseases. This formulation has been used for several years to treat patients with Alzheimer’s disease-
(AD-) like symptoms in our clinical department. However, the medicinal ingredients and the mechanisms by which BTF
improves cognition and memory functions have not been characterized. In this study, we used UPLC-MS to generate a
chromatographic fingerprinting of BTF and identified five possible active ingredients, including stilbene glycoside; epimedin Al,
B, and C; and icariin. We also showed that oral administration of BTF reversed the cognitive defects in an Af;_,, fibril-infused
rat model of AD, protected synaptic ultrastructure in the CAl region, and restored the expression of BDNF, synaptotagmin
(Syt), and PSD95. These effects likely occurred through the BDNF-activated receptor tyrosine kinase B (TrkB)/Akt/CREB
signaling pathway. Furthermore, BTF exhibited no short-term or chronic toxicity in rats. Together, these results provided a

scientific support for the clinical use of BTF to improve learning and memory in patients with AD.

1. Introduction

Alzheimer’s disease (AD) is the leading cause of dementia
worldwide, but the etiology and pathogenesis of this disease
have not been characterized. Accumulation of B-amyloid
peptide (Af) in the brain and hyperphosphorylation and
cleavage of the microtubule-associated protein Tau are hall-
marks of AD [1]. However, over the last decade, a series of
new drugs designed to clear neurofibrillary tangles have
failed to improve or reverse AD, which indicated that neuro-
fibrillary tangles correlated weakly with the degree of demen-
tia in patients with AD [2]. In contrast, synaptic loss has been
strongly correlated with cognitive impairment, and it may be
the pathological basis of cognitive changes in AD [3].
Neurotrophins are growth factors that regulate neuronal
development, differentiation, and survival. Brain-derived neu-

rotrophic factor (BDNF) is an important neurotrophin that is
distributed extensively throughout the central nervous system.
BDNF binds to receptor tyrosine kinase B (TrkB) and triggers
activation of the downstream TrkB/Akt and TrkB/CREB
signaling pathways, resulting in the synthesis of synaptotag-
min (Syt) and PSD95 in synapses. Synaptotagmin and
PSD95 confer protection by regulating the repair of synapses
and the reconstruction of neural circuits to improve learning
and memory in animals with dementia [4-6]. Studies have
shown that the expression of BDNF was reduced in the brains
of patients with AD with synaptic loss [7]. A strategy of using
BDNF as a therapeutic agent for neurologic disorders was
carried out based on this preclinical evidence. Unfortunately,
the outcomes of several clinical trials involved the intrathecal
infusion of recombinant BDNF to treat patients with amyotro-
phic lateral sclerosis have been disappointing due to the short
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in vivo half-life and poor delivery of BDNF [8, 9]. Thus, novel
strategies to directly stimulate production and expression of
BDNF by exploring drugs may result in better therapeutic
outcomes.

Facing the treatment complexity of AD, a growing body of
reports have suggested that traditional Chinese medical
formulas (TCMFs) with multitarget effects may result in
improved cognitive function [10-12]. Bushen-Tiansui
Formula (BTF) is derived from a classic prescription, Kong-
Sheng-Zhen-Zhong pill (Qianjin Formulas), and was empiri-
cally modified from this classic prescription by adjusting the
composition and proportion of herbs. Its formula is intended
to meet neurodegenerative diseases and embodies the Chinese
medicine theory of the mutual relationships between the brain
and the kidney, in which the core statements are that the
deficiency of kidney function leads to the encephalon loss,
and the kidney gives birth to the encephalon and the brain
stores marrow [13]. BTF has been utilized for several years
to treat patients with AD-like symptoms in our clinical depart-
ment. Nonetheless, the pharmacological ingredients in BTF,
and the mechanisms by which they improve cognitive and
memory functions, have not been characterized. Our previous
study reported that icariin, a major active component from
Herba Epimedium brevicornum (Yin-Yang-Kuo) that belongs
one of the herbs in BTF, improved synaptic plasticity in an
Ap,_,, rat model of AD [14]. As a single compound, however,
it will be a long-term task to develop it into an innovative
promising drug for clinical use.

In this present study, we characterized the formula com-
position of BTF and generated a chromatographic fingerprint
profile. We also evaluated the effects of BTF on cognition and
memory functions in a rat model of AD and evaluated BFT-
induced expression of BDNF and the activation of the
TrkB/Akt/CREB cascaded signaling pathways. Our study
provided scientific support for the clinical use of BTF to
improve learning and memory in patients with AD.

2. Materials and Methods

2.1. Preparation of BTF Extract. BTF is comprised of six herbs
mixed in the proportions summarized in Figure 1(a). All the
mentioned botanical names can be checked following the
database of http://www.theplantlist.org. The herbal names
and Chinese names were retrieved from the 2015 edition of
the Chinese pharmacopeia. All herbs in BTF were purchased
from the TCM pharmacy of the Second Xiangya Hospital, Cen-
tral South University (CSU), Changsha, Hunan Province.
Voucher specimens (201605301-6) were well deposited at the
department of integrated traditional Chinese and Western
medicine at the Second Xiangya Hospital, CSU. The herbs were
soaked in a 10 times volume of ddH,O (w/v) for 1h and then
boiled twice for 1h each. The two boiled solutions were com-
bined and concentrated under vacuum and then freeze-dried
to yield a lyophilized powder (output rate of 14.3% (w/w)).
The lyophilized powder of BTF was stored at -20°C until used.

2.2. Chromatographic Fingerprint Analysis of BTF Extract.
Ultrahigh-performance liquid chromatography-tandem mass
spectrometer (UPLC-MS) was utilized to analyze the principal
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components in BTF. Standard compounds including stilbene
glycoside (BWB50367), epimedin A1 (BWB50192), epimedin
B (ASB-5159-010), epimedin C (ASB-5160-010), and icariin
(GBW09541) were purchased from the National Standard
Center. A CNW Athena C,3-WP column (4.6 mm x 150 mm
, 5 um) was used as a solid phase and maintained at 35°C while
the spectrum analysis was performed. The mixture of water
(A) and CH,CN (B) was acted as a mobile phase with a gradi-
ent elution ratio as follows: 0-10 min 20%-30% B, 10-22 min
30% B, 22-25min 30-33% B, and 25-30 min 33-80% B. The
monitoring wavelength was 270nm with a flow rate of
0.5 mL/min. Electrospray ionization (ESI) mode was used for
mass spectrometry with a capillary voltage of 3500 V.

2.3. AP, ,, Preformed Fibril Preparation. Af,_,, (Sigma,
USA) was dissolved at 1 mg/mL in hexafluoroisopropanol
(HFIP) at room temperature and then sonicated in a bath
sonicator for 5min. The HFIP was evaporated using a gentle
stream of nitrogen gas, and then nine volumes of ice-cold
distilled water were added while vortexed occasionally.
Keeping the solution on ice for 30 min, one volume of 10x
fibril-forming buffer (0.2M NaPi, 1.5M NaCl, 0.2% NaNj,,
pH7.5) was added and vortexed repetitively. We sealed the
solution tube and stored at 37°C for one week and vortexed
daily. Fibril formation was verified using a Thioflavin T bind-
ing assay according to a previous report [15]. The A fibrils
were stored at -80°C.

2.4. AB, ,, Fibril-Infused Rat Model and BTF Treatment. The
Ap,_,, fibril-infused rat model was established as described
in our previous study [14]. In brief, adult male Sprague-
Dawley (SD) rats (weight: 200-220 g) were anesthetized with
isoflurane and then fixed in a stereotactic apparatus. The
Ap,_,, fibrils (3 uL) were delivered bilaterally into the lateral
ventricles at a rate of 0.5 yL/min (from bregma, anteroposter-
ior (AP) —1.0 mm, 1.5mm lateral to the sagittal suture, and
4.6 mm beneath the dura). An equivalent volume of sterile
saline was injected as a sham group (n = 8). Following infu-
sion for 3 days, rats that received the Af,_,, infusion were
randomly distributed to two groups (n =8 for each group).
According to clinical use dose, the test group was orally
administered 27 g/kg BTF, and another group was orally
administered an equivalent volume of sterile saline. The
animals were dosed once per day for 28 days. The rats were
assigned to gender- and age-matched treatment groups using
a randomized block design. The total experimental period is
summarized in Figure 2(a), and the experimental procedures
were approved by the Review Committee of Central South
University (Changsha, China).

2.5. Morris Water Maze Test. The Morris water maze test was
carried out from 28 days after the beginning of BTF interven-
tion. Rats in three groups were trained in a round, diluted ink
water-filled tub (160 cm diameter x 90 cm height) in an
environment rich with extra maze cues. An invisible escape
platform (12 cm diameter x 25 cm height) was located in a
fixed spatial location 1.cm below the water surface indepen-
dent to utilize extra maze cues to determine the location of
the platform. At the beginning of each trial, the rats were
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placed in the water maze with their paws touching the
wall from one of four different starting positions (N, S,
E, and W). Each rat was subjected to four trials per day for five
consecutive days with a 15-minute intertrial interval. The max-
imum trial length was 60's, and the rats were manually guided
to if they did not reach the platform in the allotted time. Upon
reaching the invisible escape platform, the rats were left on it
for an additional 10s to allow for a survey of spatial cues in
the environment to guide future navigation to the platform.
The temperature of the water was monitored every hour and
maintained between 22 and 25°C. Following the 5 days of task
acquisition period, a probe trial was presented when the
platform was removed, and the number of platform crossings
and the percentage of time spent in the quadrant that
previously contained the escape platform during task acquisi-
tion was recorded over 90s. The whole trial process and the
analysis of behavioral parameters were recorded through the
ANY-maze video tracking system (Stoelting Co., USA).

2.6. Electron Microscopy. Synaptic ultrastructure detection
was determined by electron microscopy as described previ-
ously [16]. Briefly, after deep anesthesia, rats were perfused
transcardially with 4% paraformaldehyde in PBS. Hippocam-
pal slices were postfixed in cold 2.5% glutaraldehyde, then
dehydrated, soaked, and embedded through a graded acetone
series. The embedded sections were dual-stained with uranyl
acetate and lead citrate and visualized at 100kV in a trans-
mission electron microscope (Hitachi Ltd., Tokyo, Japan).
Synapses were evaluated by the presence of synaptic vesicles
and postsynaptic density, including the number of synapses,
the width of each synaptic cleft, the thickness of the postsyn-
aptic density, and the length of the synaptic active zone.

2.7. Western Blotting. Western blotting was performed using
a standard protocol. Rat hippocampus tissue was sonicated
and lysed with RIPA lysis buffer, and insoluble pellets were
removed by centrifugation at 15,000 x g for 15min at 4°C.
Protein concentration was measured using the BCA method,
and the lysates were stored at -80°C until analysis. Equal
amounts of protein (30-40 ug) were loaded for blotting with
anti-p-TrkB/TrkB (1:1000, #sc-8058/#sc-7268, Santa Cruz
Biotechnology, CA, USA), anti-p-Akt/Akt (1:1000,
#4060/#9272), anti-p-CREB/CREB (1:500, #9189/#9197),
anti-Syt  (1:1000, #14558), and anti-PSD-95 (1:1000,
#2507) (Cell Signaling Technology, Denver, MA, USA), and
anti-BDNF (1:500, #108319, Abcam, Cambridge, UK).

2.8. Immunohistochemistry. Immunohistochemistry (IHC)
was performed to visualize BDNF and p-Akt according to
the manufacturer’s instructions (Invitrogen). Briefly, free-
floating 25um thick serial hippocampus sections were
treated with 0.3% hydrogen peroxide for 10 min, and then,
sections were rinsed three times with PBS and blocked in
Reagent 1A for 10 min followed by incubation with BDNF
(1:300) or p-Akt (1:500) antibody at 4°C overnight. After
PBS washing, sections incubated with a biotinylated second
antibody Reagent 1b followed by the conjugate enzyme
Reagent 2 for each 10 min. Finally, a chromogen AEC single
solution was utilized to develop the signals and captured in a

microscope (BX51TF, Olympus, Tokyo, Japan) with cellSens
standard V3 detection system.

2.9. Hematoxylin and Eosin Staining. Multiple organs were
collected and were immediately fixed in 4% formaldehyde.
After immersion, organs were dehydrated by gradual soaking
in alcohol and xylene, embedded in paraffin, and then sliced
into 5 um thick sections, which were stained with standard
hematoxylin and eosin (H&E) staining protocol [17]. Sec-
tions were visualized under a digital optical microscope
(Olympus, Tokyo, Japan).

2.10. Statistical Analysis. Statistical analysis was performed
with Prism 7.0 (GraphPad software). All data were
expressed as means + SEM. from three or more independent
experiments. Histological data were analyzed by one-way
ANOVA. The threshold for significance for all experiments
was set at *p < 0.05, and smaller p values were represented
as **p<0.01 and “p < 0.001.

3. Results

3.1. Chromatographic Fingerprinting Analysis of BTF. The
pharmacological effect of traditional Chinese medicine
formulas (TCMFs) is derived from combinations of active
compounds. To investigate the possible major medicinal
compounds in BTF, a qualitative assessment of ingredients
was tentatively characterized the by UPLC-MS system and
the chromatographic fingerprint was established as illus-
trated in Figure 1(b). Approximately 14 chromatographic
peaks can be defined in the characteristic profile of BTF.
According to the m/z ratio in the MS detection, five of these
peaks (peak 1-5) were identified as stilbene glycoside (peak 1,
miz 405.1216 [M-H]"), epimedin A1l (peak 2, m/z 837.5901
[M-H]"), epimedin B (peak 3, m/z 807.2715 [M-H]"), epime-
din C (peak 4, m/z 821.2855 [M-H]"), and icariin (peak 5,
mlz 677.2433 [M+H]") (Figure 1(b)). These compounds
were chemical components of Radix Polygoni Multiflori
Preparata and Herba Epimedii Brevicornus based on the
previous phytochemistry studies [18, 19]. Further, standard
substances for these five compounds were purchased and
their mixed solution was subjected to UPLC-MS analysis
with the same elution conditions. The comparison of
chromatograms showed similar UV absorption spectra and
retention times for each peak. Therefore, these data suggested
that stilbene glycoside; epimedin Al, B, and C; and icariin
were characteristic components in BTF.

3.2. Oral Administration of BTF Rescues Cognitive Deficits in
AP, 4, Fibril-Infused Rats. To evaluate the effects of BTF on
cognitive function in the AD model, hippocampus-
dependent spatial memory in Af, ,, fibril-infused rats was
assessed using the Morris water maze test. The average escape
latency to the hidden platform for each of the five acquisition
days was calculated and plotted (Figures 2(b) and 2(c)). Two-
way mixed ANOVA (group X trainingday) for latency
revealed a main effect of the training day (p <0.05) and of
the group (p<0.05), but there was no interaction
(Figure 2(b)). The AUC of the escape latency was significantly
greater in the saline-treated Af, ,, fibril-infused rats
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F1GURE 1: Herb information and chromatographic fingerprinting of

the Bushen-Tiansui Formula (BTF). (a) Representative figures, herbal

names, and Chinese names and the ratio of the corresponding herbs in BTF. (b) Chromatograms of BTF and a standard mixture, as well
as m/z ratio and structure information of peaks 1-5 in the BTF chromatogram. Peak 1: stilbene glycoside; peak 2: epimedin Al; peak 3:

epimedin B; peak 4: epimedin C; peak 5: icariin.

compared with that in the sham group, which indicated
impaired acquisition of the spatial learning following intra-
cerebroventricular injection of Af3, ,, fibrils. Memory recall
for the platform location was assessed in the probe trial by
removing the platform and allowing the rats to search for
90s. Compared with the sham group, saline-treated Af3,_,,
fibril-infused rats spent a significantly lower percentage of
their time and fewer platform site crossing in the quadrant
that formerly contained the hidden platform, which was indic-
ative of severe deficits in spatial memory recall. Compared
with the sham group rats, the A3, ,, fibril-infused rats treated

with BTF spent a significantly greater percentage of time in the
target quadrant and crossed the target quadrant more
frequently (Figures 2(d)-2(f)), which demonstrated the rescue
of spatial memory.

3.3. Oral Administration of BTF Prevents Synaptic Loss in
AP, ,, Fibril-Infused Rats. Synaptic loss and decreased
hippocampal synaptic plasticity are believed to be the basis
of cognitive impairment in the early phases of AD [20]. We
directly quantified the synaptic density and evaluated-
synaptic ultrastructure parameters in the CAl region of the
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behavioral evaluation. (B-E) BTF improved cognitive functions in Af;_,, fibril-infused rats. Rats (n =8 or 9 per group) orally administered
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hippocampus using electron microscopy (EM). Saline-
treated Af, ,, fibril-infused rats showed significantly
reduced synaptic density, perforated synapses, synaptic
active zones length, and postsynaptic density thickness and
increased synaptic cleft width. The oral administration of
BTF significantly reversed these ultrastructure changes but
did not alter the curvature of the synaptic interface
(Figures 3(c)-3(g)). To confirm these findings, we performed
immunoblotting for the presynaptic marker synaptotagmin
and the postsynaptic marker PSD95. Saline-treated A, ,,
fibril-infused rats displayed the considerably decreased
expression of synaptotagmin and PSD95, which was indica-
tive of synaptic degeneration in this AD model. Treatment
with BTF reversed A3, _,, fibril-induced reduction of synap-
tic marker expression (Figure 3(h)). These results indicated
that oral administration of BTF inhibited synaptic loss and
improved synaptic plasticity in Af3,_,, fibril-infused rats.

3.4. BTF Promotes BDNF Expression and Activates
Downstream Signaling Pathways in the Rat Brain. To explore
the possible mechanisms by which BTF improved cognitive
function in Af,_,, fibril-infused rats, we investigated BDNF
and its downstream signaling pathways. Following behav-
ioral testing, we monitored BDNF expression in rat brains
by immunoblotting analysis using an anti-BDNF antibody.
Surprisingly, quantitative analysis revealed that BDNF was
regained to normal levels in BTF-treated A, ,, fibril-
infused rats. Furthermore, the expression of phosphorylated
TrkB, but not total TrkB, was notably elevated following
BTF treatment (Figure 4(a), 1-3™ panels). As expected, the
main proteins on TrkB signaling pathway were more
prominently phosphorylated in Af, ,, fibril-infused rats
treated with BTF than in those treated with saline, as were
the downstream activation of Akt/CREB signaling cascades
(Figure 4(a)), which resulted in the synthesis of PSD95 in syn-
apses. These results were confirmed by immunohistochemis-
try (IHC) staining of rat hippocampi using anti-BDNF
(Figure 4(b)) and p-Akt S473 (Figure 4(c)). Therefore, these
data indicated that the promotion of BDNF expression by
BTF treatment led to the activation of its downstream TrkB-
Akt/CREB signaling cascades might be responsible for the
cognitive function improvement in AD rats.

3.5. Oral Administration of BTF Presents No Toxicity for Rats.
Drug safety is an important consideration in clinical investi-
gations. As a compulsory experiment, we performed a 12-
week chronic BTF toxicity study in Sprague-Dawley (SD) rats
(200-220 g) with a daily dose of 54 g/kg. Continuous weekly
weight records and the H&E staining of tissue sections from
multiple organs (the heart, liver, spleen, lung, kidney, testis,
and ovary) showed that there were no significant differences
between rats administered with BTF and those administered
with saline (Figures 5(a) and 5(b)). Besides, blood levels of
RBC, HB, WBC, and ESR were within the normal ranges in
rats that received BTF (data not shown). Thus, this study
supports that the oral administration of BTF is safe and
trustworthy for treating AD.
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4. Discussion

Traditional Chinese medical formulas (TCMFs), developed
based on the theory of the holistic body in traditional Chinese
medicine (TCM), have been historically proven to be effective
drugs in treating human diseases. Kidney-brain communica-
tion and reciprocity is one of the most important theories in
TCM. This theory states that the kidney is a producer of the
encephalon, and the cerebral marrow will be sufficient if the
spirit in the kidney is exuberant [13]. Modern medical
epidemiological data has shown that individuals at all stages
of chronic kidney disease (CKD) are at higher risk of develop-
ing cognitive disorders and dementia [21]. Studies have
proven that vascular injury, endothelial dysfunction, and
direct neuronal toxicity may be potential factors in the
pathophysiologic link of the kidney-brain axis [22-24].
“Kong-Sheng-Zhen-Zhong” pill was detailed in the classical
medical book “Qianjin Formulas” written by Sun Simiao, a
famous ancient Chinese medical expert. This formula is
comprised of many nourishing herbs to achieve the treatment
objectives that replenish vital essence, tonify kidney yin, and
nourish the bone marrow [25]. Bushen-Tiansui Formula is
an empirically improved version of the Kong-Sheng-Zhen-
Zhon pill developed in our department by adjusting the com-
position and proportion of herbs, and the development of the
application of BTF in neurological disorders was based on the
theory of the kidney-brain axis. It has been shown to effec-
tively treat neurodegenerative diseases, including AD. Specifi-
cally, BTF has been proven efficient in practice in our clinical
department for improving cognitive and memory functions in
patients with AD. Our discoveries about the development of a
chromatographic fingerprint for BTF through the modern
analytical techniques, and characterization of the mechanisms
by which BTF improved cognition provided a scientific basis
for expanded use of this formula.

UPLC-MS combines the efficient separation capabilities
of UPLC and the great power in the structural characteriza-
tion of MS and provides a new powerful approach to identify
the constituents in TCMFs rapidly and accurately [26]. In
addition, diode array detection (DAD) is a commonly used
detection technique for HPLC analysis. The combined use
of DAD and MS can provide excellent specificity by provid-
ing orthogonal information for each peak. Fragmentation
can be used to identify compounds using databases, and
novel compounds can be identified using data deconvolution
software sand spectral matching. In our current study, five
components were identified that were associated with two
herbs in BTF (Figure 1(b)). According to phytochemistry
studies [27, 28], the main components of Gui-Ban and
Long-Gu were amino acids with no conjugated bonds and
minerals, respectively, which do not typically contain
chromophores and cannot be detected by UV analysis. More-
over, the monitoring wavelength of 270 nm may not have
captured the absorbance of asarone and saponins present in
Shi-Chang-Pu and Yuan-Zhi, respectively. Therefore, UV
detection may not be sufficient to characterize BTF [29, 30].
Furthermore, the lack of commercial standards for analysis
and characterization may also be a limiting factor. In terms
of the brain availability of the molecules we identified by
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F1GURE 3: Oral administration of BTF prevents synaptic loss in Af;_,, fibril-infused rats. (a) Representative electron micrographs of synapses.
Red arrows indicate the synapses. Scale bar, 1 ym. (b-g) Quantitative analysis of the synaptic density (b) (F(2,12) =7.1, p=0.0092) and the
parameters of synaptic structure in the ACI region. Data are presented as means + SEM for the percentage of perforated synapses (c)
(F(2,12) =18.27, p=0.0002), synaptic active zone length (d) (F(2,12) =7.689, p = 0.0071), synaptic cleft width (e) (F(2,12) =6.732, p=
0.0110), PSD thickness (f) (F(2,12)=15.24, p=0.0005), and synaptic interface curvature (g). n=>5 in each group. (h) Immunoblotting
analysis of synaptic markers in brain homogenates from rats treated with saline or BTF. BTF treatment increased the expression of
synaptic markers in AfB,_,, fibril-infused rats. *p <0.05, **p < 0.01 and “p < 0.001 by one-way ANOVA with Tukey’s multicomparison
test compared with saline-treated A, _,, fibril-infused rats. Western blot data are representative of three independent experiments.
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Western blot data are representative of three independent experiments.

UPLC-MS, those compounds belong to polyphenols (PPs).  experiment, we administrated BTF by oral gavage and
PP metabolites could indirectly regulate the cerebrovascular ~ believed that the metabolites of PPs that were transformed
system or directly act as neurotransmitters crossing the  from the gut microbiota or live metabolism could pass through
blood-brain barrier, while the gut microbiota plays a crucial ~ the blood-brain barrier (BBB) and accumulated in the brain.

role in metabolizing dietary polyphenols into lipid-soluble A pathological hallmark of AD is the presence of amyloid
metabolites that are absorbed by cells [31, 32]. In our  plaques within the brain, an observation that led to the -
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FIGURE 5: Oral administration of BTF presents no toxicity for rats. (a) The monitoring curve of body weight demonstrated no significant
difference between saline and BTF treatment groups. (b) Representative images of H&E staining of tissue sections from multiple organs.
SD rats (200-220 g) were treated with a daily dose of 54 g/kg of BTF for 12 consecutive weeks (1 = 6). Continuous weekly weight records
were kept, and the heart, liver, spleen, lung, kidney, testis, and ovary were collected for pathological analysis at the end of the study.

amyloid (Af) cascade hypothesis of AD [33, 34]. Attention
has since focused on the isoforms and their physiological func-
tion, specially A, _,,. Recent studies have shown that AD may
be caused by A aggregates that adopt alternative conforma-
tions, resulting in prion-like self-propagation [35-37]. Intra-
cerebroventricular injection of A, ,, fibrils has been shown
to induce hyperphosphorylation of tau, tangle formation,
and leading eventually to neuronal death and dementia and
has also been reported as seeds to induce endogenous Apf
aggregation then trigger neurotoxicity [33, 38]. These findings
resulted in the development of models using endogenous A
and other plaque-associated factors without the need to over-
expression of potentially confounding amyloid precursor pro-
tein (APP) domains, which naturally became a classic and
popular AD animal model. Even so, further investigation on
transgenic models of AD will be scheduled to fully assess the
potential benefit of BTF and to exclude any side effect caused
by impairment due to mechanical injury in the Af3, ,, fibril-
infused rats used in our studies.

BDNF exerts its biological functions on neurons through
two transmembrane receptors: TrkB and p75 neurotrophin
receptor (p75NTR) [39]. TrkB is a high-affinity catalytic
receptor for several neurotrophins and is highly enriched in
the hippocampus [40]. Phosphorylation of TrkB following
stimulation by BDNF triggers the downstream activation of
the PI3K/Akt/CREB signaling cascades, driving synaptotag-
min and PSD95 synthesizing in endoplasmic reticulum
(ER) and trafficking to synapses throughout the neurons,

which results in rapid and dendrite-wide sensitization for
synaptic potentiation [41, 42]. Intriguingly, BDNF gene
transcription is controlled by the CREB family of transcrip-
tion factors, and PSD95 interacts with TrkB receptor for
BDNF [43, 44]. These two circulation pathways promote
the high expression of BDNF and PSD95, as well as stable
TrkB receptors for responding to BDNF stimulation effect.
As a result, the activation of these pathways results in a
positive feedback loop in which synapses become more
responsive to BDNF, which leads to increased transport of
PSD95 to synapses. Together, we noted that BTF significantly
stimulated the expression of BDNF and subsequently
induced the activation of the TrkB-Akt/CREB cascaded
signaling pathways, which resulted in increased synthesis of
downstream synaptotagmin and PSD95 in synapses. These
results identified a potential mechanism of BTF-induced
significant stabilization of synaptic plasticity in Af; ,,
fibril-infused rats.

5. Conclusion

In conclusion, our study generated a chromatographic
fingerprint for the Bushen-Tiansui Formula (BTF) that has
been utilizing in our clinic department for several years and
further confirmed that BTF improved cognitive function
through the prevention of synaptic loss, as demonstrated in
the classical AD model of Af,_,, fibril-infused rats. Further-
more, the mechanism investigation revealed that BTF
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stimulated the expression of BDNF and triggered the activa-
tion of the TrkB/Akt and TrkB/CREB pathways, which
resulted in the upregulation of synaptotagmin and PSD95
expression in synapses. In short, this study provides a com-
pelling scientific basis for expanding the application of BTF
in the clinic, and the ongoing randomized clinical trial of
BTF, in turn, will confirm the reliability of our reporting,
which provides a reliable pathway for the treatment of AD.
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The retina may serve as putative window into neuropathology of synaptic loss in Alzheimer’s disease (AD). Here, we investigated
synapse-rich layers versus layers composed by nuclei/cell bodies in an early stage of AD. In addition, we examined the associations
between retinal changes and molecular and structural markers of cortical damage. We recruited 20 AD patients and 17 healthy
controls (HC). Combining optical coherence tomography (OCT), magnetic resonance (MR), and positron emission tomography
(PET) imaging, we measured retinal and primary visual cortex (V1) thicknesses, along with V1 amyloid S (Af) retention
([11C]-PiB PET tracer) and neuroinflammation ([11C]-PK11195 PET tracer). We found that V1 showed increased amyloid-
binding potential, in the absence of neuroinflammation. Although thickness changes were still absent, we identified a positive
association between the synapse-rich inner plexiform layer (IPL) and V1 in AD. This retinocortical interplay might reflect
changes in synaptic function resulting from Af deposition, contributing to early visual loss.

1. Introduction trast and color sensitivity [13-17], visual field loss [18, 19]
and deficits in the perception of shape from motion [20-23].

Such visual impairments have been previously attributed
to visual cortical damage, including V1 and visual associative
areas [24-27]. However, more recently, it has been suggested
that neural populations in the retina are also affected by

similar pathophysiological mechanisms [28-30], even in the

Alzheimer’s disease is characterized by the presence of
abnormal extracellular Af toxic deposits causing synaptic
dysfunction, putative neuroinflammation due to microglia
activation, and neuronal loss [1-6], which typically lead to
progressive brain atrophy.

The impact of this pathology in the retina as well as other
parts of the visual system in AD remains to be understood
[7]. In fact, along with the numerous cognitive and neuropsy-
chiatric manifestations, visual complains have often been
reported in this condition [7-12] which include loss of con-

absence of visual cortical atrophy [12, 31].

As a part of the central nervous system (CNS), the retina
shares multiple features with the brain, in terms of embryo-
logical development, anatomy, and function [32-35]. These
similarities along with the visual changes observed in patients
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suffering from neurodegenerative diseases have justified the
proposal that the retina may serve as a mirror to assess brain
changes [10, 36-38]. In fact, the pathological hallmarks of
AD, i.e., neuronal loss, A plaques, and neurofibrillary tan-
gles from the hyperphosphorylation of tau protein (pTau),
have also been found in the retina [28, 39-43].

Nevertheless, despite all similarities between brain and
retina, important biological differences also exist, which con-
cerns the discovery of early disease biomarkers; some features
of the retina are particularly prone to such investigation, in
particular, the presence of synapse-rich layers. In the retina,
neuron cell bodies are organized in specific layers, while the
plexiform layers are exclusively dedicated to make the synap-
tic connection between the different kinds of neurons (for a
review, see Hoon et al. [44]), and thus, synapse-rich and
nuclei/cell body layers can be easily and independently
assessed. For example, the GCL (ganglion cell layer) com-
prises ganglion cell bodies and displaced amacrine cells
[45], while the IPL is densely packed with synapses connect-
ing retinal ganglion cells, amacrine cells, and bipolar cells
[44]. This allows testing the dominance of synaptic mecha-
nism vs. cell loss and hence might let to detect subtle initial
changes in dendritic integrity given the tenet that the loss
of synapses may precede cell loss [46], being more prone to
occur in patients with early AD.

In fact, evidence about neurotransmitter changes, struc-
tural alterations, and other biochemical markers favours the
hypothesis that AD represents, at least in the early stages, a
synaptopathy [47, 48]. Considerable evidence suggests that
before massive neuronal cell death occurs, there is synaptic
dysfunction originated by oligomeric assemblies of the Af
protein in the hippocampus, one of the first brain structures
affected by the pathological mechanisms of the disease [46].
Remarkably, this early loss of synaptic integrity was already
demonstrated in the retina of an AD mouse model [49], as
well as in ocular neurodegenerative diseases [50]. Therefore,
retina might represent an excellent target to detect early
neuropathological mechanisms in a faster, direct, and cost-
effective way, using in vivo eye imaging techniques, than
methods to assess the same mechanisms in the brain.

Existing work addressing structural changes in AD, using
OCT, has focused primarily on both RNFL (retinal fiber
layer) and GCL, and the controversy remains [8, 31, 51-57],
whereby differences could appear only in the late stages of
the disease [58].

In the present study, we aimed to take advantage of the
existence of synaptic versus cell body-rich layers in the retina
to investigate whether AD affects differently such layers, as
compared to healthy controls, in relation to integrity of
V1—the visual area that primarily receives inputs from the
retina. To that end, we measured in V1 Af levels through
[11C]-Pittsburgh Compound B (PiB), neuroinflammation
using [11C]-PK11195 radiotracer, and neuronal loss by
means of cortical thickness analysis. Regarding the retina,
we studied the structural integrity of 4 layers, 2 composed
by synapses—IPL and OPL (outer plexiform layer)—and 2
composed by cell bodies—GCL (ganglion cell layer) and
INL (inner nuclear layer), the layers of the inner retina closer
to the brain.

Neural Plasticity

Taking into account the substantial evidence suggesting
that synaptic loss is one of the earliest pathological changes
in AD, we hypothesize that synapse-rich layers would bet-
ter reflect cortical status, considering the early stage of
our AD sample.

To the best of our knowledge, the present work is the first
to investigate an explicit disease-related morphometric and
molecular association between V1 and retinal integrity in
AD. Considering the uncertainty of the relative role of visual
cortex or retina in the visual deficits observed in this popula-
tion, it is crucial to study both structures and their potential
relationships to common disease mechanisms.

2. Methods

2.1. Participants. A total of 41 subjects were recruited in the
present study. We included 20 AD patients with a probable
diagnosis supported by biological biomarkers (CSF and
PET-PiB) and in mild stages of the disease, according to the
Clinical Dementia Rating (CDR = 1). Patients were recruited
at the Neurology Department of Coimbra University Hospi-
tal. The diagnosis criteria of AD were based on the Diagnos-
tic and Statistical Manual of Mental Disorders—fourth edition
(DSM-IVTR) [59] and the National Institute of Neurological
and Communicative Disorders and Stroke-Alzheimer’s
Disease and Related Disorders (NINCDS-ADRDA) [60]. A
comprehensive neuropsychological evaluation battery was
administered, including (1) cognitive instruments as the
Mini-Mental State Examination (MMSE) with Portuguese
normative data [61, 62], the Montreal Cognitive Assessment
(MoCA) [63, 64], and a comprehensive neuropsychologi-
cal battery with normative data for the Portuguese popu-
lation (BLAD) [65] exploring memory and other cognitive
domains.

We considered that patients had to be in a stable condi-
tion, without acute significant events or recent/undergoing
changes in medication; we defined this as exclusion criteria
ophthalmological comorbidities or neurological/psychiatric
conditions other than AD or CT or MRI demonstration of
significant vascular burden (large cortico-subcortical infarct;
extensive subcortical white matter lesions superior to 25%;
uni- or bilateral thalamic lacune; lacune in head of caudate
nucleus; more than 2 lacunes) (8) [60].

For the present study, we selected AD patients with a
probable diagnosis supported by biological biomarkers (cere-
brospinal fluid (CSF) or PiB-PET). The cut-off values used in
our laboratory and applied in the present study were
580 pg/mL for AB,_,,, 0.068 for AB,,/AB,, 250 pg/mL for
tau, and 37 pg/mL for pTaul81 (Table 1).

The control group was composed of 21 individuals
matched for age, education, and sex, from the community,
with no history of CNS, neurodevelopmental, or mental dis-
orders. This group was also submitted to cognitive assess-
ment and showed no significant memory complaints
(Subjective Memory Complaints Questionnaire-SMC < 3)
[66, 67], had a normal general cognitive status tested by the
MoCA (mean + standard deviation (SD), 24.88 + 4.24), had
preserved daily living activities (Lawton and Brody scale—for
female = 8; for male=5) [68, 69], and no evidence of
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TaBLE 1: AD patients’ CSF biomarker levels.

Variable APy, (n=17) ABLIAB,, (n=14) Tau (n=17) pTau (n=17) Tau/AB,, (n=17) AB,,/pTau (n=17)
Mean 510.94 0.057 445.64 63.15 0.98 9.23
SD 215 0.021 246.80 24.36 0.52 6.28

Ap: amyloid beta; pTau: phosphorylated tau; SD: standard deviation.

moderate or severe depressive symptoms (30-item Geriatric
Depressive Scale - GDS-30, mean + SD6.41 + 6.20) [70, 71].

All subjects underwent PET imaging with [11C]-PiB and
[11C]-PK11195 radiotracers in two different visits with a
maximum interval of 1 month. PiB positivity was determined
by an experienced nuclear medicine physician, who consid-
ered simultaneously a visual regional SUVR (standard uptake
value ratio) analysis and the output of a homemade support
vector machine classifier. The visual analysis of these images
was regional based with emphasis to frontal cortex, parietal/
precuneus cortex, temporal cortex, anterior and posterior
cingulate cortex, basal ganglia, and occipital cortex.

Four subjects of the control group we found with PiB
positive, an increasingly frequent finding, which led to their
exclusion, although the cognitive tests performed were
within normal ranges.

None of the participants had history of ocular diseases,
and all were submitted to a comprehensive ophthalmological
examination to guarantee the absence of visual complica-
tions, which comprised visual acuity assessment with Snellen
chart, ocular tension, slit lamp biomicroscopy, and OCT
imaging. We involved only subjects with normal or corrected
to normal vision (visual acuity > 8/10), with a refractive error
between +5 diopters, and without significant alterations of
the optic disc or macula. Additionally, we considered exclu-
sion criteria family history of glaucoma, or any other hered-
itary eye disease and diabetes or other systemic diseases
that could affect the eye.

The study was approved by the Ethics Committee of the
Faculty of Medicine, University of Coimbra. All subjects
participated voluntarily and gave their informed written con-
sent for the study, following the tenets of the Declaration of
Helsinki, after clarification of the nature and possible impli-
cations of the study.

2.2. Retinal Imaging. Imaging data from the retina of both
eyes were obtained by optical coherence tomography
through the Cirrus HD-OCT system (Carl Zeiss Meditec,
Inc., Dublin, CA, USA) with the macular cube 512 x 128 pro-
tocol, by one experienced technician (HQ). This protocol
acquires data through a 6 mm square grid centered on the
fovea by acquiring a series of 128 horizontal B-scan lines,
each composed of 512 A-scans, with an axial resolution of
5pm.

2.3. MR Imaging. Brain structural data were acquired using a
whole-brain approach, with a phased array 12-channel bird-
cage head coil, in a Siemens Magnetom TIM Trio 3 Tesla
scanner (Siemens, Munich, Germany). For each participant,
one high-resolution T1-weighted three-dimensional Mag-
netization Prepared Rapid Acquisition Gradient Echo
(MPRAGE) was acquired, with the following acquisition

parameters: 1.0 x 1.0 x 1.0 mm? voxel resolution, repetition
time (TR) 2530ms, echo time (TE) 3.42ms, and field of
view (FOV) 256 x 256 mm. The anatomical sequence com-
prised 176 slices, a flip angle of 7°, and an inversion time
of 1100 ms.

2.4. PET Imaging. The [11C]-PiB PET and [11C]-PK11195
PET acquisitions were performed using a Philips Gemini
GXL PET/CT scanner (Philips Medical Systems, Best, the
Netherlands). Both acquisitions consisted of dynamic 3-
dimensional PET scan of the entire brain (90 slices, 2 mm
slice sampling) and a low-dose brain computed tomography
(CT) scan, for attenuation correction. The dynamic [11C]-
PiB PET image comprised 24 frames (total duration of 90
minutes: 37 frames: 4 X 155+ 8 x 30s + 9 x 60s + 2 x 180 s +
14 x300s) and the dynamic [11C]-PK11195 image of 22
frames (total duration of 60 minutes: 4 X 30s+4 x 60s +
4x120s+4x240s+6x300s). The [11C]-PiB PET or
[11C]-PK11195 PET image acquisition sessions started
immediately after the intravenous bolus injection of approx-
imately 555MBq of [11C]-PiB or 370 MBq of [11C]-
PK11195. To minimize head movement, the patients’ head
was restrained with a soft elastic tape. The PET images were
reconstructed to a 128 x 128 x 90 matrix, with 2 mm isotro-
pic voxel dimension, using the LOR RAMLA algorithm (Phi-
lips PET/CT Gemini GXL) with attenuation and scatter
correction.

2.5. Cortical Thickness Assessment. Brain imaging processing
was conducted in SPM12 software (Wellcome Trust Centre
for Neuroimaging, Institute of Neurology, UCL, London,
UK) throughout its computational anatomy toolbox
(CATI12) (http://dbm.neuro.uni-jena.de/cat/), which allows
fully automatic cortex segmentation and cortical thickness
measurements.

The anatomic images were firstly reoriented into the
AC-PC plane and then automatically corrected in order to
diminish the intensity variations caused by the magnetic
field and RF-field inhomogeneities. Thereon, automatic
cortex segmentation in volume space of white matter-grey
matter (WM-GM) and grey matter-cerebrospinal fluid
(GM-CSF) boundaries was performed relying on prior prob-
ability tissue maps, assigning to each voxel a value represent-
ing the proportion of the corresponding tissue type [72].

To the spatial normalization, the subject’s brains were
aligned to a standard MNI template, resorting to the high-
dimensional registration DARTEL algorithm in SPM [73].
At the end of the automatic segmentation procedure, a
smoothing on the normalized GM maps was applied by a
15 mm isotropic Gaussian kernel; the datasets were then sub-
mitted to well-suited fully automated thickness measure-
ments based on the projection-based thickness method, as
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FIGURE 1: Resulting cortical thickness map between HC and AD groups, with the representation of the V1 area: (a) right hemisphere, (b) left

hemisphere.

described by [74]. This method creates both a correct cor-
tical thickness map and the central cortical surface in one
step. The subsequent analyses were performed in surface
space, which allows to reparametrize the surface mesh into
a common coordinate system throughout a spherical map-
ping, improving the correspondence between individual
subject’s areas.

Moreover, the CAT12 toolbox allows the estimation of
ROI-based mean thickness values relying on internal surface
maps [75]. We used the ROI-based values provided by the
Human Connectome Project (HCP’s) multimodal parcella-
tion [76] surface map, which comprises anatomically delin-
eated V1 (see Figure 1). ROI-based thickness measures
were extracted for each subject and then imported by SPSS
for further statistical analysis.

2.6. Retinal Thickness Assessment. The OCT datasets under-
went an automatic segmentation routine using the Jowa Ref-
erence Algorithms software (version 4.0.0, Retinal Image
Analysis Lab, Iowa Institute for Biomedical Imaging, Iowa
City, IA, USA) [77-79], providing the segmentation of retinal
nerve fiber layer (RNFL), ganglion cell layer (GCL), inner
plexiform layer (IPL), inner nuclear layer (INL), outer plexi-
form layer (OPL), outer nuclear layer (ONL), inner segmen-
t/outer segment junction (IS/OS), outer segment (OS), outer
segment photoreceptor/RPE complex (OPR), and retinal pig-
ment epithelium (RPE). In this study, we focused on the indi-
vidual layers from CGL to OPL (see Figure 2).

Each of the 128 B-scans and all the 5 surface layers
were visually inspected in order to check the quality of
the segmentation. Manual corrections were performed just
in case of an evident algorithm failure. Subsequently, the
distance (in voxels) between the respective delimiting sur-
faces was taken as the thickness of each layer, multiplied
by the voxel size in that direction. These measurements were
provided by the software based on the number of voxels and
imaging depth.

We focused in central vision due to the central magnifica-
tion present in V1, and given the evidence of a higher
involvement of the central vision in the disease [13, 80, 81].
The thickness of each macular layer was computed as the
average from a whole area of a 3 mm diameter circular map

FIGURE 2: Macular image resulting from the segmentation,
identifying the layers analyzed in this study. GCL: ganglion cell
layer; IPL: inner plexiform layer; INL: inner nuclear layer; OPL:
outer plexiform layer.

centered on the foveal pit, corresponding to inner macular
ring of the standard EDTRS chart and to an eccentricity
of 9.4°.

2.7. PET Imaging Preprocessing and Quantitative Analysis. A
sum image obtained using all the frames of the dynamic PET
was used to estimate a rigid transformation between the
[11C]-PiB PET image space or [11C]-PK11195 PET image
space and the T1 anatomical MRI space of each participant,
using the 3D-Slicer software (version 4.8.1, BRAINS registra-
tion tool, http://www.slicer.org).

The individual MRI scans were spatially normalized to an
MNI template using the DARTEL algorithm in SPM12.

The voxel-level quantitative analysis of [11C]-PiB PET
images and [11C]-PK11195 PET images was implemented
in the MNI space using in-house made software. The individ-
ual [11C]-PiB standard uptake value ratio (SUVR) map was
computed by summing voxel-level signal from 40 to 70 min
postinjection, and dividing by the mean signal from the
individual’s reference region, the cerebellar grey matter
(essentially the cerebellum without the cerebellar peduncles)
[82-84]. The individual [11C]-PK11195 binding potential
(BPyp) maps were generated using the MRTM2 (Multilinear
Reference Tissue Model 2) [85]. The reference region was
determined by the algorithm SVCA4 (Supervised Cluster
Analysis with 4 classes: grey matter without specific binding,
white matter, blood, grey matter with specific binding) [86],
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TaBLE 2: Demographic features of all participants. Age and education show no significant differences between groups, but a significant

difference was found in MoCA.

Variable AD group (n=20) (mean+SD) HC group (n=17) (mean + SD)  Excluded HC (1 =4) (mean + SD)  p value*
Age (years) 65.294 (6.459) 66.250 (6.866) 68.5 (6.191) 0.667
Education (years) 11.412 (5.063) 9.300 (5.930) 9 (3.830) 0.239
Female/male ratio 10/10 7/10 2/2 —
MMSE 23.1 (2.97) — —
MoCA 14.35 (4.021) 24.88 (4.208) 23 (4.397) <0.001
CDR 1 — — —

MMSE: Mini-Mental State Examination; MoCA: Montreal Cognitive Assessment; CDR: Clinical Dementia Rating; SD: standard deviation; *statistical tests

performed between AD an HC groups.

TaBLE 3: Mean V1 thickness (mean + SD), V1 [11C]-PiB SUVR (mean + SD), V1 [11C]-PK11195 BP, (mean + SD), and retinal layers
thicknesses (mean + SD) per group. V1 [11C]-PiB uptake showed stark differences in Af3 load.

Variable AD group (N =20) HC group (N =17) p value
V1 (mm) 1.974 (0.114) 1.957 (0.133) 0.719
V1 [11C]-PiB SUVR 1.4350 (0.290) 1.033 (0.156) <0.0001*
V1 [11C]- PK11195 BPy, 0.196 (0.060) 0.205 (0.058) 0.603
GCL (ym) 41.19 (3.59) 42.067 (3.99) 0.488
IPL (um) 36.70 (3.16) 36.15 (2.80) 0.579
INL (pm) 36.82 (1.99) 36.50 (2.10) 0.646
OPL (pum) 30.42 (3.97) 28.41 (2.17) 0.104

V1: primary visual cortex; [11C]-PiB SUVR: A PET radiotracer; [11C]-PK11195 BP,: neuroinflammation PET radiotracer binding potential; GCL: ganglion
cell layer; IPL: inner plexiform layer; INL: inner nuclear layer; OPL: outer plexiform layer; * Bonferroni corrected for multiple comparisons.

which selected a group of grey matter voxels showing a time-
activity curve representing the kinetic activity of normal grey
matter without [11C]-PK11195 specific binding.

To extract [11C]-PiB uptake and [11C]-PK11195 BPy,
in V1, we resorted also to the CAT12 toolbox, following a
similar procedure to that one used to measure the V1 thick-
ness values. For each participant, we first mapped each PET
volume dataset in native space to the respective individual
surfaces, created during the cortical thickness measurement
procedure, and then, we extracted the ROI-based values
using HCP’s multimodal parcellation [76] surface map,
which comprises anatomically delineated V1 (Figure 1), the
same used for the cortical thickness measurements. Average
values of [11C]-PiB uptake and [11C]-PK1119 BPy, in V1
were extracted from both hemispheres to each subject.

3. Statistical Analysis

Twenty mild-stage AD amyloid-positive patients and 17
amyloid-negative HC were considered for both retinal and
cortical analyses. After the data normality was assessed using
the Shapiro-Wilk test, T-test for unpaired samples or its non-
parametric version and Mann-Whitney U test were used for
between-group comparisons of the demographic data.
Average values of [11C]-PiB uptake, [11C]-PK11195
BPyp, and thickness in V1 were estimated for each partici-
pant across both hemispheres. Concerning the retina, a mean
thickness value of both eyes was calculated for each analyzed
macular layer. Independent-samples ¢-tests were computed

for between-group comparisons of retinal layers thickness
and V1-measured biomarkers, with exception of OPL thick-
ness for which the Mann-Whitney U test was used, given the
nonnormality of the data. Thereon, partial correlation analy-
ses between the retina thickness and V1-driven measures
(thickness, Af3 load and microglia activation) were computed
for each group to identify possible associations between cor-
tex AD-related biomarkers and retina integrity, controlling
for age.

Data analysis was performed with IBM SPSS Statistics
(version 22.0), and GraphPad Prism (version 6.0) was used
for graphs and for slope analysis. The tests were performed
two-tailed, and a threshold of p < 0.05 was used for statistical
significance.

4. Results

Concerning the demographic data, no difference in age, sex,
or education was found between groups, whereas results
from cognitive assessment (MoCA) were significantly differ-
ent between groups, as expected (Table 2). The BLAD battery
confirmed that mnestic deficits were beyond cut-off in virtu-
ally all patients (95%), as compared to executive function
(70%), language (40%), constructive (25%), and calculation
deficits (20%).

Mean + SD values of all variables included in the analysis
are depicted in Table 3. Independent-samples t-tests did
reveal significant differences between groups regarding the
V1 [11C]-PiB uptake (see Figure 3). This shows that amyloid
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FIGURE 3: V1 measurements in 20 AD patients compared to 17 HC. (a) [11C]-PiB SUVR; (b) [11C]-PK1195 BPp,; (c) V1 thickness. There is
a significant difference in the mean of [11C]-PiB SUVR (a) between groups, but not in [11C]-PK1195 BP, (b) or in V1 thickness (c).

load is already affecting V1, in spite of overall preserved
thickness. No evidence for significant neuroinflammation
was found as assessed by [11C]-PK11195 BP,.

The evidence for significant A load in the absence of sig-
nificant differences in visual pathways thickness assessment
is consistent with the notion that our AD patients are at an
early stage.

We then asked whether partial (corrected) correlation
analysis, performed to study the relationship between the ret-
ina and V1, could identify distinct patterns in patients and
controls. Results showed a positive correlation between the
IPL and V1 thicknesses in AD group (IPL: r=0.604, p <
0.006, Bonferroni corrected for multiple comparisons)
(Figure 4), whereas no significant associations were found
with the other layers (GCL: r=0.130, p <0.595; INL: r =
0.450, p <0.053; OPL: r=-0.295, p <0.221). Considering
the HC group, no significant correlation could be found
between the V1 and the thickness of retinal layers. In spite
of the significant structural-structural correlations, no signif-
icant structural-molecular correlations were found between
the retina and V1.

Since we found evidence that V1 is already accumulating
A, which also target synapses early on, this positive correla-
tion might suggest initial synaptic AD-related changes in the
IPL, which is a specifically synapse-rich region in the retina
accumulating amyloid both in animals [87] and humans
[40]. Such association makes us suggest that this layer might
serve as a biomarker for AD since the assessment of AD-
related synaptic changes in the retina is faster, direct, and
cost-effective way, using in vivo eye imaging techniques, than
methods to assess the same mechanisms in the brain.

5. Discussion

In the present study, we were able to test whether in an early
stage of the AD, the neuropathological mechanisms of the
disease differently affects the integrity of retinal layers with
distinct dominance of either synapses or cell bodies/nuclei
between patients and healthy controls, matched for age,
education, and sex. We sought for structure-structure associ-
ations (by computing partial correlations) at the level of the
retina and cortex, while assessing putative biomarkers of

45
o *
40 co ¢ o
® LS Oop
= ERe s Lo
4 * .
§_ Fo 4 +© o*
S . .
& 30- °
25 T T T 1
1.6 1.8 2.0 2.2 2.4
V1 (mm)
-o- HC
-+- AD

FIGURE 4: Scatterplot graph for the V1 thickness and IPL thickness
to HC and AD.

the disease in V1—cortical thickness, neuroinflammation,
and Ap load.

Interestingly, AD patients presented higher levels of Af
in V1 compared to controls, but no evidence of neuroinflam-
mation. Together with the relatively preserved structural
integrity, our results further suggest a relatively early disease
stage. Importantly, a positive correlation between V1 thick-
ness and the central IPL was specifically found in the AD
group, suggesting a relationship between the eye and brain
in the presence of Af3 load even when neuronal loss is not
evident.

This striking association between a layer composed by
synapses (IPL), closer to the cortex, and V1, suggests initial
synaptic changes in the disease. This is an interesting finding
considering previous animal studies referring IPL as a poten-
tial biomarker for the disease [49].

Taking into account current findings in AD research,
namely, the evidence revealing that abnormal deposition of
A leads initially to synaptic dysfunction, evolving posteri-
orly to neuroinflammation and neuronal loss [46, 47], we
suggested that in an early stage of the disease, V1 starts suf-
fering from abnormal accumulation of Af, prior to detect-
able neuroinflammation or neuronal loss, which explains a
structural association between this region and a macular
layer rich in synapses. This pattern of early loss is consistent
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with cumulative reports suggesting that primary visual cor-
tex is one of the later regions affected by the pathophysio-
logical mechanisms of the disease, namely, in terms of
neurofibrillary tangles (NFT), neuritic plaques (NP), and
lesion load [88-90].

Furthermore, since we studied two synapse layers (IPL
and OPL), the fact that an association was limited to IPL
could be attributed to the fact that this layer is the one close
to the brain, possibly suffering at first, at least partially, effects
from the retrograde V1 deterioration.

Although visual deficits are one of the earliest manifesta-
tions of AD [11], there are few studies addressing specifically
V1. Nevertheless, one functional study found changes in the
visual field map organization and population receptive field
measurements of V1 in two AD patients. In addition, one
of the subjects had no changes in V1 surface area, while the
other showed a reduced surface area in the most central
visual field of V1, whereas the peripheral area showed the
opposite pattern, when compared to controls [81].

Regarding the retina, a wide variety of studies has been
conducted to assess its microstructural changes but results
are still contradictory [8, 30, 53, 58, 91-93]. In particular,
a study suggested that both RNFL and GCL were reduced
in the AD sample, whereas the external layers did not
show significant differences [94]. Moreover, a GC-IPL
shrinkage was found across all macular quadrants in an
AD as well as in a mild cognitive impairment (MCI)
group [95]. In turn, another study found no difference in
GC-IPL thickness in AD compared to the control group
[96], similarly to our results. Likewise, a recent study in
an early-onset AD patient sample showed no significant
differences in the thickness of none of the 7 layers seg-
mented, including GCL, IPL, INL, and OPL in this group
when comparing to controls [54].

Accordingly, and in contrast with our work, the majority
of the studies have assessed patients in mild-to-moderate or
moderate-to-severe stage of the disease and with no informa-
tion of Af3 deposition in AD and control groups. Thus, since
AD is defined by progressive neurodegeneration, it would be
expected a higher decay of structural integrity in the later
stages, mainly in layers composed by neuron cell bodies,
resulting from the neuronal loss, in contrast with synapse loss
predominant in the initial stages.

Recently, some studies have investigated whether neuro-
nal changes in the retina are associated with other forms of
structural changes, such as connectivity assessed with MRI.
Particularly, in a work of our group was found a significant
relationship between INL and white matter integrity (axial
diffusivity) of some cortical regions, including tracts associ-
ated with the visual system (optic radiation, splenium of the
corpus callosum) [97], providing independent evidence for
retinocortical associations. Other study searched for associa-
tions between CG-IPL and cortical integrity in three different
groups. Results demonstrated that GC-IPL shrinkage was
related with smaller GM volumes and WM microstructure
in healthy participants in some regions, namely, in occipital
cortex and cerebellum. In turn, no association was found in
the MCI or AD groups [96]. A recent study from our group
also found retinocortical associations in healthy aging [98].

Finally, by means of MRI visual rating scores for cortical
atrophy, a correlation in both AD and control groups
between total macular thickness and parietal atrophy was
reported [54]. This issue was also addressed in a sample
largely composed of nondemented participants with cogni-
tive decline, where the association of peripapillary RNFL
and macular GCL-IPL thickness with cerebral GM volume
was examined. An association between the reduction of
occipital and temporal lobes GM volumes with GC-IPL and
peripapillary RNFL thickness was found. Moreover, because
dendritic atrophy might take place before retinal ganglion
cell loss, it was suggested that GC-IPL could be more sensi-
tive to the neurodegenerative process [99].

Based on the notion that synapses are an initial target of
the pathological mechanism of the disease [46], an animal
study has tested whether the GCL dendritic integrity might
provide a marker for cerebral damage in a mouse model of
amyloid pathology. By evaluating animals carrying signifi-
cant cognitive deficits resulting from the cortical deposition
of Af plaques, the authors verified that although GCL signif-
icant loss was absent, there was already significant GCL den-
dritic atrophy in Tg2576 mice compared to controls. They
proposed that dendritic changes precede cell loss and are,
therefore, likely to occur in patients with early AD. Further-
more, they raised the hypothesis that in case of a resembling
GCL degenerative pattern occurs in the human retinas, the
IPL would be a useful biomarker for the early detection of
AD-related neurodegeneration [49].

This question was directly addressed in the present work.
We report here a striking positive correlation between
IPL—the layer comprising synaptic connections between
dendrites of ganglion cells and other retinal neurons—and
V1 in the AD group that was not present in the control
group. Hence, our finding might suggest a possible subtle
synaptic/dendritic failure of the retinal CG cells that might
be associated with primary visual cortex integrity. In fact,
considerable evidence suggests that before a massive neuro-
nal cell death, there is synaptic dysfunction originated by
oligomeric assemblies of the Af protein in some cortical
regions [46, 48]. Thus, in case of the mechanisms underlying
the AD can be transposed to the retina, the IPL would be one
of the layers more prone to suffer changes in the initial stages
of the disease.

Consequently, we propose that prior to tissue loss in the
retina, changes in synaptic function and dendritic morphol-
ogy might occur resulting from Af deposition, which could
contribute to the earlier decline of the visual abilities involved
so remarkably in the disease. Nevertheless, along with further
studies better suited to directly examine the retinal synaptic
function, it is still important to define the nature of the bio-
logical mechanisms underlying visual deficits in AD.

In the present study, we were able to study in detail the
visual system in Alzheimer’s disease by comparing V1 mea-
surements of AD key features and by investigating differ-
ences in the retina thickness of layers with distinct
dominance of synapses/neurons cell bodies.

Our results aid in the understanding of visual processing
pathway changes in AD patients and might open the door
to future work addressing the IPL, using more sensitive



techniques to detect synaptic changes in the early stages or
prior to manifestation of AD symptoms, so that it could
potentially be used as a potential biomarker for diagnosis
and monitoring of the disease.
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For more than five decades, the field of Alzheimer’s disease (AD) has focused on two main hypotheses positing amyloid-beta (Af5)
and Tau phosphorylation (pTau) as key pathogenic mediators. In line with these canonical hypotheses, several groups around the
world have shown that the synaptotoxicity in AD depends mainly on the increase in pTau levels. Confronting this leading
hypothesis, a few years ago, we reported that the increase in phosphorylation levels of dendritic Tau, at its microtubule domain
(MD), acts as a neuroprotective mechanism that prevents N-methyl-D-aspartate receptor (NMDAr) overexcitation, which
allowed us to propose that Tau protein phosphorylated near MD sites is involved in neuroprotection, rather than in
neurodegeneration. Further supporting this alternative role of pTau, we have recently shown that early increases in pTau close
to MD sites prevent hippocampal circuit overexcitation in a transgenic AD mouse model. Here, we will synthesize this new
evidence that confronts the leading Tau-based AD hypothesis and discuss the role of pTau modulating neural circuits and
network connectivity. Additionally, we will briefly address the role of brain circuit alterations as a potential biomarker for

detecting the prodromal AD stage.

1. Introduction

Alzheimer’s disease (AD) is a public health problem for our
aging societies and is histopathologically defined by extracel-
lular amyloid-beta (A ) deposits and intracellular hyperpho-
sphorylated Tau (pTau) deposits [1-7]. Although many areas
of the brain are affected during AD development, the hippo-
campus, a circuit related to spatial orientation and cognitive
functions, is a major focus of AD research attention [1, 2,
5-7]. Current AD hypotheses postulate that (a) due to AS
increase, Tau becomes abnormally phosphorylated, and (b)
pTau dissociates from microtubules and (c) aggregates into
neurofibrillary tangles (NFTs) [3], causing neuronal dysfunc-
tion and, eventually, cell death [4]. In support of its
pathological role, pTau has been directly linked to several
neurodegenerative disorders (tauopathies), such as AD,

frontotemporal dementia, Parkinson’s disease, Down syn-
drome, and Pick’s disease [5-7].

As mentioned, abnormally phosphorylated Tau is a key
mediator of AB-induced dendrite dysregulation and synaptic
dysfunction [8, 9]. In this regard, a study performed with AD
patients who had relatively low levels of Af and high levels of
Tau showed dysfunction in synaptic plasticity and a faster
cognitive decline [10]. Thus, considering that pTau aggre-
gates correlate better with cognitive impairment in AD than
Ap aggregates [11], pTau has emerged as the new therapeutic
target against AD and related neurodegenerative disorders
[12]. Intensive research focusing on the pathological role of
pTau has strongly nurtured the use of pTau as a therapeutic
target [12, 13]. These therapeutic approaches have been
restricted to a reduction of Tau levels and lowering activity
of kinases that phosphorylate Tau [12, 13]. However, as for
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the numerous AD therapies that have aimed towards Af, we
predict that the Tau-based strategy will render mild out-
comes. To justify this hypothesis, it is critically important
to discuss not only the pathological but also the physiological
functions of pTau [13, 14], namely, its recently described
synaptic functions [13-15]. By doing so, we will confront
and update the current Tau-based AD hypotheses. Addition-
ally, this review will highlight the novel pTau function of reg-
ulating neural activity and preventing Af3-induced synaptic
overexcitation [13, 14, 16]. This review also appraises the
available evidence on neural network dysfunction in preclin-
ical and confirmed AD, identifies research gaps on current
AD hypotheses, and points towards new research directions
to understand and treat this disease.

2. Tau Phosphorylation and Synaptic Plasticity

Tau is a microtubule-associated protein that promotes
microtubule stability and function [17]. Tau is encoded by
the microtubule-associated Tau gene, which comprises 16
exons on chromosome 17q21 [17]. Tau has more than 45
phosphorylation sites located in its proline-rich domain
(Figure 1, residues 172-251) and C-terminal domain
(Figure 1, residues 368-441) [2, 5, 6, 13-15]. Additionally,
Tau has a microtubule domain (MD) segment that functions
as a protein-protein binding domain (Figure 1, microtubule
binding), therefore promoting microtubule stabilization and
regulating the structure and proper function of neurons
[17]. It is well documented that Tau protein is principally
located in the soma and axons of neurons [3, 17]. However,
recent evidence showed that Tau is also a dendritic protein
[13-15]. Specifically, it was confirmed that endogenous Tau
localizes at the postsynapses in neurons under physiological
conditions [14]. This raised an important question: what is
the role of Tau protein at the postsynapsis? According to
recent data, it appears that dendritic Tau modulates plastic
mechanisms involved in memory storage [8, 9, 14-16]. At
the physiological and molecular levels, long-lasting synaptic
plasticity changes are considered the cellular correlates of
memory storage [18-22]. Among those synaptic plasticity
phenomena related to memory, synaptic strength can be
long-lasting enhanced (long-term potentiation (LTP)) or
long-lasting depressed (long-term depression (LTD)), and
these changes can persist from hours to days [18-22]. The
cellular mechanisms underlying LTD, depicted in Figure 2,
are triggered by N-methyl-D-aspartate receptor (NMDAr)
activation at the synapse [18-22]. Broadly, this process
involves the following steps: (1) calmodulin (CaM) binds
Ca®", increased via NMDAr, which leads to CaM/Ca®*-
dependent protein phosphatase 2B (PP2B) activation [21],
which in turn leads to protein phosphatase 1 (PP1) activation
through the dephosphorylation of its inhibitor-1 [21]. Then,
(2) activated PP1 dephosphorylates key targets required for
LTD, such as Ser845 at the AMPAr subunit GluAl [21, 22],
Ser295 at the postsynaptic density protein 95 (PSD95), and
activates glycogen synthase kinase-3 (GSK3p) [23, 24]
(Figure 2). (3) Activated GSK3 phosphorylates Tau protein
at flanking MD [25] (Figures 1 and 2), (4) leading to the dis-
sociation of Tau/Fyn (a member of the Src-tyrosine kinase
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family)/PSD95 complex [13, 14]. Interestingly, we have
observed that changes in the Tau phosphorylation levels, in
sites near the Tau’s MD, modulate its interaction with
PSD95 and Fyn kinase [13, 14] (Figures 1 and 2). Specifically,
we found that increasing pTau at sites such as Ser396, Ser404,
Thr205, Thr231, and Ser235 (Figure 1 and 2) promoted
dissociation of the Tau/Fyn/PSD95 complex, which is a
determinant for LTD induction [13, 14]. In the same regard,
it was reported that Tau phosphorylated at Ser396, followed
by activation of NMDAr, is necessary for the expression of
hippocampal LTD (i.e., pTau shifts synaptic plasticity from
LTP to LTD) [15]. Altogether, we proposed that phosphory-
lation of Tau’s MD is a crucial part of a regulatory mecha-
nism that controls NMDAr activity [13, 14]. In other
words, non-phosphorylated Tau contributes to LTP, while
pTau contributes to LTD [9, 13-16]. Additionally, (5) disso-
ciation of the Tau/Fyn/PSD95 complex promotes the loss of
its interactions with GluA2 and with N-ethylmaleimide-
sensitive factor (NSF) that cause clathrin-mediated endocy-
tosis of receptors during NMDAr-LTD [18, 22, 26]. (6) In
opposition, phosphoinositide 3-kinase (PI3K), in an AKT-
dependent pathway, can modulate GSK3f activity [27],
allowing PP1 and PP2B to dephosphorylate Tau protein at
the following sites: Ser199, Ser202, Thr205, Thr212, Ser214,
Ser235, Ser262, Ser396, Ser404, and Ser409 [28]. (7) Dephos-
phorylated Tau recruits Fyn to target the PSD-95/NMDAr
complex, leading to LTP induction [13, 14, 22, 29] (Figure 2).

Summarizing, we proposed that phosphorylation of
Tauw’s MD is a crucial part of a physiological regulatory
mechanism that controls NMDAr activity and synaptic
coupling [13, 14, 29].

3. Amyloid-Beta as an Effector of
Phosphorylated Tau

The proteolysis of amyloid precursor protein (APP) into
aggregation-prone Af3 peptides (mainly of 40 or 42 amino
acids) has long been implicated in the etiopathogenesis of
AD [1, 8-14, 30-36]. In the vast body of evidences that
supports the synaptotoxic role of AB42 oligomers and its
consequences, there are key observations: Af42 oligomers
extracted from the late-onset AD brains (1) inhibit LTP
[30], (2) enhance LTD [13, 14, 29, 31], (3) impair memory
[30], (4) decrease synapse density [32], (5) reduce the num-
ber of NMDATr on the cell surface at synapses [33], and (6)
interfere with the reuptake of extracellular glutamate [34].
Additionally, (7) Ap42 oligomers induce Tau hyperpho-
sphorylation at AD-relevant sites (near Tau’s MD) [14, 35]
that (8) cause excitotoxicity and neuritic dystrophy [35, 36].
In our hands, the application of monomeric Af342 to rat slice
cultures leads to the formation of AB42 oligomers over the
incubation time of 5 days [14], which correlates with
increased pTau at Ser396, Ser404, Thr231, and Ser235 sites
[14]. Our data showed that Af342 oligomers initially induce
the phosphorylation of a few specific sites on Tau, rather than
increase global Tau phosphorylation at all sites, as seen in
advanced AD [37]. Importantly, the early phosphorylated
sites are close to the Tau’s MD (Figure 1). This is consistent
with other reports where phosphorylation of Tau protein at
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FIGURE 1: Tau sequence can be subdivided into two active domains that are phosphorylated throughout. Tau protein contains an assembly
domain (carboxy-terminus section that contains the microtubule-binding and flanking regions; right). It also contains a middle region
(comprising the proline-rich domain that contains multiple Thr-Pro of Ser-Pro motifs). Finally, Tau contains the amino-terminal section

(left).

GluN2

F1GURE 2: Tau phosphorylation and its involvement in long-term depression (LTD). (1) Calmodulin (CaM) detects a Ca**

Endocytosis
of receptors

increment due to

NMDATr activation, leading to protein phosphatase-2B (PP2B) activation and the subsequent activation of the PP1. (2) PP1 dephosphorylates
Ser845 at the AMPAr subunit GluAl, Ser295 at PSD95, and GSK3. (3) Active GSK33 leads to pTau near MD (microtubule domain). (4) pTau
induced LTD by the dissociation of Tau/Fyn/PSD95 complex. (5) Dissociation of Tau/Fyn/PSD95 leads to disruption of interaction between
GluA2 and with N-ethylmaleimide-sensitive factor (NSF) that cause clathrin-mediated endocytosis of receptors during NMDAr-LTD. (6)
Inactive GSK3f (through the PI3K/AKT pathway) and dephosphorylated Tau (that recruits Fyn kinase to target the PSD95/NMDAr
complex) promote long-term potentiation (LTP) (arrow = activation, flat line = inhibition).

Ser396/Ser404 sites was found as one of the earliest phos-
phorylation events during AD and related tauopathies [2,
5-7]. Further supporting the above findings, significant
increases of Tau protein at the Thr231 site was reported in
human patients during the early stages of AD development
[38]. Indeed, it was reported that abnormal Tau processing
is characterized by a sequential phosphorylation as follows:
(1) Thr231, (2) Ser 202/Thr205, and (3) Thr212/Ser214
[38]. Of relevance, it is well established that Tau phosphory-
lation promotes the formation of tangle-like filament mor-
phology [39, 40] and proaggregant Tau actively contributes
to impaired memory and loss of LTP [8, 9, 41]. These results

explain the weakening of synapses that morphologically
would result in a loss of dendritic spines and functionally in
a loss of memory [41-43]. Thus, indicating that the ability
of Tau to aggregate is a crucial factor in disease development
[2-6, 39-44]. However, a recent study showed that intra-
cerebroventricular injection of Tau soluble aggregates, but
not monomers or fibrils, increased the threshold for LTD
induction in a prion protein-dependent manner [45]. Inter-
estingly, Tau soluble aggregates blocked Ap-induced LTD
facilitation, whereas a subthreshold dose of Tau soluble
aggregates promotes Af-induced LTP inhibition [45]. The
data suggest that Tau soluble aggregates reduce the dynamic



range of synaptic plasticity and that the prion protein acts as
a common mediator of the synaptotoxicity induced by solu-
ble Af3 and Tau [45].

Further supporting the mechanistic link between A and
Tau, injection of synthetic Af into the brain of transgenic
mice that accumulate NFTs, owing to the overexpression of
human Tau with a P301L mutation, induced a five-fold
increase in the number of NFTs in regions near the injection
sites [44]. Although the molecular mechanism functionally
linking A 342 to Tau, as well as its contribution to the patho-
physiological mechanism behind AD progression, remains
under extensive study, it was reported that Af42 increased
pTau and that GSK3f inhibition blocked the increased pTau
and prevented A42-induced impairment of LTP in mice [9].
It is known that GSK3p directly phosphorylates Tau on
Thr181, Ser202, Thr205, Thr231, Ser396, Ser400, and
Ser404 [25, 40, 46]. Thus, there is evidence for increased acti-
vation of GSK3f3 in human patients during early stages of AD
[3,37,47, 48]. Based on that, deregulation of GSK33 has been
proposed as a center-stage event linking extracellular Af3 and
intracellular Tau protein [3, 48]. In this regard, it was
reported that transgenic mice expressing a phosphorylation
defective mutant GSK3 3 show impaired memory, impaired
hippocampal LTP, and facilitated LTD [48]. Mechanistically,
it has been proposed that during AD and related dementias,
GSK3p activity may become deregulated due to its increased
expression or as a result of alterations in upstream regulators
of GSK3p, leading to enhancement of NMDAr-LTD and
neurodegeneration [18].

Although it is not entirely clear how Ap42 initiates the
toxic cascade that causes all the synaptic alterations and the
accumulation of proaggregant pTau, the activation of GSK3
seems to be the crucial executor of Af42 toxicity.

4. Tau and Synaptic Dysfunction

A recent study demonstrated that Af342 oligomers induce de
novo synthesis of Tau protein, and its hyperphosphorylation
at multiple residues, in the somatodendritic compartment,
which is mediated by the Fyn/ERK/S6 signaling pathway
[49]. This observation further supports an alternative mech-
anism for AD synaptic dysfunction, mediated by the aberrant
translation and cellular redistribution of Tau protein in the
somatodendritic region, which is due to the overstimulation
of AMPA and NMDA receptors, as reported [50]. Indeed,
the presence of Tau-mRNA in a dendritic ribonucleoprotein
(RNP) complex allows for its local translation upon gluta-
matergic stimulation [50]. The interaction of Tau-mRNA
containing RNP with Myosin Va, a postsynaptic motor pro-
tein, suggests that Tau-mRNA is transported into dendritic
spines [50].

In addition to the alternative mechanism just described, a
widely accepted theory for AD synaptic dysfunction pro-
poses that Af342 oligomers induce Tau translocation from
the axon to the dendritic spines causing early synaptotoxic
effects (excitotoxicity) and progressive dendritic spine loss
[8, 51, 52]. Supporting this theory, it was reported that
oligomeric Af42 increases the redistribution of Tau to the
somatodendritic compartment in AD mouse models [51,
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52]. Thus, overexpression of Tau in cultured neurons and
AD mice increases Tau in the somatodendritic compartment
[51]. Importantly, the increased postsynaptic Tau was linked
to spine loss in a Tau transgenic mouse model [51, 52]. Addi-
tional results showed that A342 oligomers, through NMDAr,
increased intracellular Ca** and triggered activation of AMP-
activated kinase (AMPK), which leads to increased pTau
(sites Ser262, Ser356, and Thr231) and dendritic spine loss
[52-54]. In related studies, soluble A oligomers, at picomo-
lar concentrations, disrupt hippocampal LTP in slices and
in vivo and impair the memory of complex learned behaviors
in rodents [55]. A oligomers also decrease dendritic spine
density in organotypic slice cultures and contribute to excito-
toxicity [55].

It is well known that a major component of the excito-
toxicity process is the overactivation of NMDAr [56, 57].
NMDArs are heteromeric complexes formed by subunits
NRI1, NR2A, and NR2B [18, 56, 57]. Fyn kinase phosphory-
lates the NR2B subunit, which facilitates its interaction with
PSD95 [58, 59]. It has been proposed that this interaction
increases NMDAT stability and activity [18, 58, 59]. Further-
more, excess Fyn upregulates NMDATr activity, therefore
affecting the levels of Ca®" and causing calcium-driven exci-
totoxicity [8, 16, 52]. Additionally, it has been reported that
there is a disturbance in intracellular Ca** homeostasis via
changes in the calbindin D,g protein, causing a reduction in
the number of cells and a shrinking of its dendritic trees
[60]. Furthermore, it has been reported that increased Fyn
correctly targeted to the postsynaptic compartment causes
memory deficits, excitotoxicity, and seizures and induces pre-
mature mortality in APP transgenic mice [8, 52]. Mechanisti-
cally, this can be explained by Tau protein directly binding to
Fyn kinase; therefore, a Tau-dependent increase of Fyn, in
dendritic spines, enhances excitotoxic signaling [8, 52].

Acute excitotoxicity is not the only Tau-dependent effect
of A42 oligomers. Af42 oligomers also have been found to
cause Tau microtubule disassembly and ectopic cell-cycle
reentry, which leads to neuronal death [61]. Because micro-
tubules are essential for the efficient delivery of synaptic com-
ponents to axon terminals and postsynaptic components to
dendritic terminals [61], the AfS-induced Tau-dependent
effects on microtubules constitute important threats to syn-
aptic function.

Based on these findings, several groups have proposed
the elimination of Tau protein as a potential therapeutic
approach that could aid in mitigating AD disease progression
[8,9, 12]. In line with this hypothesis, it was reported that the
absence of Tau disrupts postsynaptic targeting of Fyn kinase,
which correlates with reduced NMDAr-mediated excitotoxi-
city and hence mitigation of Af-induced toxicity [8]. Addi-
tionally, knocking out the endogenous Tau gene relieved
the APP mice from memory deficits, seizures, and premature
mortality [8]. In addition, it was reported that the absence of
Tau protein prevented Af3-induced impairment of LTP [9].

Although all these interactions remain under extensive
study, the exact mechanism of coupling between these two
proteins is still unknown. One proposed pathological interac-
tion between Af42 and pTau comprises the following cas-
cades: (1) Af342 causes abnormal activation of Tau kinases
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[3, 9, 14, 35, 40, 47, 52, 55], (2) activated Tau kinases cause
abnormal phosphorylation of Tau protein at several sites [3,
14, 25, 35-37], and finally, (3) the abnormally phosphorylated
Tau contributes to excitotoxicity [8, 62]. Therefore, scientists
have proposed the blockade of Tau kinases as a potential ther-
apeutic target against AD [9, 12, 13]. The rationale is simple:
blocking Tau kinases will lead to non-phosphorylated Tau
and, consequently, to less cytotoxicity [9, 12, 13].

5. Tau and Neuronal Network Activity

Cognitive capacities rely on a variety of brain network activ-
ity patterns, which represent distinct operating brain modes
that are closely linked to fine changes in neuronal synchrony
and are adjustable to behavioral demands [63, 64]. Therefore,
alterations in synchronized network activities could help to
explain cognitive deficits observed during AD development
and tauopathies [65]. In this regard, recent studies support
the early network dysfunction (neuronal hyperactivity,
altered oscillatory activity, and loss of neuronal synchrony)
as a crucial event that may lead to neurodegeneration and
AD development [63-69]. In line with this hypothesis, it has
been reported that hippocampal and cortex hyperactivity,
which increases the risk of seizures, is presented in the early
stages of AD [70, 71]. Indeed, convulsive seizures occur in over
80% of patients with an early stage of AD [71]. Thus, studies
reported spontaneous epileptic activity with reduced gamma
oscillations in AD [71, 72]. Notably, this activity depends on
the inhibitory synaptic activity provided by the GABAergic
parvalbumin-positive (PV+) interneurons [70, 73]. Increasing
repetitive firing of PV+ cells favors gamma oscillations of neu-
ral networks [73-77]. In consequence, if the neural network
synchronization is primarily controlled by the PV+ cells, then
the disinhibition of principal cells (PCs) may produce less
organized network activity leading to impaired information
processing and cognitive function.

It has been hypothesized that the modifications in synap-
tic neuronal circuitries and the cognitive alterations in AD
are produced by damage to PV+ interneurons that control
the fine-tuning of neuronal network oscillations [76-81].
According to this hypothesis, the brain network alterations,
rather than protein deposition, could account for the early
pathogenesis of the disease development [67, 68]. Although
the exact causes and mechanisms of network alterations have
not been defined, interneuron dysfunction has emerged as a
strong candidate [79-82]. Additional evidence suggests that
GABAergic transmission of the PV+ cells is altered in AD,
especially due to modifications in the function and number
of cells; i.e., bodies and axons suffer size reduction, whereas
the number of PV+ cells suffered the loss of over 70% in
AD postmortem patients [82]. The cellular and molecular
basis of this interneuron dysfunction has been studied in
AD mouse models [67, 68, 70, 79]. For example, since gamma
oscillations are mainly generated by PV+ cells, through their
direct control of PCs firing [83], and since alterations in PV+
cell activity affect gamma oscillations and memory in AD
mouse models [68, 69, 84], the rescue of PV+ cell activity
promises the restoration of oscillatory activity, network syn-
chrony, and memory [80, 84]. Notably, mouse models and

humans with AD had reduced levels of voltage-gated sodium
channels subunit Navl.1 in interneurons [84]. Thus, restor-
ing PV+ cell activity through the overexpression of these
channels increased inhibitory activity and restored oscilla-
tory activity in AD mouse models [80]. Additionally, the
restoration of PV+ cells contributed to the reduction of
hypersynchrony, memory deficits, and premature mortality
of AD mouse models [80]. In our hands, we found that oscil-
latory activity was significantly less rhythmic in a young
(post-natal day 30) AD mouse model [68]. Additionally,
AD mice displayed significantly less coupling between slow
(2-10 Hz) and fast (25-250 Hz) oscillatory frequencies. Mech-
anistically, we found that the intrinsic excitability of PV+
cells was significantly reduced in the p30 AD mouse model
[68]. Because PV + cells play a vital role in coordinating hip-
pocampal synchrony between slow and fast oscillations [85],
restoring PV+ cell activity could also help to restore the brain
synchrony and cognitive functions in early stages of AD.

Following the same line of thought, recent data showed
that enhancing G-protein-coupled inwardly rectifying potas-
sium (GirK) channels, which would contribute to neuronal
inhibition, can control the excess of neuronal excitability
[86, 87]. Indeed, intracerebroventricular injection of Af42
or the GirK channel blocker tertiapin impaired GABAA-
mediated field potentials and GirK-mediated field potentials,
as well as its LTP [86], which is prevented by the application
of the GirK channel activator ML297 [86]. The GirK channel
activator ML297 also rescues glutamatergic LTP and habitu-
ation memory from its inhibition induced by Ap42 [87].

So far, the described data have established the potential
role of changes in inhibitory function affecting brain network
activity during the early stages of AD development; however,
the role of Tau protein in this process and in neural network
dysfunction overall remains to be discussed. In this regard, it
has been shown that abnormal Tau disrupts the ongoing net-
work activity of neocortical pyramidal cells before cell death
[88]. Interestingly, abnormal Tau decreased the activity of
subpopulations of neurons, which, in turn, reduced the
activity of the neocortical networks [89]. In line with these
findings, aggregation of abnormally phosphorylated Tau
protein in the entorhinal cortex (EC) was enough to disrupt
the coordination of local field potentials between its efferent
regions [89]. At the cellular level, it is known that the appli-
cation of Tau soluble oligomers in the CA1 region of the hip-
pocampus and layer VI of the neocortex increases the input
resistance, reduces the amplitude of the action potential,
and slows the rise and decay times of the action potential,
without modifying synaptic transmission, but impairing the
induction of LTP [90]. Furthermore, Tau oligomers isolated
from human AD patients produced an inhibition of the hip-
pocampal LTP and induced memory dysfunction in rodents
[91]. In our hands, we found that PCs and PV+ cells in p30
triple-transgenic AD mice accumulate pTau at MD sites
and that this accumulation correlated with changes in hippo-
campal oscillatory activity [92, 93]. Taken together, the latest
evidence supports pTau accumulation in PCs and interneu-
rons as an essential event that contributes to firing instability
and, therefore, to brain network alterations, especially during
very early stages of disease progression.
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FIGURE 3: pTau protein at MD (microtubule domain) prevents NMDAr overexcitation, which accounts for protection rather than damage. (a)
A 42 oligomers repeatedly affect neurons by blocking glutamate reuptake (1), which leads to hyperactivation (2), kinase activation (3), Tau
hyperphosphorylation, and Tau translocation from the axon to the dendritic spines (4) causing LTP blockade and progressive spine loss (5).
(b) Alternatively, AB42 oligomers block glutamate reuptake (1), which leads to hyperactivation (2), kinase activation (3), and Tau
phosphorylation at MD sites (4), which alternatively promote LTD, preventing further NMDAr-mediated overexcitation and producing

neuroprotection (5).

In summary, the AB42 oligomers and pTau induce
changes in synaptic functions of PCs and interneurons and
compromise the function of neuronal networks (i.e., long-
term synaptic plasticity and synchronized networks).

6. Classical Tau Hypothesis versus
New Hypothesis

As previously discussed, a current model of AD synaptic dys-
function proposes that (1) A342 oligomers induce abnormal
kinase activation, (2) leading to Tau hyperphosphorylation
and (3) translocation from the axon to the dendritic spines
causing (4) LTP blockade, (5) progressive synaptic dys-
function, (6) progressive dendritic spine loss, and (7) early
network dysfunction. Adding to the synaptic/network dys-
function, it was recently reported that Af42 oligomers block
glutamate reuptake and overactivate NMDAr, leading to
hyperactivation and neurodegeneration during early stages
of disease progression [34, 94] (Figure 3(a)). Thus, from the
classical point of view, all the data argued so far could favor
the existence of a toxic cascade of Ap42-pTau/synaptic
damage/network dysfunction. However, we firmly believe
that our data, along with recently published data, will help

to unveil a new hypothesis in which Tau phosphorylated near
the MD could have a protective role during the early stages of
AD development [13-16, 29, 92, 93]. One molecular basis for
this alternative hypothesis is that pTau protein at MD sites is
physiologically located at the synaptic terminals [13, 14, 29].
Furthermore, pTau protein at MD sites is not exclusively
translocated from axons to dendrites, as suggested by the
classical hypothesis [3, 8, 49, 50, 52]. Second, pTau protein
at MD sites prevents NMDAr overexcitation [13, 14, 29],
which accounts for protection rather than damage, at the
very least, during the early stages of disease progression. If
our alternative hypothesis is true, it would be expected that
the induction of epileptic activity, partially mediated by
NMDAr hyperexcitation, could be prevented by elevating
levels of pTau at MD sites. It has to be remembered, the prev-
alence rates of seizures are significantly increased in patients
with AD [95-97]. In fact, we confirmed this by challenging
p30 triple transgenic AD mice with the potassium channel
blocker 4-aminopyridine, a potent proepileptic drug [92,
93]. We found that the p30 triple-transgenic AD mice
exhibited a dramatic reduction in seizure-like activity after
the 4-aminopyridine application [92, 93]. We also found that
this reduction in the induction of epileptic activity correlated
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with pTau’s MD accumulation in PCs [92]. Collectively, our
results provide support for the alternative role of pTau pro-
tein during normal physiological conditions and early stages
of AD development [7, 13, 14, 92, 93]. Importantly, it was
reported that during the early stage of AD development,
phosphorylation of Tau protein at its site Thr205 alleviated
Ap-induced neuronal death and provided protection from
excitotoxicity [16]. Thus, an AD model with elevated pTau
is more resistant to seizure activity induced by the proepilep-
tic drug pentylenetetrazole [16]. Further supporting our
hypothesis, and in agreement with our previously published
data [14], this reduction in hyperexcitability is related to an
increase in pTau-dependent disruption of PSD95/Tau/Fyn
interactions and to the inhibition of AfB-induced toxicity
[16]. Altogether, these new pieces of evidence support a novel
protective role of pTau (mainly by preventing NMDATr over-
excitation) during early stages of AD development.

7. Conclusions and Perspectives

For the past decade, we have accumulated evidence that sup-
ports an alternative pTau hypothesis during the early stages
of disease progression. The following is a summary of this
evidence: (1) Tau phosphorylation at specific sites (near
MD) appears during early stages of disease progression in
the brain tissue from AD, Parkinson’s disease, Down syn-
drome, and frontotemporal dementia cases [2, 5-7, 98, 99].
(2) These phosphorylation events precede early truncation
events in Tau protein (i.e., truncation at site Asp421) and
early conformational changes (i.e., folding from the amino
terminus to the MD) [2, 5, 6, 98, 99]. (3) The phosphoryla-
tion events occur prior to the apparition of the classical fibril-
lar structures (NFT's and Af plaques) [2, 5, 6, 98, 99]. (4)
Endogenous pTau near MD sites is physiologically located
at postsynaptic sites where it interacts with the PSD95-
NMDATr complex [13, 14, 29]. We showed that Tau binds
directly to PSD95 protein [13, 14, 29]. (5) Increases in pTau
at MD sites serve as a regulatory mechanism that prevent
NMDAr overexcitation [13, 14, 29, 92]. (6) Increased pTau
at MD sites confers protection from epileptic activity by
reducing hippocampal excitability [13, 14, 92]. Finally, (7)
we showed that increases in pTau at MD sites confer protec-
tion by disrupting PSD95/Tau/Fyn interaction and promot-
ing LTD [13, 14, 29].

Collectively, our data, along with current published data,
nurture the alternative pTau hypothesis [13, 14, 29, 92].
However, many scientific efforts are needed to further sup-
port the nonpathological role of pTau during early stages of
disease progression, or even under physiological conditions.
Despite this, if Tau phosphorylation at MD sites is involved
in neuroprotection rather than neurodegeneration, the ther-
apeutic strategies aimed at reducing Tau and pTau could
phase nothing but a mild outcome [7, 13, 14, 29, 92]. In order
to appropriately design therapeutic AD strategies, the link
between A and Tau/pTau at the synapse needs to be fully
unveiled. For example, what are the molecular mechanism
leading to synapse loss? Which forms of Aff and Tau are toxic
at the synapse? Additionally, we need to better understand
the exact role of soluble versus aggregated species of Af

and Tau/pTau in physiology and pathology [100]. Alterna-
tively, unveiling the role of Tau/pTau in modulating PCs
and interneuron activity (i.e., PV+ cells) could potentially
prevent cognitive decline in the latter stages of AD [101,
102]. As previously discussed, it is becoming clear that early
brain network changes are announcing that the complex
homeostatic network that maintains brain function has been
challenged. Therefore, very early brain circuit alterations
could serve as a potential biomarker for detecting the prodro-
mal neurodegeneration stage [7, 29, 67, 68, 92]. Aiming to
restore brain network function may help to prevent the latter
neurodegenerative stages of AD. The rationale is not straight-
forward if we seek to restore brain network function during
AD. Thus, understanding the basic principles of firing
homeostasis in neuronal circuits is required. Perhaps a broad
outlook on brain network circuit damaging processes could
offer new therapeutic targets and strategies for restoring
brain functions.
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Purpose. The advancements in the next-generation sequencing (NGS) techniques have allowed for rapid, efficient, and cost-time-
effective genetic variant detection. However, in both clinical practice and research setting, sequencing is still often limited to the use
of gene panels clinically targeted on the genes underlying the disease of interest. Methods. We performed a neurogenetic study
through an ad hoc NGS-based custom sequencing gene panel in order to screen 16 genes in 8 patients with different types of
degenerative cognitive disorders (Alzheimer’s disease, mild cognitive impairment, frontotemporal dementia, and dementia
associated with Parkinson’s disease). The study protocol was based on previous evidence showing a high sensitivity and
specificity of the technique even when the panel is limited to some hotspot exons. Results. We found variants of the TREM2 and
APP genes in three patients; these have been previously identified as pathogenic or likely pathogenic and, therefore, considered
“disease causing.” In the remaining subjects, the pathogenicity was evaluated according to the guidelines of the American
College of Medical Genetics (ACMG). In one patient, the p.R205W variant in the CHMP2B gene was found to be likely
pathogenic of the disease. A variant in the CSFIR and SERPINII genes found in two patients was classified as benign, whereas
the other two (in the GRN and APP genes) were classified as likely pathogenic according to the ACMG. Conclusions.
Notwithstanding the preliminary value of this study, some rare genetic variants with a probable disease association were
detected. Although future application of NGS-based sensors and further replication of these experimental data are needed, this
approach seems to offer promising translational perspectives in the diagnosis and management of a wide range of
neurodegenerative disorders.

1. Introduction ranging from a slowness in some motor activities to an overt
parkinsonism. Dementia affects approximately 47.5 million
Dementia comprises a group of degenerative disorders lead-  cases worldwide, with 7.7 million new cases reported annu-

ing to a progressive decline in cognitive function and, in  ally [1]. Similar to other degenerative disorders, no disease-
some cases, to changes in behavior and motor impairment, = modifying treatment is available for primary dementia and
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an early diagnosis is one of the best predictors of the disease
outcome [2, 3]. In this context, an in-depth understanding of
the molecular basis for dementia can provide a path for an
early diagnosis and the development of new targeted treat-
ment modalities.

As in any other degenerative disease, genetics is a critical
risk factor for dementia, with 5-10% of the cases being famil-
ial, often attributed to different genes [4, 5]. However, it is
likely that evaluating the incidence of familial cases based
only on clinical observation leads to an underestimation of
the real number of cases, since other medical conditions
may be the cause of death for presymptomatic individuals
before the onset of neurodegeneration. Furthermore, genetic
testing is still not a universally recommended diagnostic tool
for dementia [6-8]. Thus, clinicians who choose to use
genetic testing often engage in the screening of a small subset
of genes, with a focus on the genotype of patients with known
variants with high penetrance, rather than on the sequencing
of all genes of the disease. These clinical considerations and
the high cost of the testing lead to a significant bias in the esti-
mation of the incidence rates, which cannot be considered
epidemiologically accurate.

As a general rule, degenerative cognitive and movement
disorders may be caused, at least in part, by single, patho-
genic variants (monogenic) or by multiple, small effect, vari-
ants (oligogenic) that synergistically act to mediate disease
expression [9]. In this context, the application of new
methods, such as the next-generation sequencing (NGS)
techniques, has led to rapid and efficient genetic variant
detection along with a reduction of the cost.

Three types of NGS applications are currently available in
the clinical setting: the whole-genome sequencing (WGS),
the whole-exome sequencing (WES), and the targeted gene
panels [10]. While WGS is a nonspecific approach evaluating
the entire genome information of an individual, WES targets
only the protein-coding regions of the genome, based on the
evidence that disease-associated variants are significantly
overrepresented in their coding regions. However, although
WES is the most frequently used approach, it has some
limitations [10]. For instance, its cost still remains high when
employing adequate coverage, which makes the cumulative
cost for studies using large sample sizes expensive. A second
challenge is that this approach often provides an excessive
amount of genetic variations from the exome that often over-
whelms researchers, especially if a genetic diagnosis is
required for genotype-specific treatments. Another issue is
that it generates secondary findings that are sometimes unre-
lated to the disease of interest [11]. Conversely, the use of tar-
geted gene panels focuses on the specific genes potentially
underlying the disease under investigation [9].

The recent improvement of technology employed in the
genetic testing of neurodegenerative disorders has seen the
introduction of powerful parallel DNA sequencing methods
that allow researchers to systematically screen individual
genomes for the sequencing of DNA variations at base-pair
resolution [12]. The technological improvement has also
helped to address the question on missing hereditability
and to uncover novel potentially pathogenic genetic variants.
Therefore, the targeted sequencing of a clinically significant
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gene panel may lead to an efficient technique that is also
cost-time effective when compared to the use of Sanger
sequencing [13].

In this pilot study, we used an ad hoc NGS-based custom-
designed sequencing gene panel to identify genetic variants
in patients with degenerative cognitive disorders, namely,
Alzheimer’s disease (AD), mild cognitive impairment
(MCI), frontotemporal dementia (FTD), and dementia asso-
ciated with Parkinson’s disease (PD). In clinical practice,
their identification and differential diagnosis are often chal-
lenging, and despite the improvements in diagnosis due to
biomarker testing, dementias can have overlapping symp-
toms and may share common genetic background [14]. In
this scenario, genetic testing can help the diagnosis, uncover
the specific etiology of the disease, provide information for
the family, and indicate eligibility for clinical trials.

The tool used in this study allowed to screen for variants
in 16 genes implicated in neurodegenerative disease path-
ways. The study protocol was based on previous evidence
by Beck and colleagues [13], who showed a high sensitivity
and specificity of the technique even when the panel is lim-
ited to some hotspot exons. More work is needed to improve
information available in the literature and databases about
the pathogenicity and penetrance of variants. For this reason,
the further molecular characterization of patients helps to
provide additional evidence for the clinical and mutational
heterogeneity of dementia and to better define the
genotype-phenotype correlation. This is relevant not only
for a deeper understanding of dementing processes but also
for the genetic counseling and therapeutic approach of
patients and relatives.

2. Materials and Methods

2.1. Participants. The genetic panel was tested in 8 patients (4
females) with one of the following clinical diagnosis: AD
(n=2), MCI (n=2), FTD (n = 2), and PD-associated demen-
tia (n =2). The age at the time of examination ranged from
34 to 87 years, whereas the age range at onset was between
32 and 84 years. Table 1 summarizes the relevant clinical
and demographic data and the main laboratory and instru-
mental findings. All participants were Caucasian and of
Sicilian ancestry.

Family history was collected through a detailed interview
with a first-degree relative or the proband spouse. The clini-
cal and past medical history of each patient was collected,
and all of the available documents related to the affected
members (e.g., medical records, certificates, and drug pre-
scriptions) were acquired. In four subjects (patients 2, 4, 5,
and 6), a family history of neurodegenerative disease was
reported, whereas the other four cases were considered
sporadic, as determined by the patient recall and confirmed
by the caregivers. All clinical diagnoses were supplied by a
trained neurologist, in accordance with the current diagnos-
tic criteria for AD [15], MCI [16], FTD [17], and PD-
dementia [18]. Recruitment occurred between July 2017
and October 2018.

All subjects (or their legal guardians) gave their informed
consent for inclusion before they participated in the study.
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The study was conducted in accordance with the Declaration
of Helsinki of 1964 and its later amendments, and the proto-
col was approved by the Ethics Committee of the Oasi
Research Institute-IRCCS in Troina, Italy (approval code:
2018/07/18/CE-IRCCS-OASI/14).

2.2. NGS Sequencing. Blood samples were collected from all
patients. DNA and plasma were obtained according to stan-
dard procedures. Genomic DNA was isolated from lympho-
cytes using the salt chloroform extraction method, checked
for degradation on agarose gel, and quantified by the Qubit
2.0 Fluorometer. The Ion AmpliSeq™ Dementia Research
Gene Panel [13] was used to identify genetic variations asso-
ciated with dementia. This panel contains 214 amplicons in 2
pools.

A polymerase chain reaction amplicon-based library
preparation (AmpliSeq Designer software, Life Technologies,
CA, USA) was used to screen the following dementia disease
genes: PRNP (prion protein; Ex2), APP (amyloid precursor
protein; Ex1, 3, 4, 9, 10, 12, 13, 15-18), PSENI (presenilin 1;
Ex2-12), PSEN2 (presenilin 2; Ex5-8, 13), GRN (granulin;
Ex1-13), MAPT (microtubule-associated protein tau; Ex2,
6-14, coverage 98%), TREM?2 (triggering receptor expressed
on myeloid cells 2; Ex1-5), CHMP2B (charged multivesicular
body protein 2b; Ex5-6), CSFIR (colony stimulating factor 1
receptor; Ex12-22), FUS (fused in sarcoma; Ex3, 5, 6, 12-15),
ITM2B (integral membrane protein 2B; Ex6, coverage = 98%
), NOTCH3 (notch receptor 3; Ex3-4), SERPINII (serpin
family I member 1; Ex2-9), TARDBP (TAR DNA binding
protein; Ex2-6), TYROBP (TYRO protein tyrosine kinase
binding protein; Ex1-5), VCP (valosin-containing protein;
Ex1-17), and SQSTM1 (sequestosome 1; Ex1, 2-8, coverage
=98%), according to Beck and colleagues [13].

Template preparation, clonal amplification, recovery,
and enrichment of template-positive Ion Sphere™ Particles
and loading of sequencing-ready Ion Torrent semiconductor
chips (Ion 314) were performed with the Ion Chef™ System.
Sequencing runs were performed using the Ion S5 Sequenc-
ing kit (Thermo Fisher Scientific). Data of runs were proc-
essed using the Ion Torrent Suite 5.10, Variant Caller 5.10,
Coverage Analysis 5.10 (Thermo Fisher Scientific), Ion
Reporter (Thermo Fisher Scientific), and/or wANNOVAR
tools [19]. DNA sequences were displayed by using Inte-
grated Genomics Viewer [20]. Sanger sequencing was per-
formed to confirm all mutations.

Variants were assessed using the PolyPhen-2, SIFT,
MutationTaster, FATHMM, and PROVEAN software tools.
Additionally, the CADD database was used to classify vari-
ants as harmful or not based on a numerical cut-off value
(>20 = harmful). We removed all the common variants
(minor allele frequency > 1%) reported in the public data-
bases 1000 Genome Project and Exome Sequencing. Accord-
ing to these databases, variants can be classified as tolerated,
deleterious, benign, neutral, harmful note, and harmful.
Finally, based on the American College of Medical Genetics
(ACMGQG) guidelines [21], an evidence of pathogenicity was
assigned to each variant identified as follows: 1 (benign), 2
(likely benign), 3 (uncertain significance), 4 (likely patho-
genic), and 5 (pathogenic).

3. Results

NGS analysis by using the 16 abovementioned genes panel
(PRNP, PSEN1, PSEN2, APP, GRN, MAPT, TREM2,
CHMP2B, CSFIR, FUS, ITM2B, NOTCH3, SERPINII,
TARDBP, TYROBP, and VCP) was successfully completed
in all patients. By using the Ion AmpliSeq™ Dementia
Research Gene Panel [13], we saw an average of 98% of bases
at >20x coverage. The average read depth per sample was
420x. The number of variants/patient was ~180.

Table 2 illustrates the patients in whom the variants were
revealed, as well as the position, gene inheritance pattern,
type (splicing, missense, and others), genotype, and which
ones were already known. In particular, the variants c.482
+2T>C in the TREM2 gene [22], the c.C613T in the
CHMP2B gene [23, 24], and the c.G2137A in the APP gene
[25] were already known. Conversely, the variants
¢.G2239A in the CSFIR gene, the c.G289A in the SERPINI
gene, the c.C110G in the GRN gene, and the c.G1604A in
the APP gene were not previously described.

Table 3 shows the results of the in silico analysis of the
variants that resulted pathogenic according to the established
classification criteria and provided data on the allelic fre-
quency in the general population. All Sanger-sequenced var-
iants were in accordance with the NGS results.

4. Discussion

4.1. Main Findings. The development of NGS sequencing
technology has allowed for a rapid and efficient analysis of
several genes simultaneously, thus providing significant clin-
ical advantages, especially for the diagnosis of complex dis-
eases with high genetic heterogeneity (i.e., different genes
responsible for the same clinical phenotype), such as cogni-
tive impairment and movement disorders.

In this study, we support previous evidence by Beck and
colleagues [13] by showing that, although limited to some
hotspot exons, the panel has a high sensitivity and specificity.
The possibility to screen the main genes involved in demen-
tia, including the early-onset forms, with a good probability
of success and at a relatively reduced cost, is the main advan-
tage. On the other hand, the fact that only a few exons in a
limited number of genes can be examined is a limitation.
The exoma-trios approach, although more expensive, would
probably disclose additional results. Nevertheless, prior to
ordering genetic testing, clinicians must determine the
appropriate genes to test and the best type of genetic test to
use. Without this analysis, interpretation of genetic results
is difficult. Patients and relatives should be counseled about
the benefits and limitations of the different types of genetic
tests, so they can make an informed decision about testing.

In our study, the application of a customized panel of 16
dementia-associated genes in 8 patients allowed to identify
one or more variants and related pathogenetic role. Some of
these variants were not reported before, whereas others were
already known. Namely, mutations of the TREM2 (patients 1
and 2), CHMP2B (patient 3), and APP (patient 5) genes have
already been found to be pathogenic or likely pathogenic in
the literature and, therefore, they can be considered “disease
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TABLE 2: Patients’ genetic features.

Patient's Chromosome  Gene Inheritance  Mutation Variant Protein Genotype Reference dbSNP

number pattern type number
Autosomal . c.482 Paloneva et al.

1 6 TREM2 recessive Splicing 2TSC Homozygous [22] rs386834144
Autosomal L. c.482 Paloneva et al.

2 6 TREM2 recessive Splicing +2TSC — Homozygous [22] rs386834144
Autosomal . Kim et al. [23]

3 3 CHMP2B dominant Missense  c.C613T  p.R205W Heterozygous Zhang et al. [24] rs373536428

4 5 CSFIR Aut0§0mal Missense  ¢.G2239A  p.G747R Heterozygous This study rs41355444
dominant

5 21 APP Auto§omal Missense  ¢.G2137A  p.A713T Heterozygous Carter et al. [25]  rs63750066
dominant

6 3 SERPINII ﬁut"?"mal Missense  c.G289A  p.V97I Heterozygous  This study 1561750375

ominant

7 17 GRN Auto§omal Missense  ¢c.C110G  p.A37G Heterozygous This study No data
dominant

8 6 APP ﬁuto§oma1 Missense ¢.G1604A p.R535H Heterozygous This study No data

ominant

causing” [26]. In patient 3, a segregation within the family
was not reported, and the same variant has been described
also in patients with different phenotypes [23, 24] and not
in the general population; therefore, further functional stud-
ies are needed.

In the remaining patients, given that the variants were
not present in the databases (HGMD, ClinVar), the pathoge-
nicity was evaluated according to the ACMG guidelines [21].
The variants found in patients 4 and 6 (CSFIR and SERPINII
genes) should be classified as classes 2 and 1, respectively,
whereas the other two variants (GRN gene in patient 7 and
APP gene in patient 8) should be both classified as class 4.
Of note, the missense p.R535H mutation in patient 8 was
located in a relevant functional “collagen-binding” domain
of the APP protein. In particular, the specific binding of the
APP to extracellular matrix molecules suggests that APP reg-
ulates cell interactions and has a function as a cell adhesion
molecule and/or substrate adhesion molecule [27].

To summarize, four new variants have been identified in
our study. While in patients 4 and 6 the variant has been clas-
sified as benign or likely benign, thus not playing a significant
pathogenic role, in patients 7 and 8, the in silico analysis, the
data from CADD_phred, and the absence of the variant in
the general population allow to hypothesize a pathogenic
role. However, additional functional studies and further data
supporting a potential pathogenicity (e.g., allelic frequency in
the ethnic population, segregation within the family, effects
at the protein level, and protein domain) are needed.

To date, the role for novel variants of unknown signifi-
cance in both common and rare dementia-associated genes
has not been exhaustively elucidated, although some novel,
likely pathogenic variants have been recently reported in Ital-
ian patients with dementia [28]. In our study, the splicing
variant c.482+2T>C was found on the TREM2 gene in
patients 1 and 2, who were not relatives, not even distant.
Given the prevalence of this variant in Italy and particularly

in the Sicilian population (6/20 alleles, 30%) [22, 29], the
occurrence of a “founder effect” might be hypothesized. Fur-
ther studies with larger samples are necessary, although these
data may help in disentangling the role of the genetic variant
observed [30].

The present results also support the hypothesis that
early-onset dementia may be the result of interconnected
mechanisms that lead to neurodegeneration where the impli-
cation of the same genes can be seen in one or more systems
[31, 32]. Most of the genes tested here play a pivotal role in
multiple cellular pathways rather than being involved in a
single form of dementia. Some of these pathways include
the energy metabolism, the phospholipid and cholesterol
efflux, the intracellular and vesicle trafficking, and the
neuronal-viability and survival that are usually compromised
in every neurodegenerative process and involve several other
molecular actors [32].

This implicates a potential additive/synergic effect in
early-onset forms of dementia associated with the inter-
and intrafamilial expressivity, as recently demonstrated by
using a NGS-based analysis in patients with early-onset
dementia [12]. For instance, the TREM?2 gene, coding for a
microglial lipid sensor that interacts with several factors
involved in the metabolism of lipids, could decrease the
occurrence threshold of dementia [33]. This means that
TREM?2 mutation can cause an aberrant innate immune cell
signaling that contributes to several neurodegenerative path-
way initiations and propagations [12], including those
involved in FTD and PD-dementia [32].

It also appears that early-onset cases are associated with
rare variants or risk alleles, which can help in correlating
genotype and phenotype. Overall, these findings strengthen
the use of an exome/whole NGS approach and stimulate
studies on larger samples and with expanded panels of candi-
date genes. In the specific case of the AD patient carrying the
GRN mutation, since missense mutations do not affect the
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progranulin levels, a pathogenic role seems unlikely. How-
ever, as no functional study has been performed, we cannot
exclude a pathogenic role other than “loss of function”, being
this gene implicated in the pathophysiological mechanisms
leading to AD [12].

The NGS-based custom-designed resequencing panel
used in our study has proven to be a rapid and accurate diag-
nostic sensor for the in-parallel screening of several neurode-
generative genes, thus allowing to identify disease-specific
risk markers and potentially overlapping pathways across
the most common dementing diseases. Moreover, after the
library preparation, we could analyze the genetic data for
24 samples in less than 30 h.

Finally, data from targeted NGS panels may provide fur-
ther insights on the genes implicated in neuronal plasticity
and microglial neurogenesis. In particular, an intriguing rela-
tionship between some causative gene expressions and
changes in synaptic morphology and neuronal plasticity has
recently been identified. For instance, the APP gene family
and its products are able to modulate phenomena of hippo-
campal long-term plasticity [34], as well as the microglial
TREM?2 gene might have a role in the synaptic loss depending
on the AD stage [35], whereas the CHMP2 gene regulates
synaptic plasticity in dendritic spines [36]. Accordingly,
genetic studies could pave the way for the in vivo and “real-
time” functional evaluation of cortical circuits by using non-
invasive brain stimulation techniques (NIBS) [37-39] and
even for the NIBS-related neurobiological after-effects (gene
activation/regulation, de novo protein expression, morpho-
logical changes, changes in intrinsic firing properties and
modified network activities resulting from changed inhibi-
tion, homeostatic processes, and glial function) [40-42]. In
patients with causative mutations, genetic findings, coupled
with clinical, psychocognitive, neuroradiological, and elec-
trophysiological data, will allow to adopt preventive strate-
gies in the presymptomatic stage, to start treatment since
the very early stages of the disease [43-46] and to multidi-
mensionally monitor the disease progression [47, 48].

4.2. Limitations. The main limitation of this study is its small
sample size that precludes data generalization and further
conclusions and, therefore, it should be considered
preliminary.

Despite its efficiency and rapidity, NGS approaches have
some limitations. One of these is that the sensor cannot dis-
cover novel disease loci, since it only captures variants within
the selected genes and related exons. Another limitation is
that it cannot capture multinucleotide repeat expansions in
genes, which is, however, a limitation that characterizes all
NGS platforms [49]. Indeed, the current NGS methods can-
not help in the detection of some neurological conditions,
such as Huntington’s disease, Friedreich’s ataxia, Fragile X
syndrome, myotonic dystrophy, and a subset of spinocere-
bellar ataxias (diagnoses not included in the present
study), that are caused by multinucleotide repeat expan-
sions [50, 51]. Further studies that aim at the identifica-
tion of new mutations in genes apart from the ones that
the exons describe or those located in the conventional
splicing sites are needed.

Neural Plasticity

A third limitation lies in the fact that genetic penetrance
and expressivity differ because of the modifier genes, allelic
variations, environmental factors, and complex environmen-
tal and genetic interactions, thus explaining, at least in part,
the phenotype differences observed in these patients.
Another caveat is that in silico analyses require cautious han-
dling and further evidence within the clinical and diagnostic
setting to predict the effects produced by each variant needed
to refuse or support the pathogenetic role of new variants in
the daily clinical practice [30].

Finally, as commonly observed in this type of study, the
pathogenicity of genetic variants in late-onset diseases
through mechanisms of segregation of the variant within
the family is complex and often challenging for different rea-
sons (e.g., the unavailability of DNA from the parents of the
patient or a late onset of the clinical phenotype in other fam-
ily members, such as siblings or cousins). In the present
study, the sequencing was not performed in the family mem-
bers of the four patients with family history of dementia and,
therefore, we could not verify whether the affected relatives
were carriers of the same variants. The verification of the role
played by polygenic risk variants in dementia requires the
implementation of a systematic screening of both rare and
common variants in several dementia-associated genes and
in prospective cohorts.

Notwithstanding the abovementioned limitations and
the complex nature of neurodegenerative process and pro-
gression, we were able to detect some rare variants with a
probable, but not absolutely certain, disease association,
based on allele frequency in the general population and the
predictive score of multiple in silico software. As the etiology
of degenerative diseases is often heterogeneous and multiple
factors (e.g., dietary intake, traumatic brain injury, vascular
disease, infections, or toxin exposure) can confer a variable
risk to the disease onset and course, these genetic variants
(especially the novel variants) need future validations to
determine their effect size and the contribution to disease.
Of particular interest are variants in genes with multiple dis-
ease associations, as they may provide clues on the develop-
ment of innovative therapies. This further confirms the
evidence that dementia-associated genes do have pleiotropic
effects on different neurodegenerative disorders.

5. Conclusions

Notwithstanding the preliminary value and the limitations of
the study, the “targeted gene” panel used here might allow to
increase the number of potentially dementia-related variants
and to extend the clinical features associated with genetic
variants described in the TREM2, CHMP2B, APP, and GRN
genes. The development and continuous advances of NGS
technologies have opened an exciting window on the molec-
ular diagnostics of several diseases caused by mutations of a
large number of genes. Translationally, this technique has
demonstrated reliability and accuracy, along with a signifi-
cant reduction in DNA sequencing costs compared to tests
based on the Sanger method. The future application of
NGS-based sensors and the further replication of these
experimental data will replace the so-called “gene-by-gene”
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approach with a “panel of genes” strategy that offers promis-
ing perspectives in the diagnosis and management of demen-
tia and other neurodegenerative disorders.
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Most previous imaging studies have used traditional Pearson correlation analysis to construct brain networks. This approach fails
to adequately and completely account for the interaction between adjacent brain regions. In this study, we used the L1-norm linear
regression model to test the small-world attributes of the brain networks of three groups of patients, namely, those with mild
cognitive impairment (MCI), Alzheimer’s disease (AD), and healthy controls (HCs); we attempted to identify the method that
may detect minor differences in MCI and AD patients. Twenty-four AD patients, 33 MCI patients, and 27 HC elderly subjects
were subjected to functional MRI (fMRI). We applied traditional Pearson correlation and the L1-norm to construct the brain
networks and then tested the small-world attributes by calculating the following parameters: clustering coefficient (Cp), path
length (Lp), global efficiency (Eg), and local efficiency (Eloc). As expected, L1 could detect slight changes, mainly in MCI
patients expressing higher Cp and Eloc; however, no statistical differences were found between MCI patients and HCs in terms
of Cp, Lp, Eg, and Eloc, using Pearson correlation. Compared with HCs, AD patients expressed a lower Cp, Eloc, and Lp and an
increased Eg using both connectivity metrics. The statistical differences between the groups indicated the brain networks
constructed by the L1-norm were more sensitive to detect slight small-world network changes in early stages of AD.

1. Introduction

The human brain network has been proven to possess small-
world properties that confer several advantages [1, 2] includ-
ing high local and global efficiency (Eloc and Eg, respectively)
in information communication [3], optimal synchronization
of neural activity among different brain regions via central
hubs, and most importantly, protection of the brain from
random failure through redundant densely neighbored con-
nections and from targeted attacks under disease conditions,
due to high resilience conferred by high centrality and clus-
tering [4]. These brain neuronal networks are well balanced

and highly efficient, with local specialization and global inte-
gration [5].

Alzheimer’s disease (AD) is the most common type of
dementia; it is a neurodegenerative disease characterized by
memory loss in its early stages, followed by a progressive
decline in other behavioral and cognitive functions [6]. Mild
cognitive impairment (MCI) may be a transitional state
between healthy aging and AD, according to neuropatholog-
ical studies [7, 8], and an estimated 10-15% of MCI patients
convert to AD each year [9].

AD has been considered a disconnection syndrome
according to research by Delbeuck et al., implying that a


https://orcid.org/0000-0002-3630-0879
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/9436406

functional disconnection between distant brain areas could
plausibly explain the cognitive dysfunction in AD patients
[10], and changes in small-world properties may reflect this
disconnection. The clustering coeflicient (Cp) reflects the
connection status of the entire network, and the Eloc of the
network is described from the perspective of local informa-
tion transmission. The shortest path length (Lp) represents
the efliciency of the overall information transmission of the
network, and the Eg is a more intuitive measure of the rate
of information transmission across the network. Alterations
in small-world properties, particularly abnormal regions or
global changes, may serve as potential biomarkers for early
detection, diagnosis, and treatment evaluation [11]. Charac-
terizing the underlying architecture of brain networks may
contribute comprehensive insights into the pathogenesis of
network dysfunctional mechanisms in AD [12].

Many researchers have explored small-world brain net-
work properties in patients with AD and found inconsis-
tent results. Liu [13] and others found that patients with
AD demonstrated the largest clustering coefficients com-
pared to MCI patients and healthy controls. However,
YaPeng and colleagues [14] found that there was a decline
in clustering coefficients in AD patients compared with
healthy controls. According to a study by Lo et al. [15],
AD patients have an increased Lp and decreased Eg in
the white matter network. It is worth noting that studies
on the altered brain network pattern in AD patients have
not produced consistent results till date; this may be
attributed to differences in the disease stages in patients,
analytical approaches, and imaging modalities [16]. In this
study, we speculated that the analytical method may
explain the differences in the results to a certain extent.

The majority of previous brain network studies have been
based on threshold correlation, to localize the focal regions of
high connectivity [17-19]. A typical method is Pearson cor-
relation analysis, which constructs a time-series correlation
matrix for each study participant, and then calculates the
Pearson correlation coefficient for the brain regions of each
participant. A correlation coefficient value closer to 1 indi-
cates high synchronicity between the two brain regions.
The correlation is used as a measure of network connectivity
similarity between two regions; however, the main limitation
of correlation-based connectivity analyses is that it fails to
consider the interaction between adjacent regions [20]. In
addition to Pearson correlation, diverse methods are avail-
able for analyzing the similarity in fMRI data (between pairs
of time series and in a multivariate fashion); these include
partial correlation and mutual information. However, both
methods have certain limitations. First, although partial cor-
relation is a useful measure for removing confounding effects
in highly corrected networks after factoring out indirect
edges [21], it is obviously subject to the number of regions,
which must be smaller than the length of the time series
owing to the inverse covariance matrix [22]; therefore, it is
not used as extensively as the Pearson correlation. More
importantly, it has been demonstrated that the Pearson cor-
relation is more valid and reliable than the partial correlation
[23]. Second, mutual information is also a powerful method,
since it is sensitive in disclosing frequency-specific couplings;
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therefore, it is usually applied in the exploration of different
characteristics among different frequency bands of magneto-
encephalography or electroencephalography [23]. Addition-
ally, mutual information can reflect both, linear and
nonlinear dependencies [24]. In the present study, we used
an L1-norm regression model to construct a brain network,
which is also called sparse representation-based brain net-
work construction [20, 21, 25]. The Ll-norm regression
model fully considers the interaction between brain regions
when calculating the brain functional network. By using this
regression model, a sparse representation of brain connectiv-
ity can be obtained with only a few significant connections.
The contributions from insignificant or spurious connections
are nullified, making it relatively easier to interpret the con-
structed sparse connectivity. The linear regression model
enables a brain region to be represented (in terms of a time
series) by the linear combination of other brain regions, with
the contribution of every region reflected by the magnitude of
the regression coefficient (or connection strength). This
provides insight into the correlation between the specified
brain region and the rest of the regions, by filtering out the
insignificant or spurious connections; this has been exploited
in some previous studies. For instance, Wee et al. [20] and Li
et al. [25] proved that the L1-norm regression networks have
greater sensitivity and higher classification accuracy in
identifying patients, and Lee et al. [21] utilized the L1-norm
penalty to explore the differences in other network character-
istics (number of edges and clusters) within a lobe and
between lobes for comparing children with autism spectrum
disorders with pediatric control subjects. However, in the
first two cases, they concentrated on the classification accu-
racy via the support vector machine, instead of studying the
characteristics of small-world networks and the meaning of
the changed parameters of networks in patients. In this study,
we focused on studying the differences in parameters of
small-world networks constructed by both Pearson correla-
tion and L1-norm regression; the differences were evaluated
between the normal subjects and patients with AD and
MCI, with the purpose of providing some clues to the under-
standing of these conditions.

Most previous research used the network methods to
construct the network, and some of which focused on classi-
fication to patients and normal controls. In the present study,
we applied two network construction methods in graph the-
oretical analysis with statistical comparisons on the brain
network attributes. The statistical comparison of brain net-
work properties is just as important as the classification
papers as it can provide empirical evidence of disease-
related changes and help to reveal which regions are more
likely to be altered in the future (by using region-wise graph
theoretical metrics).

2. Materials and Methods

2.1. Subjects and Image Acquisition. Our study was approved
by the Ethics committee of Shanghai Huashan Hospital. A
total of 82 subjects were enrolled from this hospital; all par-
ticipants were categorized into three groups: healthy controls
(HGCs) (n = 27), patients with MCI (n = 37), and patients with
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TaBLE 1: Demographics and clinical information.

Characteristics HC (n=27) MCI (n=33) AD (n=24) P

Age 63.74 £7.80 68.00 + 9.89 67.54 +10.48 0.166*

Female/male 11/16 22/11 13/11 0.133°

MMSE 28.84+1.19 26.61 £ 1.66 21.46 +1.67 <0.001*

Data are presented as the means + standard deviations (SD). “The P value was obtained using one-way ANOVA. *The P value was obtained using the Pearson

chi-squared test.

AD (n=28). AD patients were diagnosed by a qualified neu-
rologist using criteria for amnestic AD, which include a cul-
turally adapted Chinese version of the Mini-Mental State
Examination (CM-MMSE) scores of between 12 and 27
(inclusive) and clinical dementia rating (CDR) scores of 1
or 2. MCI patients had MMSE scores of between 23 and 30
(inclusive) and CDR scores of 0.5 or 1, and the HCs had
MMSE scores of between 26 and 30 (inclusive) and CDR
scores of 0. The data for 8 subjects (4 patients each, with
AD and MCI) were excluded owing to excessive motion.
Details regarding the clinical and demographic data of the
remaining 74 subjects are shown in Table 1; there were no
significant differences among the three groups in terms of
gender or age.

All subjects underwent whole-brain resting-state func-
tional magnetic resonance imaging (fMRI) with a 3.0 T Sie-
mens Verio scanner. Resting-state BOLD functional fMRI
data were collected using an echo-planar imaging (EPI)
sequence with the following scanning parameters: TR =
2000 ms, TE =35ms, FOV =25.6 cm x 25.6 cm, flip angle =
90°, matrix size = 64 x 64, slices = 33, and slice thickness = 4
mm, with no slice gap. Subjects were instructed to stay awake,
keep their eyes open, and minimize head movement; no
other instructions were provided.

2.2. Image Analysis

2.2.1. Data Preprocessing. Unless specifically stated other-
wise, all preprocessing was performed using statistical para-
metric mapping (SPM8, http://www.filion.ucl.ac.uk/spm).
The first 5 images were discarded considering the magnetiza-
tion equilibrium, and the remaining 155 images were cor-
rected for the acquisition time delay among different slices.
The images were then realigned to the first volume for
head-motion correction. The fMRI images were further spa-
tially normalized to the Montreal Neurological Institute
(MNI) EPI template and were resampled to a 2mm cubic
voxel. Several sources of spurious variance including the esti-
mated motion parameters, linear drift, and average time
series in the cerebrospinal fluid, and white matter regions
were removed from the data through linear regression.
Finally, temporal band-pass filtering (0.03-0.06 HZ) was per-
formed to reduce the effects of low-frequency drift and high-
frequency noise [26, 27].

The time course of head motion was obtained by estimat-
ing the translations in each direction and the angular rota-
tions around each axis for each of the 155 consecutive
volumes. All the subjects included in this study exhibited a
maximum displacement of less than 3mm (smaller than

the size of a voxel in plane) at each axis and an angular
motion of less than 3 degrees for each axis.

2.3. Brain Network Construction

2.3.1. Anatomical Parcellation. The registered fMRI data
were segmented into 90 regions (45 for each hemisphere)
using an automated anatomical labeling template [28, 29],
which has been used in several previous studies [26]. For each
subject, a representative time series of each individual region
was then obtained by simply averaging the fMRI time series
over all voxels in this region.

2.3.2. Brain Networks Constructed through Pearson
Correlation Analysis. The Pearson correlation coefficients of
each area were calculated for each pair of 90 functionally con-
nected regions. Considering the brain regions as a set of
nodes and the correlation coefficients as signed weights on
the set of edges, the functional connectivity examines interre-
gional correlations in neuronal variability [25]. The sparse
brain functional connectivity of the ith and jth ROI can be
solved using the following formula:

Y lxi(t)=<x; > | (1) —<x;> ]

r(x,x;) =
] \/ZtT:I e (1)=<x; > PE oy [x(0)-<x;> ]

» (1)

where T is the total number of time points, x; is the time
series of the ith ROIL x,(t) is the tth time point of the ith
ROL x; is the average of the time series of the ith subject, <

x; > is the mean time series of the ith ROL, and r(x;, x;) is

the weight vector that quantifies the degree of influence of
the ith ROI to the jth ROI given that i # j.

The absolute r values were then converted into a binary
connection matrix to construct a graphic model of a brain
network.

All other considered topological properties were calcu-
lated using Gretna software. They included the small-world-
liness, Cp, Lp, Eg, and Eloc; each of which has previously
been described and used in several studies. Table 2 provides
an overview of the parameters and their meanings in brain
functional networks.

2.3.3. Brain Networks Constructed through LI-Norm Linear
Regression Model [22]. In order to provide an adequately
complete interaction between many brain regions, we forced
the inferred connectivity networks via L1-norm regulariza-
tion. Using a total of M ROIs, the regional mean time series
of the pth ROI for the nth subject, y7, is a response vector that
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TaBLE 2: Statistical difference in small-world parameters through the Pearson correlation analysis and the sparse L1-norm regularization

method.

Small-world parameter Cp Lp Eg Eloc Sigma Lambda Gamma
HCs & MCI Pearson X X X X X X N
HCs & MCI L1-norm v X X v v v v
HCs & AD Pearson v v v v X N v
HCs & AD L1-norm v Y, v N v i N

“x“implies no statistical difference between two groups at any threshold. “+/“ implies a statistical difference (P < 0.05) between two groups at certain thresholds.

can be estimated as a linear combination of time series of
other ROIs, as follows:

Yy =Apa, + e, (2)
where e is the error; yj = [y7(1);y,(2; -5y, (T)] with T
being the number of time points in the time
series;A;=y?,---,y;_l,y;‘+1,---,y1’ﬁ,[ is a data matrix of
the pth ROI (all time series except for the pth ROI),
and aj =af;-sap a0, ;5o is the weight vector
that quantifies the degree of influence of other ROIs to
the pth ROI The sparse brain functional connectivity
modeling of the nth subject and pth ROI can be consid-
ered a standard Ll-norm-regularized optimization prob-
lem, with the following objective function:

() -3

where A >0 is the regularization parameter controlling
the “sparsity” of the model, with a higher value corre-

sponding to a sparser model; i.e., more elements in oc;’

j”‘ (3)

n_ AN N
Yo~ Ap%

n
%

>
1

are zero. A was preselected.

2.4. Small-World Properties of the Brain Functional Networks
Based on Two Methods. All the considered small-world prop-
erties including the Cp, Lp, Eg, and Eloc were calculated
using Gretna software. Statistical comparisons of small-
world properties between AD and HCs and MCI and HCs
were performed through a two-sample two-tailed ¢-test for
each value in the same sparsity degrees of 0.10 to 0.50, with
an interval of 0.01 (P < 0.05, Bonferroni correction).

3. Results

3.1. Judgment of Small-World Attributes. Figure 1 shows the
brain function connectivity matrix of a normal subject and
an AD patient obtained by the Pearson correlation and L1-
norm regularization method, and Supplementary Figure 2
represents the mean FC matrices of NC, MCI, and AD
patients obtained through the two methods. As it can be
seen from the figures, the networks constructed by L1-
norm regularization are more sparse.

The gamma indicates the ratio of the clustering coeffi-
cients between the real and random networks, the lambda
implies the ratio of the path length between real and random
networks, and the sigma is a scalar quantitative measurement

of the small-worldliness of a network. If gamma >1 and
lambda = 1, and/or sigma = gamma/lambda > 1 in a network
fit, it implies the network has small-worldliness.

The sigma, lambda, and gamma of the brain networks
of AD and MCI patients and HCs generated through the
Pearson correlation and L1-norm modeling are shown in
Supplementary Figure 1. The fit y>1 and A=1 in both
groups (Supplementary Figure 1); therefore, the functional
networks of AD and MCI patients and HCs fit the
definition of small-worldliness [30].

3.2. Altered Small-World Properties of Functional Networks in
AD Patients. Using the L1-norm regularization method, AD
patients showed a lower Cp and Eloc compared to the HCs
(Figures 2(a) and 2(c)) and a lower Lp and higher Eg
(Figures 2(b) and 2(d)). Pearson correlation analysis yielded
similar results (Figures 2(e) and 2(h)).

3.3. Changes in Small-World Properties in MCI Patients
through the LI-Norm Linear Regression Modeling Method.
Using the L1-norm regularization method, we found a higher
Cp and Eloc in MCI patients (Figures 3(e) and 3(g)); how-
ever, there was no statistical difference between the MCI
and HC groups in terms of Lp and Eg (Figures 3(f) and
3(h)). However, MCI patients exhibited no statistical dif-
ferences from HCs in Cp, Lp, Eg, and Eloc through Pear-
son correlation analysis (Figures 3(a)-3(d)). The statistical
differences in small-world parameters between AD patients
and HCs and MCI patients and HCs according to the two
methods are presented in Table 2, and the P values are
shown in Tables 3 and 4.

4. Discussion

In the present study, we have applied two kinds of network
construction methods in graph theoretical analysis with sta-
tistical comparisons on the brain network attributes among
healthy controls and patients with MCI and AD. The statisti-
cal comparison of brain network properties can provide
empirical evidence of disease-related brain network changes
and may help to identify which brain regions are more vul-
nerable to the disease.

4.1. Two Network Constructing Metrics on Small-World
Networks in AD Patients. In the present study, we used the
L1-norm regularization and Pearson correlation to construct
brain functional networks, and our results revealed that the
small-world properties of the networks in MCI and AD
patients were disrupted compared to HCs. Both methods
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FIGURE 1: (a, b) Images representing the brain function connectivity matrix of a normal subject and an AD patient obtained by the Pearson
method. (¢, d) Images showing the brain function connectivity matrix of a normal subject and an AD patient is obtained by constrained sparse
method. It can be clearly seen from the figure that the constraint sparse method calculates that the number of connections is sparser.

used in the present study manifested similar results in AD
patients. Furthermore, the sparse Ll-norm regularization
method detected differences between MCI patients and
HCs in terms of Cp and Eloc that were not revealed by the
Pearson correlation method. The network constructed via
L1-norm is relatively more sensitive to detecting changes in
brain networks at early stages of AD.

The sparse L1-norm regularization and Pearson corre-
lation results revealed that Cp and Eloc increased in MCI
patients compared to HCs; however, the Pearson correla-
tion results showed no significant differences in small-
world properties between MCI patients and HCs. Here,
we considered the L1-norm regularization to be more sen-
sitive in detecting changes in brain networks during dis-
ease progression.

Different AD small-world characteristics in previous
studies may have several possible explanations. Firstly, AD
subjects may have been at different stages of the disease
[16], or researchers may have applied different research
approaches to construct the brain networks, which obviously
cannot overlap among studies. The third explanation is
diverse brain network connectivity metrics among different

studies. The main connectivity metrics are wavelet correla-
tion [31, 32], Pearson correlation [16, 33], and synchroniza-
tion likelihood [34] among others. Different methods have
distinct emphases, resulting in various areas of application.
For instance, wavelet correlation, mutual information, and
synchronization likelihood are relatively sensitive to reveal
frequency-specific couplings; therefore, they are often
expected to focus on different characteristics among different
frequency bands [25, 35]. The rationale for comparing only
the Pearson correlation and L1-norm regression in this study
has been described in the Introduction. In this study, we used
two methods to study brain network topology connections;
our results indicate that the network constructed through
Ll-norm is more sensitive in detecting brain network
changes at early stages of AD than traditional the Pearson
correlation analysis. Lastly, the temporal band-pass filtering
frequency intervals of fMRI data have been shown to influ-
ence small-world characteristics [35]. The small-world topol-
ogy exhibited variations in different frequency intervals, and
the small-world topology connections were most prominent
from 0.03 to 0.06 Hz [35]. Therefore, different studies using
different frequency bands may affect the research results.
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FIGURE 2: Small-world network parameters of the HCs (grey line) and AD patients (red line) using Pearson correlation (a-d) and sparse L1-
norm regularization (e-f). Shaded areas indicate the standard error.
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FIGURE 3: Small-world network parameters of the HCs (grey line) and MCI patients (blue line) using Pearson correlation (a-d) and sparse L1-
norm regularization (e-f). Shaded areas indicate the standard error.

4.2. Changes of Small-World Parameters in AD and MCI
Patients. AD is associated with regional brain damage, and
the first degenerative changes in the progression of the dis-

ease occur in the medial temporal lobe, including the hippo-
campus and entorhinal cortex [36]. The change in structure
may be related to changes in functional connectivity; AD is
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TAaBLE 3: P values of statistical tests on the small-world parameters using the Pearson correlation.
Pearson
HCs-MCI HCs-AD

Density Cp Lp Eloc Cp Lp Eloc Eg
0.10 0.1268 0.9187 0.1155 0.9525 0.0003 0.2392 0.0037 0.2360
0.11 0.3087 0.9684 0.2561 0.8327 0.0015 0.0015 0.0015 0.1167
0.12 0.2659 0.9690 0.2193 0.8313 0.0056 0.1149 0.0447 0.1338
0.13 0.4545 0.7472 0.4051 0.6461 0.0053 0.1526 0.0309 0.1665
0.14 0.5202 0.7936 0.4554 0.7249 0.0142 0.1386 0.0679 0.1429
0.15 0.5859 0.9621 0.3493 0.8537 0.0294 0.1636 0.0811 0.1651
0.16 0.4722 0.9518 0.1644 0.9834 0.0274 0.1316 0.0453 0.1332
0.17 0.5262 0.8694 0.2357 0.9360 0.0243 0.1051 0.0554 0.1043
0.18 0.5761 0.9350 0.2965 0.9977 0.0227 0.1123 0.0379 0.1089
0.19 0.6939 0.9829 0.4784 0.9780 0.0405 0.0755 0.0529 0.0751
0.20 0.5394 0.9560 0.2543 0.9457 0.0602 0.0692 0.0809 0.0702
0.21 0.4987 0.9668 0.2059 0.9706 0.0621 0.0606 0.0613 0.0610
0.22 0.6309 0.9575 0.3123 0.0948 0.0514 0.0460 0.0540 0.0453
0.23 0.8353 0.9446 0.4697 0.9571 0.0530 0.0509 0.0779 0.0517
0.24 0.9606 0.9696 0.7109 0.9354 0.0581 0.0419 0.1052 0.0421
0.25 0.8044 0.9403 0.4114 0.9264 0.0513 0.0431 0.0597 0.0428
0.26 0.9847 0.8136 0.7172 0.8084 0.0757 0.0492 0.0788 0.0489
0.27 0.8434 0.8457 0.9301 0.8383 0.0986 0.0475 0.1162 0.0469
0.28 0.8173 0.7518 0.8996 0.7447 0.1258 0.0457 0.1949 0.0449
0.29 0.7488 0.7970 0.7585 0.7904 0.1113 0.0547 0.1781 0.0536
0.30 0.7482 0.8693 0.8552 0.8633 0.1158 0.0586 0.1667 0.0564
0.31 0.7721 0.9482 0.8242 0.9617 0.0840 0.0452 0.0961 0.0443
0.32 0.8327 0.9876 0.9435 0.9967 0.0709 0.0376 0.0614 0.0367
0.33 0.8401 0.9403 0.9304 0.9254 0.0835 0.0291 0.1004 0.0282
0.34 0.7937 0.9522 0.9274 0.9656 0.0812 0.0289 0.0763 0.0282
0.35 0.7832 0.8418 0.8605 0.8518 0.0788 0.0388 0.1017 0.0382
0.36 0.8013 0.9321 0.8800 0.9439 0.0692 0.0321 0.0895 0.0315
0.37 0.8055 0.8433 0.7944 0.8546 0.0632 0.0288 0.0927 0.0282
0.38 0.7331 0.7647 0.7207 0.7751 0.0577 0.0344 0.0749 0.0337
0.39 0.7362 0.7284 0.6966 0.7359 0.0635 0.0688 0.0919 0.0678
0.40 0.7569 0.6168 0.7407 0.6229 0.0705 0.0652 0.0762 0.0644
0.41 0.7640 0.6147 0.7313 0.6198 0.0668 0.0986 0.0762 0.0979
0.42 0.7556 0.5889 0.6980 0.5930 0.0658 0.1195 0.0784 0.1189
0.43 0.7405 0.6004 0.6796 0.6044 0.0692 0.1613 0.07980 0.1608
0.44 0.7279 0.4710 0.6795 0.4731 0.0623 0.2047 0.0678 0.2043
0.45 0.7556 0.4533 0.7202 0.4549 0.0495 0.1766 0.0517 0.1763
0.46 0.7977 0.4604 0.7725 0.4620 0.0461 0.1350 0.0426 0.1348
0.47 0.8088 0.9559 0.7894 0.9562 0.0438 0.1573 0.0402 0.1571
0.48 0.8237 0.6741 0.8026 0.6743 0.0422 0.2881 0.0434 0.2880
0.49 0.8359 0.9303 0.7923 0.9307 0.0411 0.2309 0.0417 0.2309
0.50 0.8142 0.8711 0.8203 0.8713 0.0442 0.2390 0.0434 0.2390

characterized by a significantly lower Cp, which is indicative
of disrupted local connectivity, according to fMRI research
by Supekar and his colleagues [31]. Similar results have been
observed in previous MEG studies [37]; however, structural
MRI has shown opposite results in that AD patients revealed
higher Cp [6, 33]. Additionally, some researchers have found

no difference between AD and HCs in terms of Cp using EEG
[9] and fMRI [38] data.

In addition to regional damage, AD is associated with the
abnormal functional integration of different brain regions
through disconnection mechanisms [39]; at present, it is
well-recognized that supporting daily cognitive activities
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TABLE 4: P values of statistical tests on the small-world parameters using L1-norm regularization.
L1
HCs-MCI HCs-AD

Density Cp Lp Eloc Cp Lp Eloc Eg
0.10 0.6404 0.6401 0.2053 0.6698 0.0094 0.0609 0.0087 0.0650
0.11 0.8735 0.6150 0.4472 0.6107 0.0571 0.0276 0.0464 0.0289
0.12 0.2529 0.8256 0.6400 0.8083 0.1530 0.0240 0.02705 0.0221
0.13 0.3362 0.7639 0.7519 0.7210 0.1158 0.0309 0.2327 0.0249
0.14 0.5208 0.6125 0.7867 0.5841 0.2948 0.0321 0.7430 0.0250
0.15 0.1987 0.5490 0.2687 0.5339 0.4026 0.0240 0.9364 0.0188
0.16 0.0615 0.5434 0.0315 0.5273 0.5959 0.0164 0.5482 0.0128
0.17 0.1097 0.3825 0.0414 0.3702 0.4658 0.0106 0.5719 0.0077
0.18 0.1713 0.3504 0.0392 0.3455 0.4488 0.0086 0.5532 0.0056
0.19 0.1935 0.3035 0.0329 0.3001 0.3856 0.0088 0.7197 0.0058
0.20 0.2930 0.3442 0.0780 0.3360 0.4392 0.0052 0.6151 0.0031
0.21 0.2393 0.3440 0.0634 0.3292 0.4695 0.0090 0.5605 0.0061
0.22 0.2863 0.3161 0.0749 0.3060 0.3866 0.0162 0.8317 0.0117
0.23 0.1949 0.3589 0.0224 0.3522 0.4969 0.0205 0.5873 0.0176
0.24 0.1506 0.3247 0.0116 0.3107 0.5647 0.0151 0.6287 0.0132
0.25 0.1500 0.2947 0.0203 0.2876 0.5015 0.0155 0.8236 0.0131
0.26 0.1252 0.3362 0.0079 0.3272 0.5859 0.0226 0.6054 0.0204
0.27 0.1268 0.3625 0.0055 0.3528 0.5271 0.0157 0.5921 0.0146
0.28 0.1231 0.5806 0.0073 0.5630 0.4757 0.0063 0.6751 0.0058
0.29 0.1084 0.4627 0.0083 0.4503 0.4424 0.0020 0.8784 0.0019
0.30 0.1204 0.4288 0.0073 0.4158 0.3962 0.0028 0.9967 0.0026
0.31 0.1390 0.5207 0.0168 0.5065 0.4080 0.0045 0.8910 0.0043
0.32 0.1529 0.4481 0.0241 0.4324 0.4109 0.0050 0.8349 0.0048
0.33 0.1489 0.4787 0.0297 0.4626 0.4345 0.0072 0.8090 0.0070
0.34 0.1563 0.5108 0.0366 0.5022 0.4657 0.0067 0.8855 0.0065
0.35 0.1744 0.6842 0.0422 0.6702 0.4738 0.0038 0.9402 0.0037
0.36 0.1311 0.6812 0.0357 0.6682 0.5861 0.0042 0.9568 0.0041
0.37 0.1139 0.9121 0.0365 0.9262 0.5866 0.0017 0.9777 0.0017
0.38 0.1082 0.9140 0.0371 0.9014 0.6304 0.0018 0.9563 0.0017
0.39 0.1125 0.1125 0.9457 0.0470 0.6672 0.0024 0.9689 0.0024
0.40 0.9689 0.9824 0.0502 0.9936 0.7539 0.0041 0.9337 0.0041
0.41 0.0883 0.8723 0.0513 0.8820 0.7815 0.0096 0.9568 0.0096
0.42 0.0963 0.7882 0.0510 0.7959 0.8187 0.0253 0.9438 0.0253
0.43 0.0869 0.2272 0.0435 0.2263 0.8455 0.0293 0.9137 0.0293
0.44 0.0900 0.2301 0.0533 0.2293 0.8602 0.0400 0.9498 0.0400
0.45 0.0550 0.3039 0.0282 0.3031 0.9713 0.0641 0.7727 0.0641
0.46 0.0496 0.7239 0.0267 0.7225 0.9647 0.1426 0.7920 0.1426
0.47 0.0419 0.8847 0.0256 0.8838 0.9285 0.2016 0.7830 0.2016
0.48 0.0428 0.5887 0.0291 0.5882 0.9356 0.1712 0.8272 0.1712
0.49 0.0397 0.6768 0.0297 0.6765 0.8201 0.1953 0.7302 0.1953
0.50 0.0403 0.6358 0.0346 0.6355 0.7253 0.2424 0.6726 0.2424

requires a high level of functional interaction between differ-
ent brain regions [13]. Both methods used in our study
revealed that the global efficiency and Lp decreased in AD
patients; this may reflect the impairment of functional con-
nections between different brain regions, implying abnormal
topological organization. This result is consistent with those

of numerous previous studies [16]. The present results
showed that the network topological properties were dis-
rupted in AD patients, and combined with the evidence for
decreased long-distance and local efficiency, our data further
support the notion of AD as a disconnection syndrome. AD
patients have been shown to have disrupted system integrity
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in the brain neuronal networks that could possibly be respon-
sible for cognitive and memory decline, thus potentially pro-
viding insight into the basic mechanisms underlying this
disease [40].

Unlike in AD patients, Cp and Eloc increased in MCI
patients compared to that of HCs. MCI is considered a tran-
sitional stage between healthy aging and early AD; it is there-
fore a state of progressive global cognitive decline that
includes the loss of memory, reasoning, and language.
Abnormalities in functional integrity and functional com-
pensation coexist in patients with MCI, and the increased
Cp and Eloc may primarily result from a compensatory
mechanism. Increased activity or functional connectivity
within the right hemisphere has been observed in patients
with MCI in a resting state or during various cognitive tasks
[41-44]. In attention-demanding tasks, patients with MCI
exhibit greater activation in the bilateral posterior parietal
and dorsolateral prefrontal cortices than healthy elderly sub-
jects. In a word-memory task, patients with MCI exhibit a
significant increase in the activation of many compensatory
regions compared to HCs [41-43]. According to a study by
Liang et al. [45], patients with MCI may use additional neural
resources in the right prefrontal regions to compensate for
losses in cognitive function. It is worth mentioning that Lp
and Eg did not differ significantly between MCI patients
and HCs using both methods. We suggest that several local
areas of the brain are affected, and the global connection is
disrupted in AD patients.

5. Limitations

This study has certain limitations. First, the sample size in
our study was small. We intend to further expand the sample
size in the future to perform more in-depth and comprehen-
sive research. Second, we only compared the differences
between small-world networks that were constructed using
the L1-norm regularization and Pearson correlation. Other
approaches to construct brain networks will be included in
further research.

6. Conclusions

In this study, we used the sparse L1-norm regularization and
Pearson correlation to construct the brain network of AD
and MCI patients and HCs and demonstrated that the func-
tional networks of all the groups exhibited small-world topol-
ogy. More importantly, we showed that AD patients had
significantly decreased characteristic Cp and local efficiency
in functional networks, implying a disconnectivity and topo-
logical disruption in the AD brain networks; we also found
that instead of Lp and Eg, Cp and Eloc were impaired first
during AD progression. In particular, constructing the brain
network through the sparse L1-norm regularization is rela-
tively more sensitive in detecting brain network changes in
early stages of AD. The present study provided further
important implications for understanding the basic mecha-
nisms of AD.
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Supplementary 1. Supplementary Figure 1: the figures a, b,
and c represent the mean FC matrices of NC, MCI, and AD
patients obtained by the Pearson method. The figures d, e,
and f show the mean FC matrices of NC, MCI, and AD
patients obtained by the constrained sparse method.

Supplementary 2. Supplementary Figure 2: the sigma (red
line), lambda (green line), and gamma (purple line) of the
brain networks of patients with AD (c, ), MCI (b, e), and
HCs (a, d) are shown using Pearson correlation (a, b, and
¢) and L1-norm (d, e, and f). Both groups fit y>1 and A =
1. The functional networks of AD and MCI patients and
HC:s fit the definition of small-worldliness [26]. The y means
the ratio of the clustering coefficients between real and ran-
dom network. The A means the ratio of the path length
between real and random network, and the o means scalar
quantitative measurement of the small-worldliness of a
network.
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We investigated the relationship between urinary Alzheimer-associated neuronal thread protein (AD7c-NTP) levels and
apolipoprotein epsilon 4 (ApoE &4) alleles, as well as other factors that cause cognitive decline, in the cognitively normal
population. We recruited 329 cognitively normal right-handed Han Chinese subjects who completed ApoE gene testing and
urinary AD7c-NTP testing. There was no significant difference in urinary AD7c-NTP levels between the normal control and
subjective cognitive decline groups. Urinary AD7c-NTP levels were significantly higher in subjects with ApoE £3/4 and 4/4
[0.6074 (0.6541) ng/mL] than in subjects without ApoE &4 [0.4368 (0.3392) ng/mL and 0.5287 (0.3656) ng/mL], and urinary
AD7c-NTP levels positively correlated with ApoE genotype grade (r=0.165, p=0.003). There were significant differences in
urinary AD7¢c-NTP levels between subjects with and without a history of coronary heart disease or diabetes. Urinary AD7c-NTP
levels were not related to years of education, nature of work, family history of dementia, a history of hypertension, stroke,
anemia, or thyroid dysfunction. Urinary AD7¢c-NTP levels were positively correlated with ApoE grade in the cognitively normal
population. The relationship between risk factors of cognitive decline and urinary AD7c-NTP levels provides a new way for us

to understand AD and urinary AD7c-NTP.

1. Introduction

Alzheimer’s disease (AD) is the most common form of
dementia, accounting for 60%-80% of all dementia, and
imposes a substantial socioeconomic burden on society and
families [1-4]. Furthermore, AD is an irreversible, disabling
degenerative disease of the central nervous system. In the
absence of curative treatments once the disease has progressed
to AD dementia, primary prevention and early diagnosis in
the preclinical stage of AD have been the main research
focuses in recent years [5]. It is therefore crucial to explore
early biomarkers of AD to enable the early diagnosis of this

disease, with the ultimate aim of treating and preventing
dementia in preclinical AD.

Urinary AD7¢-NTP, a peripheral biomarker for AD, is
increased in mild cognitive impairment (MCI) and AD
[6-9]. Previous studies have reported that AD7c-NTP
immunoreactivity colocalizes with neurofibrillary tangles
and dystrophic neurites, and increased AD7c-NTP levels are
associated with tau-immunoreactive neurofibrillary tangles
[10]. Furthermore, overexpression of AD7c-NTP is associated
with neurite sprouting and cell death, which is reflected in AD
neurodegeneration [11]. Recent research suggests that urinary
AD7¢-NTP is increased in hypertensive patients with
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cognitive impairment [12]. In addition, a previous study
reported that urinary AD7c-NTP is elevated in late-life
depression with cognitive impairment [13]. Furthermore,
existing research recognizes that urinary AD7c-NTP has a
critical role in cognitive decline, but not in depression or
other diseases [12-15]. Urinary AD7c-NTP testing is non-
invasive, radiation-free, repeatable, and easy to carry out.
Therefore, urinary AD7c-NTP may be a promising periph-
eral biomarker for detecting cognitive decline and disease
progression [16]. Although previous studies have reported
that cognitive decline is associated with elevated urinary
AD7c-NTP, it is not clear which factors, aside from
decreased cognitive function, are associated with elevated
urinary AD7¢c-NTP [13, 15, 17, 18]. It has not been reported
whether other medical history factors that may lead to a
decline in cognitive function, such as carbon monoxide
poisoning (COP), general anesthesia, or thyroid dysfunction,
are associated with urinary AD7c-NTP levels in the normal
cognitive population.

Subjective cognitive decline (SCD) refers to self-
experienced persistent cognitive decline compared with a
previously normal status, while standardized cognitive tests
give objectively normal results [19, 20]. SCD is considered
to be a preclinical phase of AD in patients who are objectively
cognitively normal [21, 22]. Approximately 14.1% of SCD
patients convert to AD within 4 years [21]. SCD-plus, pro-
posed by the Subjective Cognitive Decline Initiative, is
considered closer to the early stage of AD [20, 23]. The
conversion rate for SCD-plus to MCI is 18.9% [22]. There-
fore, both early diagnosis of AD and monitoring of progres-
sion in the SCD stage are essential for the early prevention
and treatment of AD.

The apolipoprotein E epsilon 4 (ApoE £4) allele is consid-
ered to be a risk factor for AD, and ApoE ¢4 may influence
the rate of cognitive decline in early AD [24]. Clinical studies
and autopsies have demonstrated that people with heterozy-
gous ApoE &4 are three times more likely to develop AD than
noncarriers (oddsratio (OR)=3.2), and people with a
homozygous genotype of ApoE £4/4 are 14 times more likely
to develop AD (OR = 14.9) [25]. ApoE &4 carriers have lower
concentrations of Af31-42, higher total tau and phosphory-
lated-tau, and a higher degree of brain atrophy than individ-
uals without ApoE &4 allele [26]. ApoE is thought to be
involved in plaque formation, and this idea is supported by
the finding that ApoE is involved in the deposition or clear-
ance of Af by direct protein-to-protein interaction [27, 28].
We know that increased urinary AD7¢-NTP levels are associ-
ated with tau-immunoreactive neurofibrillary tangles and
amyloid-f (Ap) deposition; similarly, the ApoE allele is also
associated with hyperphosphorylated tau and Af3 deposition,
which are the pathological hallmarks of AD [10, 27, 29, 30].
However, the relationship between the two biomarkers
remains unclear. Assuming that these two biomarkers are
highly consistent and can reflect the risk of disease develop-
ment, it may be beneficial to monitor the progression of
AD using urinary AD7c-NTP as a noninvasive biomarker.
Therefore, this study investigated the correlation between
urinary AD7¢-NTP and ApoE genotype and explored
whether urinary AD7c-NTP is affected by other factors that
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may lead to cognitive decline, further demonstrating the
feasibility of urinary AD7c-NTP as a biomarker of AD.

2. Materials and Methods

2.1. Participants. This study is part of the Sino Longitudinal
Study on Cognitive Decline (SILCODE) [31]. The study was
approved by the Xuanwu Hospital Research Ethics Review
Committee (ClinicalTrials.gov identifier: NCT03370744),
and all participants signed their informed consent. A total of
329 cognitively normal right-handed Han Chinese subjects
participated in the study, of which 151 were diagnosed with
SCD and 178 were used as the cognitively normal controls
(NC). All subjects were recruited through standardized public
advertisements or memory clinics. SCD diagnosis was carried
out by two experienced neurologists in the Department of
Neurology, Xuanwu Hospital, Capital Medical University,
based on the SCD-plus diagnostic framework of the Subjective
Cognitive Decline Initiative [20, 23]. The inclusion criteria for
SCD included Han Chinese nationality; right-handedness;
older than 60 years; decline in memory as the primary symp-
tom, rather than in any other cognitive domain; sustained
cognitive decline in self-perception, independent of acute
events, as compared with the previous healthy state; continu-
ous concerns or worries associated with memory loss; cogni-
tive function reported to be worse than that of others in the
same age group; memory loss certified by an informed person;
subject failed to meet the criteria for MCI or AD [32, 33].

The NCs were recruited from local communities through
broadcast and online media advertising. The inclusion criteria
for NC included Han Chinese nationality; right-handedness;
older than 60 years; no memory or other cognitive decline
complaints, with no concerns or worries about their cogni-
tion; normal scores in standardized neuropsychological tests,
scale-adjusted for sex, age, and education; negative result for
nervous system physical examinations; without any relevant
medical histories or family histories; and accessory examina-
tions revealed no diseases that could cause cognitive decline
[31]. The exclusion criteria for all participants included
congenital and acquired severe cognitive decline, MCI, AD,
vascular cognitive dysfunction, or other dementia; a history
of stroke, severe psychiatric disease, Parkinson’s disease,
multiple sclerosis, or brain tumor; alcohol or drug abuse;
syphilis or acquired immune deficiency syndrome; severe
liver and kidney dysfunction; severe hearing or visual impair-
ment; and failure to cooperate with the study protocol.

2.2.  Neuropsychological ~ Assessment and  Laboratory
Measurements. All subjects underwent detailed medical
history inquiries, neurological examinations, and medical
system examinations and completed a neuropsychological
assessment for diagnosis and differential diagnosis. Medical
history collection included detailed inquiries about previous
hypertension, diabetes, coronary heart disease, stroke,
anemia, abnormal thyroid function, history of surgery under
general anesthesia, history of COP, history of head trauma,
and family history of dementia. Neuropsychological assess-
ment scales included the Mini-Mental State Examination
(MMSE), Montreal Cognitive Assessment-Basic (MoCA-B),
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Animal Verbal Fluency Test, Boston Naming Test (30
items), Auditory Verbal Learning Test-HuaShan (AVLT-
H), Shape Trails (test A and test B), 17-item Hamilton
Depression Rating Scale (HAMD), Hamilton Anxiety Scale
(HAMA), and Functional Activities Questionnaire (FAQ).
MMSE scores > 24 were considered normal for subjects
with more than 6 years of education, while MMSE scores
>20 were considered normal for subjects with 1-6 years
of education. When the subject was illiterate, an MMSE
score > 17 was considered normal [34]. MoCA-B scores
were considered normal when they were MoCA -B>19
for the subjects with 0-6 years of education, >22 for those
with 7-12 years of education, and>24 for those with 13 or
more years of education [35].

All participants had blood samples collected in the morn-
ing after 8 hours with no food or water. Laboratory tests
included a routine blood test, routine urine test, blood bio-
chemistry, homocysteine, activated partial thromboplastin
time, antibody tests for syphilis and human immunodefi-
ciency virus, thyroid series, serum folic acid test, and serum
vitamin B,, test, which were used to exclude other diseases
that may lead to memory loss. ApoE gene testing was
performed on all the subjects by Professor Yanning Cai. ApoE
genotyping was performed by sequencing codons 112 and 158
of exon 4 of the ApoE gene [36].

2.3. Urinary AD7c-NTP Laboratory Detection. The levels of
AD7c-NTP in urine samples were measured using the
enzyme-linked immunosorbent assay AD7c-NTP kit (Anqun
Biological Technology Co. Ltd., Shenzhen, China). All sub-
jects collected clean midstream urine samples in the morning
and placed them in Eppendorf tubes containing boric acid
(2g/L) as a preservative. Samples were centrifuged immedi-
ately and stored in a refrigerator at 4°C. The urine samples
were observed visually. If the urine was cloudy or dark, it
was discarded, and urine samples were collected the next
morning. According to the manufacturer’s instructions, the
concentrated washing solution was diluted with distilled
water at a ratio of 1:25. First, approximately 100 yL of the
sample was added, and the solution was incubated at 37°C
for 60 min. The sample was then removed, the liquid on the
plate was shaken off, and five consecutive wash steps were per-
formed using phosphate-buffered saline (PBS) before the
sample was patted dry. Next, 100 4L of biotinylated rabbit
anti-AD7c-NTP antibody was added and incubated at 37°C
for 30 min. The reaction plate was removed, washed thor-
oughly with PBS, and patted dry. Next, 100 4L of horseradish
peroxidase-labeled avidin was added to the reaction plate,
which was then sealed and incubated at 37°C for 30 min. After
washing five times with PBS, 50 4L of chromogenic reagents A
and B were added in turn, mixed well, and incubated at 37°C
for 15min. Finally, the reaction was stopped by adding
50 uL of sulfuric acid as the stop buffer and mixing well. A
microplate reader was used to measure the absorbance (A
value) at 450 nm wavelength, and the AD7c-NTP concentra-
tion was calculated according to the formula.

2.4. Classification of Demographic Characteristics and Blood
ApoE Genotype. Education levels were grouped by high

school level and divided into less than 12 years, 12 years,
and more than 12 years of education. The nature of each
subject’s employment was classified into manual labor,
mental labor, or mixed labor.

Previous clinical- or autopsy-based studies reported that
AD risk is increased in people with genotypes ApoE £2/4,
ApoE £3/4, and ApoE €4/4; in contrast, AD risk is decreased
in people with genotypes ApoE ¢2/2 and ApoE £2/3 [25].
Based on this information, all subjects were divided into four
groups according to their genotype. Grade 1 included geno-
types ApoE €2/2 and ApoE €2/3 (the risk of AD is reduced
with these two genotypes, OR =0.6 for each), grade 2 was
made up of the genotype ApoE £3/3 (this genotype neither
increases nor decreases the risk of AD), grade 3 included
the ApoE €2/4 genotype (this genotype confers a mildly
elevated risk of AD; OR =2.6), and grade 4 was made up of
the genotypes ApoE £3/4 and ApoE €4/4 (these genotypes
confer a significantly increased risk of AD; OR=3.2 and
OR =14.9; Table 1).

History of coronary heart disease (CHD) verified by
medical documents and the diagnosis was based on the 2013
ESC guidelines for the diagnosis and management of stable
coronary artery disease [37]. A diagnosis of diabetes was based
on the American Diabetes Association criteria for elevated
fasting blood glucose (>7.0mmol/L or >126 mg/dL) for
patients with a history of diabetes [38]. Hypertension was
defined as a clinical history of hypertension for more than 1
year, excluded secondary hypertension [39]. A history of
stroke was defined as a history of cerebral infarction, cerebral
hemorrhage, or subarachnoid hemorrhage and was certified
by medical documents. Anemia was defined as hemoglobin
below 120 g/L in men and 110g/L in women. A history of
hyperthyroidism and hypothyroidism, COP, general anesthe-
sia, and head trauma, and a family history of dementia (FHD),
were all self-reported and verified using medical or hospital
records. Subjects with these histories were assigned to the
positive group (+), while subjects without these histories were
assigned to the negative group (-).

2.5. Statistical Analysis. All data were analyzed using the Sta-
tistical Package for Social Sciences (SPSS) v22.0 software.
Data with continuous variables were expressed as the mean
+ standard deviation (SD). Data for discontinuous variables
were expressed as the median (interquartile range). Counting
data were analyzed using the chi-square test. The two-
independent-sample t-test was adopted to compare data
between two groups, and the analysis of variance (ANOVA)
was used to compare data among three or four groups. The
Mann-Whitney U test was used to compare data for discon-
tinuous variables, while the Kruskal-Wallis test for multiple
comparisons was used for discontinuous variables. Further,
Spearman correlation analysis was used to analyze the corre-
lation between ApoE allele and urinary AD7¢c-NTP levels. A
threshold of p < 0.05 was considered statistically significant.

3. Results

3.1. Participant Demographic Data. We recruited 329 right-
handed Han Chinese subjects with an average age of 64.16
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TaBLE 1: Demographics and clinical features of the study participants.
Variables Subject group Age (y) Male: female No. cases Percent (%)
<12 64.62 £5.24 23:82 105 31.92
Education level =12 64.28 +£6.22 24:50 74 22.49
>12 63.78 £7.25 54:96 150 45.59
Grade 1 (2/2 +2/3) 64.23 +£4.99 13:27 40 12.16
Grade 2 (3/3) 64.21 £6.53 67:141 208 63.22
ApoE allele
Grade 3 (2/4) 64.55 + 5.82 4:7 11 3.34
Grade 4 (3/4 + 4/4) 63.91 £7.04 17:53 70 21.28
Mental labor 64.67 £6.51 70:150 220 66.87
Nature of work Manual labor 62.54+5.43 10:27 37 11.25
Mixed labor 63.43£6.52 21:51 72 21.88
+ 66.23 £5.91 11:11 22 6.69
CHD
— 64.01 £6.45 90:217 307 93.31
+ 65.38 £ 6.06 16:21 37 11.25
Diabetes
— 64.01 +6.47 85:207 292 88.75
+ 65.04 £6.18 46:64 110 33.43
Hypertension
— 63.72+£6.52 55:164 219 66.57
+ 65.04 +7.11 8:16 24 7.29
Stroke
— 64.09 £6.38 93:212 305 92.71
+ 62.69 + 7.56 1:15 16 4.86
Anemia
— 64.24 £ 6.37 100:213 313 95.14
+ 63.29 +8.22 7:14 21 6.38
Thyroid dysfunction
— 64.22 £6.30 94:214 308 93.62
+ 65.94 +6.25 16:34 50 15.20
COP
— 63.84 £6.42 85:194 279 84.80
+ 64.51£6.03 20:56 76 23.10
General anesthesia
— 64.06 + 6.56 81:172 253 76.90
+ 67.27 +4.80 4:7 11 3.34
Head trauma
— 64.05 + 6.46 97:221 318 96.66
+ 63.24 £ 5.87 17:65 82 24.92
FHD
— 64.47 £6.59 84:163 247 75.08
SCD 63.77 £6.25 43:108 151 45.90
Diagnosis
NC 64.49 £ 6.58 58:120 178 54.10

Key: CHD: history of coronary heart disease; COP: carbon monoxide poisoning; FHD: family history of dementia; SCD: subjective cognitive decline; NC:

normal controls.

+6.43 years; 30.7% (n=101) of the subjects were male
(Table 1). Disease prevalence, including the prevalence of
CHD, diabetes, hypertension, stroke, anemia, and thyroid
dysfunction, is recorded in Table 1. Past medical history,
such as COP, general anesthesia, head trauma, and family
history of dementia, is also shown in Table 1. Personal his-
tory data, including years in education and nature of work,
are shown in Table 1, and subjects were grouped according
to their personal history or past medical history. ApoE geno-
type was detected and consisted of ApoE £2/2 (2 subjects),
ApoE €2/3 (38 subjects), ApoE £3/3 (208 subjects), ApoE
£2/4 (11 subjects), ApoE £3/4 (68 subjects), and ApoE e4/4

(2 subjects). The subjects were divided into four groups based
on ApoE genotype (Table 1).

3.2. Urinary AD7c¢-NTP Levels by Years of Education and
Nature of Work. According to the Kruskal-Wallis test, there
were no significant differences in urinary AD7c-NTP levels
among subjects with different years of education or nature
of work (p > 0.05, Table 2).

3.3. Urinary AD7c-NTP Levels by Past Medical History and
Family History of Dementia. In Table 2, there was a signifi-
cant difference in urinary AD7c-NTP levels between subjects
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TaBLE 2: Comparison of urinary AD7c-NTP levels in different demographic characteristics groups, nonneurological disease groups, and

different ApoE allele grade groups.

Variables Subject group AD7c¢-NTP (ng/mL) H/Z p

<12 0.5562 (0.5261)

Education level =12 0.5165 (0.3971) 0.233 0.890
>12 0.5368 (0.3310)
Mental labor 0.5184 (0.3681)

Nature of work Manual labor 0.6311 (0.6305) 2.902 0.234
Mixed labor 0.5711 (0.3899)
+ 0.7921 (0.7347

CHD ( ) -2.854 0.004*
— 0.5246 (0.3823)
+ 0.6355 (0.5824

Diabetes ( ) -2.725 0.006"
— 0.5211 (0.3889)
, + 0.5232 (0.4389)

Hypertension -0.014 0.989
— 0.5381 (0.3925)
+ 0.6267 (0.6099)

Stroke -1.738 0.082
— 0.5315 (0.3880)
. + 0.5784 (0.4786)

Anemia -0.079 0.937
— 0.5322 (0.4091)

+ 0.6241 (0.8910 -0.245 0.806
Thyroid dysfunction ( )
— 0.5322 (0.3897)
+ 0.5964 (0.5298)

COP -0.392 0.695
— 0.5265 (0.3918)
. + 0.5665 (0.4077)

General anesthesia -0.776 0.438
— 0.5265 (0.4035)
+ 0.4969 (0.2551)

Head trauma -0.274 0.784
— 0.5342 (0.4212)
+ 0.5417 (0.3776)

FHD -0.442 0.658
— 0.5322 (0.4428)
. . SCD 0.5483 (0.4838)

Diagnosis -1.359 0.174
NC 0.5164 (0.3667)
Grade 1 (2/2 +2/3) 0.4368 (0.3392)

Grade 2 (3/3 0.5287 (0.3656 9.080 0.028*
ApoE allele (3/3) ( )

Grade 3 (2/4)
Grade 4 (3/4 + 4/4)

0.5580 (0.9201)
0.6074 (0.6541)

Key: AD7c¢-NTP: Alzheimer-associated neuronal thread protein; CHD: history of coronary heart disease; COP: carbon monoxide poisoning; FHD: family
history of dementia; SCD: subjective cognitive decline; NC: normal controls; Data in AD7¢c-NTP were shown in median (interquartile range).

with a history of CHD and subjects without a history of this
disease (Z =-2.854, p=0.004). There was also a significant
difference in urinary AD7c-NTP levels between subjects with
and without a history of diabetes (Z=-2.725, p=0.006).
According to the Mann-Whitney U test, there were no sig-
nificant differences in urinary AD7c-NTP levels in subjects
with a family history of dementia or other medical histories
such as hypertension, stroke, anemia, thyroid dysfunction,
COP, general anesthesia, or head trauma (p > 0.05, Table 2).

3.4. Urinary AD7c-NTP Levels by SCD Diagnosis and ApoE
Genotype. There was no significant difference in urinary
AD7c-NTP levels between the NC [0.5164 (0.3667) ng/mL]
and SCD [0.5483 (0.4838) ng/mL] groups (p > 0.05, Table 2).
The Kruskal-Wallis test revealed that there were significant
differences in urinary AD7c-NTP levels among subjects

with different ApoE genotypes (H =9.080, p<0.05,
Table 2). Furthermore, urinary AD7c-NTP levels in subjects
with ApoE €3/4 and ApoE e4/4 were significantly higher
[0.6074 (0.6541) ng/mL] than in subjects without ApoE &4
[0.4368 (0.3392) ng/mL and 0.5287 (0.3656) ng/mL].
Moreover, Spearman correlation analysis revealed that
urinary AD7¢-NTP levels were positively correlated with
ApoE grade; that is, urinary AD7c-NTP levels increased with
increased ApoE grade (r = 0.165, p = 0.003, Figure 1).

4. Discussion

The present study was designed to investigate the relation-
ship between urinary AD7c-NTP levels and ApoE ¢4 alleles,
as well as with other factors associated with cognitive decline
in the cognitively normal population. Our study revealed that
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Ficure 1: Correlation analysis between urinary Alzheimer-
associated neuronal thread protein and ApoE allele grade. The line
segment shows the 95% confidence interval.

(i) urinary AD7c-NTP levels were not significantly different
among subjects with different years of education and nature
of work; (ii) there were significant differences in urinary
AD7c-NTP between subjects with and without a history of
CHD or diabetes; (iii) urinary AD7c-NTP levels were not
significantly different in people with a family history of
dementia or a history of hypertension, stroke, anemia, or
thyroid dysfunction; and (iv) urinary AD7c-NTP levels in
subjects with ApoE &4 were significantly higher than in
subjects without ApoE ¢4, and urinary AD7c-NTP levels
increased with an increase in ApoE grade.

4.1. The Relationship between Urinary AD7c-NTP Levels,
Personal History, and SCD Diagnosis. In the present study,
urinary AD7c-NTP levels were not significantly different
among subjects with different years of education or nature
of work. These findings are in line with other reports that uri-
nary AD7c-NTP is not affected by demographic factors or
common chronic diseases [14]. Previous evidence suggests
that being married and living in an urban environment can
decrease the risk of cognitive impairment [40]. In the current
study, although urinary AD7c-NTP levels were not increased
in subjects with fewer years of education or who had worked
in manual labor, the speed of cognitive decline affected by
cognitive reserve remains a focus for neurologists.

In the present study, it was revealed that the levels of uri-
nary AD7c-NTP were not higher in SCD patients compared
with the NC group. This result is consistent with previous
results from our research group [15]. The reason for these
results may be that SCD is still a very early stage of the disease
when neuropsychological test scores are normal; thus, tau
protein may not be increased or detected at this stage [41].
Findings from the DELCODE study included a decline in
memory and language in SCD, and SCD-plus features were
associated with lower Ap42 and a lower Af42/tau ratio but
were not associated with total tau or p-tau-181 levels [42].
Furthermore, the DELCODE study reported lower CSE-
Ap42 levels and lower CSF-ApB42/tau ratios in SCD patients
than in healthy controls, while total tau and p-tau-181 levels
were not elevated in the SCD group [42]. Urinary AD7c-NTP
levels are a good indicator of tau protein levels; there is no
increase in tau in SCD, and this evidence further supports
our result of normal urinary AD7c-NTP levels in SCD
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patients. Urinary AD7c-NTP is a promising biomarker for
AD, and its level is proportional to the degree of dementia
[43]. SCD is still in the preclinical AD stage, without objec-
tive evidence of cognitive impairment, and this may be one
of the reasons why urinary AD7c-NTP was not elevated in
subjects with SCD.

4.2. The Relationship between Urinary AD7c-NTP Levels and
Family History of Dementia or Past Medical History. Previous
studies have reported that a family history of dementia
increases the risk of developing dementia [44, 45]. In the
current study, urinary AD7c-NTP levels were not different
in people with or without a family history of dementia. This
result suggests that a family history of dementia does not
increase urinary AD7c-NTP levels. This may be because uri-
nary AD7c-NTP is an indicator of tau, and there may not be
any abnormal increase in tau in these subjects with a family
history of dementia.

Another important finding was that urinary AD7c-NTP
levels were elevated in people with a history of CHD and dia-
betes. CHD and diabetes are both risk factors for AD and
dementia [40, 46]. Previous research has demonstrated that
cholesterol metabolic disorder is a common cause and risk
factor of CHD and AD [47]. There is evidence that ApoE &4
alleles and hyperlipidemia play a crucial role in the relation-
ship between AD and CHD. Hyperlipidemia could aggravate
coronary atherosclerosis and damage the blood-brain bar-
rier, as well as promote A protein production and tau depo-
sition in the brain [47]. Diabetes increases the risk of AD by
affecting glucose transmission to the brain and reducing
glucose metabolism. It has been reported that glucose/lipid
metabolism, oxidative stress, mitochondrial dysfunction,
and protein changes in metabolic disorders caused by diabe-
tes can all increase the prevalence of AD by promoting path-
ological changes in A in diabetic patients [48]. Our results
from the present study suggest that urinary AD7c-NTP is
elevated in subjects with AD risk factors, and that urinary
AD7c-NTP may therefore be a peripheral biomarker to
predict AD risk factors.

Urinary AD7¢-NTP levels were not elevated in people
with a medical history of hypertension, stroke, anemia, or
thyroid dysfunction in the current study. This result is also
in accordance with earlier observations by our team, which
revealed that urinary AD7c-NTP levels were not affected by
common chronic diseases such as hypertension, stroke, dys-
lipidemia, renal insufficiency, cancer, chronic lung disease,
chronic liver disease, or symptoms of depression [14]. The
present study differs from the previous one in that we chose
different diseases, but they are all chronic diseases that may
cause cognitive decline. Hypertension and stroke are known
risk factors for AD and dementia [40, 46]. A recent study
reported that urinary AD7c-NTP is increased in hypertensive
patients with cognitive decline; in contrast, the subjects in
our study were from a population with a high risk of AD,
but with normal cognition [12]. In our study, subjects with
hypertension and normal cognition did not show elevated
urinary AD7c-NTP. Anemia and high levels of hemoglobin
are associated with an increased risk of AD [49]. Recent evi-
dence suggests that hypothyroidism and hyperthyroidism are
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associated with AD, and hypothyroidism or hyperthyroidism
may be one cause of cognitive impairment, including AD
[50]. Although these diseases may increase the risk of cogni-
tive decline, there is little evidence that these diseases are
associated with increased tau protein. This may help to
explain why there was no increase in urinary AD7c-NTP
levels in subjects with a history of these diseases in the current
study. COP, general anesthesia, and head trauma may also
contribute to cognitive decline [51-53]. Cognitive impair-
ment after COP is thought to be related to delayed encepha-
lopathy caused by carbon monoxide, which is a symptom of
frontal lobe dysfunction [51, 54]. A recent study reported that
major surgery is associated with a small amount of long-term
cognitive decline: cognitive decline after surgery was approx-
imately double the level that it was before surgery [55]. Some
studies have also demonstrated that about half of all patients
with mild traumatic brain injury had long-term cognitive
impairment and cognitive decline, including in learning and
memory, attention, executive function, and processing speed
[53]. Nevertheless, none of these causes of cognitive impair-
ment involve neurodegeneration. Thus, in our study, we did
not find elevated urinary AD7c-NTP levels in subjects with a
history of COP, general anesthesia, or head trauma.

4.3. The Relationship between Urinary AD7c-NTP Levels and
ApoE Genotype. The most important finding to emerge from
the present analysis was that urinary AD7c-NTP levels were
significantly higher in subjects with ApoE £4 genotypes than
in subjects without ApoE &4 genotypes and that urinary
AD7¢-NTP levels increased with increased ApoE grade. This
finding is consistent with that of previous studies [56], which
have shown that urinary AD7c-NTP levels are elevated in
MCI patients with ApoE &4 alleles [56].

Carrying the ApoE &4 allele is considered to be the primary
genetic risk factor for sporadic AD [57]. Previous studies have
confirmed that ApoE &4 prevalence is 51% in the cognitively
normal population, 64% in patients with mild cognitive
impairment, and 66% in patients with AD [58]. In particular,
ApoE &4 carriers are more likely to develop AD at an earlier
age than those without an ApoE ¢4 allele [59]. Previous studies
have reported that heterozygous ApoE &4 carriers shift the risk
curve to develop the disease 5 years earlier, while homozygous
ApoE £4/4 carriers shift it to develop the disease 10 years
earlier, and ApoE €2 carriers shift it to develop the disease 5
years later [59, 60]. Furthermore, evidence has revealed that
ApoE influences A deposition in a dose- and isoform-
specific fashion (¢4 > &3 > €2) [61]. Therefore, in this study,
we ranked the ApoE alleles according to their AD risk.

Urinary AD7¢c-NTP levels were higher in subjects with
ApoE &4 than in subjects without ApoE &4 in the present
study. This result may be because both ApoE and urinary
AD7c-NTP are related to tau and Af3 deposition. Substantial
evidence suggests that the ApoE ¢4 allele is related to
increased A deposition, rapid thinning of the cortex, and
accelerated cognitive decline, while the ApoE 2 allele is
related to a decrease in A3 deposits, slower thinning of the
cortex, and slower cognitive decline [62-65]. Reports from
experiments on animals show that the ApoE &4 allele disrupts
memory function in rodents, and further studies have indi-

cated that fragments of the ApoE &4 allele may contribute
to both plaque and tangle formation [66]. It has been demon-
strated that the ApoE genotype can affect tau neuropatholog-
ical changes in AD patients [47]. In the current study, there
was a positive correlation between urinary AD7c-NTP levels
and ApoE grades. There is evidence that ApoE €4 is associated
with a higher density of paired helical filament tau tangles,
while ApoE €2 is associated with fewer paired helical filament
tau tangles in AD patients with A3 [61]. In addition, experi-
ments on animals have shown that the ApoE allele affects tau
pathogenesis and tau-mediated neurodegeneration [67].

ApoE allele and urinary AD7¢c-NTP levels are both prom-
ising biomarkers of AD. Previous studies have shown that the
combined detection of ApoE €4 and urinary AD7c-NTP is a
reliable biomarker for the early diagnosis of AD and that
the predictive value is significantly increased compared with
the detection of either one individually [56, 68]. The high
consistency of these two biomarkers also provides a new
way for us to understand and think about AD. The combina-
tion of two biomarkers may help the early diagnosis of AD
and improve the diagnostic accuracy of AD and be better
than one biomarker alone.

There are, however, some limitations to this study. First,
subjects with normal cognition were recruited, and the corre-
lation between urinary AD7c-NTP levels and ApoE allele in
patients with abnormal cognition, such as with MCI or AD,
should be further analyzed. Second, because of the low inci-
dence of ApoE €2/4 in the population, this study included
only 11 subjects with ApoE £2/4 out of 329 cognitively nor-
mal subjects; this genotype was relatively rare compared with
other genotypes. Third, a longitudinal, multicenter, large
study is needed to observe dynamic changes in AD7c-NTP
levels in urine.

5. Conclusions

There were significant differences in urinary AD7c-NTP
levels between subjects with and without a history of CHD
or diabetes. Urinary AD7c-NTP levels were positively corre-
lated with ApoE grade in the cognitively normal population.
The relationship between AD risk factors and urinary
AD7c-NTP levels may provide a new way for us to under-
stand AD and urinary AD7c-NTP.
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