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In the current context of the establishment of world-class universities and disciplines in China, this study examined the in-
vestment of research funds at universities. First, six variables were selected as evaluation indicators from the perspective of fixed
assets, teaching configuration, research instruments, and the number of books in libraries. Seventy-two universities were in-
vestigated from 2013 to 2017. Second, an evaluation system was constructed using the BP (backpropagation) neural network
method and its applicability was verified. Finally, by adjusting the six indicators, the investment of university research funds could
be adjusted and predicted to provide a reference for the construction of “first-class” universities and disciplines.

1. Introduction

Since reform and opening up, China has been attached
greater importance to education, particularly at a time when
the world is undergoing great development, change, and
adjustment, with rapid scientific and technological progress,
deepening economic globalization, and fierce competition
for high-skilled workers. At the same time, the development
of higher education in China has attracted worldwide at-
tention. The initial formation of a socialist system of higher
education has been constructed, which is multiform, mul-
tilevel, and full of disciplines to meet the needs of economic
construction and social development, where a large number
of outstanding and top-notch high-skilled workers have
been trained for socialist modernisation and play a great role
in the country’s economic construction, scientific and
technological progress, and social development. Today, in
the era of the knowledge economy, the previously imple-
mented “211” project and “985” project of higher education
policy have exposed some problems, such as low resource
utilisation, identity consolidation, and lack of fair and ef-
fective competition among other factors. The country’s
development requires improving the quality of our people
and training innovative high-skilled workers. Considering

the current state of China and its critical period of reform as
well as the international experience of advanced higher
education, the Government has introduced a policy of
“double first-class” university system.

The study of investment in scientific research funds from
each university in terms of infrastructure and equipment is
more favourable to the understanding and grasp of the
current “first-class” universities in all aspects. The increase in
fixed assets of universities, the purchase of scientific research
instruments and equipment, and the expansion of library
books are more conducive to determining the scope of
funding, facilitating the use of funds in practise, and effi-
ciently promoting the construction and development of
first-class universities and first-class disciplines in China
with high efficiency.

2. Literature Review

2.1. Research on Evaluation of School Facilities. By analysing
the current status of the development of teaching labora-
tories in universities, Gao [1] propose optimising teaching
laboratories in terms of both informational construction and
social services, so that teaching laboratories can better
contribute to the development of “double first-class”
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schools. Zhang [2] discusses the important role of first-class
laboratory construction in “double first-class” universities
and provides reference opinions for promoting the devel-
opment of “double first-class” construction projects in three
aspects: laboratory management mechanisms, laboratory
conditions construction, and laboratory teacher team
configuration.

Liu and Ding [3] use the Shanghai University Library as
an example to study the availability of subject literature
resources in the construction of “double first-class” uni-
versities. It is proposed that the establishment of a document
resource guarantee system should be suitable for the con-
struction of first-class disciplines in colleges and universities,
with a focus on the construction of document resources in
discipline groups and on regular evaluation and assessment.
Zhang and Zheng [4] summarised the current status of the
opening and sharing of large-scale instruments and
equipment in colleges and universities. They proposed a new
method of open sharing of these resources under the realistic
background of the construction of “double first-class”
universities. Jiang et al. [5] analysed the importance of the
current “double first-class” construction on the new ex-
perimental teaching platform. Deep three-dimensional
teaching designs, such as online resources and testing, are
discussed. The emphasis is on cultivating students’ basic
experimental skills and innovation awareness as well as
enhancing the ability of experimental teachers. Wu and Ma
[6] took 42 “double first-class” university libraries as re-
search objects and highlighted major issues in the opening of
scientific research achievements. It is believed that the
formulation and improvement of policies should be
strengthened to realise early open access to scientific re-
search results. Fan et al. [7] studied and evaluated the re-
quirements of the construction of “double first-class”
universities on the construction of library resources. They
proposed corresponding measures for the operation of the
library’s ladder-type resource construction model and re-
lated policy mechanisms.

2.2. Research on the Evaluation of Infrastructure with Neural
Network Universities. Wang [8] used a BP neural network to
establish an evaluation index system for the quality of
electronic resources of libraries. Through empirical research
on the library’s electronic resources, the effectiveness of
management evaluation is clarified. Liu and Li [9] used the
SOM (self-organizing map) neural network clustering al-
gorithm to study the outstanding problems in the digital
construction of university libraries. They screen and pro-
cess related data resources of users to form related data sets
and combine related technologies to establish a person-
alised recommendation service system for users in uni-
versity libraries. Zhang et al. [10] conducted a
comprehensive and scientific evaluation of the information
dissemination capability of the think tank on the We Chat
public platform. They conducted simulation verification
using the BP neural network model. The evaluation model
has strong operability and practicability and can provide
new methods and ideas for information dissemination.

Complexity

Zhang et al. [11] used a BP neural network to establish an
evaluation system. They use the capability maturity model
to study the think tank service capabilities of university
libraries. It is conducive to college libraries to determine
their own think tank service capability level and optimise
and improve it in a targeted manner.

2.3. Research on the Evaluation of the Teaching Quality Neural
Network Universities. Zheng and Yan [12] used a teaching
evaluation mechanism to measure teaching quality. Through
the three aspects of the difference in teaching quality, the
unity of teaching evaluation subjects, and the difficult op-
eration of teaching evaluation methods, a comprehensive
teaching quality evaluation system was established. Fan and
Ma [13] evaluated the teaching quality of college teachers by
establishing a complex nonlinear relationship between the
evaluation results of teaching quality and various indicators.
Zhu and Wang [14] used a particle swarm optimisation
method to establish a BP neural network evaluation model.
It solved the problem of scientific research performance
evaluation faced by the Scientific Research Management
Department of Colleges and Universities. It used particle
swarm optimisation to optimise the initial weights and
thresholds of the BP neural network model and then made
predictions.

In summary, most of the research on the construction
of “double first-class” universities has been carried out in
combination with the basic supporting facilities of
universities, the quality of education and teaching, and
other aspects. There are few studies on research funding
at universities, and there is a lack of research that uses
neural networks for in-depth analysis. This study uses a
neural network model to discuss the investment in sci-
entific research funds of various universities from the
aspects of infrastructure and hardware equipment of
“double first-class” universities and discusses the related
implications.

3. BP Neural Network Model

An artificial neurone emulates the abstraction, simplifica-
tion, and simulation of biological neurones. It is the basic
processing unit of an artificial neural network. Neural
network learning is one of the basic algorithms in the field of
artificial intelligence. It was a mathematical model proposed
by the psychologist McCulloch and mathematician Pitts in
1943. Its main application areas involve pattern recognition,
intelligent robots, nonlinear system recognition, knowledge
processing, and other factors.

3.1. Mathematical Model of Neural Network Perceptron.
The most common neural network model with only a single
hidden layer is a three-layer perceptron. These three layers
are the input layer, hidden layer, and output layer. There is a
mathematical relationship between the signals of each layer
as follows:

For the hidden layer,
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y; = f(net;),  j=12...,m,
" _ 1
net; = Zv,-jx,», j=12,...,m.
i=0
For the output layer,
o = f (nety), k=12,...,1,
m
2
netk:ijkyj, k=1,2,...,L 2
=0

In formulas (1) and (2), the transformation function
f (x) is usually a unipolar sigmoid function, which we call

Fl)=—t 3)

l1+e

The sigmoid function is derivative and continuous. For
equation (3), we call

f'x)=fl - fl (4)

If necessary, you can also use the bipolar sigmoid
function:
—X

Flx) = (5)

+e

k=1

el

(2) Network weight adjustment based on gradient
descent

From equation (9), the input error of the neural
network is a function of weights w;; and v;; of each
layer. By adjusting the weight value, the error E can
be changed, so that the adjustment amount of the
weight value is proportional to the gradient decrease
of the error, namely,

OE
Aw =-n——0y k=12,...,1,j=12,...m,
aw]k
(10)
— aE ;T — ; —
Avij_—anij, i=12,...,nj=12,....,m (11)

In the above formula, the minus sign indicates gradient
descent. The constant 77 € (0, 1) is a scale factor, which
reflects the learning rate. Surely, the BP algorithm
belongs to the o learning rule.

Equations (10) and (11) only express the idea of
adjusting the weights mathematically. The calculation
formula derivation of the weight adjustment of the
three-layer BP algorithm is as follows. It is assumed that

To reduce the computational complexity, the output
layer can also use linear functions as needed:

£(0) = kx. (6)

3.2. Derivation of the BP Algorithm. The following uses the
three-layer BP neural network model as an example to derive
the BP learning algorithm.

(1) Network error

If the network output is not equal to the expected
output, then there is an output error E as follows:

l
=2 Y @,-0) 7)

~La-op
2 k=1

Expanding the above error to the hidden layer,

1 !

N kzl £ (nety)]* Z[ ( Jiow"kyjﬂz'

(8)

Further, expand to the input layer:

{ i3 w,kf<zv,]x >] } o

Do

in all the derivation processes, thereis j = 0,1,2,...,m,
k=1,2,...,1 for each output layer and
i=0,1,2,...,n, j =1,2,...,m for each hidden layer.
For the output layer, equation (10) can be written as
A OE OE Onet;, b

w.. = — = — .
ik ”awjk nanetk ow (12)

Equation (11) can be written as
OE OE Onet;

Av;; = - 13
”av anet ov;; ; (13)

We define an error signal for the output layer and the
hidden layer.

OE
=
k™ Onet, (14)
OE
Y~ _
% = Onet;’ (15)

Comprehensive application of formulas (2) and (14):
the weight adjustment formula of (12) can be rewritten
as



Awy =16} y;. (16)

Comprehensive application of formulas (4) and (15):
the weight adjustment formula of (13) can be rewritten
as

Av;; = nSj.’xi. (17)

Calculate the error signals §; and & in formulas (14)
and (15); then, the calculation and derivation of the
weight adjustment amount are also completed.

The output layer &, can be expanded to
0 OE OE 0oy, OE

do, Onet, 0oy

dnet, f' (nety). (18)

The hidden layer ] can be expanded to

OE  OE 3y, OE

Y _ = ! .
0 dy; Onet; ay,.f (net]). (19)

i~ o
anet]

Next, according to formulas (18) and (19), we find the
partial derivative of the network error to the output of
each layer.

Output layer: using equation (7), the partial derivative
can be obtained:

30, —(dy = op). (20)

Hidden layer: using equation (8), the partial derivative
can be obtained:

1

8y] k; —0i) f' (net)wjy. (21)

Substituting the above results into formulas (18) and

(19), and applying equation (4), f'(x)= f(x)
[1- f(x)], we obtain
8% = (di — 0 )or (1 = 0)s (22)
!
[Z —o))f' (netk)wjk:| '(net;)
oy (23)

(S 1)

Substituting equations (22) and (23) into equations (16)
and (17), the calculation formula for the weight ad-
justment of the BP learning algorithm of the three-layer
perceptron can be obtained:

Awy = ndyy; = n(dx = 0 )or (1= 0r)y)

! (24)
Av;; = n&ljxi = 11<Z 8ijk>yj(1 —yj)xi.
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(3) Vector form of BP learning algorithm
Output  layer: assuming Y = (yp,¥5...» ¥
oyt 8= (89,85,...,80,..., 80", the weight
matrix adjustment from the hidden layer to the
output layer is

= p(sy")". (25)

Hidden layer: assuming X = (x;, Xy, .. .»X;...>X,,)
& =(8,8),...,8),...,8/)", the weight matrix ad-
justment from the input layer to the hidden layer is

AV = (& x7)". (26)

According to formulas (25) and (26),in the BP learning
algorithm, the adjustment formula of the weights of
each layer is identical in the same form. They all require
three factors, the learning rate 7, the error signal &
output by this layer, and the input signal Y (or X) of this
layer. The error signal of each hidden layer is related to
the error signal of each previous layer, and it is
transmitted from the output layer and back to the input
layer.

3.3. Determination of Input Variables and Output Variables

3.3.1. Input Dimensionality Reduction. For image data,
adjacent pixels are highly correlated, so the input data is
somewhat redundant. Suppose a 16x 16 grey value image is
processed. The input is a 256-dimensional vector x € R*,
where the feature value x; corresponds to the brightness
value of each pixel. Because of the correlation between
adjacent pixels, the input vector needs to be converted into
an approximate vector with a lower dimension. At this time,
the error is very small, which does not affect the processing
result, but the amount of calculation is greatly reduced.

Principal Component Analysis (PCA) is a statistical
analysis method to identify the main contradictions of
things. The purpose of calculating the principal component
is to find r (r < n) new variables. Each new variable is a linear
combination of the original n variables. They reflect the
influence of the original n variables, and these new variables
are uncorrelated.

3.3.2. Preprocessing of Input and Output Data. Scale nor-
malisation is a linear transformation. It readjusts the value of
each input component of the data. These dimensions may be
independent of each other. Ensure that the final data vector
falls within the interval [0, 1] or [-1, 1]. The pixel values
obtained when processing natural images are in the range [0,
255]. A common process is to divide these pixel values by
255 to scale them to [0, 1]. Transform the input and output
data to the value of the interval [0, 1]:

X; — Xi = Xmin , (27)

Xmax ~ *min
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where x; represents the input or output data, x,;, represents
the minimum value of the data change, and x,,,, represents
the maximum value of the data change range.

If the input or output data is converted to a value in the
range [-1, 1], the following conversion formulas are com-
monly used:

Xoid max > min)
(28)
X = Xi ~ Xmid
1/2 (xmax - xmin)

Xq represents the middle value of the data change
range. After changing according to the above transforma-
tion, the intermediate value of the original data is converted
to zero. The maximum value is converted to 1, and the
minimum value is converted to —1.

3.3.3. Training Sample Set. The laws in neural network
training can be extracted from the samples. Therefore, a
high-quality data sample set is an important and critical step.
The selection of samples should not only be representative,
but also eliminate invalid data and erroneous data. At the
same time, we must unify the sample category and sample
size. Normally, if the number of training samples is large, the
training results will more accurately reflect their internal
laws. However, when the number of samples reaches a
certain upper limit, it is more difficult to improve the ac-
curacy of the network. Generally, the number of training
samples is 5-10 times the total number of network con-
nection weights.

3.4. BP Network Structure Design. Through training samples,
the number of nodes in the input and output layers of the
network can be determined. The structural design of the BP
network is mainly used to determine the number of hidden
layers, the number of nodes in each hidden layer, and the
neurone activation function of each node.

Determination of the number of hidden layers:
according to theory, if a feedforward network has a single
hidden layer when designing a multilayer BP network, it will
first consider designing only one hidden layer. When there
are too many hidden nodes in a hidden layer and the
network performance cannot be improved, the second
hidden layer will be considered.

Determining the number of hidden layer nodes: the role
of hidden layer nodes is to extract internal laws from samples
and store them. The commonly used empirical formulas for
determining the number of hidden nodes are as follows:

m=vVn+l+a,
m = lbn, (29)
m = Vnl.

In the above formula, m is the number of hidden layer
nodes and 7 is the number of input layer nodes. I is the
number of nodes in the output layer, and « is a constant
between 1 and 10.

Approximation and generalisation considerations: the
total number of weights and thresholds reflects the infor-
mation capacity of the network. The “overdesign” of the
number of hidden nodes may lead to “overfitting.” The noise
in the sample is retained, but it reduces the generalisation
ability. The above design uses a combination of experience
and trial. The theoretical guidance of neural network design
still needs to be improved. The research shows that the
number of training samples P, the given training error ¢, and
the network information capacity n,, should meet the fol-
lowing matching relationship:

nw

p="v (30)
&

4. An Empirical Analysis of the Scientific
Research Fund with BP Neural Network in
Higher Education

In this study, six evaluation indicators—fixed assets, number
of teaching and research instruments and equipment,
amount of teaching and research instruments and equip-
ment, number of large teaching and research equipment
over 400,000, amount of large teaching and research
equipment over 400,000, and number of books in librar-
ies—are selected as input variables. Fixed assets, teaching
and research equipment, and library collection are the tools
used by students and teachers to acquire new knowledge and
solve research problems, which are important in improving
the quality of education and research. In addition, with the
continuous improvement of the level of science and tech-
nology and the continuous acceleration of the process of
informationisation in this era, teaching and research in-
struments and equipment are becoming much more ad-
vanced, playing an increasingly important role in
conducting relevant teaching experiments. In 2018, China’s
dual-class universities invested about 388.2 billion yuan in
fixed assets, a total of 6.31 million pieces of teaching and
research instruments, with an investment of about 126.6
billion yuan, of which more than 400,000 large teaching and
research equipment of about 32.6 billion yuan, or 25.8% of
the total investment in teaching and research equipment.
The library collection was about 250 million books. Gen-
erally speaking, fixed assets, research instruments, and li-
brary collections comprise the infrastructure for teaching
and research in universities, and they are also the basic
requirements for the construction of China’s “double first-
class” universities.

As study subjects, 72 colleges and universities among the
“double first-class” colleges and universities in 2017 were
selected, and the aforementioned indicators were used as
network input, the number of scientific research activities
was used as the network output, and the number of implicit
layer nodes was determined according to the empirical
formula of the number of implicit nodes, thus forming a 6-3-
1 neural network structure. The BP neural network is
created using the software R, and weights and thresholds are
determined using correlation functions. The minimum-
maximum normalisation method is used to normalise the
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FiGURE 1: The neural network model of university samples in 2017.

sample indicator data with the total score, and the neural net
function is used to create the forward network to achieve an
arbitrary mapping of the neural network from input to
output. The algorithm for computing the neural network is
rprop+, the incentive function from the input layer to the
implicit layer is Tansig, the incentive function from the
implicit layer to the output layer is Purelin, the learning rate
is set to 0.01, and the number of neurones in the implicit
layer is 3. The stop queue for the error function is 0.001, the
maximum number of iterative training allowed is 100000,
and the number of training sessions is 1000. Set the error
performance index of network convergence as MSE (mean
square error); the set output mode is linear output, and the
default value is selected for all other parameters. By default,
the algorithm used in the neural net function is based on
elastic backpropagation with upweighted regression and an
additional modification of either the learning rate associated
with the minimum absolute gradient or the minimum
learning rate itself.

The colleges in the sample in 2017 are divided into
training and test sets, and the constructed neural network is
shown in Figure 1. X1 is a fixed asset. X2 is the number of
teaching and research instruments and equipment. X3 is the
amount of teaching and research equipment. X4 is the
number of large-scale teaching and research equipment. X5
is the amount of large-scale teaching and research equip-
ment. X6 is the number of books in libraries. Y'is the funding
for scientific research activities.

The maximum step of training the neural network was
88143. When this value is reached, the training process of the
neural network stops. Specify the threshold value of the
partial derivative of the error function, which is the stop
threshold of the error function, to reach 0.00098. The error
rate of this neural network model was 0.07809. The black line
(the line starting from the input node) shows the connection
between each layer and the weight on each connection, while

the blue line (the lines start from the deviation nodes dis-
tinguished by 1) shows the deviation added at each step. It
can be considered that the deviation is the intercept of the
linear model. The deviation of the first node of the hidden
layer was 1.68549. The deviation of the second node of the
hidden layer was 16.14033. The deviation of the third node of
the hidden layer was —4.87729. The deviation of the output
layer node was 1.45841. The specific values of the weights
between the nodes of each layer are shown in Table 1.

From Table 1, the weights of the first node of the hidden
layer have a greater impact on the indicator of the number of
teaching and research equipment and the indicator of the
number of large teaching and research equipment, both of
which play an inhibitory role. The weights for the second
node of the hidden layer have a greater impact on the
number of teaching and research equipment, which is a
facilitator, and the number of books in libraries, which is
disincentive. The weights of the third node of the hidden
layer have a greater impact on the number of teaching and
research equipment indicators and the number of teaching
and research equipment indicators, with the former acting as
an inhibitor and the latter as a facilitator. The relationship
between the hidden layer and the output layer has a greater
impact on the third and first nodes.

The MSE of the neural network with a value of
651133098 is significantly smaller than that of the linear
regression model with a value of 1723270943, which indi-
cates that the neural network model is better. Furthermore, it
is possible to predict the funding for higher education re-
search activities of “double-first-class” universities through a
neural network evaluation model. As long as the data of
those indicators are collected for a certain university in a
certain year, it is possible to predict the approximate range of
funding for scientific research activities of that university,
which provides an effective reference for the funding of
college education in China.
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TaBLE 1: Weight table of neural network of university samples in 2017.

Hidden layer first node

Hidden layer =~ Hidden layer

Output layer

second node third node
Fixed assets 2.053567 —-12.80568 5.744475 —
Number of teaching and research equipment —2.144015 80.63330 —12.48698 —
Amount of teaching and research equipment 0.3614817 —48.25442 7.784177 —
Number of large-scale teaching and research equipment 1.471630 -6.008896 —5.223469 —
Amount of large-scale teaching and research equipment -3.292561 -1.974632 0.098747 —
Number of books in libraries 0.425100 —54.85887 7.024750 —
Hidden layer first node — — — —2.389628
Hidden layer second node — — — 0.4314989
Hidden layer third node — — — 11.68560

5. Summary

In the current context of the creation of world-class uni-
versities and disciplines in China, this paper examines the
investment of research funds at universities. Six variables
were selected as evaluation indicators from the perspective
of fixed assets, teaching configuration and research equip-
ment, and the number of books in libraries, and the data of
72 universities from 2013 to 2017 were analysed. The MSE is
651133098 for the neural network and 1723270943 for the
regression model, which proved that the neural network
model is more effective than the regression model. The
theoretical model can be applied to practice, and the findings
show that it is possible to modify and predict the investment
strategy of the scientific research expenses of universities
through adjusting the six indicators, which provides an
effective reference for the construction of “world-class”
universities and disciplines.

Appendix

A. Neural Network Algorithm

library (“neuralnet”)

#Load package

set.seed (1)

max_data < -apply (data, 2, max)
min_data < -apply (data, 2, min)

data_scaled < -scale (data,
le = max_data-min_data)

center =min_data, sca-

#The function scale is a general function for data
standardization, The default method is to center or
scale the columns of a numeric matrix.

index=sample (I1:nrow (data), round (0.70"nrow
(data)))

#70% of the data is used to train the neural network,
and the remaining 30% is used to test the neural
network.

train_data < -as.data.frame (data_scaled [index,])

test_data < -as.data.frame (data_scaled [-index,])

#The data is divided into two new data frames, called

train_data and test_data
n=names (data)
(n['n%in%

f=asformula  (paste  (“Y~”,paste

“Y”],collapse = “+7)))

#Build the formula that will be used to build the neural
network

net_data = neuralnet (. data =train_data,
hidden = 3,threshold = 0.001,learningrate =
0.01,linear.output = T)

#Use neuralnet functions to build and train neural
networks. There are 3 hidden layers, the stop threshold
of the error function is 0.001, and the learning rate is
0.01.

net_data$result.matrix

#Output weight value and threshold value

plot (net_data)

#Drawing a neural network

predict_net_test < -compute (net_data, test_data [, 1:6])

predict_net_test_start < -predict_net_test$ne-
t.result*(max (data$Y) + min (data$Y)) + min (data$y)
#Using neural networks to make predictions.

test_start < -as.data.frame ((test_data$Y)*(max
(data$Y) + min (data$Y)) + min (data$Y))
MSE.net_data < -sum ((test_start-pre-
dict_net_test_start)2)/nrow (test_start) #Define the
mean square error formula.

Regression_Model < -Im (Y~.,data = data)

#Establish a linear regression model to understand the
accuracy of neural network predictions.

summary (Regression_Model)

test < -data [-index,]

predict_Im < -predict (Regression_Model, test)
MSE.Im < -sum ((predict_lm-test$Y)2)/nrow (test)
MSE.net_data

#Calculate the MSE value of the neural network
MSE.Im

#Calculate the MSE value of the regression model



8 Complexity

Data Availability [13] Y. Fan and L. Ma, “Teaching quality evaluation model of
colleges and universities optimized BP neural network,”

The data used to support the findings of this study are in- Statistics & Decision, no. 2, pp. 80-82, 2018.

cluded within the article. [14] Q. Zhu and J. Wang, “Research on university scientific re-

search management evaluation based on particle swarm op-
. timization algorithm and BP neural network,” Modern
Conflicts of Interest Electronics Technique, vol. 42, no. 7, pp. 87-89+94, 2019.

The authors declare that they have no conflicts of interest.

Acknowledgments

This article is a phased result of the research program
“Decade Research on the Performance Evaluation of Col-
leges and Universities,” National Institute of Education
Sciences (Grant no. GYH2019010).

References

[1] L. Gao, “Teaching laboratory optimization construction
promotes the construction of “double first-class” in colleges
and universities,” New Campus, no. 7, pp. 47-48, 2017.

[2] H.Zhang, “Research on construction of first-class laboratories
under “Double world-class® background,” Experimental
Technology and Management, vol. 34, no. 12, pp. 6-10, 2017.

[3] H. Liu and D. Ding, “The strategy of document resources
guarantee in local university libraries under the background of

“double First-class” —— taking Shanghai University Library
as an example,” Journal of Library Science, no. 3, pp. 9-14,
2019.

[4] H. Zhang and X. Zheng, “New measures for opening and
sharing of university large-scale instruments and equipment
under background of “Double first-class™ Experimental
Technology and Management, vol. 36, no. 6, pp. 8-11, 2019.

[5] W. Jiang, Y. Zhang, and Y. Su, “Research on establishment
and application of experimental teaching platform in “Double
first-class” construction,” Experimental Technology and
Management, vol. 36, no. 6, pp. 16-20, 2019.

[6] Q. Wu and L. Ma, “An empirical study on the open access of
scientific research achievements of domestic “double first
class” university libraries,” Research on Library Science, no. 12,
pp. 72-81, 2019.

[7] C. Fan, J. Yu, and D. Li, “A study on ladder-type resources
construction model of academic libraries under the back-
ground of “double first-class,” Construction Library Work in
Colleges and Universities, no. 4, pp. 62-66, 2019.

[8] J. Wang, “Study on the construction of electronic resources’
quality evaluation system in university libraries: based on the
BP neural network model,” New Century Library, no. 3,
pp. 30-33, 2017.

[9] A. Liu and Y. Li, “The recommendation system of university
library personalized service based on SOM,” Library Tribune,
no. 4, pp. 95-102, 2018.

[10] L. Zhang, X. Zhang, Z. Li, and H. Lu, “Evaluation of think
tank’s information dissemination capacity on wechat public
platform based on BP neural network,” Information Studies:
Theory & Application, vol. 41, no. 10, pp. 93-99, 2018.

[11] X.Zhang, B. Zhao, H. Lu, and Y. Li, “Research on the maturity
model and evaluation of university library think-tank service
capability,” Library, no. 7, pp. 26-33, 2019.

[12] Y. Zheng and C. Yan, “Research on evaluation model of
university teachers’ teaching quality based on BP neural
network,” Journal of Chongqing University of Technology
(Natural Science), no. 1, pp. 85-90, 2015.



Hindawi

Complexity

Volume 2020, Article ID 9318308, 17 pages
https://doi.org/10.1155/2020/9318308

Research Article

WILEY

Hindawi

A Hybrid Approach Integrating Multiple ICEEMDANs, WOA, and
RVFL Networks for Economic and Financial Time

Series Forecasting

Jiang Wu @, Tengfei Zhou

, and Taiyong Li

School of Economic Information Engineering, Southwestern University of Finance and Economics, Chengdu 611130, China

Correspondence should be addressed to Taiyong Li; litaiyong@gmail.com

Received 8 May 2020; Revised 11 August 2020; Accepted 6 October 2020; Published 22 October 2020

Academic Editor: Lei Xie

Copyright © 2020 Jiang Wu et al. This is an open access article distributed under the Creative Commons Attribution License,
which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

The fluctuations of economic and financial time series are influenced by various kinds of factors and usually demonstrate strong
nonstationary and high complexity. Therefore, accurately forecasting economic and financial time series is always a challenging
research topic. In this study, a novel multidecomposition and self-optimizing hybrid approach integrating multiple improved
complete ensemble empirical mode decompositions with adaptive noise ICEEMDANSs), whale optimization algorithm (WOA),
and random vector functional link (RVFL) neural networks, namely, MICEEMDAN-WOA-RVFL, is developed to predict
economic and financial time series. First, we employ ICEEMDAN with random parameters to separate the original time series into
a group of comparatively simple subseries multiple times. Second, we construct RVFL networks to individually forecast each
subseries. Considering the complex parameter settings of RVFL networks, we utilize WOA to search the optimal parameters for
RVEFL networks simultaneously. Then, we aggregate the prediction results of individual decomposed subseries as the prediction
results of each decomposition, respectively, and finally integrate these prediction results of all the decompositions as the final
ensemble prediction results. The proposed MICEEMDAN-WOA-RVFL remarkably outperforms the compared single and
ensemble benchmark models in terms of forecasting accuracy and stability, as demonstrated by the experiments conducted using
various economic and financial time series, including West Texas Intermediate (WTI) crude oil prices, US dollar/Euro foreign
exchange rate (USD/EUR), US industrial production (IP), and Shanghai stock exchange composite index (SSEC).

1. Introduction

Economic and financial time series, such as price move-
ments, stock market indices, and exchange rate, are usually
characterized by strong nonlinearity and high complexity,
since they are influenced by a number of extrinsic and in-
trinsic factors including economic conditions, political
events, and even sudden crises [1, 2]. Economic and financial
time series forecasting always play a vital role in social and
economic development, which is of great economic im-
portance to both individuals and countries. Therefore,
economic and financial time series forecasting is always a
very active research area.

In extant research, various forecasting methods were
proposed to forecast various economic and financial time
series. These forecasting methods mainly include statistical

and artificial intelligence (AI) approaches. The frequently
used statistical approaches for economic and financial time
series forecasting include the error correction model (ECM)
[3], hidden Markov model (HMM) [4], random walk (RW)
model [5], autoregressive moving average (ARMA) model
[6], autoregressive integrated moving average (ARIMA)
model [7], and generalized autoregressive conditional het-
eroskedasticity (GARCH) model [8, 9]. Lanza et al. fore-
casted the series of crude oil prices in two distinct areas using
the ECM [3]. Hassan and Nath developed the HMM ap-
proach for forecasting stock price for interrelated markets
[4]. Kilian and Taylor analyzed the advantage of RW in
exchange rate forecasting [5]. Rout et al. integrated ARMA
with differential evolution (DE) to develop a hybrid model
for exchange rate forecasting [6]. Mondal et al. conducted a
study on the effectiveness of the ARIMA model on the
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forecasting of 56 Indian stocks from different sectors [7].
Alberg et al. conducted a comprehensive analysis of the stock
indices using various GARCH models, and the experimental
results showed that the asymmetric GARCH model en-
hanced the overall prediction performance [9].

Since most economic and financial time series involve
the complex characteristics of strong nonlinearity and
nonstationarity, it is difficult to obtain satisfactory fore-
casting accuracy by statistical approaches. Hence, various Al
approaches were proposed for economic and financial time
series forecasting. These Al forecasting approaches include
the artificial neural network (ANN) [10, 11], support vector
machine (SVM) [12, 13], extreme learning machine (ELM)
[14], random vector functional link (RVFL) neural network
[15], and recurrent neural network (RNN) [16]. Pradhan and
Kumar utilized ANN to forecast foreign exchange rate in
India, and the experimental results indicated that the ANN
could effectively forecast the exchange rate [10]. Das and
Padhy forecasted the commodity futures contract index
using the SVM, and the empirical analysis showed that the
proposed model was effective and achieved the satisfactory
prediction performance [12]. Li et al. made stock price
prediction using the ELM, and the comparison results
showed that the ELM with radial basis function (RBF)
kernels achieved better prediction performance with faster
speed than back propagation neural networks (BPNNs) [14].
Moudiki et al. employed quasirandomized functional link
networks for various time series forecasting, and the pro-
posed approach could generate more robust prediction
results [15]. Baek and Kim employed long short-term
memory (LSTM) for stock index forecasting, and the results
confirmed the LSTM model had excellent prediction ac-
curacy [16].

In order to effectively improve prediction accuracy,
various hybrid forecasting models were designed for eco-
nomic and financial time series forecasting. Babu and Reddy
combined ARIMA and nonlinear ANN models to develop a
novel hybrid ARIMA-ANN model, and the experiments on
electricity price and stock index indicated that the proposed
ARIMA-ANN had higher prediction accuracy [17]. Kumar
and Thenmozhi compared three different hybrid models for
the forecasting of stock index returns and concluded that the
ARIMA-SVM model could obtain the highest prediction
accuracy [18].Hsu built a hybrid model based on a back
propagation neural network (BPNN) and genetic pro-
gramming (GP) for stock/futures price forecasting, and the
empirical analysis showed that the proposed hybrid model
could effectively improve the prediction accuracy [19]. These
hybrid models are able to fully take advantage of the po-
tential of single models and, thus, obtain better prediction
accuracy than single models.

Due to the complexity of original economic and financial
time series, conducting forecasting on original time series is
hard to obtain satisfactory prediction accuracy. To reduce
the complexity of original time series, a framework of
“decomposition and ensemble” is widely utilized in the field
of time series forecasting. The framework includes three
stages: decomposition, forecasting, and ensemble. The
original time series is firstly separated into a sum of
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subseries, then a prediction model is used to forecast each
subseries, and finally, the predictions of all the subseries are
aggregated as the final prediction results. Decomposition, as
the first step, is very important for enhancing the perfor-
mance of the ensemble model. The widely used decompo-
sition approaches include wavelet decomposition (WD),
variational mode decomposition (VMD), and empirical
mode decomposition (EMD) class methods. Lahmiri com-
bined VMD with a general regression neural network
(GRNN) to develop a novel ensemble forecasting model, and
the experimental results suggested that VMD outperformed
EMD for the prediction of economic and financial time
series [20]. Kao et al. integrated WD, support vector re-
gression (SVR), and multivariate adaptive regression splines
(Mars) to develop an ensemble forecasting model to forecast
stock price, and the proposed model obtained better pre-
diction accuracy [21]. In the second stage of the framework
of “decomposition and ensemble,” various optimization
approaches were introduced to enhance the performance of
predictors. Li et al. proposed a ridge regression (RR) with DE
to forecast crude oil prices and obtained excellent forecasting
accuracy [22]. Bagheri et al. introduced quantum-behaved
particle swarm optimization (QPSO) to tune the adaptive
network-based fuzzy inference system (ANFIS) for financial
time series forecasting [23]. Wang et al. employed brain
storm optimization (BSO) algorithm to optimize SVR, and
the results indicated that the developed approach was ef-
fective in stock market analysis [24].

In the “decomposition and ensemble” framework, de-
composition approaches and prediction approaches influ-
ence the final prediction results greatly. Considering the
powerful decomposition ability of ICEEMDAN, the excel-
lent search efficiency of WOA, and the accurate forecasting
ability of the RVFL network, we develop a novel ensemble
prediction model integrating multiple ICEEMDANs, WOA,
and the RVFL network, namely, MICEEMDAN-WOA-
RVFL, for economic and financial time series forecasting.
Firstly, ICEEMDAN with random parameters is utilized to
divide the original economic and financial time series into a
sum of subseries. Secondly, the RVFL network is applied to
forecast each decomposed subseries individually, and WOA
is used to optimize the parameter values of the RVFL
network simultaneously. Finally, the predictions of all in-
dividual subseries are aggregated as the prediction values of
one process of decomposition and ensemble. From our
observations, we find that the decomposition in the first
stage has some disadvantages of the uncertainties with a
quite randomness, which can lead to the difference and
instability of the prediction results. In addition, extensive
literature has shown that combining multiple forecasts can
effectively enhance prediction accuracy [25, 26]. Therefore,
we randomize the decomposition parameter values of
ICEEMDAN in the first stage, repeat the abovementioned
processes multiple times, and integrate the results of mul-
tiple decompositions and ensembles as the final prediction
values. We expect that the multiple decomposition strategy
can reduce the randomness of one single decomposition and
turther improve the ensemble prediction stability and
accuracy.
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The main contributions of this paper are as follows: (1)
we propose a new multidecomposition and self-optimizing
ensemble prediction model integrating multiple ICE-
EMDANs, WOA, and RVFL networks for economic and
financial time series forecasting. As far as we know, this is the
first time that the novel combination is developed for
economic and financial time series forecasting. (2) To further
enhance forecasting accuracy and stability, we utilize mul-
tiple differentiated ICEEMDANSs to decompose original
economic and financial time series and, finally, ensemble the
predictions of all decompositions as the final predictions. (3)
WOA is firstly introduced to optimize various parameters of
RVFL networks. (4) The empirical results on four different
types of economic and financial time series show that our
proposed MICEEMDAN-WOA-RVFL significantly en-
hances the prediction performance in terms of forecasting
accuracy and stability.

The novelty of the proposed MICEEMDAN-WOA-
RVFL is three-fold: (1) a novel hybrid model integrating
multiple ICEEMDANs, WOA, and RVFL networks is
designed for economic and financial time series forecasting;
(2) the multiple decomposition strategy is firstly proposed to
overcome the randomness of one single decomposition and
to improve prediction accuracy and stability; and (3) WOA
is first applied to optimizing RVFL networks to improve the
performance of individual forecasting.

The remainder of the paper is organized as follows.
Section 2 offers a brief introduction to the ICEEMDAN,
WOA, and RVFL network. Section 3 provides the archi-
tecture and the detailed implementation of the proposed
MICEEMDAN-WOA-RVFL. Section 4 analyzes the em-
pirical results on various economic and financial time series
forecasting. Section 5 discusses some details of the de-
veloped prediction model, and Section 6 concludes this

paper.

2. Preliminaries

2.1. Improved Complete Ensemble Empirical Mode Decom-
position with Adaptive Noise ICEEMDAN). Empirical mode
decomposition (EMD), an adaptive time-frequency analysis
approach for nonstationary signals, was designed by Huang
et al. [27]. EMD separates original time series into a sum of
“intrinsic mode functions” (IMFs) and one residue, and
thus, it can simplify time series analysis. Due to some
drawbacks of EMD, such as mode mixing, EEMD [28] and
CEEMDAN [29] have been proposed to improve decom-
position performance and applied in various fields [30-32].
In spite of that, these decomposition methods still have some
new problems. To solve these problems, an improved
CEEMDAN (ICEEMDAN) was developed by Colominas
et al. [33].

Let Ei(-) be the operator which generates the kth mode
using EMD, M(-) be the operator which generates the local
mean of the series, and w;) be a realization of zero mean
unit variance noise. When x is the original signal, the
detailed decomposition process of ICEEMDAN is as
follows:

(i) Step 1: employ EMD to compute the local means of I
realizations x” = x + BoE1(w ;) to achieve the first
residue 7, = M (x?), and >0

(ii) Step 2: calculate the first IMF, =x—r,

(iii) Step 3: calculate the average of local means of the
realizations as the second residue:
ry= (r) +BEy(w?)

(iv) Step 4: compute the kth residue for k=3,..., K
1= M(riy + Py B (w?))

(v) Step 5: go to step 4 for next k

Since ICEEMDAN can effectively decompose the orig-
inal time series, it has been frequently introduced into
various time series forecasting [34-36]. In our study, we
employ ICEEMDAN to separate the original economic and
financial time series into a sum of simpler subseries for
subsequent forecasting.

2.2. Whale Optimization Algorithm (WOA). Whale opti-
mization algorithm (WOA) is a type of optimization method
and outperforms particle swarm optimization (PSO), ant
colony optimization (ACO), gravitational search algorithm
(GSA), and fast evolutionary programming (FEP) in the
optimization performance [37, 38]. Simulating the hunting
process of whales, WOA includes three main operators:
encircling prey, bubble-net foraging, and search for prey. In
each iteration, individuals update their positions toward the
best individual in the last iteration, which can be formulated
as follows:

P(t+1) = Py () = A-[C- P () - P()|, (1)

where t represents the tth iteration, A and C are two co-
efficient vectors, Py is the best individual so far, P is the
position of an individual, || represents the absolute value,
and - indicates an element-by-element multiplication.

In the exploitation (bubble-net foraging) phase, the
individual position is updated based on its distance to the
best individual by simulating the helix-shaped movement of
whales, which is formulated as follows:

P(t+1)=D-e" cos(2nl) + Py (1), (2)

where D =Py (t) — P(t)| represents the distance between
the best individual obtained so far and the ith individual, [ is
a random number in [-1, 1], and b is a constant which is
used to define the shape of logarithmic spiral.

In exploration (search for prey) phase, the individual
position is updated using a randomly selected individual.
The mathematical model is follows:

P(t+1)=P A-|C-Pa - P, (3)

rand —

where P,,,q represents a randomly selected individual.

The detailed flowchart of WOA is illustrated in Figure 1,
where p is a random number in [0, 1]. Due to its very
competitive search ability, WOA has been widely applied in
various fields [39-41]. Therefore, we consider taking ad-
vantage of the effective search ability of WOA to seek the
optimal parameters for RVFL networks.
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| Initialize the whales population P; (i = 1,2, ..., n) |

!

| Calculate the fitness of each individual and obtain the best individual Py,

t < maximum
number of iterations

Obtain the best individual Py,

Update A, C, p and [ for each individual respectively |

!

p=05

True

Update the position of the current search by the Eq. (2) |

False

True 0 False

|Update the position of the current search by the Eq. (1) | | Update the position of the current search by the Eq. (3)

!

|Calculate the fitness of each individual and update the best individual Py,

‘i t=t+1

FiGure 1: The flowchart of whale optimization algorithm (WOA).

2.3. Random Vector Functional Link (RVFL) Neural Network.
As a kind of modification of the multilayer perceptron
(MLP) model, the random vector functional link (RVFL)
neural network was proposed by Pao et al. [42]. The RVFL
neural network is able to overcome the slow convergence,
overfitting, and local minimum inherently in the traditional
gradient-based learning algorithms. Like MLP, the archi-
tecture of the RVFL neural network includes three layers,
which is illustrated in Figure 2. The main modification in the
RVFL network lies in the connection in the network
structure. Since the RVFL network has the direct connec-
tions from the input layer to the output layer, it can perform
better compared to no direct link [43, 44].

The neurons in the hidden layer, known as enhancement
nodes, calculate the sum of all the output of the input layer
neurons and obtain their output with an activation function:

N
hyy = g(Z Wiy + bm>, (4)
n=1

where w,,, denotes the weight between i, and h,,, b, rep-
resents the bias of the mth neuron in hidden layer, and g (-)
represents an activation function.

The output layer neurons integrate all the output from
the hidden layer and input layer neurons, and the final
output is

M N
o = Z wmlhm + z wnlin, (5)
m=1 n=1

where w,,,; represents the weight between h,, and 0, and w,;
indicates the weight between i, and o,.

To enhance the training efficiency, the RVFL neural
network utilizes a given distribution to fix the values of w,,,

and b,,, and obtain the weights of w,,; and w,; by minimizing
the system error:

_ 1 O _ gg iy
E=— 2 (¢ - Bd"Y, (6)
where P indicates the number of training samples and ¢ are
the target values, B is the combination of w,,; and w,;, and d
represents a combined vector.

The RVFL neural network has demonstrated an ex-
tremely efficient and fast forecasting ability and has been
frequently used in time series forecasting [44, 45].

3. MICEEMDAN-WOA-RVEFL: The Proposed
Approach for Economic and Financial Time
Series Forecasting

Referring to the framework of “decomposition and en-
semble,” we design a multidecomposition and self-opti-
mizing hybrid model that integrates multiple
ICEEMDANs, WOA, and RVFL networks, termed as
MICEEMDAN-WOA-RVFL, to forecast economic and
financial time series. The architecture of the proposed
hybrid model is illustrated in Figure 3.

Our proposed MICEEMDAN-WOA-RVFL takes ad-
vantage of the idea of “divide and conquer” that was fre-
quently used in time series forecasting, image processing,
fault diagnosis, and so on [46-53]. A procedure of “de-
composition and ensemble” in the MICEEMDAN-WOA-
RVFL is as follows:

(i) Stage 1: decomposition: ICEEMDAN is employed
to separate original time series into several subseries
(i.e., several IMFs and one residue).
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Input layer

Output layer

Hidden laye

F1GURE 2: The architecture of the random vector functional link (RVFL) neural network.

[ Economic and financial time series ]

!

r
Randomize the parameters Randomize the parameters
of ICEEMDAN; of ICEEMDAN,,
Decomposition
ICEEMDAN; ICEEMDAN,,
------ ) e
Individual forecasting | RVEL H WOAl ...... | RVEL H WOAl | RVEL |<—| WOA| | RVEL |-—| WOA|
Predicted Predicted Predicted Predicted
result of IMF | 77 result of IMF,, result of residue result of residue

Addition

Predicted results;

Ensemble

1

Addition

Predicted results,,

Final predicted results

FiGUure 3: The flowchart of the proposed MICEEMDAN-WOA-RVFL.

(ii) Stage 2: individual forecasting. Each decomposed
subseries is divided into a training dataset and a
testing dataset, then the RVFL network with WOA
optimization is developed on each training dataset
independently, and finally, the developed RVFL
model is used to each testing dataset. The reason
why we select the RVFL network as the predictor is
its powerful forecasting ability in extant research
[15, 34, 44]. Since the parameter setting of the RVFL
network plays an important role in the prediction
performance, we introduce WOA to seek the op-
timal parameter values for the RVFL network in the
forecasting stage.

(iii) Stage 3: ensemble: the predictions of all the
decomposed subseries are aggregated as the final
prediction results of one “decomposition and en-
semble” using addition aggregation.

In this study, to enhance both accuracy and stability of
final prediction, we generate random values for the de-
composition parameters of ICEEMDAN in the decompo-
sition stage, including number of realizations (Nr), noise
standard deviation (Nsd), and maximum number of sifting
iterations (Max,;), for each decomposition, and repeat the
procedure of “decomposition and ensemble” M times and,
finally, combine all the results of multiple “decompositions
and ensembles” using the RMSE-weighted method as the
final prediction results. The corresponding weight of ith
forecasting model is as follows:

1/RMSE,

Weight; = ————,
Y3 1/RMSE;

(7)

where M denotes the number of individual models and
RMSE; indicates the RMSE value of the ith forecasting model
in the training process.



Although some recent studies also employ the RVFL
network for time series forecasting, they obviously differ
from the current study in the decomposition technique and
network optimization: (1) they divide the original time
series using WD or EMD; (2) they construct RVFL net-
works using the fixed parameter values. Unlike the previous
studies, our study decomposes economic and financial time
series using ICEEMDAN and searches the optimal pa-
rameter values of RVFL networks based on WOA. Fur-
thermore, the previous research mainly focuses on dividing
original time series by one single decomposition or dual
decomposition [20, 35, 54]. In dual decomposition, the
original signal is first decomposed into several compo-
nents, and then, the high-frequency components continue
to be decomposed into other components using the same or
different decomposition method. Essentially, the dual de-
composition process belongs to one decomposition, just
including two different decomposition stages. Unlike the
previous research, one main improvement in this study is
the multiple decomposition strategy, which can success-
fully overcome the randomness of one single decomposi-
tion and further improve the prediction accuracy and
stability of the developed forecasting approach. To our
knowledge, it is the first time that the multiple decom-
position strategy is developed for the forecasting of eco-
nomic and financial time series.

4. Experimental Results

4.1. Data Description. As we know, economic and financial
time series are influenced by various factors, sometimes raising
and dropping down in a short time. The dramatic fluctuations
usually lead to the significant nonlinearity and nonstationarity
of the time series. To comprehensively evaluate the effectiveness
of the proposed MICEEMDAN-WOA-RVEFL, we choose four
different time series, including the West Texas Intermediate
crude oil spot price (WTI), US dollar/Euro foreign exchange
rate (USD/EUR), US industrial production (IP), and Shanghai
stock exchange composite index (SSEC), as the experimental
datasets. The first three datasets can be accessed via the website
of St. Louis Fed Research [55], and the last one can be obtained
via the website of NetEase [56].

Each time series is separated into two subdatasets: the
first 80% for training and the last 20% for testing. Table 1
shows the divided samples of the abovementioned four
economic and financial time series.

We utilize ICEEMDAN to decompose these time series
into groups of relatively simple subseries. Figure 4 offers an
example of the decomposition of the WTI dataset using
ICEEMDAN.

4.2. Evaluation Indices. In this study, we use four evaluation
metrics, including the mean absolute percent error (MAPE),
the root mean squared error (RMSE), the directional statistic
(Dstat), and the Diebold-Mariano (DM) test, to assess the
performance of the proposed model. Among them, MAPE
and RMSE are used to assess the forecasting error, defined as
follows:

Complexity

N
MAPE = Z
t=1

RMSE = % i ©,- P, (9)

where N is the size of the evaluated samples, O, denotes the
actual values, and P, represents the predicted values at time .
The lower the values of RMSE and MAPE, the better the
prediction models.

The Dstat indicates the performance of direction pre-
diction, which is formulated as follows:

Ot_Pt
o

100
by 8
X7 (8)

1 N
Dy = > d; x 100%, (10)

i=1

where d;=1if (P,,; — O,) (O.q — O,) = 0; otherwise, d;=0. A
higher value of Dy, indicates a more accurate direction
prediction.

Furthermore, to test the significance of the prediction
performance of pairs of models, we employ the Die-
bold-Mariano (DM) test in this study.

4.3. Experimental Settings. In this study, we compare the
proposed MICEEMDAN-WOA-RVFL with several state-of-
the-art forecasting models, including the single models and
the ensemble models. Among all these models, the single
models include one popular statistical model, RW, and two
popular AT models. BPNN and least square SVR (LSSVR).
The ensemble models derive from the combination of the
single models and the decomposition method ICEEMDAN.

The detailed parameters of all prediction models, de-
composition approach ICEEMDAN, and optimization
method WOA in the experiments are shown in Table 2. The
parameter values of BPNN, LSSVR, RVFL, and ICEEMDAN
refer to the previous literature [22, 34, 45].

All experiments were conducted using Matlab R2019b
on a PC with 64 bit Microsoft Windows 10, 8 GB RAM, and
1.8 GHz i7-8565U CPU.

4.4. Results and Analysis. We compare the forecasting
performance of six prediction models, including three single
models.

(RW, LSSVR, and BPNN) and three ensemble modes
(ICEEMDAN-RW, ICEEMDAN-LSSVR, and ICEEMDAN-
BPNN) with that of our proposed MICEEMDAN-WOA-
RVFL in terms of MAPE, RMSE, and Dstat. Due to the
different horizons, we train different forecasting models
separately. That is to say, we use the proposed scheme for
different horizons to train different models. Tables 3-5 re-
port the experimental results in terms of each evaluation
index with 1-, 3-, and 6-horizon, respectively.

From Table 3, we can see that the proposed
MICEEMDAN-WOA-RVFL obtains the lowest (the best)
MAPE values with all the horizons in all the datasets. RW
obtains the best MAPE values with all the horizons in all the
datasets among all the compared single models,
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TaBLE 1: Samples of economic and financial time series.

Dataset Type Dataset Size Date
Sample set 8641 2 January 1986~15 April 2020
WTI Daily Training set 6912 2 January 1986~24 May 2013
Testing set 1729 28 May 2013~15 April 2020
Sample set 5341 4 January 1999~10 April 2020
USD/EUR Daily Training set 4272 4 January 1999~30 December 2015
Testing set 1069 31 December 2015~10 April 2020
Sample set 1215 January 1919~Match 2020
P Monthly Training set 972 January 1919~December 1999
Testing set 243 January 2000~Match 2020
Sample set 7172 19 December 1990~21 April 2020
SSEC Daily Training set 5737 19 December 1990~4 June 2014
Testing set 1435 5 June 2014~21 April 2020
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FIGURE 4: The WTI crude oil price series and the corresponding decomposed subseries by ICEEMDAN.
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TaBLE 2: The settings for the parameters.
Method Parameters Description
Nsd=0.2 Noise standard deviation
ICEEMDAN Nr=100 Number of realizations
Max,;=5000 Maximum number of sifting iterations
Rp= 27109 o 1L 12 Regularization parameter
LSSVR Widgpp =210 =% - 1012 Width of the RBF kernel
Npe=10 Number of hidden neurons
BPNN Max;, = 1000 Maximum training epochs
Lr=0.0001 Learning rate
Pop =40 Population size
WOA Maxge, =100 Maximum generation
Nsd =1{0.01, 0.4] Noise standard deviation in ICEEMDAN
Nr=[50, 500] Number of realizations in ICEEMDAN

Mazx,; = [2000, 8000]

Nhe = [5> 30]

Func = {sigmoid, sine, hardlim, tribas, radbas, sign}
Mod = 1: Regularized least square,
2: Moore-Penrose pseudoinverse

MICEEMDAN-WOA-

Maximum number of sifting iterations in
ICEEMDAN
Number of hidden neurons in RVFL
Activation function in RVFL
Mode in RVFL

RVEL Lag= 3, 20] Lag in RVFL
Bias = {true, false} Bias in RVFL
Rand = {1: Gaussian, 2: Uniform} Random type in RVFL
Scale=1[0.1, 1] Scale value in RVFL
ScaleMode = {1: Scale the features for all neurons, Scale mode in RVFL
2: Scale the features for each hidden neuron,
3: Scale the range of the randomization for uniform
diatribution}
TaBLE 3: The mean absolute percent error (MAPE) values of different prediction models.

Dataset Horizon MICEEMDAN -WOA-RVFL RW LSSVR BPNN ICEEMDAN -RW ICEEMDAN -LSSVR ICEEMDAN -BPNN

1 0.0036 0.0176 0.0177 0.0182 0.0200 0.0044 0.0055
WTI 3 0.0080 0.0307 0.0309 0.0320 0.0331 0.0092 0.0094

6 0.0113 0.0441 0.0449 0.0457 0.0458 0.1202 0.0130

1 0.0006 0.0034 0.0034 0.0034 0.0044 0.0010 0.0010
USD/EUR 3 0.0015 0.0063 0.0063 0.0063 0.0071 0.0020 0.0021

6 0.0022 0.0087 0.0088 0.0087 0.0094 0.0032 0.0031

1 0.0012 0.0049 0.0057 0.0056 0.0053 0.0024 0.0022
1P 3 0.0023 0.0102 0.0140 0.0123 0.0104 0.0033 0.0033

6 0.0032 0.0183 0.0279 0.0235 0.0184 0.0043 0.0049

1 0.0020 0.0096 0.0096 0.0097 0.0111 0.0026 0.0026
SSEC 3 0.0044 0.0178 0.0178 0.0179 0.0185 0.0047 0.0051

6 0.0065 0.0259 0.0259 0.0269 0.0268 0.0072 0.0074

demonstrating it is better than LSSVR and BPNN for the
forecasting of economic and financial time series. Of all the
ensemble models, the ICEEMDAN-LSSVR model and
ICEEMDAN-BPNN model obtain the close MAPE values,
obviously better than the ICEEMDAN-RW.

The RMSE values of the four time series datasets are
listed in Table 4. From this table, we can find that the
proposed MICEEMDAN-WOA-RVFL outperforms all
the single and ensemble models with all the horizons in all
the datasets. The statistical model RW obtains the best
RMSE values in 10 out of 12 cases, demonstrating that it is
more suitable for economic and financial time series
forecasting than LSSVR and BPNN among all the single
models. As to the ensemble models, the proposed
MICEEMDAN-WOA-RVFEL obtains the lower RMSE
values than the compared ensemble models,

demonstrating that the former is more effective for eco-
nomic and financial time series forecasting.

Table 5 shows the directional statistics Dy, and we can
see that the MICEEMDAN-WOA-RVFL achieves the
highest D, values in all the 12 cases, indicating that it has
better performance of direction forecasting. Amongst the
single prediction models, LSSVR and RW obtain the best
Dgat values in 5 cases, respectively, better than the BPNN.
Similarly, the ICEEMDAN-LSSVR model and ICEEMDAN-
BPNN model obtain the close Dy, values, obviously better
than the ICEEMDAN-RW model in all the 12 cases.

From the all prediction results, we can find that all the
ensemble prediction models except ICEEMDAN-RW greatly
outperform the corresponding single prediction models in all
the 12 cases, showing that the framework of decomposition
and ensemble is an effective tool for improving the forecasting
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TaBLE 4: The root mean squared error (RMSE) values of different prediction models.

Dataset Horizon MICEEMDAN -WOA-RVFL RW LSSVR  BPNN ICEEMDAN -RW ICEEMDAN -LSSVR ICEEMDAN -BPNN
1 0.2715 1.3196 1.3228 1.3744 1.8134 0.3467 0.4078
WTI 3 0.5953 21784  2.1929 2.2867 2.5041 0.6754 0.7620
6 0.8146 3.0737 3.1271 3.1845 3.2348 0.8692 0.9462
1 0.0009 0.0051 0.0052  0.0052 0.0099 0.0015 0.0016
USD/EUR 3 0.0022 0.0091 0.0092  0.0092 0.0129 0.0031 0.0031
6 0.0033 0.0127 0.0128 0.0127 0.0154 0.0047 0.0046
1 0.2114 0.7528  0.8441 0.8230 0.8205 0.3861 0.4175
1P 3 0.3875 1.4059 1.8553 1.8311 1.4401 0.5533 0.5294
6 0.5340 2.4459 3.6015 2.8116 2.4569 0.6408 0.8264
1 10.8115 50.0742 49.8800 50.8431 63.3951 12.6460 13.7928
SSEC 3 22.2983 89.1834  88.5290 89.1781 93.2887 25.2526 29.7784
6 35.7201 131.6386 131.3487 133.5647 137.2598 40.4357 49.6341

TaBLE 5: The directional statistic (Dg,,) values of different prediction models.

Dataset Horizon MICEEMDAN -WOA-RVFL RW LSSVR BPNN ICEEMDAN -RW ICEEMDAN -LSSVR ICEEMDAN -BPNN
1 0.9381 0.4815 0.5243 0.5191 0.4977 0.9190 0.9097
WTI 3 0.8576 0.4873 0.5087 0.5012 0.4907 0.8300 0.8449
6 0.7737 0.5116 0.4902 0.4948 0.5185 0.7714 0.7575
1 0.9410 0.5019 0.4719 0.4897 0.5056 0.8998 0.9026
USD/EUR 3 0.8502 0.4888 0.4897 0.4925 0.4916 0.8118 0.8024
6 0.7828 0.4991 0.5318 0.5253 0.5047 0.7023 0.7154
1 0.9256 0.5579 0.5909 0.5785 0.5620 0.8636 0.8760
1P 3 0.8802 0.6983 0.5455 0.4876 0.6529 0.8430 0.8058
6 0.8141 0.6198 0.5537 0.5661 0.6405 0.7355 0.7645
1 0.9156 0.4944 0.5049 0.5098 0.4979 0.9024 0.9002
SSEC 3 0.8396 0.5042 0.5021 0.5007 0.4965 0.8222 0.8145
6 0.7587 0.4833 0.5063 0.4965 0.4805 0.7448 0.7455

performance. Of all the compared models, the proposed
MICEEMDAN-WOA-RVFL obtains the highest Dy, values
and the lowest MAPE and RMSE values in all the time series
datasets, showing that it is completely superior to the
benchmark prediction models. Furthermore, for each pre-
diction model, the MAPE and RMSE values increase while the
Dy, values decrease with the horizon. This demonstrates that
it is easier to forecast time series with a short horizon than
with a long one. It is worth noting that the proposed
MICEEMDAN-WOA-RVEL still achieves the relatively good
MAPE and RMSE with the increase of horizon among the
compared models. For example, when the proposed model
obtains 0.7737 Dy, with horizon 6 in the WTI dataset, it
achieves the relatively low MAPE (0.0113) and RMSE
(0.8146), indicating that the prediction values are very close to
the real values although the proposed model misses direction
about 22.63%. In other words, the proposed MICEEMDAN-
WOA-RVFL can still achieve satisfactory forecasting accuracy
with a long horizon.

Furthermore, we can find that the multiple decompo-
sition strategy does not improve the forecast for the RW
model. One possible explanation is simply that RW infers
that the past movement or trend of a time series cannot be
used to predict its future movement, and thus, it cannot take
advantage of the historical data and the diversity of multiple
decomposition to make the future prediction. Therefore,
when we aggregate the multiple RW model predictions of all
the decomposed subseries, we just integrate several random
predictions and, thus, cannot significantly improve the
ensemble prediction results. In contrast, the LSSVR and

BPNN, as well as RVFL, can fully use all the historical data
and the diversity of multiple decomposition to make the
future prediction. Specifically, the multiple decomposition
using different parameters generates many groups of dif-
ferent decomposed subseries, and the diversity of decom-
position can successfully overcome the randomness of one
single decomposition and further improve the prediction
accuracy and stability of the developed forecasting approach.

In addition, the Diebold-Mariano (DM) test is utilized
to evaluate whether the forecasting accuracy of the proposed
MICEEMDAN-WOA-RVFL  significantly  outperforms
those of the other compared models. Table 6 shows the
statistics and p values (in brackets).

On one hand, the DM statistical values between the
ensemble prediction models and their corresponding single
predictors are much lower than zero and the corresponding
p values are almost equal to zero with all the horizons except
for the RW model, showing that the architecture of “de-
composition and ensemble” contributes to greatly im-
proving prediction accuracy and the combination of
ICEEMDAN and Al predictors is more effective for eco-
nomic and financial time series forecasting.

On the other hand, DM test results on the prediction of
all the four time series datasets indicate that the
MICEEMDAN-WOA-RVEFL is significantly better than the
single models and the other ensemble models with all the
horizons, and the corresponding p values are much lower
than 0.01 in all the cases.

In summary, the DM test results demonstrate that the
combination of multiple ICEEMDANSs, RVFL networks, and
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WOA optimization can significantly enhance the prediction
accuracy of economic and financial time series forecasting.

5. Discussion

To better investigate the proposed MICEEMDAN-WOA-
RVFL, we further discuss the developed prediction model,
including the comparison of single decomposition and
multiple decompositions, the optimization effectiveness of
WOA, and the impact of ensemble size in this subsection.

5.1. Comparison of Single Decomposition and Multiple
Decompositions. One of the main novelties of this study is
the multiple decomposition strategy, which can successfully
overcome the randomness of a single decomposition and
improve the prediction accuracy and stability of the de-
veloped forecasting model. To evaluate the effectiveness of
the multiple decomposition strategy, we compare the pre-
diction results of MICEEMDAN-WOA-RVFL and ICE-
EMDAN-WOA-RVFL. The former ensembles the
prediction results of M(M=100) individual ICEEMDAN
decompositions with random parameters, while the latter
only employs one ICEEMDAN decomposition. We ran-
domly choose 5 out of these 100 decompositions and execute
ICEEMDAN-WOA-RVFL for time series forecasting.
Tables 7-9 report the MAPE, RMSE, and Dy, values of the
MICEEMDAN-WOA-RVFL and the five ICEEMDAN-
WOA-RVFL models using single decomposition and the
corresponding mean values of these five models using single
decomposition.

On one hand, compared with the prediction results of
the five single decompositions and the mean prediction
results, the proposed MICEEMDAN-WOA-RVFL achieves
the lowest MAPE and the highest Dy, values in all the 12
cases and the lowest RMSE values in 11 out of all the 12
cases, indicating that the multiple decomposition strategy
can successfully overcome the randomness of single de-
composition and improve the ensemble prediction accuracy.

On the other hand, we can find that the multiple de-
composition strategy can greatly improve the stability of the
prediction model. For example, the range of MAPE values of
the five single decomposition models with horizon 6 in the
IP time series dataset is from 0.0034 to 0.1114, indicating
that different single decomposition can produce relatively
great difference in prediction results. When we employ the
multiple decomposition strategy, we can overcome the
randomness of single decomposition and, thus, enhance
prediction stability.

In summary, the experimental results suggest that the
multiple decomposition strategy and prediction ensemble
can effectively enhance prediction accuracy and stability.
The main reasons for the prediction improvement lie in
three aspects: (1) the multiple decomposition can reduce the
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randomness of one single decomposition and simulta-
neously generate groups of differential subseries; (2) pre-
dictions using these groups of differential subseries can
achieve diverse prediction results; and (3) the selection and
ensemble of these diverse prediction results can ensure both
accuracy and diversity and, thus, improve the final ensemble
prediction.

5.2. The Optimization Effectiveness of WOA. When we use
RVFL networks to construct predictors, a number of pa-
rameters need to be set in advance. In this study, WOA is
introduced to search the optimal parameter values for
RVEFL predictors using its powerful optimization ability. To
investigate the optimization effectiveness of WOA for
parameter search, we compare the proposed MICEEM-
DAN-WOA-RVFL with MICEEMDAN-RVFL without
WOA optimization. According to the literature [45], we
fixed the number of hidden neurons N, =100, activation
function Func = sigmoid, and random type Rand = Gaussian
in MICEEMDAN-RVFL. The MAPE, RMSE, and D,
values are reported in Tables 10-12, respectively.

In all the four time series datasets, the prediction per-
formance of the proposed MICEEMDAN-WOA-RVFL
model is better than or equal to that of the MICEEMDAN-
RVFL model without WOA optimization in all the 12 cases
except for the RMSE value with horizon 1 in the SSEC dataset
in terms of MAPE and RMSE, as listed in Tables 10 and 11. In
addition, the MICEEMDAN-WOA-RVFL obtains the higher
Dy, values in 10 out of 12 cases, which can be seen in Ta-
ble 12. The all results indicate that WOA can effectively search
the optimal parameter settings for RVFL networks, further
improving the overall prediction performance.

5.3. The Impact of Ensemble Size. The previous research has
demonstrated that the ensemble strategy of using all indi-
vidual prediction models is unlikely to work well and the
selection of individual prediction models contributes to
improving the ensemble prediction performance [57]. In
this study, we sort all individual prediction models based on
their past performance (RMSE values) and, then, select the
top N percent as the ensemble size to construct the ensemble
prediction model. To further investigate the impact of en-
semble size on ensemble prediction, we use different en-
semble sizes (es=10%, 20%,. .., 100%) to select the top N
percent of individual forecasting models to develop the
ensemble prediction model and conduct the one-step-ahead
forecasting experiment on the four time series datasets. The
results are demonstrated in Figure 5.

We can see that the MICEEMDAN-WOA-RVFL obtains
the best forecasting performance in the WTI, IP, and SSEC
datasets when the ensemble size es is in the range of 20%-—
40% and in the USD/EUR dataset when the ensemble size es
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TaBLE 7: The mean absolute percent error (MAPE) values of single decomposition and multiple decompositions.
MICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN-

Dataset Horizon v\ pyEL WOA-RVELI  WOA-RVFL2  WOA-RVEL3  WOA-RVFL4  WOA-RVEL5 Mean
1 0.0036 0.0043 0.0045 0.0045 0.0041 0.0040 0.0043
WTI 3 0.0080 0.0088 0.0084 0.0084 0.0082 0.0083 0.0084
6 0.0113 0.0132 0.0115 0.0113 0.0118 0.0120 0.0112
USDY 1 0.0006 0.0011 0.0010 0.0008 0.0010 0.0008 0.0009
BUR 3 0.0015 0.0021 0.0021 0.0015 0.0017 0.0015 0.0018
6 0.0022 0.0033 0.0022 0.0023 0.0023 0.0024 0.0025
1 0.0012 0.0016 0.0016 0.0017 0.0017 0.0015 0.0016
P 3 0.0023 0.0024 0.0026 0.0030 0.0028 0.0024 0.0026
6 0.0032 0.0036 0.0034 0.1114 0.0036 0.0041 0.0252
1 0.0020 0.0024 0.0023 0.0026 0.0023 0.0023 0.0024
SSEC 3 0.0044 0.0045 0.0046 0.0052 0.0045 0.0047 0.0047
6 0.0065 0.0067 0.0070 0.0085 0.0068 0.0075 0.0073

TaBLE 8: The root mean squared error (RMSE) values of single decomposition and multiple decompositions.
MICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN-

Dataset Horizoh “\woA RVFL  WOA-RVFLI _ WOA-RVFL2 _ WOA-RVFL3 _ WOA-RVFL4 _ WOA-RVFL5 M0
1 0.2715 03316 03376 03352 0.3191 0.3148 0.3277
WII 3 0.5953 0.6557 0.6214 0.6200 0.6058 0.6133 0.6232
6 0.8146 0.9490 0.8239 0.8199 0.8508 0.8597 0.8607
USD) 1 0.0009 0.0017 0.0017 0.0012 0.0015 0.0012 0.0015
BUR 3 0.0022 0.0031 0.0034 0.0023 0.0025 0.0023 0.0027
6 0.0033 0.0048 0.0033 0.0035 0.0035 0.0036 0.0037
1 0.2114 0.2894 0.3080 0.3656 0.3220 0.2589 0.3088
IP 3 0.3875 0.4098 0.4507 0.4809 0.4776 0.4027 0.4443
6 0.5340 0.5502 0.5563 1.0081 0.5697 0.6466 0.6661
1 10.8115 115515 13.0728 16.7301 12.2465 143671 13.5936
SSEC 3 22.2983 22.0603 22.8140 33.9937 23.9755 258004 257288
6 35.7201 37.0255 41.9033 55.5066 38.6140 482131 44.2525

TaBLE 9: The directional statistic (D) values of single decomposition and multiple decompositions.
MICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN- ICEEMDAN-

Dataset Horizon = “'yyo\ pVEL  WOA-RVFLI WOA-RVFL2 WOA-RVFL3 WOA-RVFL4 WOA-RVEL5 Mean
1 0.9381 0.9201 0.9161 0.9184 0.9323 0.9271 0.9228
WTI 3 0.8576 0.8414 0.8548 0.8385 0.8553 0.8513 0.8483
6 0.7737 0.7419 0.7703 0.7668 0.7627 0.7616 0.7607
USDY 1 0.941 0.9008 0.9270 0.9204 0.9073 0.9157 0.9142
EUR 3 0.8502 0.8052 0.8418 0.8399 0.8296 0.8427 0.8318
6 0.7828 0.6826 0.7809 0.7819 0.7772 0.7706 0.7586
1 0.9256 0.8967 0.8926 0.9132 0.8967 0.9174 0.9033
IP 3 0.8802 0.8760 0.8430 0.8223 0.8471 0.8802 0.8537
6 0.8141 0.8017 0.8017 0.7066 0.7851 0.8017 0.7794
1 0.9156 0.9052 0.9052 0.9052 0.9087 0.9135 0.9076
SSEC 3 0.8396 0.8222 0.8292 0.8208 0.8368 0.8264 0.8271
6 0.7587 0.7462 0.7441 0.7134 0.7594 0.7448 0.7416

TaBLE 10: The mean absolute percent error (MAPE) values with and without WOA optimization.

Dataset Horizon MICEEMDAN-WOA-RVFL MICEEMDAN-RVFL
1 0.0036 0.0037
WTI 3 0.0080 0.0082
6 0.0113 0.0118
1 0.0006 0.0006
USD/EUR 3 0.0015 0.0015
6 0.0022 0.0023
1 0.0012 0.0013
1P 3 0.0023 0.0023
6 0.0032 0.0036
1 0.0020 0.0020
SSEC 3 0.0044 0.0044
6 0.0065 0.0066
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TaBLE 11: The root mean squared error (RMSE) values with and without WOA optimization.
Dataset Horizon MICEEMDAN-WOA-RVFL MICEEMDAN-RVFL
1 0.2715 0.2824
WTI 3 0.5953 0.6079
6 0.8146 0.8485
1 0.0009 0.0010
USD/EUR 3 0.0022 0.0022
6 0.0033 0.0034
1 0.2114 0.2362
1P 3 0.3875 0.4033
6 0.5340 0.5531
1 10.8115 10.7616
SSEC 3 22.2983 22.7456
6 35.7201 36.3150
TaBLE 12: The directional statistic (D) values with and without WOA optimization.
Dataset Horizon MICEEMDAN-WOA-RVFL MICEEMDAN-RVEL
1 0.9381 0.9358
WTI 3 0.8576 0.8565
6 0.7737 0.7656
1 0.941 0.9317
USD/EUR 3 0.8502 0.8455
6 0.7828 0.7762
1 0.9256 0.9174
1P 3 0.8802 0.8430
6 0.8141 0.7893
1 0.9156 0.9191
SSEC 3 0.8396 0.8351
6 0.7587 0.7594
WTI USD/EUR
0.0038 0.00065
25 25
£ 0.0036 2 0.0006
= =
0.0034 1 1 1 1 1 1 1 1 J 0‘00055 1 1 1 1 1 1 1 1 J
10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100
Ensemble size (%) Ensemble size (%)
(a) (b)
1P SSEC
0.0014 0.0021
25 25
A, 0.0013 [
S 0.0012 3 0.002
0.0011 1 1 1 1 1 1 1 1 J 0‘0019 1 1 1 1 1 1 1 1 J
10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100
Ensemble size (%) Ensemble size (%)
() (d)
WTI USD/EUR
0.29 0.001
2028 & 0.00095
2 027 2 0.0009
0-26 1 1 1 1 1 1 1 1 J 0.00085 1 1 1 1 1 1 1 1 ]
10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100

Ensemble size (%)

(e)

Ficure 5: Continued.
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FIGure 5: The impact of ensemble size with one-step-ahead forecasting.

is in the range of 10%-40% in terms of MAPE, RMSE, and
Dgar. When the es is greater than 40%, the MAPE and RMSE
values continue to worsen and become the worst when the
ensemble size grows to 100. The experimental results in-
dicate that the ensemble size has an overall significant
impact on ensemble prediction, and an ideal range of en-
semble size is about 20% to 40%.

6. Conclusions

To better forecast economic and financial time series, we
propose a novel multidecomposition and self-optimizing en-
semble prediction model MICEEMDAN-WOA-RVFL com-
bining multiple ICEEMDANs, WOA, and RVFL networks.
The MICEEMDAN-WOA-RVFL first uses ICEEMDAN to
multiply separate original economic and financial time series
into groups of subseries many times, and then, RVFL networks
are used to individually forecast the decomposed subseries in
each decomposition. Simultaneously, WOA is introduced to
optimize RVFL networks to further improve the prediction
accuracy. Thirdly, the predictions of subseries in each de-
composition are integrated into the forecasting results of each
decomposition using addition. Finally, the prediction results of
each decomposition are selected based on RMSE values and are
combined as the final prediction results.

As far as we know, it is the first time that WOA is
employed for the optimal parameter search for RVFL net-
works and the multiple decomposition strategy is introduced
in time series forecasting. The empirical results indicate that

(1) the proposed MICEEMDAN-WOA-RVEFL significantly
improves prediction accuracy in various economic and fi-
nancial time series forecasting; (2) WOA can effectively
search optimal parameters for RVFL networks and improve
prediction performance of economic and financial time
series forecasting; and (3) the multiple decomposition
strategy can successfully overcome the randomness of a
single decomposition and enhance the prediction accuracy
and stability of the developed prediction model.

We will extend our study in two aspects in the future: (1)
applying the MICEEMDAN-WOA-RVFL to forecast more
economic and financial time series and (2) improving the
selection and ensemble method of individual forecasting
models to further enhance the prediction performance.
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This article considers how to allocate additional physical resources within airport terminals. An optimization model was de-
veloped to determine where additional resources should be placed to minimise passenger waiting times. The objective function is
stochastic and can only be evaluated using discrete event simulation. As this model is stochastic and nonlinear, a Simulated
Annealing (SA) metaheuristic was implemented and tested. The SA algorithm repeatedly perturbs a resource allocation solution
using one of two methods. The first method is creating new solution randomly in each iteration, and the second method is local
search that is mimicked by any move of the current solution of x solution chosen randomly in its neighborhood. Numerical testing

shows that the random approach is best, and solutions that are 12.11% better can be obtained.

1. Introduction

The high growth in passenger numbers in recent years has
created considerable strains on airports. Airport terminals
are expected to process the increasing passenger numbers
efficiently and with minimum delay. At the same time, the
required expansion of the airport capacity might be limited
by the available resources (e.g., limited available land),
environmental impacts, and lengthy approval processes [1].
In addition, extension of the major airport infrastructure is
typically time-consuming and costly, which raises the need
for the development of smart systems and methods to
improve airport performance within the available
infrastructure.

Airport terminals are complex systems and are inher-
ently stochastic in nature. Passenger numbers continually
change throughout the day, depending on the status of
incoming or outgoing flights. It is an integrated system, and
operational problems within any of its internal processes can

jeopardise the performance of other elements, creating
significant bottlenecks, long passenger queues, congestion,
and overall delays [2-4]. For example, disruption, conges-
tion, and uneven passenger inflow into the terminal pro-
cessing points, caused by the operation of the landside
element (including the infrastructure and facilities associ-
ated with the arrival of passengers to the airport), could have
a significant impact on the performance of the terminal
(such as passenger boarding and take-off procedures). It
involves multiple stakeholders, and each is responsible for
performing particular terminal process such as check-in,
security, and immigration [5].

It is conventional to subdivide airport operations into
those relevant to the arrival procedures of incoming pas-
sengers and departure procedures for outgoing passengers.
The arrival processes and facilities include disembarking,
immigration, baggage claim, and quarantine procedures [6].
The departure processes and facilities include check-in,
security screening, immigration and customs, boarding, and
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take-off procedures. It is these departure flow processes that
have the greatest impact on the entire operation of passenger
terminals and other elements of the airport. According to
Neufville and Odoni [7], the departure process requires
significantly more time than the arrival process because it
sometimes involves services provided to transit passengers.
Due to the complex structure of airport terminals, the de-
velopment of an analytical optimization framework for
studying passengers flow in airports under uncertainty of
future demand is a difficult task. These difficulties and
challenges have led to studies of overall terminal capacity
planning problems. Previous studies have generally focused
on one element of the terminal or have not accounted for
expandability [8]. The general aim of this paper is to propose
a mathematical approach for capacity expansion planning.
This model will determine where additional resources
should be placed within airport terminal processes. Hence,
the objective function of the proposed model is to minimise
the cost of used resources and the total waiting time. A
number of technical constraints exist.

The main contribution of this work is to provide a
Capacity Expansion Planning Model (CEPM) for airports.
Therefore, this paper has contributed to the body of
knowledge by enabling two levels of planning, operational
and strategic. In comparison with existing approaches, the
new approach is more accurate because real waiting time can
be identified and effects of uncertainty can be included. For
example, Sun and Schonfeld [9] used mathematical func-
tions, which are more approximate.

2. Related Work

This section analyses existing research conducted to address
the issues of passenger flows within airports. The irregular
flows occurring in airport terminal areas represent a sig-
nificant management challenge, for instance, determining
the number of service counters to open, and personnel al-
location and reallocation issues [5-8, 10, 11]. A significant
problem when studying passenger flow is capturing sto-
chastic elements. This is because, as Guizzi et al. [12] argued,
passengers behave differently inside airports according to
their previous experiences. Thus, in order to assist decision-
makers at the airport terminal to address sudden and un-
foreseen congestion conditions, extensive research has been
conducted on uncertainty. Yamada et al. [13] examined links
between passenger behavior and facilities and identified
several sources of congestion.

Additionally, Alodhaibi et al. [14] conducted their re-
search using a simulation framework developed in [15] to
investigate how the arrival pattern of passengers affects
international terminal operations. The simulation outcomes
provided a better understanding of the behavior of passenger
airport access, which could lead to reduced waiting time and
possible congestion by increasing the number of working
stations (i.e., number of check-in counters) at peak times.

Safety concerns in recent times have caused many
changes to security screening procedures and this impacts
passenger throughput times. Previous research can be cat-
egorized according to related topic areas, including the
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significance of the security screening system in airport
operations, the capacity of security screening areas, and
dynamic system management [16-21]. For instance, Dorton
and Liu [21] proposed the application of a DES for the
security screening system coupled with a queuing. The aim is
to analyze external factors influencing security screening
operation efficiency and to identify the effect on throughput
and cycle time.

In airport apron areas, a common optimization problem
is gate assignment, which considers the minimization of
passenger walking distance, from check-in to baggage claim
area. Geng et al. [22] applied a heuristic to solve stochastic
approaches to minimise the total duration of ungated flight.
Similarly, Ding et al. [23] applied a Tabu Search meta-
heuristic to identify the problem when the number of air-
craft exceeds the number of available gates. The two
objective functions optimized were number of ungated
aircraft and total walking distance. Finally, the research by
Mota [24] is noteworthy as a mix of two models was applied
to satisty the different mandatory restricted policies related
to airport terminal processing units, such as opening or
closing check-in counters for each flight, check-in starting
time, and load balance.

Capacity planning problems feature prominently in
airport terminal research. For instance, Solak et al. [8]
considered terminal operations to be a network system and
used a multistage stochastic-integer linear programing
model to determine the optimal capacity, taking into ac-
count optimal future expansion and desired LOS. The main
objective was to minimise the maximum delay of each
passageway and processing station by considering the var-
iation in demand as a significant constraint. Also, Sun and
Schonfeld [9] investigated uncertainties within the terminal.
They found that facility performances are nonlinear func-
tions. These functions are represented by delay level as a
function of utilisation rates of capacity and demand fluc-
tuations as indicated by uncertainties in traffic predictions. It
is known that passenger departure flow is an important
process for any airport facility because of the fixed departure
time of flights. The same researchers [25, 26] go further by
considering strategic airport facility planning under demand
uncertainty and proposed a mixed-integer nonlinear pro-
gram to determine when and where to adjust process ca-
pacity over a number of planning periods. Airport
congestion and delay cost are approximated using some
appropriate mathematical functions.

The novelty of our work lies in integrating a discrete
event simulation to an optimization model for airport
terminal capacity planning. Hence, undertaking such re-
search is significant to identify a real waiting time and to
know the effect of decision. Other models like Sun and
Schonfeld’s [9, 27], for instance, use mathematical func-
tions, which are exact. Furthermore, in [26], the same
authors used a discrete approximation technique when the
model is solved where the mathematical relations in the
formulation are accurate. Hence, a simulated annealing
metaheuristic was applied to perform airport terminal
capacity expansion and this may be the first application of
such an approach to this domain.
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3. Problem Description and Formulation

This section defines the variables and parameters used in our
capacity expansion model. The purpose of the model is to
determine where additional resources should be placed in order
to reduce the waiting costs. Each resource type has different
costs, and a budget for total spending has been provided.

3.1. Model Notation
(i) Indices

p.1.k,t, f process, resource, passenger types,
period, and shift.

(ii) Sets

P,R, K, T, F: processes, resources, passenger types,
periods, and shifts.

(iii) Parameters

N, ,» N,: maximum number of resources of type r
in process p and across all processes

C, pt cost of providing a resource of type r in
process p

Vi pt cost incurred per unit of waiting time for
passengers of type k in process p

B: total budget available for capacity expansion
n,,: current number of resources of type r in
process p

Ty p expected time taken to serve passenger k in
process p.

(iv) Decision variables

N, ,: number of resources to open of type r in
process p
W) p: total waiting time incurred in process p for

passengers of type k.

The model is as follows:

minimize Z Z CrpNrp + Z Z Vi Wip
pr k p

(1)
[resource cost + cost of waiting],
subject to 2)
N,,<N,, VpeP;VreR [upperbound],
ZN')P < N,, VreR [upperbound], 3)
p

chpNnP < B, VpeP [budgetconstraints], (4)

frp<F.p VpeP;VreR [shiftconstraints], (5)

N,,>0, VpeP;VreR [positivity], (6)

Wk,p — SIMULATE(Nr,p’ Tk,p) (7)

[calculation of waiting time via simulation].

The objective function (1) has two components: (i) the
cost of purchasing/acquiring additional resources of type rin
process p and (ii) the total passenger waiting time converted
to a dollar value. Constraints (2) and (3) ensure that the
additional resources of type r do not exceed the maximum
number of resources. Constraint (4) restricts spending to a
particular budget. Constraint (5) restricts the decision
variable N, , to be positive. The waiting time of passengers at
different processes is a stochastic auxiliary variable and
depends on the number of resources assigned and the
processing time, which is a random variable. It is computed
using simulation in equation (7) using the simulation model
from [11, 15].

3.2. Simulated Annealing. To solve the proposed model, a
metaheuristic approach is advocated as constraint (7) cannot
be handled using mixed-integer programing, without the
application of a simulation model. Of the different meta-
heuristics, simulated annealing was chosen. It is an effective
and computationally fast search algorithm for solving hard
optimization problems by Burdett and Kozan [27-29] and is
well suited to probabilistic and nonlinear optimization
problems. The algorithm is iterative and comprises two
nested “for” loops. The outer loop controls and alters the
“temperature” parameter T. In the inner loop, a specified
number of solution refinements (a.k.a. perturbations) are
entertained and evaluated. Refinements are accepted when
they are explicitly better; otherwise, they are accepted/
rejected probabilistically according to the following
function:

P(Af)= e*l*(Af/T)) (8)

where Af = f' — f is the difference between the new so-
lution f' and the current solution f. At every temperature, a
selected number of perturbations are evaluated. SA requires
several parameters (i.e., primary temperature, the cooling
rate, the number of function evaluations at every temper-
ature, and the final temperature). At early stages of the
search, the temperature is high and many nonimproving
moves are accepted. As the search progresses, the temper-
ature is reduced and solutions are only accepted if a strict
improvement occurs. With the slow reduction in temper-
ature, worse solutions are accepted with less probability. The
SA metaheuristic was implemented in C++ and the simu-
lation model was integrated to evaluate the waiting times.
Preliminary numerical testing was performed to identify an
appropriate starting temperature (see Figure 1). It is evident
from the graph below that the best parameter values of this
problem are as follows: temperature (T)=15000, cooling
rate (a) =0.015, and total number of iterations = 600.

3.2.1. Simulated Annealing Algorithm Description

(1) Phase 1: Create Initial Solution. SA may be initialized with
a randomly created solution or via some heuristic/con-
structive algorithm. However, because of the resource
limitation constraints, some of the generated solutions will
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FIGURE 1: Selecting the best initial parameters.

not be feasible. The solution chromosome should simulta-
neously reflect two main characteristics:

(i) Number of resources for each process, such as check-
in resources (i.e., economy and business counters),
security screening resources, and immigration re-
sources (i.e.,, common counters and SmartGates).

(ii) The number of assignment resources for each shift.

These solutions should be corrected via a corrective
algorithm. Algorithm 1 is used to initialize a set of solutions.

(2) Phase 2: Perturbing a Solution. To create a new solution, it
is necessary to perturb the current solution. There are many
perturbation techniques that can be applied. In this article, a
new solution is created by randomly changing the number of
resources assigned to a randomly selected airport process.
The creation of a new solution is performed by Algorithm 2.

(3) Phase 3: Assess New Solution. In this step, the goodness of
the new solution is evaluated. Algorithm 3 demonstrates the
assessment procedures. The generated solution will be
simulated to measure a performance matrix, such as the
average waiting time at each processing point. Also, the best
cost will be selected by comparing it with the current cost.

(4) Phase 4: Stop Criteria. Finally, the condition of stopping
the SA algorithm is based on the given maximum number of
iterations. Algorithm 4 is an illustration of the main loop of
the stopping criteria algorithm.

4. Numerical Testing and Analysis

In this section, the SA metaheuristic approach coupled with
discrete event simulation is analyzed. In this numerical
investigation, there are three types of process and five types
of resources that were considered. Process type 1, the check-
in process, has five separate lines, each with eight counters,
two for business and six for economy. Process type 2 is
security screening with five lanes. Process type 3 is immi-
gration, which has eight common counters and 10 Smart-
Gates. It is assumed that there are three periods during the
day to which these processes are assigned to be operated.
Figure 2 is a snapshot of the simulation outputs, for instance,
the appropriate number of resources that need to be opened,
the average waiting time that passengers spent at each
process, and the cost of resources ending with the total cost.

The cost of waiting time is considered based on the given
policy of acceptable queue time in a particular process. This
is named the cost of inconvenience, as it exceeds given
acceptable average waiting time. For example, passengers at
the check-in process can be classified as business and
economy, each with different queue time limits. Kazda and
Caves [30] argued that the average waiting time should not
be higher than 12 minutes for economy class and 3 minutes
for business. The summary of input data used in this study is
listed in Table 1.

Two different methods of creating new solutions were
used to generate a starting solution. The first is creating a
new solution randomly and the second is local search. The
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ALGORITHM 2: PerturbSolution.

(1) Function Local Search();
(2) cost—Simulate();

(3) If (cost < best);

(4)  Update Best solution;
(5)  best « cost;

(6) Else
(7) If (cost < current);
(8) Update Current solution;
9) current < cost;
(10) Else
(12) p?’Ob — e—l*((cost—current)/T)
13) If (U(0, 1) > prob)
(14) Reject the new solution;
15) Else
(16) Accept the new solution

ALGoriTHM 3: EvaluateSolution.

random search method initializes SA with a randomly
created solution, while the local search initializes SA via
constructive algorithm by changing one solution chromo-
some and then refinement by SA. For each method, 10 runs
were repeated with the same parameters. The results of the
runs are presented in Tables 2 and 3. The general parameters
used for both methods are as follows: temperature (T)=
15000, cooling rate («) = 0.015, and the maximum number of
runs = 1500.

The first column refers to the number of better solutions,
where the average number of better solutions obtained by
random search approach is 7.9 and the local search approach

(1) Parameter initialisation
(2) CreateSolution();
(3) Simulate();

(4) do

(5) PerturbSolution();

(6) EvaluateSolution();
(7) xe—x+1;

(8) } while (x < max_iter)

ALGORITHM 4: Main loop.

is able to find 7.8 better solutions on average. The second
column presents the total average waiting time spent in the
airport terminal process. It is evident that local search
provides lower waiting times compared with the random
approach. It also has shorter run-time, with an average of
15.27 minutes compared to 21.05 minutes for the random
approach. However, from the results presented in both ta-
bles, it can be clearly seen that the random search method
reduces the objective function value by 12.11%. The mean y
value of the objective function obtained from the random
approach is $1998.3, whereas y of objective function value of
the local search is $2256.

From the 10 replications of both random search and
local search, solution numbers 4 and 6 from the random
search and local search were selected as the best solutions for
two reasons. The first reason is that the value of the objective
function is closer to the mean value of all the objective
values. The second reason is that the chosen simulation runs
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[Line Number 1 2 3 4 5
B EBETGBETBETBE

Screening counters: 5 Immigration counters: 8 SmartGate: 7

Screening counters: 5 Immigration counters: 6 SmartGate: 9

Screening counters: 4 Immigration counters: 2 SmartGate: 3
-------------------------------------------- e e B |

Averge WT WI Resources

(minute/Passenger) cost

heck in Avarege WT (B): 1.35863 | 1] 440
heck in Avarege WT (E): 56.0925 | 70 840
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otal Avarege WT: 58.4412 minute/Passenger

otal Cost: 2001 $

FIGURE 2: Snapshot of simulated annealing results.

TaBLE 1: Summary of the input data.

Domain of the airport Values
Check-in

(i) Cost for opening new check-in counter 20%
(ii) The acceptable average waiting time for economy passengers 12 minutes
(iii) Cost for inconvenience at check-in for economy 15$
(iv) The acceptable average waiting time for business passengers 3 minutes
(v) Cost for inconvenience at check-in for business 25$
Security screening

(i) Cost for opening new security screening desk 15$
(ii) The acceptable average time that normal passengers should wait 5 minutes
(iii) Cost for inconvenience at security screening for normal passengers 15$
(iv) The acceptable average time that diplomatic passengers should wait 2 minutes
(v) Cost for inconvenience at security screening for diplomatic passengers 20$
Immigration

(i) Cost for opening new immigration desk 15$
(ii) Cost for opening new SmartGate 10$
(iii) The acceptable average waiting time at common counter 7 minutes
(iv) Cost for inconvenience at common counters 20 $
(v) The acceptable average waiting time at SmartGate 0.5 minute
(vi) Cost for inconvenience at SmartGate 10$

TaBLE 2: Summary of simulated annealing results using random search technique.

Random search

Run # # of better solutions Total average waiting time Objective function value Run-time (min)
Run 1 6 118.73 2031 21.05
Run 2 5 58.44 2001 21.16
Run 3 10 126.39 2060 23.48
Run 4 9 39.57 2038 23.43
Run 5 6 64.74 1973 20.24
Run 6 9 148.18 1874 20.55
Run 7 8 112.714 1913 17.36
Run 8 10 86.67 1997 21.55
Run 9 7 127.8 2052 17.36
Run 10 9 131.25 2044 24.36
U 7.9 101.4484 1998.3 21.054
o 1.7 34.725498 58.99160957 2.256671

provide the minimum total average waiting time in the  solution for this simulation run with regard to opening
airport. additional resources for check-in is summarized in Table 4.

Figure 3 demonstrates the best solution given by the  The average waiting time is 1.91 minutes for business-class
random search for the solution run number 4. The optimal ~ passengers and 34.5 minutes for economy-class passengers.
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TaBLE 3: Summary of simulated annealing results using local search technique.

Local search

Run # # of better solutions Total average waiting time Objective function value Run-time (min)
Run 1 7 38.88 2336 13.7
Run 2 10 92.31 2195 14.02
Run 3 9 80.49 2182 15.4
Run 4 10 94.97 2042 15.48
Run 5 8 22.25 2180 17.22
Run 6 8 28.89 2250 22.22
Run 7 8 72.6 1994 12.53
Run 8 8 85.47 2531 17.27
Run 9 4 86.45 2638 12.21
Run 10 6 45.6 2215 13.27
U 7.8 64.82 2256.3 15.27
o 1.72 26.45 186.49 2.88
Result of simulation run 4 of random approach
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FIGURE 3: SA optimisation results using the random method of creating new solutions.
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TaBLE 4: Check-in additional resource results using the random technique.
Line 1 Line 2 Line 3 Line 4 Line 5
Business ~ Economy  Business  Economy  Business Economy  Business Economy  Business  Economy
Shift 1 1 4 2 3 2 4 1 4 1 4
Shift 2 2 2 1 1 1 1 1 2 2 4
Shift 3 2 4 1 6 1 6 1 2 2 4
Result of simulation run 6 of local search approach
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FIGURE 4: Optimisation results using the method of creating new solution using local technique.

For the security screening checkpoints, the opening
resources are 5, 2, and 3 control checkpoints for shift 1, shift
2, and shift 3, respectively, having an average waiting time of
3.04 minutes. The opening common immigration process is
4, 3, and 5 counters, while for SmartGates there are 8, 9, and
7 kiosks for the three shifts, having average waiting times of
0.11 and 0.02 minutes for the common immigration desks

and SmartGate kiosk, respectively. The total cost of opening
all resources is $2038 given that the total average time spent
in the queues is 39.57 minutes.

Figure 4 illustrates the optimal solution provided by the
SA algorithm using local search for creating a new solution.
In this simulation run, the solution is characterised from the
total cost of $2250 given that the total average waiting time
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TaBLE 5: Check-in additional resource results using local technique.
Line 1 Line 2 Line 3 Line 4 Line 5
Business  Economy  Business Economy  Business Economy  Business Economy  Business  Economy
Shift 1 1 4 2 3 5 2 5 1 5
Shift 2 2 7 1 2 3 4 3 1 4
Shift 3 2 1 2 2 2 4 1 2 1

spent in the system is 28.89 minutes. The optimal solution
for this simulation run is opening a check-in resource based
on the detailed information listed in Table 5. By adding this
resource, the average waiting time at the check-in process
will be 1.56 minutes for business-class passengers and 7.03
minutes for economy-class passengers, reductions of 20.17%
for business-class passengers and 132.29% for economy-
class passengers compared with the random search method.

For the process of security screening checkpoints, the
best solution can be found when opening 4, 4, and 5 security
control checkpoints for shift 1, shift 2, and shift 3, respec-
tively. By opening these numbers of resources at the security
screening process, the average waiting time is 7.92 minutes.
Finally, the immigration process should open 5, 4, and 3
common immigration counters and 10, 10, and 9 Smart-
Gates for the three shifts, in order to get the optimal solution,
having the average waiting of 0.10 minutes and 0.012
minutes for the common counters and SmartGates,
respectively.

5. Conclusion

This paper has discussed the development of a mathematical
approach to perform capacity planning in airport terminals.
The objective of the model is determining where additional
resources should be opened to decrease the cost of time
spent in the queues of the airport terminal. Since the pro-
posed problem is probabilistic and nonlinear, a meta-
heuristic approach is advocated. The waiting times are
computed using discrete event simulation and those times
are used in the objective function. Two different approaches
for creating new solutions were used in this study. The first
one is creating a new solution using the random technique
and the other is creating a new solution by using the local
search technique. The random technique decreased the
objective function value by 12.11%. It also has shorter run-
times, with average of 15.27 minutes compared to 21.05
minutes for the random approach.

The developed model can be more accurate because the
effect of decision can be known and real time can be
identified. It also can provide strategic planning, while the
proposed simulation model can be used for the operational
planning level. This work has contributed to the body of
knowledge by enabling two levels of planning, operational
and strategic.

On the other hand, the lack of access to the detailed data
related to operational facilities due to the recent strict
regulations with respect to security issues resulted in some
difficulties in developing the modelled passengers’ flows
within international terminal. Because of these difficulties,
this model has been simplified by, firstly, utilizing available

data collected by previous research, and, secondly, making
an assumption where needed.
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In this paper, we study several coordinated production-delivery scheduling problems with potential disruption motivated by a
supply chain in the manufacturing industry. Both single-machine environment and identical parallel-machine environment are
considered in the production part. The jobs finished on the machines are delivered to the same customer in batches. Each delivery
batch has a capacity and incurs a delivery cost. There is a situation that a possible disruption in the production part may occur at
some particular time and will last for a period of time with a probability. We consider both resumable case and nonresumable case
where a job does not need (needs) to restart if it is disrupted for a resumable (nonresumable) case. The objective is to find a
coordinated schedule of production and delivery that minimizes the expected total flow times plus the delivery costs. We first
present some properties and analyze the NP-hard complexity for four various problems. For the corresponding single-machine
and parallel-machine scheduling problems, pseudo-polynomial-time algorithms and fully polynomial-time approximation
schemes (FPTASs) are presented in this paper, respectively.

1. Introduction

Production scheduling and delivery decision are two key
operations in the supply chain management. Coordinated
production and delivery schedules play an important role in
improving optimal operational performance in the supply
chain of high energy-consuming manufacturing industry.
However, traditionally, the scheduling decisions of coor-
dinated production and delivery in a firm are often made in a
certain environment. In a real industry, the production
scheduling environment is dynamic and uncertain. Unex-
pected events may occur from some time point and will last a
period. There is a situation that the internal and external
factors cause various disruptions since the machines or
facilities are disrupted and unavailable for a certain period of
time during production, such as material shortages, machine
breakdowns, power failures, quality issues, and others. This
will lead to affect production efficiency, extra energy con-
sumption, and logistics management in the service system.

For example, in the iron and steel industry, the slabs are
first rolled into the coils in the hot rolling mill. The coils are
transported by the trucks to the customers or the down-
stream facilities for further processing. The slabs need high
temperature to ensure to be processed on the hot rolling
machines. If the disruption occurs on the hot rolling ma-
chines, it will lead to the temperature decrease of the slabs.
When the disruption time exceeds a limit, the slabs must to
return to the heating furnaces to re-heat to keep high
temperature. This disruption will not only affect the pro-
duction rhythm and increase the energy consumption in the
mill but also influence the delivery decision for the cus-
tomers. Hence, the reasonable scheduling for the disruption
affects the revenue in the iron and steel industry. The in-
ventory level and the total delivery cost are the major
concerns for the industry managers. The inventory level is
measured by a function of the flow time when the finished
coils arrive to the customers. It is well understood that
coordinated scheduling of production and delivery can
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significantly improve inventory level and reduce delivery
cost.

In this paper, we study several coordinated production-
delivery scheduling problems with potential disruption
motivated by the dynamic and uncertain environment. All
the jobs are first finished processing on the machines and
then delivered to the customers in batches. A possible
disruption in the production part may occur at a particular
time and will last for a period of time with a probability. We
investigate the optimal strategies on how to deal with dis-
ruptions in scheduling in the single-machine environment
and identical parallel-machine environment, respectively.
The objective is to find a feasible schedule to minimize the
expected total flow times and the delivery costs.

Many coordinated scheduling problems with production
and delivery in most manufacturing systems consider the
balance relationship between the finished products and the
transportation or delivery. Chen [1] presented a survey of
integrated production and outbound distribution schedul-
ing with batch delivery. Wang et al. [2] provided a survey of
the integrated scheduling models of production and dis-
tribution. The coordinated scheduling problems of pro-
duction and transportation with batching decisions in the
iron and steel industry are considered in [3-6]. Some re-
searchers addressed production and distribution scheduling
of minimizing the sum of the total (weighted) flow time and
delivery cost from a batch delivery point of view. This en-
vironment is related to batching because all the completed
jobs are delivered in batches to the customer. Hall and Potts
[7] considered the single-machine or identical parallel-
machine scheduling problems in supply chain with batch
deliveries. Wang and Cheng [8] considered a parallel-ma-
chine scheduling problem with batch delivery cost where the
batch delivery date is equal to the completion time of the last
job in a batch. Chen and Vairaktarakis [9] considered the
single-machine and parallel-machine scheduling problems
with distribution scheduling and routing for delivery of
completed jobs to the customers. Wan and Zhang [10]
studied the extension of the parallel-machine scheduling
problem with batch delivery. The above scheduling litera-
tures do not deal with the coordination of production and
delivery related to potential disruptions.

The research on machine scheduling with potential
disruption has some results in a significant amount of in-
terest in production scheduling research. Lee and Yu [11]
considered the single-machine scheduling problems with
potential disruptions due to external factors where the
objective functions are the expected total weighted com-
pletion times and the expected maximum tardiness. Lee and
Yu [12] further considered the parallel-machine problems to
minimize the expected total weighted completion time. Yin
et al. [13] considered the parallel-machine scheduling
problems with deterioration in a disruptive environment in
which the machines may be unavailable due to potential
disruptions. Zheng and Fan [14] studied the parallel-ma-
chine scheduling problems with position-dependent pro-
cessing times under potential disruption. Lee et al. [15]
considered a two-machine scheduling problem with dis-
ruptions and transportation considerations. In [15], once
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one machine undergoes disruption and is unavailable, the
jobs can either be moved to other available machines for
processing, which consider transportation time and trans-
portation cost, or be processed by the same machine after the
disruption.

In this paper, we study coordinated scheduling problems
with potential disruption and batch deliveries considering
single machine or identical parallel machines. Our problem
is an extension of the problem proposed by Gong et al. [6]
and Hall and Potts [7], who studied the single-machine and
parallel-machine scheduling problems with batch delivery
without potential disruption. On the other hand, our
problem is a natural extension of the problem proposed by
Lee and Yu [12], who studied the parallel-machine problem
under potential disruption without production and delivery
coordination. We develop coordinated scheduling on the
single machine and parallel machines with both batch de-
liveries and potential disruption in this paper. Both
resumable case and nonresumable case are considered in this
paper where a job does not need (needs) to restart if it is
disrupted for a resumable (nonresumable) case. The ob-
jective is to minimize the sum of the expected total flow time
and total delivery costs. To the best of our knowledge, the
scheduling problems with batch deliveries and potential
disruption on the single machine and parallel machines have
never been discussed. In this paper, we first pinpoint the
difficulty by reducing the problems to be NP-hard. We also
present pseudo-polynomial-time algorithms to solve these
problems and further show that the problems proposed in
this paper are NP-hard in the ordinary sense, respectively.
Finally, we provide fully polynomial-time approximation
schemes via the scaling and trimming techniques to solve the
problems.

For many NP-hard scheduling problems, it will be
clearly hard to find optimal schedules in a time-effective
manner. The existence of a pseudo-polynomial-time algo-
rithm for a NP-hard problem means that this NP-hard
problem is ordinarily NP-hard, but not strongly NP-hard
[16]. A fully polynomial-time approximation scheme
(FPTAS) for a problem is an approximation scheme with a
time complexity that is polynomial in the input size n and in
1/¢ for any given & >0. With regard to worst-case approx-
imations, an FPTAS is the strongest possible polynomial-
time approximation result that one can obtain for an NP-
hard problem unless P = NP [17].

The rest of the paper is organized as follows. We in-
troduce the problem description and some properties in
Section 2. In Section 3, we provide the algorithms and
approximation schemes for the single-machine scheduling
problems. Section 4 deals with two-parallel-machine
problems and develops the corresponding algorithms and
approximation schemes. Section 5 provides a conclusion and
some suggestions for future research.

2. Problem Description and Notation

In this section, we describe our problems briefly. There are n
jobs {J1, ..., J,} to be first processed on either a single
machine or m identical parallel machines My, ..., M,,, all to
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be delivered in batches to the same customer. Each machine
can process at most one job at a time. All the jobs are
available for processing at initial time. For job J; let a; and C;
be the processing time and the completion time on the
machine, respectively. Preemption may happen for some
jobs if potential disruption of some machines happens. We
assume that a machine disruption occurs at time point r and
will last for & time units (¢ =0,1,...,y) with a certain
probability p,. The machines are the same for all the dis-
rupted machines once the disruption occurs. Here, p, is the
probability that the potential disruption will not happen and
the machine is always available. Without loss of generality,
we assume the machine disruption situation that the dis-
ruption may happen simultaneously on the first k machines

M, ..., My, with 1<k<m. Let A; = Y/, a; represent the
total processing time for the first jobs Ji, ..., J. Set
amaxzmax{w j=1.. n}

Once the disruption machines have unavailable time
intervals [, r + ], the disrupted jobs need to restart on the
machines. We consider two cases: resumable and non-
resumable. If a job is disrupted during processing on some
disrupted machine, it is called resumable (nonresumable)
that the job does not need (needs) to restart when the
machine becomes available again. For the resumable case,
the remaining part of the disrupted job will continue at time
point r + « without any penalty. For the nonresumable case,
the disrupted job needs to restart at time point r + a.

In the delivery part, a fleet of transporter for delivering
the jobs in batches to the same customer will be viewed as a
single transporter because they have common departure
times and return times. A group of jobs forms a delivery
batch B, if all of these jobs are delivered to the customer
simultaneously. The number of jobs in a delivery batch
cannot exceed the delivery capacity C. Let y be the number of
delivery batches for all jobs in a schedule. Delivering a batch
will incur a fixed delivery cost D. The single transporter is
located at the production area at initial time. Assume that
T/2 is the transportation time from the machine to the
customers, and the return time from the customer to the
machine is T/2. There is at least minimum time interval T
between any consecutive batches. Let F. denote the flow

j
time of job J. when it is delivered to the customer. The

objective that]we consider is to schedule the jobs for pro-
duction and delivery such that the sum of the expected total
flow times E[) F] and the delivery costs Dy is minimized.
The problems considered in this paper can be expressed as
1T, disruption| E[} Fj] +Dy and P,IT,
disruption| E[} F;] + Dy by adopting the notation intro-
duced by Hall and Potts [7]. The four various problems can
be expressed as follows:

P1: 1|T,non-resumable, disruption| E [Z Fj] +Dy,
P2: 1|T, resumable, disruption| E[Z Fj] +Dy,
P3: Pm|T, non-resumable, disruption| E[Z Fj] + Dy,

P4: Pm|T, resumable, disruption| E[Z Fj] +Dy.
(1)

Next, we analyze the complexity of the problems studied
in this paper.

For the single-machine scheduling problem with batch
deliveries without delivery capacity, problem 1|T| Y F; + Dy
proposed by Hall and Potts [7] is optimal to sequencing the
jobs in SPT rule. Note that a special case of our problem 1|T,
disruption| E[Y. F;] + Dy, in which the delivery part is ig-
nored and the objective is to minimize E[) C j], was studied
by Lee and Yu [11]. On the other hand, even if p, =1 (it
means that the disruption will certainly happen in a fixed
period), problem 1|disruption| E[Y C j] in [11] is ordinarily
NP-hard. We extend 1|T| ) F; + Dy to consider disruption
constraint and 1|disruption| E[) C j] to consider delivery
coordination. Hence, P1 and P2 proposed in this paper are
NP-hard.

For the parallel-machine scheduling problem with batch
deliveries, Pm|T| ) F j+Dyis shown NP-hard in the or-
dinary sense by Gong et al. [6] even if the potential dis-
ruption does not happen. Hence, Pm|T, disruption
|E[YX F;] + Dy is at least NP-hard even if p, = 0. If the
delivery is ignored, two-parallel-machine scheduling prob-
lem with potential disruption is already NP-hard even if p, =
1 as presented by Lee and Yu [12]. Hence, our problems P3
and P4 are also NP-hard.

In [6, 7], the goal is to determine the job sequencing on
the machines and the job partitioning into delivery batches,
but not considering the machine potential disruption. In
[11, 12], they made the production scheduling decision on
potential disruption according to two sequential decisions at
0 and disruption r. In this paper, we need to not only se-
quence the jobs on the single machine or parallel machines
and reschedule the jobs with disruption consideration in the
production part but also partition the jobs into delivery
batches in the delivery part. In this paper, we will derive the
corresponding pseudo-polynomial-time algorithms for
problem 1|T, disruption|E[} Fj] +Dy and P,IT,
disruption| E[Y F;] + Dy based on dynamic programming,
respectively. Furthermore, the fully polynomial-time ap-
proximation schemes are provided for four problems that
show that the problems are NP-hard in the ordinary sense.

The following properties hold for both resumable and
nonresumable cases.

2.1. General Results

Lemma 1. For P1-P4, there exists an optimal schedule
without idle time between jobs for any machine except during
the machine disruption time interval.

Lemma 2. For P1-P4, there exists an optimal schedule that
all the departure times of delivery batches are made either at
the completion times of jobs or at immediate available times of
the transporter.

Lemma 3. For P1 and P2, there exists an optimal schedule
that the jobs finished no later than r are sequenced in the
shortest processing time (SPT) rule, and the remaining jobs
finished after r are also sequenced in the SPT rule.



Proof. Assume an optimal schedule n*. If 7* contains jobs
that are not sequenced in SPT rule, then Jiis followed by J;
where a; > a;.

(1) If J; and J; are assigned into the same delivery batch,
then the jobs can be sequenced in the SPT rule
without affecting the objective cost.

(2) If J;is the last job in batch B;_ and J; is the first job in
batch B, then form a schedule 7 with B;_, U {i}\{j}
and B;U {j}\{i} by interchanging J; and J;. Before r or
after r, B;_; U{i}\{j} in schedule 7 is delivered at the
same time as batch B;_; in schedule =n*, and
B,U {ji\{i} in schedule 7 is delivered at the same time
as batch B, in schedule 77*. All other delivery batches
are identical and delivered at the same time in 77 as in
7*. Hence, the objective cost associated with 7 is the
same as the objective cost associated with 7*. Re-
peating the argument can find an optimal schedule
with SPT rule.

Lemma 4. For P3 and P4, there exists an optimal schedule in
which

(1) The jobs finished no later than r are sorted in the SPT
rule on each disrupted machine M, i=1, ..., k, and
sorted in the SPT rule on each nondisrupted machine
M, i=k+1, ..., m, respectively.

(2) The remaining jobs finished after r are also sorted in
the SPT rule on each disrupted machine M;, i=1, ...,
k.

Proof. For any given scenario &, Lemma 3 shows that the
subproblem is optimal to schedule the jobs finished no later
than r or after r in the SPT rule when M; can be viewed as a
single machine. For all possible scenarios « and all the
machines, this argument holds when the objective is to
minimize E[) Fj] +D,,.

3. Single-Machine Scheduling

In this section, two pseudo-polynomial-time algorithms to
solve two single-machine problems with the nonresumable
case (P1) and the resumable case (P2) are developed, re-
spectively. Furthermore, we will convert the dynamic pro-
gramming algorithms into fully polynomial-time
approximation schemes (FPTASs) to solve problems P1 and
P2. We will recall the definition of an FPTAS in Section 3.3.

3.1. The Nonresumable Case P1. In this section, a pseudo-
polynomial-time algorithm based on dynamic programming
is presented to solve P1. At first, re-index jobs in the SPT
rule. Fix the following variables: jobs J;, . . ., J; are assigned to
two sets, S and {J;, ..., J;}\S, such that } ;.ca; = g<r and the
jobs in S will be processed consecutively without idle time on
the single machine from initial time 0. Define ¢ as the starting
time of the first job in {/y, .. ., J;}\S if the disruption does not
happen but the first job will finish after time r. It is clear that ¢
ranges from max {q, r — pax + 1} to 7. Let F (j, g, £, | B;|) be the
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expected objective value of a feasible partial schedule for jobs
Jb o i where |Bj| is the number of jobs assigned into
delivery batch B; and the variable g denotes the total actual
processing time of jobs in S finished no later than r on the
machine. Let Fj; be the delivery completion time of batch By,
which is the flow time of each job in B; delivered to the
customer. We provide a dynamic programming to solve
problem 1|T, nonresumable, disruption| E[} F i1+ Dy.

Theorem 1. Algorithm 1 (DP1) can solve problem P1 in time
complexity O (n log, +r°n°).

Proof. We first analyze the possible recursive situations.
Suppose that jobs Jy, ..., J;_; have been assigned optimally,
and start to assign J;. In an optimal schedule, J; will be either
the last job processed no later than ¢ or last in the whole
sequence. If J; is assigned no later than ¢, then it will be
completed at least at time g on the machine. On the other
hand, if job J; is assigned last in the whole sequence, then its
completion time on the machine 1is at least
Po(t+A;—q)+ Yo po(r+a+A;—q). Simultaneously,
delivery batch B; at either the completion time of job J; or the
return time of the transporter which has finished the pre-
vious batch to the machine. If J; is assigned into a new batch,
then the delivery cost contributes D. Hence, the objective
contribution of a new batch is Fy; + D. If J; is assigned into
the current batch, the objective contribution is F (0 and the
delivery cost does not change. Simultaneously, the number
of jobs in each delivery batch cannot exceed the delivery
capacity C. The SPT rule needs O (n log,,) time to sequence
the jobs in Step 1. By the definition of the recursive relations,
we have j,I<nand g,t <r. Hence, the overall complexity is
O (nlogn+ ).

3.2. The Resumable Case P2. Actually, Algorithm 1 (DP1)
can be modified as below to solve problem P2 with
resumable consideration.

Theorem 2. Algorithm 2 (DP2) can solve problem P2 in time
complexity O (nlogn +1’n’).

Theorem 3. P1 and P2 are NP-hard in the ordinary sense.

3.3. Fully Polynomial-Time Approximation Schemes for Pl
and P2. A fully polynomial-time approximation scheme for
the single-machine scheduling problems is provided in this
section. Let f* represent the objective value of the optimal
schedule and f represent the objective value of the schedule
generated by the approximation algorithms. Note that a
polynomial-time approximation scheme (PTAS) for a problem
is a family of polynomial time (1 + ¢) —approximation algo-
rithms if f < (1 + ¢€) f*, where & > 0 is a bound on relative error
of the algorithms. Furthermore, a special PTAS is called a fully
polynomial-time approximation scheme (FPTAS) if its time
complexity is polynomial in 1/e. In pure technical sense, an
FPTAS is a best one that may tackle to solve an NP-hard
optimization problem, unless P = NP [16].
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Step 1. Re-index the jobs in the SPT rule.
Step 2. Initial conditions: F (0, 0, t, 0) =0, for t=max{q, r—amax+1}, ..., 1.
Step 3. Recursive equations:
For t=max {¢, r—dmax+ 1}, .., nand j=1, ..., m
For I=1and j<C, set F;; =C; +T/2 and F(j,q,t,|B;]) = j(C; + T/2) + D.
For [=2 to n do
Ift+A;-q<r and |B)| <C, then set Fy; = maX{F[,_I] + (T/Z),q} + (T/2)
When |B_,| =C, set F(j,q,t,|B)])«—F(j—-1,q9- ajt, |B_y1) + Fpy + Ds
\c/l\/?en By | <C, set F(j,q.t,|B)) «—min{F(j - 1,q—a;t,|B_,|) + Fyy + D,F(j— 1,g - a;,,|B)|) + Fyy }
Endi
Ift+ Aj—q>r and |B| <C, then set F; = max{F[H] + (T/2), po (t + A - D+ Yo Po(r+a+ A;- q)} + (T/2)
When |B,_,| = C, set F(j,q.t,|B)]) «—F(j—1,q,t,|B._;|) + Fj + Ds
When |B,_,|<C, set F(j,q,t,|B)) «— min{F (j - 1,q,4,|B.,|) + Fy; + D,F(j - 1,q,1,|B/)Fy }
Endfor
Endfor
Step 4. Optimal solution:

min{F (j,q,t,|1B): g=0,...,r;t =max{0, r —ap,, + 1},...,7;[n/C] <l <n}.

max

ALGORITHM 1: Algorithm DPI.

Step 1. Perform Step 1-2 of Algorithm 1 (DP1).
Step 2. Recursive equations:
For t=max{q, r—amax+1}, .., 1 j=1, ..., 1;
For I=1, ie, j<C, set F;; = Ci+ (T/2) and F(j,q,t,|B;]) = j(C;+ (T/2)) + D.
For [=2 to n do
Ift+ Aj—q<r and |B| <C, then set F; = max{F[H] + (T/2),q} + (T/2)
When |B,_| =C, set F(j,q,t,|1Bl) «—F(j - 1,q—a;t|B_ ) + Fy + D
Yiv?en B,y | <C, set F(j,q.t,|B)) «— min{F (j - 1, —a;,t,|B,|) + Fyy + D,F(j— 1,4 - a;,t,1B)F}
Endi
If t+ A; - q>r and |B)| <C, then set Fpyy = max{Fyy; + (T/2), Youg po(t + a+ A; = @)} + (T/2)
When |B,_;| = C, set F(j,q,t,|B))) «—F(j~1,,t,|B_,|) + F; + D
When [B, | <C, set F(j,q,t,|B))) «— min{F (j - 1,q,t,|B,,|) + Fy; + D, F(j - 1,q,4,|B)]) + F;}

Endfor
Endfor
Step 3. Optimal solution:
min{F (j,q.t,|B): g=0,...,r;t = max{0,7 — a,,

ax

+1}...,r;[n/C<l<n}.

ALGORITHM 2: Algorithm DP2.

In the following, we present the general outline of an
FPTAS for solving P1 and P2. This is done by applying the
well-known scaling technique to formulate a certain scaled
problem for the original problem. The pseudo-polynomial-
time algorithm based on dynamic programming for the
original problem can generate this scaled problem with its
parameter. This algorithm to solve this scaled problem
provides a fully polynomial-time approximation scheme for
the original problem.

Next, we convert the pseudo-polynomial-time algorithm
using the scaling technique into an FPTAS.

3.3.1. FPTAS; for P1 and P2

Step 1. Given an arbitrary &>0, we define
0 = er/n(2ny + 3).

Step 2. Construct a scaled problem. Define new pa-
rameters of each job J; for the scaled problem:

(2)

, j=12,...,n

Step 3. For the scaled problem, apply Algorithms 1
(DP1) and 2 (DP2) to obtain a schedule n/ with
minimal objective value.

Let 71 be an optimal schedule and F' be its objective
value for the scaled problem. Suppose that 7n* for the



original problem is an optimal schedule and its ob-
jective value is F*. Note that the schedule has at most ny
processing operations if the potential disruption oc-
curs. For each state (i, g, t|B;|), increase each processing
time by a,/6 - a]'» before disruption g or after disrup-
tion, which increases C; by at most 2ny. Increase each
disruption time point by 7/8 — ' and each returning
time by T/§—T'. Increase each delivery cost by
D/8 - D'. Further, the total flow time of all n jobs
increases at most n(2ny + 3). Now consider 1/§ to be a
unit. Then, we obtain a schedule 7/ with an approxi-
mate solution for the original problem, and its objective
value can be formulated as
F(n'
63}5,(7)1,)+n(2ny+ 3). (3)

We have F' (') < F' (n*) due to the definition of 7'. It
follows that F' (n*) < F*(n*)/8 from [x]<x for any
number x. We obtain

F(rn')<8F(n")+nd(2ny +3)<F" (n") +er< (1 + &)F" (n").

(4)

Thus, we can see that the approximate solution is at
most a factor of 1+¢ away from the optimum
solution.

The time complexity of the approximation scheme is
dominated by the step to solve the scaled problem. It is
easy to see that r' < (r/8) = (n(2ny + 3)/¢). Thus, the
running time of the approximation scheme is bounded
by

2
O(n2 (r')2 + nlogn) < O<n2(—n(2n: il 3)) )

2
SO(n4 (2ny +3) >,

£2

(5)

which is polynomial for given y and 1/e.

Combining the above discussion and the time com-
plexity, we summarize our main result as the following
statement.

Theorem 4. There exists an FPTAS with the running time
O (n* (2ns + 3)*/€?) for problem P1 or P2.

4. Parallel-Machine Scheduling

In this paper, we will develop pseudo-polynomial-time al-
gorithms based on dynamic programming to solve problems
P3 and P4 with m =2. Then, the algorithms for two parallel
machines can be extended to solve general m-parallel-ma-
chine problems.

Complexity

4.1. The Nonresumable Case P3. For a feasible partial
schedule {/y, ..., J;} where these jobs are divided into two
sets, Sand {Jy, ..., Ji}/S, we first give the following notation:

i=1,2, (6)

where u; (u,): the total actual processing time of jobs fin-
ished no later than r on the first machine M;(the second
machine M,).

Jobs in {J3, ..., ;}\S finish after . Jobs in {Js, . . ., J;}\S are
divided into two groups: one is assigned to M; with the total
processing time of the jobs v, and the other is assigned to M,
with the total processing time of the jobs v,.

Fy;: the completion time of delivery batch B;.

Let F(j,u;,u,,v;,v,|B)]) be the expected optimal ob-
jective value of a feasible partial schedule for jobs Jy, ..., J,
where |B;| is the number of jobs assigned into delivery batch
B Set F(j,u;,u,, v, v,|B)l) = 0o, if there is no feasible
schedule for the problem. The following dynamic pro-
gramming algorithm (Algorithm 3) is developed to solve P3
with m=2.

Theorem 5. Problem P3 with m=2 can be solved in time
complexity O (nlogn +r’n’-A%).

Proof. We first analyze the possible recursive situations.
Suppose that jobs Jy, .. ., J;_; have been assigned optimally,
and start to assign J;. J; needs to be assigned into machine 1
or machine 2. In an optimal solution, Jion each machine will
be either the last job processed no later than t or last in the
whole sequence. If J; is assigned no later than ¢, then it will be
completed at time u; or u, on the machine. On the other
hand, if J; is assigned last in the whole sequence, then its
completion time on the machine is Y, , p,(r + a +v,) or
Yoo Pa(r +a+v,). Delivery batch B starts at either the
completion time of J; or the return time of the transporter
which has finished the previous batch to the machine. Note
that if J; is assigned into a new batch, then the delivery cost
contributes D and the objective is Fy; + D. If J; is assigned
into the current batch, the objective contribution is F;;. The
SPT rule needs O (nlog n) time to sequence the jobs in Step
1. By the definition of the recursive relations, we have j, [ <#,
u,,u, <r and v,,v, < A. Hence, the overall complexity is O
(nlogn+ n* A?).

4.2. Modified Algorithm DP3. Similar to Algorithm 3 (DP3),
denote u; as the total actual processing time of jobs finished
no later than r on the machine M, such that
Yjesaj=u;<rfori=1,...,m, Denote v; as the total actual
processing time of jobs finished after r on the machine M,
for i=1, ..., m. Set F(j,uy,..., Uy, V}>...>V,,|Bjl) as the
expected optimal objective value of a feasible partial
schedule for {J;, ..., J;}, where |Bj| is the number of jobs
assigned into delivery batch B;. Algorithm 3 (algorithm DP3)
can be extended to the m-parallel-machine scheduling
problem.
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Step 1. Re-index the jobs in the SPT rule.
Step 2. Initial conditions: F (0, 0, 0, 0, 0, 0) =0.
Step 3. Recursive equations:
Forj=1,..,mu;=0,1,..,1u=0,1,.., min{Aj—ul, rh v =0,1...,A —u —uy v, =Aj—”1 —Uy V5
For I=1and j<C, set F[;; = C;+ (T/2) and F (j,u;,u,, vy, vy, [B]) = j(Cj + (T/2)) + D.
For I=2 to n do
/* Schedule job J; before r on machine M,
If B, |=C and |B)| <C, then set Fy = max{F[,_l] + (T/2),u1},+(T/2) and
F(j,uy, ty, v, vy, IB)l) «—F(j— Lu; — sty V15 Vs |Bi_i1) + Fyyy + D,
If |B_|<C and |Bl <C, then set Fp = max{F[l_H + (T/2),u1} + (T/2) and
F (j,uy,uy, vy, vy, |Byl) <—min{F(j —Luy—a;u, v, vy, B D) + Fyp+ D, F(j = Luy —aj,uy, v, v, |BYl) + F[,]}
Endif
/* Schedule job J; before r on machine M,
If |B,l=C and [B|<C, then set  Fy =max{Fy + (T/2),u,}+(T/2) and
F(jyuy,thy, vy, vy, IBI) «—F(j— Luy, uy —aj, vy, vy, 1B ) + Frpy + D,
If [B,l<C and [B|<C, then  set  Fy =max{F, + (T/2),u,} + (T/2)  and
F(j,uy,uy, vy, vy, |B)]) <—min{j —Lupuy—ap v vy, Bl + Fyp+ D, F(j— Lup,uy —aj, vy, vy, |Bll) + F[l]}
Endif
/* Schedule job J; to be finished after r on machine M,
If [B4l=C and |B|=C, then set Fy = max{F[,_l] +(T12), Y o Pa(r +a+ V1)} + (T/2) and

F(jyty, thy, i, v, [BY]) — F (j = Ly, thy, vy = @ v, [Biy ) + Fppy + D,

If |B_i|<C and |B)| <C, then set Fy = maX{F[,_l] + (T/2),u1} + (T/2)and
F (j,uy,uy, vy, vy, |Byl) <—min{F(j = Lupuy vy —a; vy, |Byl) + Fyy+ D F(j = Liug,up, vy —aj, vy, |B)) + F[,]}
Endif

/* Schedule job J; to be finished after r on machine M,

If |B,|=C and [B|=C, then set Fy=max{Fyj+ (T/2), Y5 p,(r+a+v)}+ (I/2) and
F(juy, 0y, vy, v, IBI) «— F(j = Luy, up, vy, v, —a, 1B ) + Fryy + D,

If |B,|<C and [B|<C, then set Fy=max{Fy j+ (T/2),Yipo(r+a+v,)}+ (T/2) and
F(j,uy,uy, v, vy, |B)]) e— min{F(j —Lupuy, v, vy —ap By + Fyp+ D, F(j— Lup,u, v, v, —aj, |Bll) + F[l]}

Endfor

Endfor

Step 4. Optimal solution:
min{F (n,u;, u,,v;, v,, |By]) : forall possible u;, u,, vy, v,,1, [n/C] <1 <n}.

ALGORITHM 3: Algorithm DP3.

For I=1 and j<C, set F(j,uperlppViseo If |B_;I<C and |B]|<C, then set F;=max
Vs IB1l) = j(C; + (T/2)) + D. {Fuon + (T72), Y5y pa(r+oc+vi')} +(T/2) and F(j,
For /=2 to n do, Upy e v sty Vis - o s Yy, | By|) «— min {F(J_1>”13~~>
/*Schedulejob]jto be finished after r on machineMi, Uy VeV — 61]-, e Vi IBl—1|) +BF[Z] + D]_—;F + (] -1,
fori=1, ... k ul,...,um,vl,...,vi—a]-,...,vm,| D+ [l]}
If |B_,|=C and |B]|<C, then set Fp; =max End'for )
{Fuy+ (T2} + (T72)  and  F(jup,.. .oty Ol?tlmal solution:
Viseo o>V IBy) «—F (j - l,ul,...,ui—aj,...,um, mm{F(n,ul,...,um,vl,...,vm,|Bl|):
Viseo s Vi By ) + Fpp + D forall possibleu,, . .., u,,v,,...,v,,,1, [n/C] <I<n}.

FIf IBZ’(IILTZ)C e}{nd (7|"1/!3£|)< Cé Ft??n set Fyy = max Time complexity: the SPT rule needs O(nlogn) time to
{ -y * if T TE) ARG IS s e o Uy Vi sequence the jobs. Because j,I<n, u,,...,u,<r, and
V> |Bj]) «— min {F(]—l,ul,...ui—a-,...,um,vl, m

. ] vi,..., v, <A, the overall complexity of modified algorithm
...,VmIBlfl|)+F[l]+D,F(]—l,ul,...,ui—a',..., 1 m p ty 8

J DP3 to solve m-parallel-machine problem is O
Upps Vs - - > Vil Bil) + Fppp} (nlogn+ Pnt.A™, p p
Endif
/*Schedule job J; to be finished after » on machine M;,
fori=1, ...,k 4.3. The Resumable Case P4. Similar to the nonresumable

case P3, a pseudo-polynomial-time algorithm based on
dynamic programming is developed for P4 with m=2.
For a feasible partial schedule {J;, . . ., J;} where these jobs
are divided into two sets, Sand {Jy, .. ., J;}/S, we first give the
following notation: =S, US;and } jcsa; = u; <rfori=1,2.

If |B_,|=C and |[B]=C, then set Fy=
max{F_y; + (T/2), Y5 po (r +a+v)} + (T/2) and
F(juy, . sty Vise ooy Vo IBl) «—F(j — Luy,. ..,

um,vl,...,vi—a]-,...,Vm,|Bl_1|)+F[l]+D
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Step 1. Re-index the jobs in the SPT rule.
Step 2. Initial conditions: F (0, 0, 0, 0, 0, 0, 0, 0) =0.
Step 3. Recursive equations:
Forj=1, .., m u;=0,1, ..., 5 u;=0, 1, ..., min{A;~uy, r}; v; = 0,1,...,A;—uy —uy; v, = Aj —uy — Uy — v =3 g1 =max {uy,
F=max+ 1. 15 g =max{uy, 7= Amax+ 1} .5 7.
For I=1 and j<C, then F(j,u;,u,,qy, 95 V1> 1By1) = j(C; + (T/2)) + D.
For [=2 to n do,
/* schedule job J; before r on machine M,
If B, =C and |B| =C, then set Fpy = maX{F[,_I] + (T/2),u1} + (T/2) and
F(juy Uy q1 G0, Vi Vs IBI) «— F(j = Luy —a;, 15,9y, G55 V1, ¥, 1By ) + Fyyy + D,
If IB,_,|<C and IB,| < C, then set Fyy = max{Fy_; + (T/2),u,} + (T/2) and
F(j, thys g, @15 s V1> V25 |Byl) — min{F (j = 1,y =@, 1, Gy, Gy v5 Voo [Biy ) + Fpyy + D F(j = Ly = aj 145,44, 95, V15 v, |Bil) + Fyp |
/* schedule job J; before r on machine M,
If B, =C and |B)| = C, then set Fpy = max{F[l_I] + (T/2),u2} + (T/2) and
F(_]; Uy, Uy 41595 V15 Vs (Bl)) ‘_F(] - Luj,uy— aj>q1>92> V1> Vs |Bl,1|) + F[[] +D,
If |B_,|<C and |B/| <C, then set Fy = max{F[H] + (T/2),u2} + (T/2) and
F(jouy, tps G15 G V1 Vo [B]) — min{F(j —Lupuy —a;,q15q5 v [BLD+Fy+ D, F(j—Lu,u, - aj>q1>925 V1> Vs |B)]) + F[l]}
Endif
/* schedule job J; to be finished after r on machine M,
If |B,l=C and |B|=C, then set  Fy =max{Fyj+ (T/2), Y5 pa(q +a+v)}+(T/2)  and
F(]> U, Uy 41,92, V1> V2s |Bl|) — F(] -1, U, Uy 41,97,V — a]‘) Vs |Bl—1|) + F[l] + D,
If [B,|<C and [B|<C, then  set  Fy=max{Fy + (T/2), Y5 p.(q +a+v)}+ (I/2)  and
F(j, 11,1y, q1> G55 V15 Vs |Byl) — min{F(j —Luy,uy,qy, 5, V1 —aj vy, By + Fyp + D F (= Ly, g, gy, G, vy — )y vy, |BYl) + F[z]}
Endif
/* schedule job J; to be finished after r on machine M,
If |B,_,|=C and |B| <C, then set Fy = max{F[l_I] +(T12), % o Pa (@ +a+ vz)} + (T/2) and
F(_]; Uy, Uy, ql,qz, V1>V |Bl|) — F(] - 1) u])”2>qlaq2: Vi,V — aj: |Blfl|) + F[l] + D)
If |B_,|<C and |B)| <C, then set Fy = max{F[H] +(T12), %50 Palqy +a + vz)} + (T/2) and
F(jouy, tps G15 G V1 Vo [B]) — min{F(j— Luy, Uy, 415G, V1, V2 — 4 [BLiD + Fyp+ D, F(j = Lup,uy, G154, vy v — a; 1Bil) "'F[l]}
Endfor
Endfor
Step 4. Optimal solution:
min{F (n,u,,4,,q;, Gy, V1, V5, |B]): forall possible u;, u,, 4y, s, vy, V5, 1, [n/C] <1 <n}.
ALGORITHM 4: Algorithm DP4.
Jobs in {J;, ..., J;}\S are finished processing after . And jobs Theorem 7. P3 and P4 are NP-hard in the ordinary sense.
in{Jy, ..., Jj)\S are divided into two groups: one is assigned to

M; with the total processing time v,, and starts at time ¢,
while the other is assigned to M, with the total processing
time v, and starts at time g,. If there is no feasible solution
for P4, then F (j,uy,u,, gy, gz V1> V2> |Bl) = 00. Here, q; and
q» represent the state link between the set of jobs finished no
later than r and the set of jobs finished after r.

Time complexity: the SPT rule needs O(nlogn) time to
sequence the jobs in Step 1. By the definition of the recursive
relation, we have j,I<n, u,,u,,q,,q,<r and v,,v,<A.
Hence, the overall complexity is O (nlogn +r'n>A?).

Theorem 6. Problem P4 with m=2 can be solved in time
complexity O (nlogn +r'n®-A3).

Similar to modified algorithm DP3, define
Fmuy, .. suydis-- > Vis- - > Vi |Bil) as the objective
value for P4, and we can extend Algorithm 4 to solve general
m-parallel-machine problem with resumable case. The
overall time complexity to solve P4 is O (nlog n + r*"n*A™).

4.4. Fully Polynomial-Time Approximation Schemes for P3
and P4. In this section, the dynamic programming al-
gorithms for P3 or P4 will be translated into fully
polynomial-time approximation schemes. The main
framework is to iteratively thin out the state pace of the
dynamic programming by using the trimming technique.
This method is to collapse solutions that are close to each
other and decrease the size of the state space down to
polynomial.

4.4.1. FPTAS for P3. In the dynamic programming DP 3, we
will store necessary information for some schedules for the
first j jobs: each schedule is indexed by a six-dimensional
vector [u;,u,, v, V,, 1, F]. Let the trimming parameter be § =
1 + (&/2n) for any given £>0. The trimming of the state
spaces is formulated as the notion of §-domination: a state
s' = [uj,uy,v5,v5,L.F'] is §-dominated by another state
s = [uy,u,, vy, v, 1, F], if and only if
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(7)

2
O(n2 (logsr)” (logs A)* + nlog n) < O<n2<log2 r) <log2

log, §

log, 6

< O<n2 (log, ”)2 (log, A)z

(log, 5)4

Here, the inequality log, (1 + x)>xfor0<x<1 and
& =1+ (&/2n). Hence, the time complexity of the space is
polynomial bounded in the input size and in 1/e.

Theorem 8. For P3, the best feasible solution for the trimmed
problem has an objective value that is at most a factor 1 + € above
the objective of the best feasible solution for the original problem.

Proof. Note  that  the  final  trimmed  state

= [uy,u,, v5, v, L.F'] yields the optimal objective value.
The  trimmed state space contains a  state
s = [uy, Uy, vy, vy, I, F] that is §"-dominated by s’. Hence, the
total cost F is at most a factor 8" = (1 + (¢/2n))" <1 +¢
above the optimal cost where the inequality
(1 + (x/n))" <1+ 2xis used for real number x with0<x <1
and for integers n>1.

4.4.2. FPTAS for P4. Similar to the above discussion for P3,
each schedule is indexed by an eight-dimensional vector
[y, ty, v, vy, LE]. A state s’ = [uy,uy,qy, g5V, vy, L.F'] is
d-dominated by another state s = [j, u;, u,,q;, 4y, V1> V5, 1] if
and only if

Ifastate s’ contained in the state space is §-dominated by
another state s, then the dominated state s’ can be removed.
The trimming state space forms if the removal procedure
eventually stops. When a new state space in the trimmed
dynamic programming is computed, the trimmed state
space can start instead of the original state space in the
original dynamic programming. Next, we will present the
time complexity of the trimmed state space.

Note that there are at most r possible values for each of u;
and u,: A possible values for each of v; and v, and at most
n’r?’A®>  possible values for F. For any vector
(uy,uy,v;,v,, 1, F) of integers, the trimmed state space
contains at most one state [u,u, v, v, F] with
& <u, <M, 8cu, <8 89 <y <897, and
89 <v, <6%" . Since f, f, < [logsr] and g, g, < [logsA], up
to a constant factor the time complexity of a state space is
bounded from above by

i)
)eof

(8)

2 (log, ") 10g2 A) ) ( log2 ) (logz A)Z)
(6-1"* et .

T

3=

<qi<q,5, (9)

The worst-case discussion is similar to Theorem 5. The
time complexity of a trimmed state space is bounded from
above by
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O(n2 (logsr)* (logsA)* + nlog n)
<of log, r ! log, A ? )
log, 8/ \ log, 6

5 ( (log, r)" (log, A>2> g O(nz (log, r)* (log, A)Z)

(log, 6)° (0= 1°

< O(n6 (log, )’ (log, A)z)

6
(10)

Hence, the time complexity of the trimmed state spaces
in the dynamic programming DP 3 or DP 4 can be done
within a time polynomial complexity bounded in 1/e. The
worst-case ratio guarantees 1 +¢&. We have the following
theorem.

Theorem 9. Problem P3 and P4 have fully polynomial-time
approximation schemes, respectively.

5. Conclusions

In this paper, we study single-machine and two-parallel-
machine scheduling problems with batch deliveries and
potential disruption motivated by the iron and steel in-
dustry. The objective is to find a coordinated schedule to
minimize the total expected flow time plus the total delivery
cost. For the four corresponding scheduling problems,
pseudo-polynomial-time algorithms and fully polynomial-
time approximation schemes are presented in this paper,
respectively. Furthermore, the existence of the FPTAS
means that the strongest possible polynomial-time ap-
proximation result is obtained for a NP-hard problem. In
addition, several issues are worthy of future investigations. A
future interesting issue is to develop effective heuristics or
reinforcement learning algorithm to solve the general
problem with stochastic processing times. It would also be
interesting to study the problem by taking into account other
objective functions.
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In this paper, we construct an evolutionary game model of government and real estate operators (long-term apartment rental
companies) in the housing rental market in the context of financial institutions and public participation in regulation and analyze
the effects of different regulatory levels of financial institutions and the public on the evolutionary results through model solving
and numerical simulation. The results show that, under five different levels of supervision, financial institutions and the public
have different evolutionary and stable strategies; financial institutions’ participation in supervision can effectively reduce the cost
of government supervision and promote the government’s evolution towards strict supervision. It is difficult for real estate
operators to evolve naturally towards keeping their promises when the probability of the social public or financial institutions
participating in regulation is low. Only when the probability of social public and financial institutions participating in regulation

reaches a certain level will real estate operators be inclined to keep their promises.

1. Introduction

With the advancement of urbanization, the influx of first-
and second-tier cities has increased sharply [1]. The “talent
policy” in various regions has intensified the demand for
urban housing [2]. According to the data in the White Paper
on China Housing Leasing in 2018, the current housing
rental population is about 168 million, the market size is 1.2
trillion yuan, and the housing lease population will increase
by 50% in the next five years, the market size increased by
150% [3], and the demand is gradually increasing. However,
due to the rising cost of construction and maintenance of
rental housing, the low rental return rate makes it difficult
for real estate operators to obtain profit [4], and the gov-
ernment does not pay much attention to the housing rental
market [5]. The relevant laws and regulations set are not
sound, regulatory policies are inadequate [6], and financial
institutions and the public are lacking awareness of regu-
latory reporting, which results in frequent defaults of real
estate operators. Therefore, it is necessary and urgent for the
government to establish a multibody common regulatory
system to regulate the behavior of real estate operators, in

order to promote the long-term development of the housing
rental market. Therefore, the purpose of this study is to
determine what level of regulation should be adopted by
both financial institutions and public participation in reg-
ulation to promote compliance by real estate operators by
exploring the impact of regulation on the evolution of the
system.

2. Literature Review

It is necessary and urgent to improve the supervision system
of China’s housing rental market. Wang and Hu analyzed
telephone survey data from four cities in Beijing, Shanghai,
Guangzhou, and Shenzhen and found that the housing
rental market in first-tier cities in China is not mature
enough, and the government needs to strengthen the
management of the housing rental market [7]. By combing
the development history of the US housing rental policy and
comparing it with China’s current housing rental policy,
Cheng believed that the data of subsidized projects such as
China’s rent monetary subsidy policy are isolated and have
not yet achieved open and transparent monitoring feedback
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[8]. Dou compared the models of coliving communities in
Canada and Japan and believed that improving the public
participation planning and community governance mech-
anism is the key driving force for the development of col-
iving communities in China [9]. Lou and Zhou analyzed the
characteristics and existing problems of the Russian housing
rental market. They believed that the Russian housing rental
management department had weak supervision and rental
information, which suggested that the government could
cooperate with relevant organizations to improve the su-
pervision ability [10]. By comparing the basic framework
and operation mode of the British credit system, Du found
that the credit data acquisition of China’s housing rental
market was not widespread; the mechanism of publicity, use,
and protection was not perfect; the regulation ability was
insufficient; and the mechanism of rewards and punish-
ments was not perfect. Therefore, he suggested improving
the management of the housing rental market based on
personal credit [11].

There are conflicts of interest between the participants in the
housing rental market [12]. Real estate operators will choose
improper means to sacrifice the interests of other subjects, such
as lessees, in the pursuit of their own values [13]. The gov-
ernment supervision and coordination mechanism need to be
improved. Relevant research on the current government-reg-
ulated housing rental market participants shows that, in the
development of the housing rental market, the three parties of
the government, consumers, and enterprises finally reach a
stable balance in the government’s nonregulation, consumers
tend to rent houses, and enterprises actively develop rental
business. The cost of government regulation and the penalties
for companies are the main drivers of tripartite evolution [14].
Qiu has developed an evolutionary game model of social forces
and the government to address the problem of excessive par-
ticipation of social forces in the profit-seeking behavior of
housing rental projects, which leads to rent increases; the study
shows that it is difficult for social forces to evolve naturally
without external forces to not participate in illegal rental
projects, and the government needs to implement appropriate
institutional norms to regulate the behavior of social forces [15].
Zhou et al. constructed the interest game model between the
central government and local government in the process of
developing rental housing. The key to the development of the
housing rental market is to enlarge the utility proportion shared
by the local government, reduce the supervision cost of the
central government, and increase the punishment for the in-
action of the local government [16]. Chai et al. reduced the social
interest adjustment mechanism of collective rental housing to
the Pareto improvement of land and housing interest pro-
duction and distribution and then designed the multicenter
game competition and synergy mechanism of government,
lessee, rural collective, and interest group. He suggested that
government should give autonomy to local government systems
and technology choices [17]. Lai established a dynamic Cournot
model of bounded rational duopoly to verify the government’s
influence on real estate developers [18].

Scholars have reached a unified opinion on the urgent
need to strengthen the supervision of China’s housing rental
market and analyzed the feasibility of government regulation
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affecting the choice of real estate operators while ignoring
the importance of financial institutions and the public to
participate in supervision. Financial institutions and the
public are the most direct contacts to the housing rental
market. Therefore, this paper incorporates financial insti-
tutions and the public into the regulatory system, builds an
evolutionary game system in which multiparty entities
participate in the supervision of real estate operators’ be-
haviors, analyzes the strategy selection of the government
and real estate operators with different participation levels of
financial institutions and the public, and explores the impact
of financial institutions and the public’s participation in
supervision on the system evolution.

3. Evolutionary Game Model

3.1. Model Description. In the development of the housing
rental market, in order to speed up the capital turnover, the
long-term apartment rental companies (abbreviated as real
estate operators) have the power of illegal operation to earn
additional profits and provide houses that do not meet the
standards, or use the funds that should be used to serve the
lessee for reinvestment, collection of houses, and expansion
of income. Financial institutions are providers of funds for
real estate operators. In order to prevent real estate operators
from using funds in breach of contract, financial institutions
regulate real estate operators, which can reduce the cost of
supervision by government departments. As beneficiaries of
rental housing, the public can have the most direct expe-
rience of rental housing provided by real estate operators
and understand whether real estate operators are abiding by
their contracts. Therefore, it is easier for financial institu-
tions and the public to detect the default of real estate
operators, which can effectively reduce the cost of govern-
ment regulation and expose the default of real estate
operators.

In traditional game theory, it is often assumed that
participants are bounded rational and that participants are
fully informed; however, the problem of incomplete infor-
mation and bounded rationality is evident due to the
complexity of the economic environment [19]. Evolutionary
game is studied with a bounded rational group of partici-
pants [20-26]. In the continuous dynamic gaming, the low-
yield strategy choice is constantly eliminated by the high-
yield strategy choice; after repeated gaming, elimination, and
choice, the gaming parties achieve stability at the relative
maximum benefit [27]. The gaming participants in this
model are governments and real estate operators who are
assumed to be bounded rational “economic man.”
According to evolutionary game theory, under incomplete
information conditions, the government’s strategy set is
(strict supervision, loose supervision) and the real estate
operator’s strategy set is (keeping promise, default). Because
the participation of financial institutions in the regulation of
the housing rental market affects the cost of government
regulation, and the participation of the public in the reg-
ulation of the housing rental market affects the exposure
probability of default by real estate operators, the govern-
ment-enterprise game in the housing rental market is
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defined as the dynamic game between the government and
real estate operators in the context of different levels of
participation of financial institutions and the public in
regulation.

3.2. Model Assumptions. To analyze the problem, several
assumptions are made.

Assumption 1. As the government has introduced some
regulatory policies, but not fully implemented in practice,
the regulation of the housing rental market is in a relatively
lax state [28], and the cost of regulation is set at ¢,. If the
government is to strictly implement the corresponding
regulatory policies need to pay the corresponding additional
regulatory cost Ac, the involvement of financial institutions
in regulation can effectively reduce the cost of regulation
when governments adopt a strict regulatory strategy, so the
cost of regulation when governments adopt a strict regu-
latory strategy can be expressed as ¢ = ¢, + Ac — pk. p is the
probability of financial institutions participating in regula-
tion. k, a constant, represents the financial regulatory ca-
pacity coeflicient. Strict government regulation will enhance
the credibility of the government, which can bring benefits
to the government as r,.

Assumption 2. Real estate operators keeping their promises
can enhance social stability, which brings gains to the
government as r,. Defaults by real estate operators have a
negative impact, which brings losses to the government for ».

Assumption 3. If the real estate operator keeps its promise, it
will receive the basic benefits d and the benefits h from
public opinion exposure and publicity regarding the good
conduct of the business [15]. If the real estate operator
defaults, it receives an additional gain Ad. However, if the
government detects the real estate operator’s default, it will
have to pay a penalty z and suffer a potential loss & such as
reputational decline.

Assumption 4. The probability of the government identi-
fying default by real estate operator is A and A', respectively,
when the government chooses strict and loose regulation,
and the probability of real estate operators adopting default
strategies with the participation of the public and being
identified by the government is y=A+q(1-1) and
to = A" +q(1=1"), where g is the probability of the public
regulating in the housing rental market. When the gov-
ernment adopts a loose regulatory strategy and the public
exposes the real estate operator’s default, the government’s
social credibility will be reduced, and the government will
suffer a loss of n.

3.3, Model Building. Assume that x,y,p, andq
(0<x,y,p,g<1) are the probability of strict government
supervision, real estate operator compliance, financial in-
stitutions’ participation in supervision, and public partici-
pation in supervision, respectively. The payment matrix of
government and real estate operators is shown in Table 1.

The expected benefit of the government choosing strict
regulation is

Ut =y(r —c+ry)+(1=y)(r, —c—v+puz). (1)
The expected benefit of the government choosing loose
regulation is
Ug = y(r—co) + (1= 3) (upz = gn(1-2") = co = v).
(2)
Thus, the average benefit of the government is
Ug = xUg + (1 - x)Ug. (3)

The replicated dynamic equation dynamic of the gov-
ernment is

d _
Fq =d—’::x(U1G—UG)

=x(1-x)(cg—c+r +gqn(1-1")(1-y) (4)
+2 (1= y) (4 = o))>
oF ,
a—xG:(l—Zx)(cO—c+r1+qn(1—/1)(l—y) 5)

+z(1 = y) (4~ tho))-

The expected benefit of the real estate operators choosing
to keep their promises is

Up=x(d+h)+(1-x)(d+h). (6)

The expected benefit of the real estate operator choosing
to default is

Up=x(d+Ad—u(z+8)+(1-x)(d+Ad -y (z+9)).
(7)

Thus, the average benefit of the real estate operator is
Uy = yUll2 +(1- y)Ufz. (8)

The replicated dynamic equation dynamic of the real
estate operator is

d _
FR:d_f:y(U}lz_UR)

=y(1-y)(h=Ad+u(z+8)x+py(z +6) (1 -x)),
9)
IF,
az(1—2y)(h—Ad+y(z+8)x+y0(z+8)(l—x)).

(10)

4. Evolutionary Game Analysis

4.1. Replication Dynamics Analysis of Government Decision-
Making Behavior. From the replicated dynamic equations
stability theorem and the nature of the evolutionary stability



TaBLE 1: Payment matrix of government and real estate operators.

Real estate operator
Default

Government .
Keep promise

. . r—c+r, r-c-v+uz

Strict supervision d+h d+Ad-u(z+96)
. T, —Cy HoZ —qnl =M —cy —v

Loose supervision d+h d+Ad -y, (z +9)

strategy, it is known that when the stability strategy x sat-
isfies F; =0, (OF;/0x) <0, x is the evolutionary stability
strategy. Calculated by F; = 0, y, can be represented by the
following equation:

yo:C_Co_"l_qn(l_/v)_z(ﬂ_ﬂo).
—qn(1-1") =z (4 - o)

When y = y,, F; is constant at zero, which means that
the strategies adopted by the government are stable and do
not change over time.

If y,<0, the probability of financial institutions par-
ticipating in regulation satisfies the following equation:

<AC_”1_(!4_#ko)z_‘1”(1_)L):pL. (12)

(11)

Since y > y,, x = 0 is the evolutionary stability strategy.
The government’s gains from strict regulation are always less
than those from loose regulation, so the government will
adopt loose regulation regardless of whether real estate
operators keep their promises.

If y,>1, the probability of financial institutions par-
ticipating in regulation satisfies the following equation:

p>AC D (13)
k

Since y < y,, x = 1 is the evolutionary stability strategy.
The government’s gains from strict regulation are always
more than those from loose regulation, so the government
will adopt strict regulation regardless of whether real estate
operators keep their promises.

If 0<y,<1, the probability of financial institutions
participating in regulation satisfies the following equation:

(14)

Ac -1, —(y—ylg)z—qn(l —/1')<p<Ac];r1'

The relationship between y and y, needs to be discussed
according to different situations. When y < y,, x = 1 is the
evolutionary stability strategy and at this time the govern-
ment adopts strict regulatory behavior. When y > y;, x =0
is the evolutionary stability strategy and at this time the
government adopts loose regulatory behavior.

In order to vividly understand the dynamic evolution of
government decision-making behavior, we give a graph of
the evolution of government decision-making behavior
under different circumstances, as shown in Figure 1.

4.2. Replication Dynamics Analysis of Real Estate Operators
Decision-Making Behavior. From the replicated dynamic
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FIGURE 1: Government replication dynamic phase diagram.

equations stability theorem and the nature of the evolu-
tionary stability strategy, it is known that when the stability
strategy y satisfies Fp =0, (OFz/0y) <0, y is the evolu-
tionary stability strategy. Calculated by Fyp =0, x, can be
represented by the following equation:

h—Ad + py(z +9)
(4= o) (z+0)

When x = x,, Fy is constant at zero, which means that
the strategies adopted by the real estate operators are stable
and do not change over time.

If x, <0, the probability of financial institutions par-
ticipating in regulation satisfies the following equation:

Ad—h-A(z+0)
1-Nz+0) Im

Xy = (15)

(16)

Since x > x;, y = 1 is the evolutionary stability strategy.
The real estate operators’ gains from keeping their promises
are always more than those from default. So, no matter what
regulatory actions the government takes, real estate oper-
ators keep their promises.

If x, > 1, the probability of public participation in reg-
ulation satisfies the following equation:

Ad-h-)(z+0)

1-N)(z+o) I (17)

q<

Since x < x;, ¥ = 0 is the evolutionary stability strategy.
The real estate operators’ gains from keeping their promises
are always less than those from default. So, no matter what
regulatory actions the government takes, real estate oper-
ators are in default.

If 0<x,<1, the probability of public participation in
regulation satisfies the following equation:
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Ad-h-1A(z+96)
(1-1)(z+9)

Ad-h-A(z+9)
(1-1)(z+0) °

(18)

The relationship between x and x,, needs to be discussed
according to different situations. When x < x;, y = 0 is the
evolutionary stability strategy and at this time real estate
operators adopt default behaviors. When x > x,, y = 1 is the
evolutionary stability strategy and at this time real estate
operators keep their promises.

In order to vividly understand the dynamic evolution of
government decision-making behavior, we give a graph of
the evolution of government decision-making behavior
under different circumstances, as shown in Figure 2.

4.3. Stability Analysis of Equilibrium Point. Since the above
equilibrium point is not necessarily the system’s evolu-
tionary stability strategy (ESS), according to the computa-
tional differential equations proposed by Friedman to form
the dynamics of the dynamic system, the stability analysis of
the equilibrium point can be analyzed by analyzing the local
stability of the Jacobian matrix of the system. Solving the
partial derivatives of x and y for the differential equations
(4) and (9) sequentially, the Jacobian matrix can be obtained
as

OFg OF;
Ox 0y |y Jp

J= = , (19)
oFy 9Fy | Ll Ja
ox 0y

T = (1=2x)(co—c+r+ (qn(1=A") +2(u—p)) (1= p)s
Ji2=x(x =D (qn(1 =) + 2z (4 - ),
Jo1 =y (1= y) (4= ) (z +9),
Jpn=1=2y)(h=Ad+ (z+ ) (ux + py (1 - x))).
(20)
The calculation process of the determinant det; and the
tr; trace of the Jacobian matrix is as follows:
det; = x(1-x)(gn(1-1") + 2 (1= o))y (1 = ) (1 = o)
(2480 +(1=2x)cg—c+r+(qgn(1=A") +z(u—u,))
c(1=2y)(h=Ad + (2 +8) (px + py (1 - x))),
tr; = (1-2x)co—c+r; +(qn(1-AN')+z(u—p))
(=) + 1 =2y)(h—Ad + (2 + 8) (ux + o (1 — x))).
(21)
If the equilibrium point satisfies det; >0 and tr; <0, the
equilibrium point is the local asymptotic stability point of
the evolutionary dynamic process. In this paper, we discuss
the parameter conditions from the evolutionary path of the
government and the real estate operator, combined with the
mathematical point of view and practical significance, and
conclude that the dynamic system needs to analyze the local

stability under the following nine parameter conditions, as
shown in Tables 2-6.

5
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FIGURE 2: Replication dynamic phase diagram of the real estate
operator.

4.4. Result Analysis

4.4.1. Scenario 1. When the probability of financial insti-
tutions and the public participating in supervision is p < p;
and g < qy, respectively, and the government benefits less
than the regulatory cost by adopting a strict regulatory
strategy, the government tends to adopt a loose supervision
strategy. The low probability of public participation in
regulation makes defaults by real estate operators less sus-
ceptible to detection, and the damage to the operator’s
reputation and government penalties are less than the gains
in the event of default, so real estate operators tend to choose
default. In this case, the evolutionary equilibrium strategy is
(0,0).

4.4.2. Scenario 2. When the probability of financial insti-
tutions and the public participating in supervision is p; < p
and g<q;, respectively, the participation of financial in-
stitutions in regulation can reduce the cost of government
regulation and therefore the government tends to adopt
strict regulatory measures. However, the probability of
public participation in regulation is low, and the investi-
gation and punishment of real estate operators’ defaults
mainly rely on government regulation. Real estate operators
choose to default because the penalty for default is less than
the proceeds they would have received if they had defaulted.
So in this case, the evolutionary equilibrium strategy is
(1,0).

4.4.3. Scenario 3. When the probability of financial insti-
tutions and the public participating in supervision is p < py
and g > gy, respectively, the high probability of social public
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TaBLE 2: Equilibrium point local stability.
Eauilibri P<PL-9>4qu P<PL4<q
quilibrium : o ) o
det] trj Stability det] trj Stability
(0,0) - Uncertain Saddle point + - ESS
(0,1) + - ESS - Uncertain Saddle point
(1,0) + + Unstable - Uncertain Saddle point
(1,1) - Uncertain Saddle point + + Unstable
TaBLE 3: Equilibrium point local stability.
Equilibri P<PL 9L <9<qug PL<P<Pw-49>qu
quilibrium i o ) o
det] trj Stability det] trj Stability
(0,0) + - ESS + + Unstable
(0,1) - Uncertain Saddle point + - ESS
(1,0) + + Unstable - Uncertain Saddle point
(1,1) - Uncertain Saddle point - Uncertain Saddle point
TaBLE 4: Equilibrium point local stability.
Equilibri PL<P<Pw94<qL P>Pu-9>4qu
quilibrium . . . -
det] trj Stability det] trj Stability
(0,0) - Uncertain Saddle point + + Unstable
(0,1) - Uncertain Saddle point - Uncertain Saddle point
(1,0) + - ESS - Uncertain Saddle point
(1,1) + + Unstable + - ESS
TaBLE 5: Equilibrium point local stability.
Equilibri P>Pu4<qL P> P qL <q4<qu
quilibrium . . ) -
det] trj Stability det] trj Stability
0,0) - Uncertain Saddle point - Uncertain Saddle point
(0,1) + + Unstable + + Unstable
(1,0) + - ESS - Uncertain Saddle point
(1,1) - Uncertain Saddle point + - ESS
TaBLE 6: Equilibrium point local stability.
Equilibri PL<P<Pw 9L <9<9qu
quilibrium . o
det] trj Stability
(0,0) - Unstable Saddle point
P
(0,1) - Unstable Saddle point
(1,0) - Unstable Saddle point
(1,1) - Unstable Saddle point
(X, Yy) 0 0 Saddle point

participation in regulation leads to a higher probability of
exposure of the real estate operator to default, and therefore
it is more likely to be penalized by the government and to
suffer reputational damage. The real estate operator’s gains
when keeping its promise are greater than those when it
defaults, so real estate operator tends to keep its promise. The
increased probability of default exposure makes it easier for

the government to detect defaults by real estate operators, so
the government tends to choose lax regulation. In this case,
the evolutionary equilibrium strategy is (0, 1).

4.4.4. Scenario 4. When the probability of financial insti-
tutions and the public participating in supervision is p > py



Complexity

and q; <g, respectively, financial institution participation
reduces the expected costs that governments adopt strict
regulation, so governments tend to adopt strict regulation
strategies. The high probability of financial institutions
participating in regulation enhances government enforce-
ment against real estate operators, so when public partici-
pation in regulation is at a superior level, the government
penalties for default and reputational damage to real estate
operators will outweigh the gains from compliance. So, in
this case, the evolutionary equilibrium strategy of the game is

(1,1).

4.4.5. Scenario 5. When the probability of financial insti-
tutions and the public participating in supervision is
P < p<py and g; <q<qy, respectively, the probability of
financial institutions and the public participating in regu-
lation is low, which has limited impact on the strategic
choices of governments and real estate operators. As a result,
the government and real estate operators have not reached
the stability strategy, and the evolutionary result is a cyclical
random state that belongs to the chaotic period of gov-
ernment and real estate operator strategy selection.

4.5. Numerical Simulation. In this section we use numerical
simulations to illustrate in detail the impact of different
levels of financial institutions and social public participation
in regulation on the decisions of governments and real estate
operators. This paper assumes that r;, = 0.2, r, =1, v=1,
z=1, n=1, =05 1=03, d=1, Ad=25, §=1,
Ac =1, k = 1. Due to the lack of recognizing the behavior of
real estate operator awareness, the government adopts a
more relaxed regulatory strategy, which leads to frequent
defaults of real estate operators. Therefore, this paper as-
sumes that the initial values of xand y are x=0.2 and y=0.2,
respectively.

A schematic of the strategy evolution when the gov-
ernment and real estate operator strategies are
p=0.3, g=0.55, respectively, is shown in Figure 3(a),
which validates the analysis results of Scenario 1. The figure
shows that the final evolutionary strategy of the govern-
ment and real estate operators is (0,0) when financial
regulation is at a low level and public participation is at a
medium to low level. The probability of financial institu-
tions participating in regulation increases in comparison
Scenario 1, that is, p = 0.7, = 0.55, and the government’s
behavior tends to choose a strict regulatory strategy.
However, due to the moderate level of regulation of fi-
nancial institutions and public participation in society, the
game between the government and real estate operator
shows a cyclical state and the evolutionary results can be
seen in Figure 3(b). The probability of social public par-
ticipation in regulation increases to a high level in com-
parison to Scenario 5, that is, p=0.7,q =0.7, and the
increase in the exposure of default leads the real estate
operator to choose to keep its promise. The evolutionary
results can be seen in Figure 3(c). The probability of social
public participation in regulation is reduced to a low level
in comparative Scenario 5, that is, p =0.7,4 = 0.4. The

reduction in the exposure to default causes the real estate
operator to choose to default, and the evolutionary results
can be seen in Figure 3(d). The probability of financial
institutions participating in the regulation increased to a
high level, that is, p = 0.81,q = 0.55, which can effectively
reduce the pressure of government regulation, the gov-
ernment tends to choose strict regulation. At this point, real
estate operator tends to keep its promise under strict
government regulation and a higher level of social public
regulation, and the evolutionary results can be seen in
Figure 3(e).

5. Discussion

Through the analysis and simulation of evolutionary results,
the article illustrates the impact of different levels of financial
institutions and social public participation in regulation on
the decision-making behavior of governments and real es-
tate operators. The strong regulatory awareness of financial
institutions or the public will lead real estate operator to keep
its promise, but if the regulatory awareness of the public is
weak, the public will be less exposed to the operators’ vi-
olations, and thus the strong regulatory awareness of fi-
nancial institutions will not lead real estate operators to keep
their promises. However, the public with a high level of
supervision will expose the real estate operator’s default to a
great extent, which results in significant default costs for real
estate operators, including government penalties and rep-
utational damage. Therefore, the real estate operator must
choose to keep its promise. Public participation in regulation
is particularly important for the governance of China’s
housing rental market. The combination of financial insti-
tutions and the public is important for maximizing regu-
latory effectiveness.

There are four types of regulatory subjects involved in
our study, including the government, financial institutions,
and the public in the housing rental market. However, Qiu
[15] and Zheng and Xu [14] argue that the government is
the only entity involved in regulation in the housing rental
market. Their study found that different government
regulation behaviors is the key to guide firms to produce
different decision behaviors, and that changes in govern-
ment incentives and penalties can have an impact on the
evolutionary path of firms’ behavior. Zhou et al. [16] also
found that reducing the cost of regulation can change the
evolutionary path of the regulated behavior. Based on
previous studies involving government incentives and
penalties, we also set incentives and penalties in our study.
However, today is the age of information technology. The
popularity of mobile devices, the development of network
technology, and the construction of big data provide new
ways and means for the public and financial institutions to
participate in regulation. The multidominant participatory
regulatory model becomes an important way of regulatory
governance. In contrast to related research, our study finds
that in the case of multiagency regulation, real estate op-
erators can choose to keep their promises even if the
government does not need to change its regulatory
measures.
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FIGURE 3: Government’s and real estate operators’ strategic evolutionary roadmaps with different levels of financial institutions and public
involvement in regulation.
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6. Implications

In this paper, we construct an evolutionary game system in
which multiple subjects are involved in monitoring the
behavior of real estate operators and analyze the strategic
choices of government and real estate operators with dif-
ferent levels of participation by financial institutions and the
public in society. This paper draws conclusions from both
theoretical and practical perspectives.

From a theoretical perspective, the implications are as
follows. We find that the level of regulatory involvement of
financial institutions and the public at large is complex in
its impact on the strategies of governments and real estate
operators. If one of the financial institutions and the public
is involved in regulation at a low level, the real estate
operator will default. If the probability of public partici-
pation in regulation is high, regardless of the level of fi-
nancial institutions’ participation in regulation, real estate
operators will ultimately choose to keep their promises.
However, real estate operators will only choose to be
compliant if the probability of financial institutions par-
ticipating in regulation is high and the probability of re-
quiring community participation in regulation is at a
medium level and above.

From a practical perspective, we propose several con-
clusions. In contrast to the involvement of financial institu-
tions in regulation, social and public participation in
regulation is essential for the healthy development of China’s
housing rental market. Therefore, in order to strengthen
public participation in regulation, the government can sim-
plify the process of reporting violations in the housing rental
market, broaden the reporting channels, and strictly scruti-
nize reports from the public once received. In order to fa-
cilitate public participation, the government can build a
platform for information disclosure and sharing and regularly
check public messages and provide timely responses. In
contrast to a single public regulation, the participation of
financial institutions and the public in regulation is conducive
to a higher level of regulation. Therefore, in order to improve
the level of regulation, the government can reduce the default
risk for real estate operators by requiring companies to hand
over their pools to third-party banks for management.
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Interindustry linkage analysis is an important interdisciplinary research field of technical economic and complex systems, and the
results can be used as critical bases for making strategies and policies of economic development. This study reviews the previous
methods for measuring interindustry linkages and their disadvantages and puts forward a new method for interindustry linkage
analysis in a complex economic system on the basis of demand-driven and multisector input-output model. Firstly, it makes a
further decomposition of the Leontief inverse matrix in the economic sense and decomposes the gross output of one industrial
sector or its sub-industries into three components. Then, it analyzes the structural features of output and measures the in-
terindustry linkages between two industrial sectors with three indices: interindustry linkage effect, interindustry linkage con-
tribution, and interindustry linkage coefficient. Compared with the previous measurements, the method in this study has three
obvious advantages: it integrates the sectoral internal effect and external linkage effect at the same time; it can not only measure the
interindustry linkage effects between two given industrial sectors but also clearly describe the composition ratio of the direct and
indirect interindustry linkage effects; and it adopts, respectively, the absolute flow value, relative flow value, and unit relative value
to measure the linkages comprehensively. Finally, this study takes China’s input and output in 2017 as an application case to
analyze the structural features of output of its manufacturing and producer services and measure the interindustry linkages
between them.

1. Introduction

National economy is a large and complex system, and the
industries in it interact with and impact each other. Inter-
industry linkage is a kind of technical and economic link
existing extensively among the industries and the concept
was first introduced by Hirschman in 1958 based on the
theory of unbalanced development [1]. Since the 1950s, with
the acceleration of industrialization in developing countries,
interindustry linkages have gained extensive attention from
academia circle, industrial field, and policy-makers and are
used to measure the relative importance of industries in
order to identify the key industries which are central for
economic development and can drive economic high-speed

growth. Therefore, an applicable and reasonable method to
measure the interindustry linkages is helpful to recognize the
relationship between or among industries, promote the level
of balanced development of the entire economic system, and
even optimize the industrial structure of the national
economy. Over the years, the previous scholars have con-
ducted many research studies on the analysis of interin-
dustry linkages from different perspectives. In general, the
traditional econometric analysis and input-output analysis
are two main and common kinds of methods which can be
used to well describe the interrelatedness of industries.
The former is a relatively indirect method which gen-
erally first puts forward hypotheses and then usually adopts
the econometric model such as the panel data regression


mailto:jinchuan_shi@163.com
https://orcid.org/0000-0002-6209-8571
https://orcid.org/0000-0002-3190-9781
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/3857981

model or the vector autoregressive (VAR) model to search
the supporting empirical evidences based on the macro-
statistics data of the economy system: e.g., Banga and Goldar
use regression analysis model to research the contribution of
services to manufacturing output growth and productivity
on the basis of Indian panel data [2]; Francois and Woerz use
regression analysis model to research the interaction be-
tween production services and manufacturing on the basis of
the panel data on goods and services trade of Organization
for Economic Co-operation and Development (OECD)
during 1994-2004 [3]; Ke et al. conduct a panel data analysis
of Chinese cities and construct a simultaneous equation
model of co-agglomeration of producer services and
manufacturing that highlights the synergy effects of the two
sectors located in the same cities or neighboring cities [4];
Kong and Liang use VAR model to analyze the interaction
between producer services and manufacturing in Shaanxi
Province, China [5].

The latter is a relatively direct method which is first
introduced by Leontief in 1936 [6], and it quantitatively
analyzes or computes the interindustry linkages or rela-
tionships through the input-output data and a series of linear
equations: e.g., Guerrieri and Meliciani study empirically the
interindustry linkages between producer service and three
major industries on the basis of the input-output data of
Denmark, the UK, Germany, France, Japan, and the US [7];
through measuring the backward and forward linkages of
one certain industry, Chiu and Lin investigate the role and
influence of the maritime sector on the national economy of
Taiwan [8]; Mattioli and Lamonica evaluate the information
and communications technology (ICT) role in the world
economy [9]; Khanal et al. study the significance of eco-
nomic linkages between the tourism sector and the rest of
the economy in Lao People’s Democratic Republic (Lao
PDR) [10]; Guerra and Sancho measure the role of energy
and non-energy efficiency gains in an interconnected and
multisector economy with the hypothetical extraction
method [11], which is a powerful input-output analysis tool
and will be discussed later; Sajid et al. conduct a serial of
researches on carbon linkages via hypothetical extraction
method or its modification [12, 13]; Wang et al. employ the
hypothetical extraction method to map flows of embodied
air pollutant emission from economic sectors in China [14]
and even conduct an analysis on interregional and sectoral
linkages of air pollutant emissions in Beijing-Tianjin-Hebei
region of China [15]; Ali et al. use the Asian Development
Bank input-output database to analyze and compare the
performance of the construction sector in some south Asian
countries [16].

Comparing the two kinds of methods mentioned above,
although the latter is insufficient in terms of data immediacy
and availability due to the fact that input-output data usually
are only issued by the official statistics department every few
years, it can provide a more convictive and micro-view
perspective to describe the interrelatedness of industries, and
overcome the disadvantages of the former that it is difficult
to obtain high quality economic statistics data and reflect
promptly when the economic structure changes greatly.
What is more, due to an apparent intimate tie between the
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interdependencies studied in input-output analysis and the
causal relations expressed in Hirschman’s interindustry
linkages, Hirschman’s interindustry linkages have been
embraced by input-output economists [17].

Therefore, on the foundation of the theory of input-
output analysis, this study designs a new method for in-
terindustry linkage analysis based on demand-driven and
multisector input-output model and applies it in the sce-
nario of China’s Manufacturing and Producer Services.
Since its obvious advantages, compared with the previous
measurements of interindustry linkages specifically dis-
cussed later, the authors hold that it is a helpful tool for
analyzing the interrelatedness between two industrial sectors
and identifying the key weak links.

Section 2 reviews the theory of input-output and in-
terindustry linkages and summarizes the features and dis-
advantages of different attempts to measure the
interindustry linkages. In Section 3, demand-driven and
multisector input-output model is carried out, in which the
output and Leontief inverse matrix are structurally
decomposed in economic sense; it also presents the ways to
analyze the output structural features of an industrial sector
and its sub-industries and measure the interindustry link-
ages between two different industrial sectors; in particular,
this study takes China as an example to emphatically analyze
the interindustry linkages between its manufacturing and
producer services in a framework of multisector economic
system. Section 4 presents the results of the application in
China, and then the specific discussion and policy impli-
cation are presented in Section 5. The paper ends up with a
discussion of the value of this method in analyzing the
interindustry linkages in multisector economic system.

2. Theoretical Background

According to the view of Hirschman [1], any nonprimary
activity which does not only produce for final demand exerts
two distinct effects by means of its demand for and supply of
intermediate inputs, respectively, so the interindustry
linkage has two different types. The demand stimulates other
sectors to satisfy its intermediate requirements, which is
named backward linkage; the supply also stimulates sectors
because its output is also taken as an input in new activities,
which is named forward linkage. Chenery and Watanable’s
work firstly attracts the scholars’ attention [18], which is
conducted on the basis of the input coefficient matrix and
considered to be the earliest measurement of Hirschman’s
interindustry linkages. However, the analysis based on the
input coeflicient matrix only considers the first round of
consumption in the entire economic system, ignoring the
interrelatedness of indirect transfer; namely, the measure-
ment is incomplete. Rasmussen’s dispersion indices on the
basis of Leontief inverse matrix (also called total require-
ments matrix) is another attempt to measure interindustry
linkages [19], and it has been widely used because it can be
credited with including indirect effects and distinguishing
between backward linkage and forward linkage, despite the
fact that Rasmussen’s original research is before Hirschman
introduced the concept of interindustry linkages. Based on
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the pioneering work of Hirschman, Chenery and Watanable,
and Rasmussen, the theoretical and applied researches on
the measurement of interindustry linkages have been con-
ducted widely, and the later scholars have put forward
various schemes to refine the measurement of interindustry
linkages.

Jones questions the use of Rasmussen’s index of
sensitivity of dispersion as a measurement of forward
linkage, then puts forward a new method to measure the
forward linkage on the basis of Ghosh inverse matrix
instead of Leontief inverse matrix, and elaborates its value
in detail [20]. Cuello et al. refine Rasmussen’s measure-
ment through introducing a serial of parameters which are
used in weighting the coefficients in Leontief inverse
matrix, in order to take the relative importance of dif-
ferent industries into consideration [21]. Referring to the
research of Cuello et al., Drejer even introduces knowl-
edge as a weight in terms of knowledge intensive in-
dustries [17]. Hazari and Laumas discuss whether the
weighting of different industries should be considered in
the measurement of interindustry linkages, although their
viewpoints are not the same; Hazari holds that weighting
or not weighting depends on the purpose of analysis [22],
while Laumas is more inclined to adopt the measurement
in the weighted form [23].

Since Rasmussen’s dispersion indices and the modi-
fied methods evaluate the two types of linkages separately,
hypothetical extraction method is proposed as a new and
more practical method [24, 25]. In this method, the im-
portance of a sector, also called its total linkage, is
measured by comparing numerically the output levels of
economy before and after the hypothetical extraction, in
which the row and column input-output data of this sector
are deleted. (Instead of physically deleting them, they can
simply be replaced by zeros.) Cella modifies the method,
and the measure of total linkage in his research not only
excludes feedback processes which are purely internal to
the selected industry, but also is decomposable into ad-
ditive components measuring backward and forward
linkages, respectively [26]. Duarte et al. further modify
Cella’s method and decompose the total linkage into four
components, internal effect, mixed effect, net backward
linkage, and net forward linkage, when studying the be-
havior of the productive sectors of the Spanish economy
as direct and indirect consumers of water [27]. Different
from the studies that have mostly calculated both back-
ward and forward linkages using only demand-driven
Leontief inverse model, Sajid et al. estimate the linkages
from both demand and supply with Leontief inverse
matrix and Ghosh inverse matrix, when studying the
intersectoral carbon linkages of Turkey [28].

The measure methods on the foundation of the research
of Chenery and Watanable and Rasmussen are all based on
classical input-output analysis model. When using these
classical measurements of interindustry linkages, scholars
firstly may face two difficult problems: which coefficient
matrix should be chosen; whether and how the researchers
weight the different industries according to their scales and
importance. Furthermore, Leontief inverse matrix or Ghosh

inverse matrix based on the row balance or column balance
in the input-output tables can only represent the overall
interrelatedness, which contains not only direct and indirect
interrelatedness but also internal effect and external linkage.
Finally, the classical measurements only describe the in-
terrelatedness between a given industry and the entire
economic system, rather than that between two given in-
dustries. As for the hypothetical extraction method, though
many scholars have been improving and modifying it in
order to better and more accurately measure the importance
of the sector, it still has some drawbacks. First of all, its
underlying hypothetical deviates somewhat from the eco-
nomic reality. In the scenario of hypothetical extraction, the
row and the column referring to the selected industry in
input coefficient matrix are replaced by zeros, while the rest
remain the same. In fact, as mentioned, the industries in the
economic system interact with and impact each other. The
interrelatedness among the rest of the industries may change
even dramatically when an industry is removed. So the
difference between the output levels before and after the
hypothetical extraction probably should not be equated with
the real impact of the interindustry linkages. What is more,
hypothetical extraction method provides a very practical and
simple measure for interindustry linkages between a given
industry and the entire economy system; however, the
measure for interindustry linkages between two given in-
dustries is still inexplicit. In addition, with mounting evi-
dence favoring simultaneous application of both Ghosh
supply and Leontief demand for forward and backward
linkages, the researches on hypothetical extraction method
which only adopts Leontief inverse matrix may provide
erroneous evidence or biased suggestions.

With the continuous progress of the input-output
theoretical model, now the researchers have many new
choices to analyze the interindustry linkages, e.g., the
dynamic input-output model aiming to overcome the
static analysis disadvantages of the classical input-output
model [29, 30], the input-output optimization model that
combines optimization theory and input-output theory
[31, 32], and the spatial input-output model aiming to
analyze the interregional input-output relationships
[33, 34]. Now the inter-country input-output tables which
are regularly published in the world mainly include the
Word Input-output Table (WIOT), OECD Inter-Country
Input-Output (ICIO) Table, and the Asian International
Input-Output Table (AIIOT). Miller first adopted the
input-output theory to study the economic impacts be-
tween different regions and constructed a two-region
input-output model to measure the interregional feedback
effect, but it does not involve the concept and measure-
ment of interindustry spillover effect [35]. Later scholars,
e.g., Round, Sonis, and Dietzenbacher, distinguish the
interindustry spillover effect and interindustry feedback
effect between different regions, study the relationship
between them and their multiplier effect, and conduct the
empirical researches [36-38].

According to the research of Round, the output as well as
Leontief inverse matrix can be multiplicatively decomposed
into three components: the separate effects of multipliers



wholly within a group of accounts, the effect of an exogenous
injection which feeds back upon itself but via other parts of
the system, and the effect an increase in income in one group
of accounts has upon another. In many kinds of analysis
involving multipliers, it is convenient to formulate them so
that their sum rather than their sequential multiplication
yields the total multipliers. The output as well as Leontief
inverse matrix also can be additively decomposed, which is
equivalent to Round’s multiplicative decomposition. On the
foundation of Miller and Round’s two-region input-output
analysis, this study regards different industrial sectors in the
entire economic system as different regions in the spatial
scope and constructs a demand-driven and multisector
input-output model, focusing on the output structural
analysis and the measurement of interindustry linkages
between two given industrial sectors in a multisector eco-
nomic system.

In demand-driven and multisector input-output
model, the gross output can be decomposed into three
components, intraindustry multiplier effect, interindustry
spillover effect, and interindustry feedback effect. Intra-
industry multiplier effect is a kind of sectoral internal
effect, and an industrial sector’s intraindustry multiplier
effect refers to the output induced by the increase of its
final demand in an input-output system which only
contains this industrial sector, and it indicates the viability
of this industrial sector. Interindustry spillover effect is a
kind of external linkage effect, and an industrial sector’s
spillover effect refers to the rest of the industrial sectors’
output induced by the increase of its final demand, which
indicates the impacting capacity of this industrial sector.
In this study, the conception of interindustry incoming
spillover effect is introduced in order to analyze the output
structure easily, which is precisely opposite to that of
interindustry spillover effect. An industrial sector’s in-
terindustry incoming spillover effect refers to the output
induced by the increase of the rest of the industrial sectors’
final demand. Interindustry feedback effect is also a kind
of external linkage effect, and an industrial sector’s in-
terindustry feedback effect refers to the output induced by
the increase of its final demand after the multiplier effect,
namely, the transfer of the technology, products, or
services from this industrial sector to the other industrial
sectors and then back to itself. So, the gross output of an
industrial sector or its subindustry is the total sum of its
intraindustry multiplier effect, interindustry incoming
spillover effect, and interindustry feedback effect.

3. Materials and Methods

3.1. Demand-Driven and Multisector Input-Output Model.
Suppose that the entire economic system contains n (1> 2)
industrial sectors and each industrial sector contains one or
more subindustries. Denote the industrial sector as Ind with
superscript, such as Ind? (p € {1,2,...,n}) and the subin-
dustry in it with subscript, such as Indfu7 (ue {1, 2,0, mp}),
where m,, is the number of subindustries in Ind”. X rep-
resents the gross output of the entire economic system, X?
represents the gross output of Ind”, and X% represents the
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gross output of Ind?. Similarly, Y represents the final de-
mand of the entire economic system, Y? represents the final
demand of Ind?, and Y£ represents the final demand of Indﬁ .
It is worth mentioning that the final demand in this study
also contains the part of net exports if the system is an open
economy. Both of X and Y are column vectors consisting of
the industrial sectors’ gross output or final demand, and
both of X? and Y? are also column vectors consisting of the
subindustries’ gross output or final demand, e.g, X =

[x, X2, -, x7]", Y=[Y, Y% -, v1], XP-=
[Xf, Xf,---,Xf;p ,YP=[Yf, Y?, "'>Y5:p]
According to the classical demand-driven input-output

theory, the quantitative relationship between the gross
output and final demand can be expressed as follows:

AX+Y = X. (1)

T T

In a multisector input-output scenario, equation (1) can
be written specifically as follows:

All A12 Aln X! Y! Xl

A21 A22 A2n X2 Y2 XZ
+ = (2

Anl An2 ... ADn xn Y" X"

where A is the input coefficient matrix of the entire eco-
nomic system, AP9 is a submatrix in A, and AP consists of
the element abd which represents the direct consumption of
Ind? per unit of output of Ind? (gqe€{l,2,...,n});
(ve {1,2,...,mq}). After serials of mathematical deriva-
tion, equation (2) can be transformed as follows:

Xl Bll BIZ . Bln Yl
X2 BZl BZZ . BZn Y2

X = =(I-A)'Y=BY = ,
X" Bnl Bn2 ... pmn Y"

(3)

where B is the Leontief inverse matrix of the entire economic
system and BP9 is its submatrix. B is the so-called multiplier
in the demand-driven input-output model, which represents
the multiplicative relationship between the gross output and
final demand.

Referring to the research on interregional input-output
model, the gross output or the Leontief inverse matrix B of
the entire economic system can be decomposed into three
components, intraregional multiplier effect, interregional
spillover effect, and interregional feedback effect. When
regarding the industrial sectors as regions, the gross output
or the Leontief inverse matrix B of the entire economic
system can be also similarly decomposed into three com-
ponents, intraindustry multiplier effect, interindustry
spillover effect, and interindustry feedback effect. For the
sake of specific distinction, this study names the components
in the gross output as intraindustry multiplier effect, in-
terindustry spillover effect, and interindustry feedback effect,
and the components in the Leontief inverse matrix B as
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intraindustry multiplier effect coefficient matrix, interin-
dustry spillover effect coefficient matrix, and interindustry
feedback effect coefficient matrix, labeled as M, S, and F.
Leontief inverse matrix B has two different kinds of
decompositions, multiplicative decomposition and additive

F' 0 0
0 F22 . 0 SZI
B=F,S, M, =
0 0 . oo
MY 0 0
0 M= 0
B=M,+S,+F, =
0 0o ... M™
(F11 —I)M11 0
0 (FZZ_I)MZZ
+
0 0

where MPP, SP4, and FPP are defined in equations (6)-(8):

MPP = (I - APP)" ] (6)
FPP — pPP (I _ APP), (7)

SP9 = (BFP — BPPAPP)—lBPq (I-A%), (p#q) (8)

Since the additive decomposition is easier to understand
in economic sense and more intuitive for output analysis,
this study just adopts it instead of the multiplicative de-
composition; namely, M, S, and F in the following content
are represented by M,, S,, F, in equation (5), shown as
follows:

MY o0 o0
o 0o M*2 ... 0
L O 0 - M
r 0 F11812M22 . PllslnMnn
F22821M11 0 .. FZZSZHMnn
S= ,
_ansnlMll ansn2M22 .. 0
r (FY - T)m" 0 0
v 0 (FZZ_I)MZZ
i 0 0 . (F™ — [)M™™

(9)

decomposition, in which three components are labeled as
M,y Sins Frp and M, S, F,, respectively. The decompositions
are presented as follows [39]:

Sln Mll 0 0
st o M* 0
, (4)
1 0 0 - M™
0 F11812M22 . FllslnMnn
FZZSZIMH 0 . FZZSZnMnn
ansnlMll ansn2M22 . 0
0 (5)
0
. (an _ I)Mnn

Interindustry spillover effect coeflicient matrix S can be
further decomposed into two parts which, respectively,
represent the impacts on the output in the first round and
the rest of the rounds. In this study, the two parts are named
as direct interindustry spillover effect coefficient matrix S,
and indirect interindustry spillover effect coefficient matrix
S presented as follows:

0 SlZMZZ . SlnMnn
SZlMll 0 . SZnMnn
§$=8,+8$; =
SnlMll SnZMZZ . 0
0 (Fll _I)SIZMZZ (Fll _I)SlnMnn
(FZZ _ I)SZIMII 0 (FZZ _ I)SZnnn
(an_I)SnlMll (an_I)SnZMZZ 0

(10)

So, the Leontief inverse matrix B of the entire economic
system in multisector input-output model can be decom-
posed as follows:

FllMll F11812M22 FllslnMnn
F22821M11 F22M22 . FZZsZHMrm
B= =M+S+PF.
ansnlMll ananMZZ ... [unpnn

(11)

On the basis of this kind of decomposition, the rela-
tionship of gross output and final demand shown in
equation (3) can be rewritten as follows:
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X! Y! Y! y!
X? Y? Y? Y?
=M X + S % + F x . (12)
X" Y” Y” Y”

Equation (12) can be also briefly presented as follows:

XP — MPPyP + ZFPPSPququ + (FPP _ I)MPPYP,
q

(q#p).

(13)

Since equation (13) is a kind of matrix expression, when
defining X? as the total sum of the elements in X?, the gross
output of Ind” in algebraic expression can be presented as
follows:

XP = eXP = eMPPY? + ezFPPququYq
I (14)
+e(FPP —I)MPPYP,  (q#p),

where e is a column summation operator, e.g.,e=[1,1,..., 1].
The gross output of Ind?, namely, X}, in algebraic expression
can be also written as follows:

X =e, X" = e, MPY" +e, ) FPPSPIMIYT
1 (15)

+e, (F* - I)MPY?, (q#p),

where e, is a row vector containing m, elements and the
responding element of Ind? is 1 while the rest are 0, e.g.,
e,=[0,...,1,...0].

According to the additive decompositions in equations
(14) and (15), the intraindustry multiplier effect, interin-
dustry incoming spillover effect, and interindustry feedback
effect of industrial sector Ind” and its subindustry Ind? in
algebraic expression are presented in Table 1.

3.2. Interindustry Linkage Analysis. Denote M (Z), S (Z), and
F (Z) as the intraindustry multiplier effect, interindustry
incoming spillover effect, and interindustry feedback effect
of Z (Z is Ind? or Ind?’), respectively. This study adopts M (Z)
to represent the sectoral internal effect of Z, and S (Z) + F (2)
to represent the external linkage effect of Z. S (Z) refers to the
output totally induced by the final demand of other in-
dustrial sectors, called external linkage effect I in this study; F
(Z2) refers to the difference between output induced by the
final demand of this industrial sector in an economy only
containing it and that in the actual economy containing
multi-industrial sectors, called external linkage effect II in
this study.

This study adopts the proportions of the sectoral internal
effect and external linkage effect in the gross output to
describe the output structural features of an industrial sector
or its subindustries. The proportion of M (Z) in the gross
output indicates the contribution of the industrial sector (if
Z is Ind®) or the industrial sector to which the subindustry
belongs (if Z is Ind’) on the gross output of Z, and the higher
value refers to the greater viability of Z. The proportion of S
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(Z2) + F (Z) in the gross output indicates the contribution of
the external industrial sectors to the gross output of Z, and
the higher value refers to the greater dependence of Z for the
other industrial sectors. The sectoral internal effect and
external linkage effect of Z in demand-driven and multi-
sector input-output model are presented in Table 2.

Denote S (Ind?, Z) as the interindustry incoming
spillover effect from Ind? to Z (g +# p), and this study adopts
S (Ind?, Z) to measure the interindustry linkage effect from
Ind? to Z. As mentioned above, S (Ind?, Z) can be further
decomposed into two parts, which, respectively, represent
the direct and indirect interindustry linkage effect from Ind?
to Z and are presented as follows:

S(Ind?, Ind?) = eFPPSPIMUY? = ¢SPIM 29y
+ e (FPP = 1)SPIp99y,

S(Ind?, Ind?) = e, FPPSPIMITY? = ¢, SPIN Ty
+ e, (FP? - I)SPIM%9Y4,

(16)

This study adopts the proportion of S (Ind?, Z) in the
gross output of Z to measure the contribution of the in-
terindustry linkage effect, named as interindustry linkage
contribution and labeled as LinkC (Ind?, Z), and adopts the
ratio of § (Ind?, Z) and the final demand of Ind? to measure
the efficiency of the interindustry linkage effect, named as
interindustry linkage coefficient and labeled as LinkE (Ind?,
Z). LinkC (Ind?, Z) and LinkE (Ind?, Z) can be written as
follows:

$(Ind?, Ind?)

LinkC (Ind?, Ind?) = -

>

Ind?, Ind?
LinkC (Ind?, Ind?) = S(ndipnd“),
Xu
(17)
$(Ind?, Ind?)
eYa ’
q P
LinkE (Ind?, Ind?) = S(nd" Ind5)
ey

LinkE (Ind?, Ind”) =

Interindustry linkage effect indicates the scale of the
absolute flow value from one given industrial sector to the
other industrial sector or its subindustries; interindustry
linkage contribution indicates the contribution of the inter-
industry linkage effect on the gross output, namely, the scale
of the relative flow value from one given industrial sector to
the other industrial sector or its subindustries; interindustry
linkage coeflicient indicates the efficiency of the interindustry
linkage effect, namely, the scale of the unit flow value from
one given industrial sector to the other industrial sector or its
subindustries. The higher value of them refers to the greater
absolute flow value, contribution, or efficiency.

3.3. Input-Output Data in China 2017. In this subsection,
this study takes the input-output data in China 2017 as
example and adopts the method mentioned above to analyze
the structural features of output and measure the
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TaBLE 1: Decomposition components of gross output in demand-driven and multisector input-output model.

Industrial sector ~ Gross Intraindustry Interindustry incoming Interindustry incoming Interindustry
or subindustry output  multiplier effect spillover effect spillover effect from Ind? feedback effect
Ind? X? e, MPPY P ey FPPSPIMAY, (p#q) eFPPSPAMAIY Y, (p+q) e (FPP — [)MPPYP
Ind? x? e, MPPY? €, Y FPPSPIMAUY, (p#q) e, FPPSPAMAIYY, (p#q) e, (FPP — I)MPPY?

TaBLE 2: The sectoral internal effect and external linkage effect in demand-driven and multisector input-output model.

Industrial sector or subindustry

Sectoral internal effect

External linkage effect

Ind? eMPPY?P XP — eMPPYP
Ind? e, MPPY?P XE — e MPPYP
interindustry linkages between two industrial sectors. Since 4, Results

China’s authority and the industry policy-makers have al-
most regarded manufacturing and producer services as the
most critical industrial sectors for industrial transformation
and upgrading and have successively introduced a series of
industrial policies to promote the integration level of the two
industrial sectors, this application case mainly focuses on the
interindustry linkages between them.

Firstly, the entire economic system of China is divided
into three industrial sectors: manufacturing, producer ser-
vices, and the rest of the industries, and each of them has
some subindustries. In China Input-Output Table in Year
2017, manufacturing has many subindustries. Since the scale
of some subindustries of manufacturing is too small,
manufacturing is only further divided into three compo-
nents, low-tech manufacturing, mid-tech manufacturing,
and high-tech manufacturing in this study according to the
Industrial Classification for National Economic Activities
(ICNEA) issued in 2017. The six subindustries of producer
services are wholesale service, logistic service, information
service, finance service, business service, and technology
service. The three subindustries of the rest of the industries
are the primary industry, the second industry excluding
manufacturing labeled as the rest second industry in brief,
and the tertiary industry excluding producer services labeled
as the rest of the tertiary industry in brief. The classification
of the entire economic system is specifically presented in
Appendix A, and the rearranged China Input-Output Table
in Year 2017 is shown in Appendix B.

Label manufacturing, producer services, and the rest of
the industries as Ind!, Ind?, and Ind’, respectively; the low-
tech manufacturing, mid-tech manufacturing, and high-tech
manufacturing in Ind" as Ind}, Ind}, and Indj; the wholesale
service, logistic service, information service, finance service,
business service, and technology service in Ind* as Ind},
Ind3, IndZ, IndZ, IndZ, and Ind;; and the primary industry,
the rest of the second industry, and the rest of the tertiary
industry in Ind’ as Ind3, Ind;, and Indj. The gross input
vector X, final demand vector Y, input coefficient matrix A,
Leontief inverse matrix B, intraindustry multiplier effect
coefficient matrix M, interindustry spillover effect coefficient
matrix S, direct interindustry spillover effect coeflicient
matrix S, indirect interindustry spillover effect coefficient
matrix §;, and interindustry feedback effect coefficient
matrix F are presented in Appendix C.

On the basis of the method mentioned in Section 3.1, the
decomposition components of gross output of
manufacturing, producer services, and their subindustries in
China 2017 are presented in Table 3.

Further, combining the data in Table 3 and the
method mentioned in Section 3.2, the output structural
features of the two industrial sectors and their subin-
dustries, namely, the proportions of sectoral internal
effect and external linkage effect, are presented in Table 4;
the interindustry linkages from manufacturing to pro-
ducer services are presented in Table 5, and those from
producer services to manufacturing are presented in
Table 6.

Through data observation and comparison in Tables 4-6,
this study finds the following results on manufacturing and
producer services.

As for manufacturing in China 2017, (1) its viability,
namely, intraindustry multiplier effect or sectoral internal
effect, contributes 48.96% of the gross output of itself, and
the external linkage effect, namely, the total sum of inter-
industry spillover effect and interindustry feedback effect,
contributes 51.04% of the gross output of itself, in which the
interindustry linkage effect from the rest of the industrial
sector accounts for 35.51%, shown in Table 4; (2) the in-
terindustry linkage effect, direct interindustry linkage effect,
and indirect interindustry linkage effect from producer
services to manufacturing are 7.16, 6.04, and 1.12 Trillion
Yuan, respectively, shown in Table 6; (3) the interindustry
linkage contribution and coefficient from producer services
to manufacturing are 7.09% and 0.5129, respectively, shown
in Table 6.

As for producer services in China 2017, (1) its viability
contributes 38.06% of the gross output of itself, and the
external linkages contribute 61.94% of the gross output of
itself, in which the interindustry linkage effect from the rest
of the industrial sector accounts for 35.79%, shown in Ta-
ble 4; (2) the interindustry linkage effect, direct interindustry
linkage effect, and indirect interindustry linkage effect from
manufacturing to producer services are 11.09, 10.12, and
0.97 Trillion Yuan, respectively, shown in Table 5; (3) the
interindustry linkage contribution and coeflicient from
manufacturing to producer services are 22.53% and 0.4625,
respectively, shown in Table 5.
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TaBLE 3: Decomposition components of gross output of manufacturing, producer services, and their subindustries.

Interindustry Interindustry Interindustry
Industrial sector Gross Intralngstry In.termd}lstry incoming incoming incoming Interindustry
or subindustr output multiplier incoming spillover effect spillover effect spillover effect feedback effect
Y P effect spillover effect from from producer from the rest of
manufacturing services the industries
Manufacturing  100.89 49.40 42.99 — 7.16 35.83 8.51
Lowstech =56 70 16.91 8.00 — 1,50 6.50 1.79
manufacturing
Midtech 561 6.65 16.58 — 2.01 14.58 2.95
manufacturing
Hightech 4500 25.83 18.40 — 3.65 14.75 3.76
manufacturing
Producer 49.22 18.73 28.70 11.09 — 17.61 1.78
services
Wholesale 11.59 423 6.91 3.30 — 3.60 0.45
service
Logistic service  10.26 3.33 6.50 2.79 — 371 0.42
Information 5.65 3.68 1.85 0.56 - 1.29 011
service
Finance service 9.43 3.13 5.94 1.85 — 4.09 0.36
Business service  7.18 1.94 4.92 1.95 — 2.98 0.32
Technology 5.10 241 2.58 0.64 - 1.94 0.11
service

The unit of the data expressed is Trillion Yuan.

TaBLE 4: Output structural features of manufacturing, producer services, and their subindustries.

Industrial sector or Gross Proportion of sectoral Proportion of external Interindustry linkage contribution from the
subindustry output internal effect linkage effect rest of the industries
Manufacturing 100.00 48.96 51.04 35.51
Low-tech 100.00 63.35 36.65 24.35
manufacturing

Mid-tech manufacturing ~ 100.00 25.41 74.59 55.65
High-tech 100.00 53.82 46.18 30.73
manufacturing

Producer services 100.00 38.06 61.94 35.79
Wholesale service 100.00 36.53 63.47 31.09
Logistic service 100.00 32.49 67.51 36.21
Information service 100.00 65.15 34.85 22.90
Finance service 100.00 33.21 66.79 43.36
Business service 100.00 26.98 73.02 41.46
Technology service 100.00 47.30 52.70 37.92

The unit of all the data expressed is %.

TaBLE 5: Interindustry linkages from manufacturing to producer services and its subindustries.

Direct interindustry ~ Indirect interindustry Interindustry

Indust.rlal sector Interlndqst}'y linkage linkage effect (Trillion linkage effect (Trillion linkage contribution .. Interlndustry
or subindustry effect (Trillion Yuan) linkage coeflicient
Yuan) Yuan) (%)
Producer services 11.09 10.12 0.97 22.53 0.4625
Wholesale service 3.30 3.06 0.24 28.50 0.1378
Logistic service 2.79 2.56 0.23 27.19 0.1163
Information 0.56 0.50 0.06 9.91 0.0234
service
Finance service 1.85 1.65 0.20 19.59 0.0771
Business service 1.95 1.77 0.17 27.11 0.0812
Technology 0.64 0.58 0.06 12.60 0.0268

service
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TaBLE 6: Interindustry linkages from producer services to manufacturing and its subindustries.

Direct interindustry

Industrial sector or Interindustry linkage linkage effect (Trillion

Indirect interindustry Interindustry

linkage effect (Trillion linkage contribution Interindustry

subindustry effect (Trillion Yuan) Yuan) Yuan) (%) linkage coefhicient
Manufacturing 7.16 6.04 1.12 7.09 0.5129
Low-tech 1.50 1.29 0.20 5.60 0.1072
manufacturing

Mid-tech 2.01 1.57 0.44 7.67 0.1439
manufacturing

High-tech . 3.65 3.18 0.47 7.61 0.2617
manufacturing

Similarly, the results of the subindustries of manufacturing
or producer services can also be summarized according to
Tables 4-6, which are not presented for brevity.

Compared with the previous measurements of interin-
dustry linkages based on Leontief inverse matrix or similar
coefficient matrix, this study further decomposes Leontief
inverse matrix into three components based on demand-
driven and multisector input-output model, in which the
different industrial sectors in the entire economic system are
regarded as different regions in the spatial scope. The
method in this study has three obvious advantages.

Firstly, the method takes multiplier effect as sectoral
internal effect and takes the total sum of spillover effect and
feedback effect as external linkage effect. When analyzing the
structural features of the gross output, it integrates the
sectoral internal effect and external linkage effect at the same
time, which can make it easy to understand the driving
mechanism of industrial development.

Secondly, the classical measurements of interindustry
linkages based on Leontief inverse matrix or similar coef-
ficient matrix generally only reflect the overall interrelat-
edness, namely, the interindustry linkages between the given
industry and the entire economic system, while the method
in this study can not only measure the interindustry linkage
effects between two given industrial sectors, but also clearly
describe the composition ratio of the direct and indirect
interindustry linkage effects through the further decom-
position of spillover effect.

Thirdly, the method adopts, respectively, the absolute
flow value, relative flow value, and unit relative value of the
input-output relationship as the measurement of interin-
dustry linkage effect, interindustry linkage contribution, and
interindustry linkage coefficient, which can comprehen-
sively reflect and evaluate the degree of industry linkages.

5. Discussion and Policy Implication

In accordance with the above results, four viewpoints in
agreement with the cognitive patterns have been tested again
by the empirical evidence from China. Firstly, compared with
the indirect interindustry linkage effects, the direct interin-
dustry linkage effects between manufacturing and producer
services are overwhelmingly dominant, accounting for about
80%~90% of the total interindustry linkage effects (see Ta-
bles 5 and 6). Secondly, the viability of manufacturing is
overall significantly stronger than that of producer services;

namely, the proportion of sectoral internal effect on the gross
output of manufacturing is significantly greater than that of
producer services (see Table 4). Thirdly, among the interin-
dustry linkages from producer services to the subindustries of
manufacturing, the interindustry linkages to mid-tech or
high-tech manufacturing are significantly stronger than those
to low-tech manufacturing (see Table 6). Fourthly, the output
of manufacturing induced by per unit final demand of
producer services is larger than that of producer services
induced by per unit final demand of manufacturing; namely,
the interindustry linkage coefficient from producer services to
manufacturing is higher than that from manufacturing to
producer services (see Tables 5 and 6).

What is more, some unique local features of manufacturing
and producer services in China can be also drawn as follows,
and in this study we think they are helpful for the policy-
makers and economists to better evaluate the development
status of two critical industrial sectors in China.

(1) Whether it is the manufacturing or producer ser-
vices, the total sum of interindustry spillover effect
and interindustry feedback effect is higher than
intraindustry multiplier effect (see Table 4), indi-
cating that the external linkage effect is the main
driving force for the output of these two industrial
sectors, and the viability of them is secondary. In
addition, compared with the intraindustry multiplier
effect, the interindustry feedback has a certain scale,
which means that the estimation error will be ob-
vious when a single-sector model is used instead of
multisector model. This is different from some re-
searches on multiregional input-output model
[40, 41], in which the interregional feedback effect is
usually neglected for the very small scale compared
with the intraregional multiplier effect. One rea-
sonable explanation is that the interdependence of
different industrial sectors is much stronger than
that of different regions, for goods’ or services’
transfer barriers of the former are significantly less
than that of the latter.

(2) The interindustry linkage effects and contributions
between manufacturing and producer services in
China are not strong overall, compared with those
from the rest of the industries to manufacturing or
producer service (see Tables 4-6). In 2017, the in-
terindustry linkage effect and proportion from
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TaBLE 7: The classification of the entire economic system of China.

Industrial sectors

Subindustries Corresponding industries in China ICNEA

Manufacturing

Processing of food from agricultural products, manufacture of foods, manufacture of

alcohol/beverages/refined tea, manufacture of tobacco, manufacture of textiles,
manufacture of textiles/clothing/apparel industry, manufacture of leather/fur/feather/
Low-tech manufacturing related products and footwear industry, processing of timber and manufacture of wood/
bamboo/rattan/palm/straw products, manufacture of furniture, manufacture of paper

and paper prod, printing and recorded media, manufacture of articles for culture/
education/art/sports/entertainment

Processing of petroleum/coking/processing of nuclear fuel, manufacturing of
nonmetallic minerals products, smelting and processing of ferrous metals, smelting and
processing of nonferrous metals, manufacture of metal products, other manufacturing,
comprehensive use of waste resources, repair of metal products/machinery/equipment

Mid-tech manufacturing

Manufacture of chemical raw materials and chemical products, manufacture of
medicines, manufacture of chemical fibers, manufacturing of rubber and plastics,

High-tech
manufacturing

manufacture of general purpose machinery, manufacture of special purpose machinery,
manufacture of automobiles, manufacture of railway/ships/aerospace/other
transportation equipment, manufacture of electrical machinery/equipment,

manufacture of computers/communication/other electronic equipment, manufacturing

of measuring instruments

Producer services

Wholesale service
Logistic service

Finance service
Business service
Technology service

Wholesale and retail trades
Transport, storage, and postal services

Information service Information transfer, software, and information technology services

Finance
Leasing and commercial services
Scientific research and polytechnic services

The rest of the
industries

The primary industry
The rest of the second
industry

Agriculture

Mining and quarrying, utilities, and construction

Accommodation and catering, real estate, administrate of water/environment/public
The rest of the tertiary facilities, resident/repair/other services, education, health care and social work, culture/

industry sports/entertainment, public administration/social insurance/social organizations,

international organizations

producer services to manufacturing are 7.16 trillion
Yuan and 7.09%, and both of them are far smaller
than those from the rest of the industries to
manufacturing, which are 35.83 trillion Yuan and
35.51%. In spite of the fact that the interindustry
linkage proportion from manufacturing to producer
services is higher than that from producer services to
manufacturing and the interindustry linkage effect
from manufacturing to producer services is also
higher than that from producer services to
manufacturing, they are still smaller than those from
the rest of the industries to producer services. The
empirical results show that the impact of the rest of
the industries in China on manufacturing or pro-
ducer services is very significant, accounting for the
major or overwhelming major of the external linkage
effect. If analyzing the interindustry linkages be-
tween manufacturing and producer services only
with the two-sector model and ignoring the role of
the rest of the industries, it will greatly weaken the
applicability of the conclusions.

(3) Interindustry linkages from manufacturing to

wholesale service and logistic service are relatively
strong, while those from manufacturing to infor-
mation service and technology service are relatively

weak. Among the interindustry linkages from
manufacturing to the subindustries of producer ser-
vices, the linkage to wholesale service is the highest,
followed by logistic service, business service, financial
service, and technology service, and the lowest is to
information service (see Table 5). Since the labor
productivities of information service and technology
service are usually higher than those of wholesale
service and logistic service, the empirical results show
that in China the pull force from manufacturing is
more significant in the field of low-level producer
services instead of high-level services and the evolu-
tion of interindustry linkages between manufacturing
and producer services is still in the primary stage.

After the analysis and evaluation of the output structural
features and interindustry linkages in Chinese three-sector
economic system, in the perspective of improving the
current weak links, this study puts forward the following
three policy suggestions aiming to promote the integration
level of manufacturing and producer services in China.

First of all, the policy-makers in China should pay great
attention to the fact that the interindustry linkages between
manufacturing and producer services are not strong overall
and the interindustry linkage effect from producer services
to manufacturing is weaker than that from manufacturing to
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producer services. It means that the producer services are a
more obvious weak link compared with manufacturing, so it
is necessary to further strengthen the supporting of producer
services for manufacturing and take measures such as
promoting the industrial clustering degree or improving the
serviceability of producer services.

Secondly, in view of the fact that low-tech manufacturing
is the key weak link among the subindustries of
manufacturing, it is necessary to accelerate the transformation
of traditional low-tech manufacturing through the universal
application and integration of producer services, in response
to the trends of industrialization upgrading in China.

Finally, in view of the fact that information service is the
key weak link among the subindustries of producer service,
it is necessary to speed up the pace of manufacturing ser-
vitization, especially manufacturing digitization, and pro-
mote the widespread application of information technology
in the field of manufacturing.

6. Conclusions

This study puts forward a new method for interindustry
linkage analysis in a complex economic system on the basis
of demand-driven and multisector input-output model, in
which the output as well as Leontief inverse matrix is
decomposed into three components and interindustry
linkage effect, interindustry linkage contribution, and in-
terindustry linkage coeflicient are adopted as the measuring
indices. Compared with the previous measurements of
interindustry linkages based on Leontief inverse matrix or
similar coefficient matrix, the method in this study has
some obvious advantages. As a whole, this method is a
refinement of Hirschman’s backward linkage, which is
critical in the perspective of output structure in demand
side.

Based on the method and input-output data, this study
also conducts an empirical study on the interindustry
linkages between China’s manufacturing and producer
services, and the results show that the external linkage
effect is the main driving force for the output of these two
industrial sectors, and the viability of them is secondary;
the interindustry linkage effects and contributions be-
tween manufacturing and producer services in China are
not strong overall, compared with those from the rest of
the industries to manufacturing or producer service; in-
terindustry linkages from manufacturing to wholesale
service and logistic service are relatively strong, while
those from manufacturing to information service and
technology service are relatively weak. The authors hold
that the method in this study is helpful for policy-makers
and relevant stakeholders to better understand the in-
terrelatedness between two industrial sectors in a complex
economic system and identify the key weak links which
guide them to promote balanced development of
economy.

Finally, it is worth mentioning that this study only
discusses Hirschman’s backward linkage on the basis of
Leontief inverse matrix, mainly due to the fact that the
output structure on the demand side generally is paid more

Complexity

attention. Further research may focus on the forward linkage
on the basis of Ghosh inverse matrix and explore the
structural features of output on the supply side, or some
other important economic factors, such as value added,
employment, and resource utilization.

Appendix

A. The Classification of the Entire Economic
System of China

The classification of the entire economic system of China is
shown in Table 7

B. The Rearranged China Input-Output Table in
Year 2017 (Unit: Billion Yuan)

The rearranged China input-output table in year 2017 is
shown in Table 8

C. Some Critical Vectors and Matrices of the
Application Case in China 2017
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Note: the unit of the elements in X and Y is Trillion Yuan.
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In this paper, a dynamic two-stage Cournot duopoly game with R&D efforts is built. Then, the local stability of the equilibrium
points are discussed, and the stability condition of the Nash equilibrium point is also deduced through Jury criterion. The complex
dynamical behaviors of the built model are investigated by numerical simulations. We found that the unique route to chaos is flip
bifurcation, and the increase of adjusting speed will cause the system to lose stability and produce more complex dynamic
behavior. In addition, we also found the phenomenon of multistability in the given model. Several kinds of coexistence of
attractors are shown. In particular, we found that boundary attractors can coexist with internal attractors, which also aggravates

the complexity of the system. At last, the chaotic state in the built system has been successfully controlled.

1. Introduction

In recent years, the market competition mode among firms
are no longer subjected to price or quantity, but more to-
wards soft power, including technical level, talent resources,
and corporate culture. With more and more systematic and
mature development of the organization management for a
great quantity of large firms, R&D (the abbreviation of
Research and Development) is becoming more and more
important for them. The visionary entrepreneurs will spend
alot of money to build their own exclusive R&D team. It may
be risky for the capitalists who pursue maximum profits to
do such things which may be harmful to their revenues.
However, the reasons for these firms that lay much stress on
R&D activity can be listed as follows: on the one hand, R&D
activities can improve production efficiency, reduce pro-
duction costs, and then the entrepreneurs can gain surplus
value proliferation; on the other hand, R&D activities can
also improve quality of products so as to increase advantage
competitiveness of firms in the market. Hence, R&D activity
gradually attracts a lot of attentions of economists.

In the process of carrying out R&D activities, due to the
flow of technical talents, information diffusion, and other
factors, R&D spillover effect may emerge among firms [1, 2].
Numerous scholars studied and advanced this problem.
Zhou et al. [3] studied the types of bifurcation, intermittent
chaos, and coexistences in a dynamical two-stage Cournot
duopoly game with R&D spillover effect. Zhou and Wang [4]
studied the stability and multistability of a duopoly game
model with R&D spillover. While in the case that the firms
take highly confidential measures for its R&D achievements,
the positive effects of R&D achievements only promote the
firms that carry out R&D activities, but not the competitors.
In other words, there is no spillover effect. Based on this
assumption, D’Aspremont and Jacquemin [5] built the
foundation of the performance of R&D cooperation in the
product differentiation market. Luckraz [6] established a
Cournot duopoly game model with isoelastic demand
function and also considered the case without R&D spill-
overs. The work of Chatterjee [7] showed that the firms in
the market undertake R&D activity and studied that R&D
incentive may depend on the information structures they
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had. In addition, Ferreira et al. [8] constructed myopic
optimal discrete and continuous R&D dynamics.

The most extensive research on spillover effect is tech-
nology spillover. A] Model [5] and KMZ model [9] are the
most representative ones. In both cases, they are both two-
stage game models. Also, the two-stage game presents good
adaptability in dealing with problems about uncertainty of
R&D market and mutuality of competitive strategies. That is
to say, on the first stage, both these two firms conduct R&D
activities to reduce their production costs. And on the
second stage, they compete in market in term of the price or
the quantity. The investigations on the two-stage model have
gradually become the focus of economists. While at the
beginning of the study, many scholars were limited in
studying the properties of the static model [10-12]. All the
investigations about the static model just illustrated the
equilibrium solutions under different R&D strategies. No
one can deny that the static model does have some limi-
tations. One limitation is that it can only analyze the single
supply and demand balance between firms. Once the supply
and demand factors change, the corresponding supply re-
lationship will shift.

In this research, we introduce nonlinear dynamics
theory to discuss evolution process among firms’ games.
Many scholars had carried out some studies about this issue.
Bischi and Lamantia [13, 14] revealed the local and global
dynamical properties of the two-stage oligopoly game model
with adaptive dynamic mechanism and described its com-
plex evolutionary behaviors. Askar et al. [15] investigated the
properties in a dynamic Cournot duopoly game model with
nonlinear demand function. A homogeneous Cournot du-
opoly market possessing two different mechanisms was
proposed by Elettreby [16]. Most of the similar works can be
seen in [17-19]. Additionally, the dynamical two-stage game
has raised much interest in the economic dynamical system.
For instance, Zhang et al. [20] proposed a two-stage Cournot
duopoly game of semicollusion in production and analyzed
its complex dynamics, such as local stabilities and existence.
Ma et al. [21, 22] have focused the analysis of complex
dynamical behaviors of the two-stage dynamic games.

Furthermore, although in the electronic information
world, the corresponding channels for firms to obtain
market information have proliferated. However, it cannot be
ignored that if the firms want to get complete information,
they still need to pay its costs. That is to say, few firms are
willing to pay high cost to obtain all the information about
market demand and consumer preferences. So, most firms
have incomplete information about the market, so they
could be regarded to be bounded rational [23] when making
decisions. In fact, compared with those having complete
information of demand function, it is much easier to obtain
the existing information, such as local estimation of mar-
ginal profit. That is, gradient adjustment mechanism which
has attracted many scholars to carry out deep research
studies on this topic (see e.g., [23-26]). Cavalli and
Naimzada [27] took the factors such as rationality and in-
formation set into consideration and adopted a traditional
dynamical adjustment mechanism based on classical best
reply function. Elsadany [28] interpreted a Cournot duopoly
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dynamics model with different strategies including bounded
rationality. Fanti and Gori [29] put forward a Bertrand
duopoly game model with heterogeneous product expec-
tations and further studied the properties of the model. And
Naimzada and Sbragia [30] dealt with an oligopoly game
model with nonlinear demand function and bounded
rationality.

Additionally, other topics worth studying in nonlinear
dynamics are global dynamics, synchronization, and mul-
tistability. In recent years, great deals of scholars have
deepened the study of these topics. Askar [31] dealt with the
dynamical characteristics with log-concave demand of
equilibrium points, such as stability, bifurcation, and chaos.
Andaluz and Jarne [32] analyzed the dynamics of not only
quantity-setting competition but also price-setting compe-
tition. Agliari et al. [19] observed that some bifurcations can
lead to changes in the structure of attractors and their basins.
And a higher degree of production differentiation tends to
reduce competition. Tu and Wang [33] built a dynamical
R&D two-stage input competition triopoly game model with
bounded rationality and further analyzed the dynamics
properties of this model. Bischi et al. [34, 35] had studied the
phenomena of dynamic properties, such as synchronization,
intermittency, coexisting attractors, and complex basins.
Fanti et al. [36] provided local and global dynamic char-
acteristics in a duopoly game model with price-setting
competition and market share delegation.

Basing on the above analyses, the behaviors including
dynamic evolution, intermittency, and multistability are
exploited to interpret the complexity of competition. We take
use of a Cournot duopoly model with differentiated products to
consider the impact of adjustment speeds. And the influence of
firm’s adjustment speed on the development of firms is studied
through combining a two-stage dynamic game with the
method of numerical simulation and the properties of non-
linear dynamics. It is worth to focus on whether the firm will
gain more advantages at a lower adjustment speed.

Furthermore, another noticed feature is chaos control.
Since chaos could increase the disorder and unpredictability of
the established model. In the sense of economics, if actual
economic market is in a chaotic state, then the resources of
firms will not be controlled by market supply, demand rela-
tionship, and the government macrocontrol to some extent.
This may disrupt the development of market economy.
However, as for firms in the market, they prefer to pursue a
long-term and stable development, which can raise their ac-
cumulation of capitals to expand themselves industrial scale.
Hence, it is necessary to control chaos. A large number of
scholars have carried out relevant research studies and
achieved some results. For instance, feedback control was given
by Elsadany et al. [37, 38]. Ma and Ji [39] studied the dynamical
repeated Cournot model by using the chaos control method
with feedback control. Parameters adjustment was provided to
control chaos by Askar and Al-khedhairi [40].

The main purpose of this research is to investigate the
influence of continuous change of system parameters on the
eventual dynamical scenarios of the dynamic duopoly model
with R&D efforts. The local stability of boundary equilibrium
and Nash equilibrium is provided by Jury stability criterion and
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numerical simulation to obtain the internal complexity of the
model. We show that the successive change of system pa-
rameters not only causes the system to lose its stability but also
causes the high complexity of eventual behaviors of the system,
such as the number of coexisting attractors, the critical bi-
furcation of attractors, and the global bifurcation of attracting
domain.

This research is organized as follows. In Section 2, a two-
stage dynamical game model without R&D efforts is
established, where these two firms’ products are of the same
kind but different products. In addition, its stability and the
conditions of stability of equilibrium points are discussed. In
Section 3, the complex evolution law based on speed of
adjustment is discussed in details. Through numerical
simulation, the complexity of bifurcations, evolution of
strange attractors, intermittent chaos, multistability, and
control of chaos are studied. At last, the impacts of ad-
justment speeds on built model are concluded in Section 4.

2. The model

Assume that there are two technology-based firms operating
in the market, labeled by i (i=1, 2), and they supply ho-
mogeneous products to the same market. Research and
Development (R&D) is a kind of creative behavior for the
firms to increase production efficiency and decrease costs so
as to gain more market share. While in the actual economics
environment, R&D activity is always carried out in a
stepwise manner: research phase and development phase.
The process of competition between two R&D firms can be
simulated by a two-stage game. On the first stage, these two
firms conduct R&D activities to reduce their production
costs. And on the second stage, they compete in the market
in terms of the price or the quantity. The difference between
the R&D levels of the firms can result the difference of goods
in quality, function, and externalization. Hence, the inverse
demand function can be written as

pi(@»qs) =a—q;—bqsy, i=12, (1)

where p; is the price of firm i (i=1, 2), q; and g;_; represents
the outputs of firm i and its rival, respectively, a > 0 denotes
the maximum scale of this market, b is defined as the dif-
ferentiating degree of the products of two firms, and
b € [0, 1]. Moreover, if b = 0, it means that the products of
firm 1 and firm 2 are mutually independent, and the oli-
gopoly market will be degenerated into two completely
independent monopoly markets. If 0 < b < 1, it indicates that
the products of these two firms can replace each other. And if
b =1, it means that there is no difference between the
products of these two firms. In other words, the products of
firm 1 and firm 2 are totally identical.

Consider now the R&D efforts of firm i (i =1, 2) labeled
by x;. Then, the effective marginal cost of firm i can be
represented as

Ci(x))=c-x;, i=12, (2)

where ¢ represents the marginal cost of two firms without
presence of R&D activities and a > ¢ > 0. Equation (2) states

that technology is totally confidential and there is no R&D
spillover. The investments of firm i (i=1, 2) can be seen as a
quadratic function with respect to its R&D efforts, which can
be expressed as I(x;) = yx?/2 (i=1, 2), where y is a pa-
rameter about the technical innovation cost of firm i. The
innovation ability of firm i is stronger when the technical
innovation cost parameter y is tinny. Therefore, by following
the above assumptions, the profits of firm 1 and firm 2 can be
represented as follows:

2

X
(40 42 X1%2) = [P1 (41> 42) = C1 (3152 |4 _%’
X3
7 (@042 %15 %2) = [P2 (a1 42) = Co (31, 0) 1, =2
(3)

Substituting equations (1) and (2) into equation (3), we
can get the specific expression of profit function, which
could be given as

2

X
™ (@120 %2) = [(@ - 4, = bay) - (¢ - x)]a, -5,
X3
75 (91> @o> X1, X2) = [(@ = 2 = bgy) = (¢ = x,)]q, = BN
(4)

The marginal profits of these two firms captured by
taking the derivative of (4) with respect to g; (i=1, 2) are
given as

%=a—2ql—bq2—c+x1,
0q;
(5)
orn
a—qj:a—Zqz—bql—c+x2.

Letting 071;/0q; = 0 (i=1, 2), the subgame perfect Nash
equilibrium (SPNE) of firm i (i =1, 2) in the second stage can
be obtained as

., (a-0@2-b)+2x, —bx,
q = >

4 - b?
(6)
., (@a-0)(2-b)+2x, - bx,
2 4-b? '

The profit function about R&D efforts x; captured by
taking equation (6) into equation (4) in reverse order can be
obtained as

_[a-c)(2-b) +2x;, - bx I oy
my (x1,%,) = (4- b2 1 : _Tl’

(7)
[(a-c)(2-b) +2x, - bx,]* yx}

(4- b2 2

T, (xp xz) =



Computing the derivative of equation (7) with respect to
x; (i=1, 2), the local marginal profits about the R&D efforts
of two firms are given as
o, 4[(a—c)(2-b)+2x, - bx,]
ox, (4- b2

VX

(8)
%_4[(a—c)(2—b)+2x2—bx1] -
om (4- b2

YX,-

Actually, it is impossible to make perfect rational de-
cision with incomplete market information, such as in-
complete demand information, the investments of their
competitors, and the level of technical innovation. These
incomplete elements make the firms “myopic” in some
aspects. These “myopic” firms can only adjust their strategies
through continuous “trial and error.” That is, the output at
the next period is decided according to their own experience,
so these firms can be seen as bounded rational. The firm shall
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have a decision on its R&D effort x; at t + 1 period by using a
local estimate of marginal profit 0m;/dx; at t period. More in
detail, if 0m;/0x; >0, the firm i will increase its R&D in-
vestment in the next period. And the firm will keep invariant
outputs in next period if the local estimate of marginal profit
meets 071;/0x; = 0. Then, if d71;/0x; < 0, the R&D investment
of the firm i in the next period will be reduced. On the basis
of the above thoughts, a dynamical gradient adjustment
mechanism is introduced [20]; then, the dynamic model can
be constructed as

15}
X (E+1) = x, (1) + ayx, (£) a—zl,
o 9)
x, (t+1) = x5 () + ayx, (1) a—xj'
Taking equation (8) into equation (9), the two-dimen-
sional nonlinear discrete-time evolution of dynamic system
(9) is as follows:

x (t+1) =x, () + ayx, (t){

X, (t+1)=x,(t) + ayx, (t){

where «; >0 denotes the adjustment speed, which deter-
mines the variation ratio of R&D efforts x; of firm i in the
next period.

2.1. Stability Analysis of the Equilibrium Points. System (10)
is a two-dimensional noninvertible map whose iteration
decides the trajectory of R&D effort. In order to discuss local
qualitative behaviors of the solutions of system (10), we need
to find equilibrium points of the game between these two
firms. Let x; (f + 1) = x;(¢) (i = 1,2); then, we can get the
nonlinear equations as follows:

4[(a-c)(2-b) +2x,(t) - bx, (t)
a1x1<t>{ — T ]—yxl(t)}zo,

4[(a—0¢)(2-b) +2x, (t) - bx, (1)
“zxz(t){ [a < (4_+b2x)§ i ]_sz(t)}:Q
(11)

By solving these nonlinear equations, four equilibrium
points of system (10) can be obtained. They are

42-b)(a-c)+2(8-y(4-b?))x, - 4bx,
1+a 7. b2)2

4a,b
G-y b2)2x2

4[(a-¢c)(2-b) +2x, (t) - bx, (1)] ~
(4- b2y yx‘(t)}’
(10)
4[(a-c)(2-b) +2x,(t) - bx, (1)] ~
(4- b2y m(t)}’
El (05 0))
( 4(2—b)(a—c)>
EO—— )
8-y(4-b?)
(12)

E (_4(2—b)(a—c) 0)
N\ 8—ya-)? )

E,(x",x7),

where x*=—(4(2-b)(a-c)/8-4b-y(4—b*)*). The fixed
points E,, E,, and E; are boundary equilibrium points. And
the fixed point E, is an unique Nash equilibrium point. In the
sense of economy, the inequalities a>c¢ and 0<b<1 should be
satisfied. And if the other parameters satisfy the condition

8
Y>3

(4 -p2)” (13)

all the four equilibrium points of system (10) will be non-
negative. The corresponding Jacobian matrix of system (10)
at any point (x,,x,) has the form

4o,b

_7(4 - b2)2x1
(14)

[4(2 ~b)(a-c)+2(8 - y(4-b*))x, - 4bx,
1+a,

(4- b2
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In addition, the local stability of equilibrium points of
system (10) depends on the eigenvalues of Jacobian matrix at
the given equilibrium point.

Proposition 1. The boundary equilibrium point E, is an
unstable node.

Proof. The Jacobian matrix at E; = (0, 0) is given as follows:

40, (2-b)(a—-c¢)

T R A AR 0

(4-b%)

J(E,) = :
4a,(2-b)(a—-c)
s

(4-0%)

(15)

Obviously, the Jacobian matrix J(E,) is a diagonal
matrix; thus, its corresponding distinct eigenvalues are

40, (2-b)(a—-c¢)

A =1+
! (4- b2)?

With the constrictsa>cand 0<b< 1,1, > 1 is satisfied,
then we can get that the equilibrium point E, (0,0) is an
unstable node. O

Proposition 2. The types of local stability of the equilibrium
point E, can be classified as follows:

(1) If the condition (8 +4b—y (4 —b*)*) <0 meets, the
equilibrium point E, is an unstable node

(2) If the conditions (8 +4b—y(4-b*)*)>0, 0<a, <
(4 -1 (8- y(4-b*)*)/(2(2-b) (a - ¢) (8+ 4b-
y(d= b)), and o> (((4-b)/(2(2-b)(a-
¢))) meet, then the equilibrium point E, is an unstable
saddle

(3) If the conditions (8 +4b—y(4-b*)*)>0, 0<a, <
(4 -1 (8- y(4-b")))/ (2(2-b) (a—¢) (8 + 4b-
4 - b)), and a,<(4-b>)*2(2-b)(a-c)
meet, then the equilibrium point E, is a stable node

(4) Else if (8+4b—y(4-b")*)>0 and a; > ((4 -b?)*
8-y -b1)*)/(2(2-b)(a-c)(8+4b—y(4-
b*)?)) are satisfied, then the equilibrium point E, is an

(16) ;
40,2~ b)(a-0) unstable point
/12 = 1 +(4—bz)2.
Proof. The Jacobian matrix at E, is
40, (2-b)(a—c)(8+4b-y(4-1?)) .
+
(4= )’ (8-y(4- b))
J(E,;) = ; (17)
16a,b(2 -b)(a—c) 1_4042(2—19)(a—c)
(4- b)*(8-y(4-b?)?) (4 - b2)*
where J(E,) is a lower triangular matrix; thus, its eigen- AL =1+ {“a,(2-b)(a-c)/(4- b)?)|>1 meets;

values are main diagonal elements, that is,

40,(2-b)(a-c)(8+4b-y(4-b?)")
(4- b2 (8-y(4-b?)?)

>

A =1+
(18)
_4a2(2—b)(a—c)

A =1
? (4- b2’

The type of local stability of this boundary equilibrium
point E, is determined by different values of the parameters:

() If (8+4b—y(4—-b*)*)<0, then A, =1+ ((4a, (2
~b)(a—c)(8+4b—y(4—b>)))/((4-b*)* (8 -y (4-
b2)?))) > 1; thus, the equilibrium point E, is an unstable
node.

(2) If (8 +4b—y(4-b*)*)>0and 0<a, < (((4-b?)* (8-
y(4-0*)*)/(2(2-b)(a-c) (8+4b-y(4-b*))))
are satisfied, then A, =[1+ ((4a,(2-b) (a—c)(8+
4b-y(4-b))/ ((4- )’ (8—y(4-b*)H))<1
meets. And if a,>(4-b*)?*/2(2— b)(a—c), then

hence, the equilibrium point E, is an unstable
saddle.

B)If (8+4b-y(4-b")*)>0 and O<a,< (((4-
b8 -y -b)"))/(2(2-b)(a—c)(8+4b-y(4
—b*)%)), then A, = |1+ ((4a, (2 —b)(a - c) (8+ 4b -
A=) ((4- b’ (8-y(4-b)H))|<1. And
if a,<@-0")*22-b)(a-c), then A,=][1-
(4o, (2 -b)(a—-c)/ (4 - b)) <1, so the equilib-
rium point E, is a stable node.

(4) If the parameters meet with (8 +4b -y (4 - b?)?) >0
and o, > (((4-0*)>(8-y(4-b>)%) (22-b)(a
—) (8 +4b—y(4— b*)?)), then A, = |1 + ((4a, (2 —
b)(a—c)(8+4b—y(4—-b")))/((4- b (8-y(4
—-b*)%))| > 1; thus, the equilibrium point E, is an
unstable point. O

Proposition 3. The types of equilibrium point E, are similar
to the boundary equilibrium point E,.

Proof. The Jacobian matrix at E; can be written as follows:



40,(2-b)(a—-c¢)
1= A
(4- b2

](Ea) =

40,(2-b)(a—-c)(8+4b—y(4-b*))
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160, (2 -b)(a—c)
(4-b(8-y(4- b))

(19)

Matrix (19) is an upper triangular matrix and the cor-
responding eigenvalues are
A =1 _40(1(2—b)(az—c)
(4-b%)
. (0
4a,(2-b)(a—c)(8+4b-y(4-1*))
+

=1 (4—b2)2(8—y(4—b2)2)

In addition, the boundary equilibrium points E, and E;
are symmetrically located around the diagonal line in the
plane R?>. And the local stability conditions of E; are
symmetrical to the conditions of E, listed in Proposition 2,
so the conclusions of E; are no longer repeated here.

In sense of economics, the boundary equilibrium points
interpret a situation that one of these two firms has

40, (2-b)(a—-c)+2(8 - 20—y (4 - b*)’)x*
1+

(4- b7

4a,bx*
(4- b2

where x* = —((4(2-b)(a—c))/ (8 —4b—y(4 - b*)?). To
simplify the process of analyses, the auxiliary variables
A=4(2-b)(a-c)(4- b}’ >0,
B=(8-yp(4-b)")/(4- b*)*<0,and C = 4b/ (4 - b*)*>0
are introduced. Thus, the matrix J (E,) can be rewritten as
follows:

1+a,(A+(2B-C)x")

a,;x*C
](E4) B a,x C
2

1+a,(A+(2B-C)x") '
(22)

Tr(J) =2+ (a; +a,) (A+(2B-C)x"),

(4-b)(8-y(4- b))

withdrawn from the market. The equilibrium points E, and
E; can be regarded as the situation that one of these two
firms takes the lead in the market. That is to say, the oli-
gopoly market becomes the monopoly market, and the local
stability of equilibrium points implies the stability of eco-
nomic market in a short term. Actually, neither of the above
two market situations is expected, only when these two
companies restrict each other can they be conducive to the
stable development of the market and the country. That is,
the game between firms reaches an equilibrium, named
“Nash equilibrium.” Nash equilibrium [41] is on the premise
of maximizing its own profits. Meanwhile, it also ensures the
stable development of the market.

The Jacobian matrix at the Nash equilibrium E, of
system (10) is formulated as

4o, bx”
(4- b2’
, (21
e C-b@-o+ 2(8-4b-y(4-b*)")x*
+
(4- b2’
The characteristic polynomial of matrix (22) is
P(A) =A* = Tr(J) + Det(J) = 0, (23)

where Tr(J) and Det(J) denote the trace and the deter-
minant of matrix (22) at Nash equilibrium point E,. And the
specific formulation of Tr(J) and Det(]) are given as

Det(J) =[1+a,(A+(2B-C)x")][1+ 0y (A +(2B - O)x")] - aa,Cx™ (24)
=1+ (o +a)(A+(2B-CO)x") + aya, [Az +2A(2B-C)x" +4B(B - C)x*z].

Proposition 4. Neimark-Sacker bifurcation will not occur at
the Nash equilibrium point E,.

O
Proof. The corresponding discriminant of roots of charac-
teristic polynomial (23) is given as
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A=(a, - a,) (A+(2B-O)x") + 40,0,C*x™* >0,
(25)

which means that the dynamical system (10) will not gen-
erate complex eigenvalues at the Nash equilibrium point E,;
hence, the Neimark-Sacker bifurcation will not occur at the
Nash equilibrium point E,.

On the basis of canonical stability analysis, the sufficient
condition of local asymptotical stability of Nash equilibrium
point E, is that the eigenvalues of corresponding Jacobian
matrix of E, is within the unit cycle. According to Jury
criterion [15], the condition of local asymptotical stability of
Nash equilibrium point E, can be expressed in detail as

(1) 1+Tr(J)+Det(J) =4+ (a; +a,) (A+ (2B-C)x*)+
o0, [A2+2A(2B-C)x* +4B(B-C)x*?]>0

(i) 1-Tr(J)+Det(J) =a,a,[A2+2A(2B-C)x* +4B
(B-C)x**]>0

(iii) 1 — Det(J) = —(a; + ) (A + (2B - C)x*) — o,
[A? +2A(2B - C)x* + 4B(B-C)x*?] >0 O

Proposition 5. When B+ C<O0 is satisfied, the second
condition of Jury criterion holds. That is,

1-Tr(J) + Det()) = ayo, [A* + 24 (2B~ C)x" + 4B(B—C)x"2] >0.
(26)

Proof. First, let y = A? +2B(2B - C)x + 4B(B - C)x?, and
then its roots can be computed as x; = —A/2(B-C) and
x, = —A/2B. We recall that A=
(4(2-b)(a-0))/(4-b*)*)>0, B= (8-y(4-b")")/
(4 - b?)? <0, and C = 4b/ (4 — b*)? > 0; then, we can obtain

C_8—4b—y(4—b2)2
- G-y

B- <0. (27)

The numerical relationship between x; and x, is that
x; =—-A/2(B-C)<x, = —A/2B. If the condition A*+2B
(2B-C)x* + 4B(B-C)x**>0 holds, then x*satisfies the
condition x* <x; or x*>x,. Following the constriction
x* = ((-4(2-b)(a- )/ (8-y(4- b)) = —A/2(B-C),
x* = (-A/(B-C))>x; = (-A/2(B-C)) can be captured.
Hence, x* <x; does not hold. Only when the condition
x* > x, meets, the second condition of Jury criterion holds.
The corner case is

A A -A(B+0)

B-C 2B 2B(B-C) (28)

x—x,=
Hence, when B+ C<0 and x* >x, meet, the second
condition of Jury criterion holds. O

Proposition 6. If the first condition of Jury criterion holds,
the third condition of Jury criterion will certainly hold.

Proof. Let a; = 0 of first condition of Jury criterion, and we
can get 4+ (a; +a,)(A+ (2B-C)x*)>0. As for A>0,
B<0,C>0,B-C<0, and x* = —-A/(B - C), we have

7
. _A(2B-C) —-AB
A+ (2B - =A = 0. 29
(A+( C)x") t—3 ¢ 5 S (29)
After this, we can deduce that a,< (-2/(A+

(2B - C)x*)).

Let A=A?+2B(2B-C)x* +4B(B-C)x**>0, if
0<a,< (-(A+ (2B-C)x*)/A), the third condition of Jury
criterion will hold. That is,

4+ (a;+0,)(A+(2B-CO)x") + aya, A
=0, (A+(2B-CO)x") +a; (A+(2B-C)x" + a,A) <0,
(30)
In the same time, it can be easily proved that

(A+(2B-C)x*)Ad; + 4Aa, + 4(A+ (2B - C)x*) <0.
(31)
which is satisfied for any value of «,. Following the above
formulations, we can get (-2/(A+ (2B-C)x"))<

(=2(A+ (2B-C)x")/A). The inequalities
(-(A+ 2B-0O)x*)/A) <a, < (-2/A+ (2B-C)x*) and

< -4 -2a,(A+(2B-C)x™) B -a,(A+(2B-C)x")
MDA+ (2B-O)x) + A 2(A+(2B—CO)x*) + ayd
(32)

can be captured through jury criterion and inequality (31).
Then, we can deduce the conclusion that if the first condition
of Jury criterion holds, the third condition of Jury criterion
will certainly hold. In summary, system (10) has an unique
Nash equilibrium point E,. When B+ C <0 and a; < ((—4 -
20,(A+ 2B-C) x*))/(2(A+ (2B-C)x™) + a,A)), sys-
tem (10) is local asymptotical stable at Nash equilibrium
point E,. Under the above constrictions of the system pa-
rameters, these two firms will reach equilibrium state and get
a maximum value for total profit after several games. Then,
the market will keep stable development. O

3. Analysis of Complex Evolution Law Based on
Speed of Adjustment

The local stability of boundary equilibrium points and Nash
equilibrium point are discussed by the way of analytics. In
this part, in order to investigate the intrinsic laws of evo-
lution of system (10) and to mainly analyze its local and
global properties, the method of numerical simulation
through two-dimensional bifurcation diagram, one-di-
mensional bifurcation diagram, two-dimensional largest
Lyapunov exponent, and basin of attraction is used.

3.1. The Routes to Chaos. Firstly, the parameters a, ¢, b, and y
arefixedasa = 61,c = 51.5,b = 0.85,and y = 2, and then the
speeds of adjustment «, and «, are chosen as the bifurcation
parameters. The global bifurcation route with respect to
speed of adjustment («, a,) is illustrated in Figure 1, where
Figure 1(a) is a two-dimensional bifurcation and Figure 1(b)
is a two-dimensional largest Lyapunov exponent corre-
sponding to Figure 1(a).
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FIGURE 1: (a) The two-dimensional bifurcation with respect to («,, «,) of system (10). (b) The two-dimensional largest Lyapunov exponent

corresponding to Figure 1(a).

In the right of Figure 1(a) is a color bar with different
colors, that is to say, these different colors represent different
periods. Specifically speaking, the brown area denotes the
stable area of Nash equilibrium point, i.e., period-1. The
green area denotes period-2, the orange area denotes period-
3, the yellow area denotes period-4, and so on; the color of
deep black denotes period more than 30. As a result of the
constraints of algorithm, the states of quasi-period, chaotic,
and escaping of system (10) cannot be classified clearly, so all
three states are marked by dark black in Figure 1(a). In
addition, when the largest Lyapunov exponent is equal to
zero then the corresponding state of system (10) is quasi-
period, and when the largest Lyapunov exponent is greater
than zero and less than 2, then the state of system (10) is
chaotic. The last situation is when the largest Lyapunov
exponent is greater than 2, and the corresponding state of
system (10) is escaping area. So, the three states mentioned
above can be distinguished by this method displayed in
Figure 1(b), where the color bar in the right of this figure
represents the largest Lyapunov exponent.

The Nash equilibrium point corresponding to
Figure 2(a) is E,(2.59,2.59). With the increase of «,, the
corresponding eigenvalues at the Nash equilibrium point
will increase to A, = 0.97376 and A, = —0.69956. Then, we
can deduce that this Nash equilibrium point E, is a stable
node. And more in detail, when the speed of adjustment
@, <0.608, then the state of system (10) is at the Nash
equilibrium and will keep stable. While if the speed of
adjustment satisfy that a, = 0.608, then the stability of this
Nash equilibrium will change and a flip bifurcation will
occur. Once the speed of adjustment «, meets the condition
that «, >0.791, system (10) will enter into a chaotic state.
And in the corresponding largest Lyapunov exponent to
Figure 2(a), when the largest Lyapunov exponent is less than
zero, the state of system (10) is stable, and system (10) enters
into the chaotic state when the largest Lyapunov exponent is

greater than zero. And when the largest Lyapunov exponent
is equal to zero, a bifurcation takes place in system (10).

As it is known to all, the flip bifurcation is a classical
trajectory for economic system to change the state from
stable into chaotic. A new way of development for firms will
generate when the economy develops to a certain stage, and
there is only one way for firms to further develop the
economy and they will face a dilemma in the choice of the
new and old way. As a result, the route of period-doubling is
generated in constant choice between firms in dilemma.
When the speeds of adjustment of these two firms are
relatively small, then the two firms will be in the Nash
equilibrium state and maintain its profit maximizing, re-
spectively. In the same time, these two firms mutually hold
each other back. Once the speed of adjustment exceeds the
threshold value, the stability of Nash equilibrium point will
be destroyed and then the period-doubling will occur. Fi-
nally, the constant choice of the firms leads to the disorder
state of the market.

3.2. 'The Evolution of Strange Attractor. In the case of a
nonlinear dynamic system, its final state inflects the eventual
behavior of system because it is a key point to focus on.
Furthermore, the final state of the nonlinear system can be
indicated by the attractors representing asymptotical be-
haviors of the nonlinear system if the number of iteration
times tends to infinite. In this research, we discuss the impact
of adjustment speed of firm 2 a, on eventual behavior of
system (10) by investigating the evolution of attractors,
where the parameters are chosen as the same as in
Figure 1(a), and the adjustment speed of firm 1 is fixed as
a, = 0.63. The attractor is a period-4 focus with rough
selvedge when the parameter equals to 0.625, which can be
seen in Figure 3(a). As shown in Figures 3(b) and 3(c), as the
adjustment speed of firm 2 increases, this period-4 focus is
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FIGURE 2: (a) The one-dimensional bifurcation with respect to «,
Figure 2(a).

transformed to four invariant cycles with selvedge via a
Neimark-Sacker bifurcation, and these four invariant cycles
become more and more larger and the rough selvedge
disappears simultaneously. While when the parameter «,
further grows up to 0.657, these four invariant cycles break
to form the attractor shown in Figure 3(d); system (10)
enters into “periodic window.” And the broken attractor
continues to spread then recombine to form four chaotic
attractors, which can be seen in Figure 3(e). When the
adjustment speed of firm 2 a, continues to increase until
a, = 0.7, the four chaotic attractors mentioned above con-
duct the dynamic behaviors that spread and merge and fi-
nally form a piece of chaotic attractor, see Figure 3(f).

The increase of adjustment speed leads to the complexity
of eventual behavior of system (10). This process of evolution
presents the properties of “certainty” and “irregular devel-
opment,” where “certainty” means that the way of bifur-
cation, that is to say, period-4 Neimark-Sacker bifurcation,
and “irregular development” means that the interior
structure of the attractors, as well as complexity of interior
structure of the chaotic attractor, as shown in Figures 3(e)
and 3(f). No matter if from phenomenon development or
interior mechanism, system (10) presents a high of certainty
and complexity. That means the economic system makes
mistakes in predicting, and due to the influence of external
condition the development of economy cannot be forecasted
anymore.

3.3. Multistability. In the process of studying the nonlinear
dynamic system, we can observe that the stability of equi-
librium points may vary with the change of parameters and
initial conditions by numerical simulation. This variety can
cause single-level or multilevel bifurcation so as to lead to the
system displaying complex dynamical behaviors, such as
coexistence of attractor, fractal, and chaos. The coexistence
of the attractor implies the motion of multistability of
system. That is to say, the bifurcation of the nonlinear system
varies with the change of the parameters and initial

The largest Lyapunov exponent
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L9}

(®)

of system (10). (b) The corresponding largest Lyapunov exponent of

conditions, which will lead to the change of number of
solution. And the number of bifurcation solution varies
raised a phenomenon of coexistence of multiattractors, so
there is a close relationship between the motion of multi-
stability and bifurcation. In addition, the phenomenon of
coexistence of the attractor also indicates that the global
bifurcation behavior of the system and the discussion of
global bifurcation behavior are mainly reflected in two as-
pects. One is about the variation of the structure, shape, and
amount of attractors with parameters, and another is about
the variation of the structure and shape of basin of attraction
with parameters.

Then, we fixed the values of parameters as a = 50, ¢ = 38,
b =0.45,y = 2.3,and «; = 0.4925. This set of parameters has
a case that the Nash equilibrium point E, (2.759, 2.759) is an
unstable node, and the corresponding eigenvalues, respec-
tively, are A, = 1.526 and A, = 1.1877. As shown in Figure 4,
with the increase of the adjustment speed «, of system (10)
can lead to the phenomenon about the global bifurcation of
structure, shape, and amount of attractors.

When the adjustment speed «, is equal to 0.4865, the
chaotic attractor coexists with a period-2 attractor, see
Figure 4(a), where the red area denotes the escaping area.
The initial value (x;,x,) = (2,3.3) corresponds to two
Lyapunov exponents, A, = —0.06358486 and Ay, = —00;
the corresponding attractor is period-2 attractor and its
attracting area is the light blue area. The initial value
(x1,x,) = (2,2.4) corresponds to two Lyapunov exponents,
Apr = 0.04076098 and A g, = —0.10188996; the corre-
sponding attractor is the chaotic attractor and its attracting
area is the white area.

When the adjustment speed «, increases to a, = 0.489,
the period-4 attractor suddenly adds into the basin of at-
traction, which can be seen in Figure 4(b). The increase of
parameter raises the change of the structure of the chaotic
attractor and the number of the attractor, at the same time,
also gives rise to the change of corresponding largest Lya-
punov exponent of attractor. The initial value (x;,x,) =
(2,3.3) corresponds to two Lyapunov exponents,
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(f) a, = 0.7.

Aipp = —0.18013771 and A;p, = —00; the corresponding
attractor is a period-2 attractor. The initial value (x,x,) =
(2,2) corresponds to two Lyapunov exponents,
Mgy = —0.04197454 and Az, = —0.06106757; the corre-
sponding attractor is period-4 attractor. The initial value
(x1,x,) = (2,2.4) corresponds to two Lyapunov exponents,
Ag; = 0.06520552 and A;p, = 0.00617542; the correspond-
ing chaotic attractor becomes a hyperchaotic attractor. From

Figure 4(b), it is easy to know that the attracting area of
period-2 attractors is the light blue area, the attracting area of
period-4 attractors is the blue area, and the attracting area of
super-chaotic attractor is the white area.

And if we further increase the value of parameter «, to
a, = 0.496, then we can get an interesting phenomenon that
the period-4 attractors become the period-8 attractors via
the period-doubling bifurcation, and the chaotic attractors
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FIGURE 4: The evolution of attracting basin of system (10) with respect to the parameter ;. (a) &, = 0.4865; (b) &, = 0.489; (c) &, = 0.496; (d)

a, = 0.497.

constantly enlarge so the scenario of coexistence, as shown
in Figure 4(c). The initial value (x,,x,) = (2,3.3) corre-
sponds to two Lyapunov exponents, A;; = —0.26726652 and
ALpr = —0.26726652; the corresponding attractor is period-2
attractor and its attracting area is the light blue area. The
initial value (x,,x,) = (2,2) corresponds to two Lyapunov
exponents, A;; = —0.19091335 and A5, = —0.29042750; the
corresponding attractor is period-4 attractor and its
attracting area is the blue area. The initial value (x,,x,) =
(2,2.4) corresponds to two Lyapunov exponents,
Apr = 0.11730683 and Ay, = 0.05142154; the correspond-
ing attractor is still hyperchaotic attractor and its attracting
area is the white area.

And then if we continue to increase the value of pa-
rameter «,, the chaotic attractor will contact with the
boundary of the blue area and a “contact bifurcation” will
occur, which can be seen in Figure 4(c). As shown in
Figure 4(d), this “contact bifurcation” can lead to the chaotic
attractor burst and then form a “ghost” existing in the
former attracting area. Based on above analysis, it is obvious
that, with the increase of the parameter «,, the largest
Lyapunov exponent of period-2 decreases but the

corresponding attracting area is the light blue area keeping
invariantly, while the largest Lyapunov exponent of the
chaotic attractor increases, where the attractor becomes
hyperchaotic from chaotic, and its attracting area is the
white area. This white area is constantly occupied by the blue
attracting area so as to shrink with the presence of period-4
attractors. In addition, the number of attractors has in-
creased from two to three and the structure of the attractor
changes. The last bifurcation form of the chaotic attractor is
the “critical bifurcation,” when this chaotic attractor con-
tacts the boundary of its basin of attraction.

The parameters are given as a = 48.344, ¢ = 43.965,
b =0.936, y =1.202, and «a; = 1.557. A series of special
phenomena about the coexistence are discussed in Figure 5,
which indicates the one-dimensional bifurcation of different
initial values of the adjustment speed ... The initial value
corresponds to Figure 5(a) whichis (x;,x,) = (1,4), and the
initial values corresponds to Figure 5(c) which is
(x1,x,) = (3,0.5), where the blue curve represents the R&D
effort x; of the firm 1 and the red curve represents the R&D
effort x, of the firm 2. The diagrams in Figures 5(b) and 5(d)
are the largest Lyapunov exponent corresponding to
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F1GuRre 5: The bifurcation of system (10) with respect to parameter «,. (a) The initial value is given as (x,, x,) = (1,4). (b) The corresponding
largest Lyapunov exponent to Figure 5(a). (c) The initial value is given as (x,x,) = (3,0.5). (d) The corresponding largest Lyapunov

exponent to Figure 5(c).

Figures 5(a) and 5(c), respectively. Let us compare the one-
dimensional bifurcation Figure 5(a) with Figure 5(c), and we
can draw a result that these two bifurcating diagrams have an
obvious difference between them when the adjustment speed
, satisfies this condition as a, € (0,0.5)U(1.536, 1.6), which
means that due to the different choices of initial values, a
huge difference of the eventual state of the system will arise.
And if we constantly increase the value of the parameter, a,
tends to a relative large number; then, firm 1 and firm 2 will
withdraw from the market in turn. Especially, the way of
bifurcation of system (10) is a nonnormal bifurcation in
Figure 5(c) when parameter «, belongs to the interval
(0.4,0.5). As shown in the local enlargement of Figure 5(d),
the corresponding largest Lyapunov will present a form of
oscillation in this interval and the detailed discussion is
shown in Figure 6.

In the case of this group of parameters, the boundary
equilibrium point E, = (0,4.99) is a stable node and the
corresponding  eigenvalues are A, =0.98888 and
A, =0.1788, respectively. When the parameter «, is

o, = 0.43, the phenomenon of period-2 attractors coexisting
with the stable boundary equilibrium E, is shown in
Figure 6(a), where the red area represents the escaping area.
And the attractor corresponding to the initial values
(x1,x,) = (1,4) is this boundary equilibrium point E,, and
its attracting area is the white area. The attractor corre-
sponding to the initial values (x;,x,) = (3,0.5) is the pe-
riod-2 attractor, and its attracting area is the light blue area,
where the diagram in right upper corner of Figure 6(a) is the
enlargement of period-2 attractors.

When the parameter a, is a, = 0.468, the period-2
attractors become the chaotic attractors through a non-
normal bifurcation, see Figure 6(b), where the corre-
sponding largest Lyapunov exponents are A;; = 0.0251229
and A;p, = —0.3369075. From the enlargement diagram in
the right upper corner of Figure 6(b), we can clearly see these
chaotic attractors have an obvious level of structure, by using
the colors of green, red, and black separately represent the
inner, middle, and outer layers of the attractor. Each layer is
surrounded by numerous points, and the outer layer is not
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F1GURE 6: The evolution of basin of attraction of system (10) with respect to parameter «,. (a) o, = 0.43; (b) a, = 0.468; (¢) a, = 0.472; (d)

a, = 0.48; (e) a, = 1.56; (f) a, = 1.6.

connected with the inner layer and the middle layer, but the
boundary of the inner layer and the inner layer is nested. In
addition, with increase of the adjustment speed «,, the white
attracting area corresponding to the boundary equilibrium
point E, shrinks much more smaller, while the light blue

attracting area expands more and more larger. When the
value of adjustment speed «, grows up to 0.472, the three
layers of chaotic attractors split from each other and then the
outer expands outward continuously to form the attractor,
as shown in Figure 5(c). In this case, the attractors are
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periodic attractors, and the corresponding largest Lyapunov
exponent are A;p; = —0.00826758 and A, = —0.05828646.
And let the value of parameter a, further increase, then the
inner and middle layers of the periodic attractors vanish.
Finally, the outer layer constantly expands outward and
mutually merge into the periodic attractors, as shown in
Figure 6(c), where the corresponding largest Lyapunov
exponent are A;p; = —0.00731851 and A, = —0.0565693.

With the increase of adjustment speed «,, the periodic
attractor will contact its attracting area so as that “critical
bifurcation” occurs. And until the value of adjustment speed
@, increases to 1.56, the boundary equilibrium point E,
becomes the boundary chaotic attractor represented by the
blue straight line via flip bifurcation, as shown in Figure 6(e).
In the same time, the periodic attractor undergoes the
“critical bifurcation” and then reforms the boundary chaotic
attractor represented by the black straight line, where the
attracting area corresponding to the chaotic attractor rep-
resented by the blue straight line is the white area, and the
attracting area of another boundary chaotic attractor is the
light blue area. In addition, these two different attracting
areas locate symmetric along the diagonal. If the value of
parameter «, continues to increase, then the basin of at-
traction will go through a bifurcation, named “global bi-
furcation,” and the chaotic attractor represented by blue line
disappears, forming a “hole,” as shown in Figure 6(f) in the
light blue attracting area.

From the study above, we can deduce that there is no
relationship between the bifurcation of changing qualitative
property of basin of attraction and the bifurcation of
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changing qualitative property of the attractor. After the local
bifurcation, the game between the firms will not converge to
Nash equilibrium point representing the global optimal
strategy anymore. Even though this game starting near Nash
equilibrium point, system (10) will also tend to different
attractors, and these attractors may be periodic or aperiodic.
Furthermore, these bifurcations may also lead to the lack of
predictabilities of system (10). The global bifurcation with
respect to the boundary of basin of attraction increases the
uncertainty of the game fate of the firms as given in the initial
strategy. Hence, a slight variation in initial condition of the
firms or a small external disturbance in the process of ad-
justment, will cause a huge influence on the evolution be-
haviors of the firms in the long run.

3.4. The Control of Chaos. With the increase of the speed of
adjustment, the oligopoly market will enter into the dis-
order and chaotic state, and the nonlinear dynamic system
is at the chaotic state. It is harmful to the development of
the firms when this kind of fierce economic fluctuation
serves in the market. For the sake of maintaining the
longrun and stable development of two firms in this
market, we can take control of system (10), aiming at
expanding the stable range at Nash equilibrium of system
(10) by introducing a control factor. Based on the opinions
above, we exploit the method of state feedback and pa-
rameter variable control [40] to take control of system (10).
And then the form of system (10) after conducting the
control factor can be written as follows:

x (t+1)=(1 —/,tl){x1 (1) + a1 x, (t)[4[(a

x,(t+1)=(1 _#1){362 () + ayx, (t)[4[(a

where the parameters y, and y, are control factors and the
restrictive condition is (y,4,) € (0,1).

Firstly, the parameters are given as a =61, ¢ = 51.5,
b=0.8579=2,a, =0.87, and a, = 0.87, and we choose the
control factors y, and y, as the parameters of bifurcation. The
route of global bifurcation with respect to the control pa-
rameters (y,, 4,) is indicated in Figure 7, where Figure 7(a) is
a two-dimensional bifurcation and Figure 7(b) is the largest
Lyapunov exponent corresponding to Figure 7(a).

It can be observed from Figure 7(a) that there is only one
route for system (33) which leads to the Nash equilibrium
from chaotic, that is, inverse flip bifurcation. The control
parameters y; and u, successively pass through the dark
black area, yellow area, green area, and eventually enter into
brown area, which implies that system (33) changes from
chaotic to period-4, period-2, and other period-halving and
finally reaches the Nash equilibrium. Figure 7(b) is a

—¢)(2 - b) +2x, (t) = bx, (1)]
TE _Vx‘(t)”wx‘(t)’
(33
9@ -b) + 2x,(0) ~bx, (1)

diagram of the largest Lyapunov exponent corresponding to
Figure 7(a), where the color bar in the right of this figure
represents the largest Lyapunov exponent. When the largest
Lyapunov exponent is equal to zero then the corresponding
state of system (33) is quasi-period, that is, the dark grey area.
And when the largest Lyapunov exponent is greater than zero
and less than 2, then the state of system (33) is the chaotic
state, that is, grey area. The last situation is when the largest
Lyapunov exponent is greater than 2, and the corresponding
state of system (33) is escaping trajectories, that is, the white
area. Fix the control factor as y; = 0.4 and y; = 0.65; then, the
one-dimensional bifurcation and the corresponding largest
Lyapunov exponent are displayed in Figures 8(a) and 8(b),
respectively, where the red curve represents the R&D effort x;,
of firm 1, the blue curve represents the R&D effort x, of firm
2, and the black curve represents the largest Lyapunov ex-
ponent (abbreviated as Lyp).
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FIGURE 7: (a) The two-dimensional bifurcation of system (33) with respect to a pair of parameters (y;,y,). (b) The corresponding two-

dimensional largest Lyapunov exponent to Figure 7(a).

Lyp

! L L

0.4 0.6 0.8 1
Hy

(b)

F1Gure 8: The bifurcation and the largest Lyapunov exponent of system (33) with respect to the parameter y,. (a) ¢; = 0.4 and (b) g, = 0.65.

From Figure 8, we can observe that when control factor
Y, is fixed as y; = 0.4, and if another control factor satisfies
the condition that 0 <y, <0.168, then system (33) is at the
escaping state, that is, the market disappears. If the value of
U, meets 0.168 < y, < 0.232, then system (33) is at the chaotic
state. If the value of 4, meets 0.232 <y, < 0.478, then system
(33) conducts an inverse flip bifurcation. And if y, > 0.478 is
met, then system (33) will enter into the Nash equilibrium.
And with regards to the corresponding largest Lyapunov
exponent, when the value of y, meets 0.168 <y, <0.232,
then Lyp > 0. The corresponding largest Lyapunov exponent
is less than zero when p, >0.232. When the corresponding
largest Lyapunov exponent is equal to zero, then system (33)
takes place a bifurcation. Another case is that the control
factor y, increases to 0.65. In this case, when the condition
0 < u, <0.139 is met, then system (33) is at the escaping state.

When the condition 0.139 <y, <0.141is met, then system
(33) is at the chaotic state. When the condition
0.141 <y, <0.347 is satisfied, then system (33) conducts an
inverse flip bifurcation. And if y, > 0.347 is met, then system
(33) will enter into the Nash equilibrium. And with regards
to the corresponding largest Lyapunov exponent, when the
value of y, meets 0.168 <y, <0.141 then Lyp > 0. The cor-
responding largest Lyapunov exponent is less than zero
when g, > 0.141. When the corresponding largest Lyapunov
exponent is equal to zero, then system (33) takes place at
bifurcation. In addition, we can also know that the larger the
control factor y, is, the faster system (33) enters into Nash
equilibrium.

For sake of eliminating or slowing down the speed of
system (10) entering into chaos, the control factors are
introduced and play a stabilizing role in system (33). We will
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F1GURE 9: The two-dimensional bifurcation of system (33) with respect to a pair of parameters (a,, «,). (a) p; = pi, = 0; (b) u; = p, = 0.3; ()

ty =y = 0.5 (d) py = py = 0.95.

illustrate how they affect the behavior of system (10) entering
into chaos through the control factors and the influence on
the adjustment speeds «; and «,. As shown in Figure 9, a
two-dimensional bifurcation with respect to adjustment
speeds (&, ®,) when the parameters are fixed as a = 61,
¢=51.5b=0.85 and y = 2.

In this group of parameters, the Nash equilibrium point
is E;(2.59,2.59). The increase of control factors and ad-
justment speeds have no impacts on Nash equilibrium point
E,. It can be seen from Figure 9 that the stability region with
respect to (&, a,) gradually expands at the increase of
control factors. However, it does not affect the global shape
of two-dimensional bifurcation with respect to («;,®,), but
increases the stability region of the Nash equilibrium. The
purpose of introducing the control factor is to expand the
region of the Nash equilibrium point attracting area, so as to
further delay the speed of system (10) to enter into chaos
with increasing of parameters, so as to keep the market stable
as long as possible.

Furthermore, we will illustrate the influence of control
factors on local bifurcation of system (33). Under the action
of control factors, the one-dimensional bifurcation and the
corresponding largest Lyapunov exponent about adjustment
speed a, are shown in Figure 10, where the parameters are
the same as in Figure 9, and the adjustment speed of firm 1 is
fixed as a; = 0.8. In Figure 10, the blue curve represents
R&D effort x, of firm 1, the red curve represents R&D effort
x, of firm 2, and the local enlargement is the one-dimen-
sional bifurcation of R&D effort x; with respect to adjust-
ment speed «,. When the control factors are chosen as
U, = U, =0, system (33) is equivalent to system (10). At
present, if the adjustment speed of firm 2 is less than 0.465,
thatis, a, < 0.465, then system (33) will enter into the chaotic
state and the market enters into a disorder state. And if
o, >0.465, then system is at escaping state, and the corre-
sponding largest Lyapunov exponent is greater than zero,
that is, Lyp > 0. If the largest Lyapunov exponent is less than
zero, that is, Lyp <0, then system (33) is at the period state,
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F1Gure 10: The bifurcation and the largest Lyapunov exponent of system (33) with respect to parameter «,. (a) p; = p, = 0; (b) 4, = p, = 0.3;

(c) 4y =y =0.5; (d) py = p, = 0.95.

see Figure 10(a) for more details. When the control factors
are chosen as y; = y, = 0.3, and the adjustment speed of firm
2 is chosen in the interval that 0 < a, <0.534, then system
(33) is at the Nash equilibrium state, see Figure 10(b).
System (33) will take place a bifurcation, i.e., flip bifurcation,
when the adjustment speed of firm 2 is chosen in the interval
that  0.534<a, <0.934. When  the  condition
0.934 < o, < 1.05 is satisfied, system (33) enters into chaos.
Lastly, when the condition «, > 1.05 is met, system (33) is at
the escaping state. The corresponding largest Lyapunov
exponent is negative when 0<a,<0.934. And when
a, >0.934, the corresponding largest Lyapunov exponent is
positive, that is, Lyp > 0. In addition, if we further increase
the value of control factors to 0.5 (that is, y; = u, = 0.5),
then we can get the results as follows. System (33) is at the
Nash equilibrium when 0 < «, <1.1. When 1.1 < «, < 1.453,
system (33) takes place at bifurcation. When
1.453 < a, < 1.49, then system (33) will enter into chaos. And
when «, > 1.49, then system (33) is at the escaping state. If
0<a, <1453, then the corresponding largest Lyapunov

exponent is negative, that is, Lyp <0. If «, > 1.453, then the
corresponding largest Lyapunov exponent is positive, that
is,Lyp>0. The detailed dynamical behaviors under
U, = U, = 0.5are shown in Figure 10(c). While when
0<a,<12.34 and y, =y, = 0.95, system (33) is in a stable
period-1 state, see Figure 10(d). From Figure 10(d), we find
that system (33) takes place at a series of bifurcations when
12.24 < a, < 15.88. And when a, > 15.88, then system (33) is
at the escaping state. If 0<a,<15.88, then the corre-
sponding largest Lyapunov exponent is negative, that is,
Lyp < 0. The control factors are increased from 0 to 0.95, the
stability of system (33) gradually gets stronger and the local
bifurcation point is increased from 0.534 to 12.34. It means
that the increase of control factors are more beneficial for
system (33) to maintain stability, delay the bifurcation point,
and keep local stability of the Nash equilibrium point in the
long run. However, as for the firms, any slight change of
parameters may lead to a huge fluctuation in the market,
which makes it difficult for the firms to keep pace with or
catch the changing trend of the market. While this
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fluctuation can be eliminated or slowed down by intro-
ducing a control strategy, it is a benefit to a long-term stable
development for the market.

4. Conclusion

In this research, a nonlinear game model of the R&D
competition between duopoly firms is studied in detail. The
game between these two firms is mainly described by the way
of a two-stage game. In the first stage, all of firms determine
the level of their R&D efforts to reduce the production cost.
And in the second stage, supposing that all firms compete in
the market with a Cournot form and determine the outputs
to maximize themselves profits, respectively, the local and
global properties are discussed by theoretical analysis and
numerical simulation. Theoretically, the local stability
condition of the equilibrium points and the kind of local
bifurcation are analyzed through stability theory and the
Jury criterion.

In numerical simulation, we choose the adjusting speeds
of these two firms as bifurcation parameters. The evolution
law of internal complexity of the nonlinear economic system
can be explained by the tools as one-dimensional bifurca-
tion, two-dimensional bifurcation, the one-dimensional
largest Lyapunov exponent, the two-dimensional largest
Lyapunov exponent, and the basin of attraction. The system
will transform from the stable Nash equilibrium state to the
chaotic state via a flip bifurcation, which can be verified by
the diagrams of one-dimensional bifurcation and the cor-
responding largest Lyapunov exponent. As it is known to all,
the flip bifurcation is a classical route for the economic
system to change the state from stable into chaotic. A new
way of development for firms will generate when the
economy develops to a certain stage, and there is only one
way for firms to further develop the economy and they will
face a dilemma in the choice of the new and old way. As a
result, the route of period-doubling is generated in constant
choice between firms in dilemma.

The increase of adjusting speed leads to the complexity of
eventual behavior of system (10). This process of evolution
presents the properties of “certainty” and “irregular devel-
opment,” where “certainty” means that the way of bifur-
cation, that is to say, period-4 Neimark-Sacker bifurcation,
and “irregular development” means that the interior
structure of strange attractors. No matter from phenomenon
development or interior mechanism, system (10) presents a
high of certainty and complexity. That means the economic
system makes mistakes in predicting, due to the influence of
external condition, the development of economy cannot be
forecasted anymore. Both the variation of parameters and
the choice of initial condition will cause system (10) to
generate multistability. With the increase of adjustment
speed of firms, the properties of multistability are mainly
reflected in the number and structure of coexisting attractors
and global bifurcation of the system. There are four distinct
coexisting phenomena displayed here, that is, periodic
attractors coexist with periodic attractors, boundary equi-
librium points coexist with strange attractors, periodic
attractors coexist with chaotic attractors, and multiboundary
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chaotic attractors coexist. In the case of the boundary
attractors coexisting with strange attractors with the layered
structure, the largest Lyapunov exponent corresponds to
strange attractors displaying a fluctuating and oscillating
phenomenon as adjusting speed increases. This is a special
phenomenon of coexistence and seldom reported by other
researchers. As we all know, the boundary attractor cor-
responds to the fact that the duopoly market has degen-
erated into a monopoly market. That is, one of these two
firms was forced out of the market. Therefore, the coex-
istence of the boundary attractor and internal attractor
implies that not only the parameters can affect the market
structure but also the initial state of market can affect the
market structure.

The increase of the adjustment speed will lead to change
of multistability, and at the same time, it will also cause
“critical bifurcation” so as to form “ghost,” as well as the
“global bifurcation” of attracting basin so as to form “hole.”
The increasing of control factors are more beneficial for
system (33) to maintain stability, delay the bifurcation point,
and keep local stability of the Nash equilibrium point in the
long run. However, as for the firms, any slight change of
parameters may lead to a huge fluctuation in the market,
which makes it difficult for the firms to keep pace with or
catch the changing trend of the market. While this fluctu-
ation can be eliminated or slowed down by introducing a
control strategy, it is a benefit to a long-term stable devel-
opment for the market.
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Based on the method of dynamic programming, this paper uses analysis methods governed by the nonlinear and inhomogeneous
partial differential equation to study modern portfolio management problems with stochastic volatility, incomplete markets,
limited investment scope, and constant relative risk aversion (CRRA). In this paper, a three-level Crank-Nicolson finite difference
scheme is used to determine numerical solutions under this general setting. One of the main contributions of this paper is to apply
this three-level technology to solve the portfolio selection problem. In addition, we have used a technique to deal with the
nonlinear term, which is another novelty in performing the Crank-Nicolson algorithm. The Crank-Nicolson algorithm has also
been extended to third-order accuracy by performing Richardson’s extrapolation. The accuracy of the proposed algorithm is much
higher than the traditional finite difference method. Lastly, experiments are conducted to show the performance of the

proposed algorithm.

1. Introduction

How to optimally allocate assets and optimally consume are
extremely important and difficult topics in portfolio man-
agement [1-3]. These topics are important not only for
theoretical consideration but also for applications in the
financial industry. Early studies usually assumed the vola-
tility of the risky asset to be a constant. However, in recent
years, researchers found that volatility should be modeled as
stochastic rather than deterministic [4-7]. This adds further
complication to the problem. The optimal asset allocation
and optimal consumption strategies are governed by the
Hamilton-Jacobi-Bellman (HJB) equation. Due to the
nonlinearity and inhomogeneity of this partial differential
equation, no exact solution has been found. Furthermore,
even numerical solutions are not available. In this paper, we
present an accurate and efficient numerical method for
solving this equation and generate the first set of accurate
numerical solutions for this problem.

Due to the importance of portfolio selection under
stochastic volatilities, several important theoretical works
have been carried out, and exact solutions have been ob-
tained under certain special settings, such as no con-
sumption [8-10], complete markets which means that the
stock movement and the volatility movement are either
perfectly correlated or perfectly anticorrelated [9-12], or
when investors have unit elasticity of intertemporal sub-
stitution of consumption [13].

In this paper, we consider this optimal stochastic
control problem under a general setting: stochastic vola-
tility, incomplete markets, finite investment horizons, and
CRRA utility. Our numerical method combines a three-
level Crank-Nicolson scheme and Richardson’s extrapo-
lation technique. The Crank-Nicolson scheme has second-
order accuracy in terms of discretization error, and
Richardson’s extrapolation technique further improves the
accuracy. We verify that our numerical method is accurate
and efficient.
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This paper is organized as follows. In Section 2, we
describe the model for financial market, the stochastic
control optimization procedure, and the governing HJB
equation for the optimal asset allocation and consumption
strategies. In Section 3, we present our numerical method for
solving the HJB equation. In Section 4, we verify the ac-
curacy and the efficiency of our numerical method and
present accurate numerical solutions for the optimal
asset allocation strategy and the optimal consumption
strategy. In the last section, we present our conclusions.

2. Financial Market and Stochastic Control

We consider a market consisting of one riskless asset B,,
whose price is governed by

dB, = rB,dt, (1)

with a constant risk-free interest rate r and a risky asset S,
modeled as

ds, =S, [y (v,) + a(vt)de]. (2)

In (2), u(v,) and o (v,) are the return and the stochastic
volatility of the stock price S,, respectively. v, = 07 is the
stochastic variance of S,. Empirical studies show presence of
mean reversion in the stock movements [14]. Heston model
[5] is selected for v,, namely,

dv, = k(0 — v,)dt + &y dW,. (3)

Here, dW} and de are the increments of the Wiener
processes under a probability P. The correlation between
dW?! and dW? is p, namely, Corr ((dv,/v,), (dS,/S,)) = pdt.
We assume p is a constant. In (3), 0 is the long-run average
variance (i.e., as t tends to infinity, the expected value of v,
tends to 0), « is the rate at which v, reverts to 6, and £ is the
volatility of the stock variance v,. The parameters «, 6,  are
positive constants and need to satisfy the Feller condition,
2k > &, to ensure that v, is strictly positive. The risk premia
is defined as
R
o7 v

(4)

Following [1, 5, 15-17], we assume A is a constant. This
means the stock excess return is proportional to the stock
variance.

Consider an investor who has an initial wealth w, and
needs to determine strategies for asset allocation and con-
sumption over an investment horizon [0,T]. Let w, be the
investor’s wealth at time t. The strategies consist of an
asset allocation rate ¢, and a consumption rate c,, which
mean he/she allocates ¢,w, to the risky asset and (1 — ¢,)w,
to the riskless asset at time t and consumes ¢,dt over the time
interval [t,t + dt]. Thus, under the strategies ¢, and c,, the
wealth process is governed by

dw, = go;w, ds, + (1 - ¢, )w,rdt - c,dt. (5)
t

The goal is to maximize the expected utilities over the
investment horizon, namely,

Complexity

T
sup E[J ae Py (c,)dt + (1 - a)e Pluy (wy) |. (6)
PesCe 0

In (6), ¢, and ¢, are control variables for this optimi-
zation problem. E is the expectation operator under the
probability P. f3 is the subjective discount rate, namely, the
time preference of the investor. The larger f is, the more
weight the investor puts on the present than on the future.
The parameter « determines the relative importance between
intertemporal consumption and the terminal wealth. u, (-)
and u, (-) are the investor’s utility functions which measure
the investor’s degree of satisfaction with the outcomes from
intertemporal  consumption and terminal wealth,
respectively.

CRRA utility functions have been widely adopted for
modeling investors’ behavior. Therefore, we adopt the CRRA
utility function for u, () and u, (-):

1-y
L fory+1,
-y

C

a
Uy (Ct) = 1C

[ alog(c,), fory =1,

(7)

1-y
a,Wr

P fory+1,

u, (wr) =

[ a,log(wr), fory =1,
where y, a., and a,, are positive constants. Since u, (-) and
u, (-) stand for the intertemporal consumption utility and
the terminal wealth utility of the same investor, we use the
same y in u, (-) and wu,(-). However, a, and a, can be
different since ¢ and w have different dimensions.

Let V (t, w, v) be the value function of problem (6), which
is given by

T !
V (t,w,,v,) = supE [J ae P, (c))dt’

Pl ¢ (8)

+ (1= a)e M, (wy) | 9’1],
where F is the filtration associated to the stochastic
processes in this problem. The terminal condition is ob-

tained by setting t = T in (8):

V (T, wr,vy) = (1 - a)e u, (wy). (9)
Based on the HJB dynamic programming procedure, V' is

governed by

0 = sup (xe_ﬁtul (0 +V,+ (rw+ owAv - )V,
[oxe

1 1
+x(@-v)V, + E(pzwzvaw + puwp&vV ,, + EEZVVW ,
(10)
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with the optimal strategies ¢* and ¢* determined by

* AVw + PEva
= 11
¢ wV (1)
-(1/y)
\%
* w 12
; (acae_ﬁt) . (12)

After substituting expressions (11) and (12) into (10), one
obtains an equation for the value function V:

Zgex (D) (1
%(acoce Bt)( Y)Vl(ul V) frwV, +V, + k(0 - )V,
-V

1 1 (A :
+ _fZVV Zy ( Vw + pngv)

- =0.
2 w2 \%4

ww

(13)

Based on the terminal condition and the scaling property
of (13), it is reasonable to guess that

Vi(r,w,v) =e PT" nd

f (1,v)", (14)

where 7 =T —t, (13) becomes

0=-f, +%52vfw +<K(0— V) +1;)))/Apfv)fv

2
—% (1-p(1 —pz)fzv% (15)
(17y)
+<(1—y)A2V+(1—y)r_[_3>f+(%> )
2y? y y a,
with
£(0,v) =(1-a)™, (16)
and (11) and (12) become
A
<p*=;+pf% (17)
ot aa, (17y) .
wel) o o

Equation (15) is a nonlinear and inhomogeneous partial
differential equation. Since no closed-form solution is
available for this equation, numerical computation plays a
critical role for studying this important practical problem in
modern finance. However, there are even no numerical
solutions available in the literature.

3. Numerical Method

In this section, we develop a numerical method for solving
(15). For the sake of conciseness of our expressions, we
rewrite (15) as

3
f2
—fetawf, t(av+as)f, + a4v7v +(asv +ag) f
+a"a, =0,
(19)
with the initial condition f(0,v) = (1 - a) ) where
1,
Eg >
1 —
a, = —VApf - K
as = k0,
a,=—(1-p&(1-p%),
4 NE(1-p) (0
1-y ,
as 2 A%,
1-—
aG = ( )/)r Ea
Y 4

3.1. Crank-Nicolson Scheme and Richardson’s Extrapolation.
We use a three-level Crank—Nicolson scheme (see [18-21])
of second-order accuracy to solve the nonlinear and inho-
mogeneous partial differential equation given by (19) and
use Richardson’s extrapolation technique for further im-
proving accuracy. Numerically, one can only solve (19) over
a finite domain v € [0, v, ]. Since the boundary conditions
at v=0 and at v = v,,, are not known, we use one-sided
difference method at these two numerical boundaries. Step
sizes AT and Av are used to discretize T and v, respectively.
Thus, 7 = nAt and v = mAv. We adopt the standard notation
fr = f(nAt,mAv).

The three-level Crank-Nicolson scheme involves the
levels n — 1, n, and n + 1. It is straightforward to discretize all
linear terms in (19) with second-order errors, namely,

(f =TT o(ar?),

2Av 2Av
+ O(sz),
(f ) f;trll 2fn+1+fn+1 fm+1_2fn1 f
v Av? Av?

+ O(ATZ) + o(sz).
(21)



The nonlinear term fZ/f has two factors f,/f and f,.
We discretize the factor f,/f atlevel n and approximate the
factor f, as an average between f, at level n — 1 and that at
level n + 1, namely,

<f7>m (]}) S(G (") +o(ar’)

— nm+1 — nm—l fZ1++11 — f:ln+—11 + f;_fl - fZLll
4Avfn 2Av 2Av
+0(AT*) + O(Av?).

(22)

This discretization scheme leads to a set of linear
equations. Based on the expressions given by (21) and (22),
equation (19) can be discretized as

e (m) 7 + ey (m) fo + es(m)f1 = eg(m) + O(AT)
+0(AV?),
(23)

for 0 <m < M and n> 2, where M is the maximal value of m
and

Complexity
e (m) = aym A(m)
! Av  2AV’
-2 1
e,(m) = Aa:}m ~ A7 +asmAv + ag,
am A(m)
es(m) = lv 2Av°
1 .- am - n— n—
ey (m) = _Efm t- 2"‘(1/w‘17 - ﬁ(fm:l “2f L+ fm—11>
_A(m) n- -
2AY (fm+1 fm—ll) - (QSMAV + a6)fm 1’
(24)
with
/\(H’l) :azmAv+a3+a4m(fm+l fm 1) (25)

2fn

Since (23) is not applicable to the boundaries at m = 0
and m = M, we used one-sided difference technique to
discretize (19) and obtained the boundary equations in the
following. It is straightforward to show that, at m = 0, we
have

£,00,7) = _( 3fet+aftt - =3 f T v af T - 7)1 0(A7%) + O(A),
f(01) = (z fort =5t Ayt - 2 fy T =5 w4y - f57) + O(A7%) + O(AV?), (26)
73 (0,7) = %f;&_b( 3fetaftt = s Al - £ v O(AT) + O(AVY),
and at m = M, we have
foVmar 7) = i( gl et st —afil v faly) v o(ar?) + o(av?),
F ™) = 535 (L3 = 5P 43 = Fiit + 205" -3k 4S5 - k) +0(ar) +0(ar),  (27)
L ) = L= i s a1, w a3 -4+ £ - O(o7) + 0().
By substituting these expressions into (19), we have
dy (0)f™ +dy (0)f1 +d; (0) 5 +d, (0)f5 = ds(0) + O(AT?) + O(AV?), (28)
dy (M) firty +ds (M) iy + dy (M) iy +dy (M) iy = ds (M) + O(AT%) + O(AV?), (29)
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where
_3M0) 1
d,(0) = Ay Ar %
_2)(0)
d,(0) = Ay
_A0) (30)
d;(0) = 20V
d4 (O) = 0)
1 1 A(0) n— n— n— n—
ds(0) = _Efo I_ZM%_TM(_?)JCO 1"’4f1 1_fz 1)_a6f0 L
2a,M M 1
d, (M) = e 3H(M) - —+asMAv + ag,
Av 2Av At
—5a,M 2A(M)
dz (M) = Al - >
% Av
4a,M M
v 2Av
(31)
d, (M) = -a, M
4 Av '’
1 aM n— n— n— n—
ds (M) = _EfMl - 2"‘(W)% - ﬁ(szl - SfMil + 4fMi2 - fME3)
A(M) n— n— n— n—
- E(T’JCM1 - 4fMll + fMiz) —(asMAv + a6)fM1’
with From (23), (28), and (29), the numerical solution of (19)
1(0) = as, for n.22 is determined by the following system of linear
equations:
A(M) = My + ay + WM CLia =4 by + fiia)
2fu
(32)
[d;(0) d,(0) d5(0) d,(0) M1 1 4500 7
e; (1) e, (1) e5(1) fi e, (1)
2 2 2 ntl 2
el() 62( ) 33() . f2 _ 64.() . (33)

eg(M—-1) e;(M—-1) e;(M—-1) ”Mﬂl e, (M-1)
dy (M) d, (M) d) Il L ods(m)

L dy (M)
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After eliminating d; (0), d,(0), d5 (M), and d, (M), (33)
can be transformed into the following tridiagonal matrix
form for n>2:

[e, (0) [ (0) 7 8“ T [ e (0)
e; (1) ey (1) e;(1) i e, (1)
€ (2) €y (2) €3 (2) 3” _ €y (2) (34)
ege(M-1) e;(M-1) es(M-1) ”Mfl e,(M-1)
L e; (M) (M) ILfitl L oey() |
where
d - d
e,(0) =4, (0) - = 36:(2)2)6521()2) (0 e; (1),
d d - d
e;(0) =d, (0) - e:((;)))el 2) - e5(2) 362(2)2)63@21()2) 4 (0) e, (1),
_ _ d,(0) €3 (2)d;(0) — e, (2)d, (0)
€y (0) = ds (0) e (2)64 (2) e (2)63 1) €4 (1), -
5
3 B d, (M) 4@ (M —-2)d; (M) —e, (M -2)d, (M) B
e; (M) = d, (M) e (M—Z)eS(M 2) e, (M —2)e, (M~ 1) ey (M —1),
_ e, (M -2)dy; (M) — e, (M —2)d, (M)
ez(M)—dl(M)_ el(M—Z)el(M—l) 33(M—1))
_ B d, (M) & (M —-2)d; (M) —e, (M -2)d, (M) B
e, (M) =ds (M) 71 M- 2)e4(M 2) e (M —2)e, (M1 e, (M -1).

The method given by (21) and (22) is a two-step method, where f(0,v) is given by (16) and f.(0,v), f,,(0,v), and
namely, /™! depends on f™and f"!. At the zeroth step, ,f O f...(0,v) can be determined analytically from (19):
is given by initial condition (16), namely, f9, = (1 - a) MM
for 0 <m < M. We now determine f 1 the solution at the first
step. Performing Taylor expansion on f (A7, v) at T = 0 gives

f(AT,v) = £(0,v) + f,(0,v)AT + % £ (0, VAT
(36)
+ %fm (0,v)AT> + O(AT4),

I/
£.(0,v) = (asv +ag) f (0,v) + aVa,
e (0,v) = (agvz + (ayas + 2asa)v + asas + aé)f(O, v) + (asv + a6)(x(1/y)a7,
feee (0,9) = [a§v3 +(3a2a§ + 3(16(1;)1/2 +(a5a§ +3asasa, + 2a,a; + 3a;a; +2a,a: + 3a5aé)v + a,a5a5 + 3a;a4a5 + aé]

- f(0,) + (v + as)asaMa, + (agv + ag) " Ma,.

(37)
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The details of derivations for f.(0,v), f,,(0,v), and
f 122 (0,v) are given in Appendix A. From (36), f1, is given
by
1
fho= £+ f.(0,mAV)AT + e 0, mAv)AT*
(38)
1
+ gfm (0, mAV)AT,
with an error of O (A7?).

Knowing f, the numerical solutions of optimal portfolio
and consumption rules can be obtained from (17) and (18):

P *+pf (J}L) , (39)
car aa, e a1
o o I (0

for 0 <m < M, where f” is given by (34) and (f,)},, is given
by

[ =30 +4f1 - 13

Ay form =0,

n n

mrl m-l forO<m<M,

2Av (41)

(f ) =

3fm— 4 1+fM2 form = M.
2Av

In summary, our numerical solutions for f°, and f are
determined by (16) and (38), respectively, and the numerical
solutions for f7, with n>2 are determined by (34). The
numerical solution of f obtained by the three-level
Crank-Nicolson  scheme has an  accuracy of
O(AT?) + O(AV).

1

6AV [ (fextpl )” + 16(fextpl.):,l+1

((feXtPI-)v):; = & [(fextpl.):l_z -

(fextpl. ):1 1

L 6AV [ (fextpl)

For the purpose of giving a quick understanding of our
method, Figure 1 presents a flowchart of the algorithm for
solving (19) We also summarize the procedure in words in
the following for obtaining the numerical solutions of f, ¢*,
"> fextpl> Poxipr> and € - Here, we choose Av = At.

(i) Step 1:initialize f by initial condition (16), namely,
o = (1-a)™, for 0<m< M.

= 8(fexpt ez

4(fextpl. ):ln_] +

3.2. Performing Richardson’s Extrapolation. To further im-
prove the accuracy of the numerical method, we apply
Richardson’s extrapolation technique to f. We will choose
Av proportional to At. Let f(7,,v,,, AT) represent f ob-
tained by (34) with a step size A7. Then,
F (T Vs AT) = forae (1, V) + CLAT + C,AT + O(AT4),
(42)
where f. is the exact value. We perform two computa-
tions with the step sizes At and A1/2, respectively. Then, we
have the following two equations:
F (T Vs AT) = Faraer (1, V) + CLAT + C,AT + O(AT4),
(43)

At C C
f(Tzn, v2m,7) = feoract (T,V) + 2—21 (A7) + 2—§AT3 +0(AT").
(44)
From (43) and (44), we solve f.. and obtain an ex-
pression based on Richardson’s extrapolation technique:

4 AT
fextpl, (HAT, mA‘V) = gf<T2n’ Vois

7) - %f (Tn’ V> AT)

= fexact + O(AT3)'
(45)

After substltutmg f extpl. into (39) and (40), we obtain the
expressions for ¢* and c¢*/w with an accuracy of O (A7)

A + f(fextpl)

q’extpl. fextpl (46)
* (1/ y)

Cextpl. aa, -1
w = ( a, (fextpl.) > (47)

where f, is given by (45) and (f 1), is given by

+(fextpl.)nm+4], form< 1,

n

A exi ) = (Fex o) forlameM =1, (48)
(fextpl )m 2 (fextpl )m 4] form=M 1.
(ii) Step 2: initialize f} by (38) for 0<m <M.
(iii) Step 3: for n>2, knowing f”! and f7, for

0<m<M, f*! can be determined from (34), which
is in a tridiagonal form and can be easily and ef-
ficiently solved. f” has an accuracy of O (A7?).

(iv) Step 4: to obtain ¢* and c*, we substitute f7 from
Steps 1-3 into (39) and (40). This provides the



Algorithm for solving equation (19)

'

[Set (A1, Av, N, M). Input all parameters]

I

froarse = three-level Crank-Nicolson method (A7, Av, N, M)

v

To perform
extrapolation?

Yes

!

‘ Jiine = three-level Crank-Nicolson method

No |

(A1/2, Av/2, 2N, 2M)

}

Apply Richardson’s extrapolation technique
on f. ... and fg . to obtain the third-order-
accuracy solution f,,.,, see equation (45)

A 4

OutPut fnum = fcoarse

Output fmPl

Complexity

Details in three-level Crank-Nicolson method

A7’ and Av' are
step sizes for
time and space.

Input (AT, AV, N, M) |<-—--

N’ and M are
the total number of
grid points in T
and v directions

Initialize step-1 solution (1 = 0) by
f?n= (1-a)" foro<m=<M'

Initialize step-2 solution (n = 1) f:n
by formula equation (38) for 0 < m < M

&

I

|

I

I

I

I

I

|

I

I

I

I

I

|

I

I

I

I

|

:

Perform three-level Crank-Nicolson method for 2 < n < N': |

@® Determine the equations for boundary points f;jand f}, by one-side |
difference, see equations (28) and (29) :
@ Determine the equations for interior points f* for 0 < m < M’ by A
central difference and technique Equation (22), see equation (23) !
(® Combine equations in @ and @ and obtain the solution f}, for !
0 < m < M’ by solving a tridiagonal matrix, see equation (24) !
|

|

|

I

I

I

I

|

I

I

I

|

No Repeat with
n=n+1

Return solution f &

FiGUre 1: Flowchart of the algorithm.

numerical solutions for optimal strategies ¢ and

c;/ without extrapolation, which have accuracy of
O(AT?).

(v) Step 5: to obtain f ey, ¢extpl’ and ¢, , We repeat
Steps 1-3 with the step size A7/2 to obtain
f (T3, Vo (AT/2)). Then, from (45), (46), and (47),
we obtain f (pextp1 ,and ¢, all of which have
accuracy of O (AT?).

extpl.’

In the next section, we will verify the accuracy of the
numerical solutions without extrapolation and those with
extrapolation.

4. Validation Study of the Numerical Method

Equation (19) is an inhomogeneous equation. However,
since the inhomogeneous term aVa, affects neither the
stability nor the accuracy of the three-level Crank-Nicolson
method, it is sufficient to conduct validation studies for the
corresponding homogeneous equation, namely, for the case

of a=0. Let f be the solution of the homogeneous
equation of (19), namely, the case of « = 0. Then, f satisfies

%
f

- (f + alv(f)w +(av + a3)

(49)
+ (asv + aG)JA‘ =0,

with the initial condition f(0,v) = 1. Following the pro-
cedure outlined in [10], the exact solution for f can be
obtained. After expressing f (T, v) as

L (T)v+hy (1)

f(T, V) = M ,
from (49), hy (1) and h, (1) are governed by
hi (1) = (a, +ay)h, (1)° = ayh, (1) - withh, (0) =0

h; (1) — ash, (1) withh, (0) =0
(51)

(50)

615—

—ag =0,

and the solutions are



Complexity 9
2a5(e\/KT—l) for A>0
, orA>0,
a, + VA —(a, — VA )eVar
2 2
B0 =] -2 forA =0, (52)
a,7 — 2
2a;
, forA<O,
V-A (cot (V-A1/2) = (ay/V-A))
_510g|(a2+x/Z)e—@T—a2+\/Z|+ a6_M_% T, forA>0,
ag | 2VA | 2a;  2ag
h(r)=4 -3 ‘1_“£| _ %% forA =0, 53
, (1) 2 og 5| 9 20, or (53)
V-A V-A
—%logcos LI DL T L] (16—112—{13 7, forA<O,
ag 2 V-A 2 2ag

where ag = a, + a, and A = a% — 4a;ay. From (17) and (18),
we obtain the exact solutions of optimal strategies $* and c*
for the case of a = 0:

I A

Pexact = ; + Pfhl (T), (54)

Cexact — 0, (55)
w

where h, (1) is given by (52).

The exact solutions f ey, Poxacrr A Cory o for the case of
a =0 given by (50), (54), and (55) offer a benchmark for
testing the accuracy of our numerical solutions. We show
that our numerical solutions are accurate and efficient for
a = 0. Since neither the inhomogeneous term a'"a, nor
the constant initial condition (1 — )"/ affects the stability
or the accuracy of a numerical method, the accuracy and the
stability of the method remain valid for a # 0. The numerical

results for a # 0 are presented at the end of this section.

4.1. Numerical Validation. To set parameters for numerical
validation, we use the estimation values of the parameters
k,0,&p, A, B, and y given in [4, 15, 22, 23] and the historical
records of r. These values are listed in Table 1.

We note that since a,, determines the wealth scale and
a,l/a, determines the temporal scale, without loss of gen-
erality, we choose a, = a,, = 1 in this study.

For the range of the state variables ¢ and v, we consider
T < 100. Based on the historical records of the Chicago Board
Options Exchange Volatility Index, a popular measure of the
implied volatility of S&P 500 index options, we examine the
numerical solutions for the instantaneous volatility o, = /;
in the interval [0.1, 0.8] (to eliminate possible influence from
the numerical boundary, the authors choose v,,,, = 2 in their
numerical computations). Since wealth w does not appear in
(19), (17), and (18), its value is irrelevant in our study.

_In Table 2, we show the comparison between F exacts
Srum> and fegpl - fexace 18 the exact solution of (49). When
=0, f,,m given by (34) is the numerical solution of (49)
without performing Richardson’s extrapolation and f
given by (45) is the numerical solution of (49) after per-
forming Richardson’s extrapolation. The relative errors in
fnum. —~ and —~ fextpl,i namelY’ |(fnum. - fexact)/fexactl
and |(fexpl. = fexact)/ fexact/> are shown in the last two col-
umns of Table 2.

In Table 3, we show the comparison between the exact
solution ..., given by (54), the numerical solution ¢
determined from (39) without performing Richardson’s
extrapolation, and @, determined from (46) after per-
forming Richardson’s extrapolation. The relative errors in
g‘b:um‘ and @:xtpl" namelY’ |(¢:um - @eiact)/aeiactl and
|(Pexipl. — Pexact)Pexace > are shown in the last two columns of
Table 3.

There is no error in ¢* since both numerical and the-
oretical values of c* are zero.

In Table 4, we show the global relative errors and the
computational times of f,,,, and f., for different values
of At and Av. The global relative error in f,, is defined as
the maximum of the local relative errors between f ., and
foum, in the domain 0<7<100 and 0<+/v = 0<0.8. The
global relative error in f, is defined in the same way.

Table 4 confirms that our numerical solutions f . and
@:.m have accuracy at orders of A7* and that Sexpl. and
Pexpl. have accuracy at orders of A7®. Therefore, the ex-
trapolation technique does improve the accuracy. For the
same order of accuracy, the application of Richardson’s
extrapolation technique significantly saves the computa-
tional time.

4.2. Extensive Sets of Parameters. In this section, some ex-
tensive sets of parameters are used to further validate the
proposed method. Since this system contains several
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TaBLE 1: Values for the parameters «,0,&,p, A, 7,5, y, a,, and a,,.

Parameter K 0 & p A r B y a
Value 1.6048 0.0464 0.3796 -76.70% 1.55 1% 0.06 2 1 1

TasLE 2: Comparison between the exact solution F exact» the numerical solution without Richardson’s extrapolation £, , and the numerical
solution after Richardson’s extrapolation f ., . The relative errors in numerical solutions are shown in the last two columns. Here, the

numerical solutions are obtained with A7 = Av = 0.01.

T 0= \/7 fexact fnum. fextpl. |(fnum, - fexact)/fexactl |(fextpl. - fexact)/fexact|
0.1 0.1 0.9961202112 0.9961202904 0.9961202112 7.9%x1078 2.1x10712
0.1 0.4 0.9919378844 0.9919376809 0.9919378844 2.1x1077 6.2x10712
0.1 0.8 0.9786720788 0.9786706845 0.9786720789 1.4x10°° 8.1x10~ 1!
1 0.1 0.9569365332 0.9569367514 0.9569365330 2.3x1077 1.3x10710
1 0.4 0.9339516557 0.9339511052 0.9339516557 5.9x1077 1.4x10~ 1
1 0.8 0.8640451414 0.8640421623 0.8640451415 3.4x10°° 8.9x107 11
10 0.1 0.6062531863 0.6062531702 0.6062531839 2.6x10°8 4.0x10°°
10 0.4 0.5870696178 0.5870696136 0.5870696159 7.1x107° 3.2x107°
10 0.8 0.5296676303 0.5296676662 0.5296676288 6.8x1078 2.7x107°
100 0.1 0.0061763000 0.0061762986 0.0061762997 2.2x1077 42x10°8
100 0.4 0.0059808642 0.0059808630 0.0059808640 2.0x1077 41x1078
100 0.8 0.0053960721 0.0053960714 0.0053960718 1.3x1077 4.0x10°8

TasLE 3: Comparison between the exact solution @, ,, the numerical solution without Richardson’s extrapolation ¢ . , and the numerical
solution after Richardson’s extrapolation @, . The relative errors in numerical solutions are shown in the last two columns. Here, the
numerical solutions are obtained with AT = Av = 0.01.

T 0= W @eiact @:mm, ¢:xtpl. |(¢;um - @eiact)/(?)e’;act' |(¢:xtplA - @;act)/a;acJ
0.1 0.1 0.7831667609 0.7831672706 0.7831667609 6.5x1077 1.5x10™ 1
0.1 0.4 0.7831667609 0.7831673568 0.7831667609 7.6x10°7 2.8x10™ 1!
0.1 0.8 0.7831667609 0.7831676487 0.7831667608 1.1x10°¢ 9.1x10™ 11
1 0.1 0.8221908761 0.8221924687 0.8221908741 1.9x107° 2.4x107°
1 0.4 0.8221908761 0.8221925174 0.8221908760 2.0x107° 6.6x10™ 1!
1 0.8 0.8221908761 0.8221927448 0.8221908760 2.3x107° 5.8x107 1!
10 0.1 0.8374121549 0.8374122233 0.8374121478 8.2x1078 8.6x107°
10 0.4 0.8374121549 0.8374121589 0.8374121544 4.8x107° 6.4x10710
10 0.8 0.8374121549 0.8374121565 0.8374121548 1.9x107° 1.6x107° 10
100 0.1 0.8374121969 0.8374122652 0.8374121897 8.2x1078 8.6x107°
100 0.4 0.8374121969 0.8374122009 0.8374121964 4.7%107° 6.4x107 10
100 0.8 0.8374121969 0.8374121985 0.8374121968 1.9x107° 1.6x107 10

TABLE 4: Maximum relative errors and computational times of 7num‘ and jfextpl‘ in the domain 0<7<100 and 0<+/v =0<0.8.

Step size fnum. fextpl,
At Av Max. rel. err. Comp. time Max. rel. err. Comp. time
0.02 0.02 1.5x107° 0.39 3.3x1077 0.84
0.01 0.01 3.8x107° 1.52 4.2x1078 3.31
0.005 0.005 9.6x1077 6.02 5.2x107° 13.18
0.0025 0.0025 2.4x1077 24.02 6.3x1071° 52.54

parameters, we vary only one of the parameters at a time and
keep other parameters at their benchmark values as shown
in Table 1. Extensive sets are given in Table 5.

By choosing the step size At = 0.01 and Av = 0.01, the
proposed algorithm is conducted, and the relative errors are
recorded both before and after performing the extrapolation
technique. In Tables 6 and 7, we show the maximum relative

errors of the proposed algorithm before and after per-
forming the extrapolation technique, respectively, in the
domain 0 < 7<100 and 0 < /v = 0 <0.8. It can be found that
the extrapolation technique does improve one-order accu-
racy for the ten sets of parameters in Table 5.

By taking half of the step size above, namely, choosing
A7 =0.005 and Av =0.005, the proposed algorithm is
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TaBLE 5: Values for the parameters «,0,&,p, A, 7,5,y a,, and a,,.
Parameter K 0 & p A r B y a, a,
Set 1 2.5 0.0464 0.3796 -76.70% 1.55 1% 0.06 2 1 1
Set 2 1.6048 0.08 0.3796 -76.70% 1.55 1% 0.06 2 1 1
Set 3 1.6048 0.0464 0.6 -76.70% 1.55 1% 0.06 2 1 1
Set 4 1.6048 0.0464 0.3796 -50% 1.55 1% 0.06 2 1 1
Set 5 1.6048 0.0464 0.3796 -76.70% 1.25 1% 0.06 2 1 1
Set 6 1.6048 0.0464 0.3796 -76.70% 1.55 5% 0.06 2 1 1
Set 7 1.6048 0.0464 0.3796 -76.70% 1.55 1% 0.15 2 1 1
Set 8 1.6048 0.0464 0.3796 -76.70% 1.55 1% 0.06 5 1 1
Set 9 1.6048 0.0464 0.3796 -76.70% 1.55 1% 0.06 2 2 1
Set 10 1.6048 0.0464 0.3796 -76.70% 1.55 1% 0.06 2 1 2
TABLE 6: Maximum relative error for f,. and §,,, with Az =0.01and Av = 0.01.
Maximum relative error
Set ~ _
fnumA (Pnum.
Set 1 5.8x107° 3.9%x107°
Set 2 3.6x107° 2.7%107°
Set 3 3.6x107° 3.9%107°
Set 4 40%x107° 1.8x10°6
Set 5 2.4x107° 2.0x107°
Set 6 4.0x107° 2.8%107°
Set 7 42x107° 29x107°
Set 8 2.1x10°° 1.4x10°°
Set 9 3.8x107° 2.7x10°°
Set 10 3.8x107° 2.7x107°
TaBLE 7: Maximum relative error for ;‘extpl' and @y, with At =0.01and Av = 0.01.
Maximum relative error
Set -~ ~
f extpl. (Pextpl.
Set 1 1.2x1077 9.3x1078
Set 2 50x1078 43x%10°8
Set 3 9.5%x10°8 59%x1078
Set 4 59x1078 3.1x1078
Set 5 33%x1078 31x10°8
Set 6 56x1078 45x1078
Set 7 58x1078 4.7x10°8
Set 8 25%x10°8 2.02%x10°8
Set 9 5.4x1078 44x%10°8
Set 10 54%x1078 44%x10°8
TaBLE 8: Maximum relative error for ]A‘num' and @,,,,, with A7 =0.005and Av = 0.005.
Maximum relative error
Set ~ ~
fnumA (Pnum.
Set 1 1.4x107° 9.7x 1077
Set 2 91x1077 6.7x1077
Set 3 9.0x 1077 9.8x1077
Set 4 1.0x107° 4.6x1077
Set 5 6.0x1077 5.0%x1077
Set 6 10.0x 1077 6.9x1077
Set 7 1.0x107° 7.2%x1077
Set 8 51x1077 3.5x1077
Set 9 9.6x1077 6.7x1077
Set 10 9.6x1077 6.7x1077
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TaBLE 9: Maximum relative error for ]A(extpl' and @y, with A7 = 0.005and Av = 0.005.
Maximum relative error
Set - ~
f extpl. (Pextpl.
Set 1 1.6x1078 1.2x1078
Set 2 6.4x107° 7.5x107°
Set 3 2.1x10°8 7.6x107°
Set 4 7.6x107° 4.0x107°
Set 5 4.2x107° 4.0x107°
Set 6 7.1x107° 5.8x107°
Set 7 7.4x107° 6.0x107°
Set 8 3.2x107° 2.5x107°
Set 9 6.9x107° 5.6x107°
Set 10 6.9x107° 5.6x107°
7x 107
o 6x10°51 %
c
g 5x107° \
S 4x107° *
2 \
E 3x107°
% 2%107 A
= (N
1x107° e
e
0 : : : _— -
0.04 0.02 0.01 0.005 0.0025
Step size
FIGURE 2: Maximum relative errors for decreasing step size.
TaBLE 10: Maximum relative errors and convergence orders of j‘num‘ in the domain 0<7<100 and 0<+/v =0<0.8.
Step size . .
Maximum relative errors Convergence order
AT Av
0.02 0.02 1.53x10°° 2.0
0.01 0.01 3.83x107° 2.0
0.005 0.005 9.58x1077 2.0
0.0025 0.0025 2.40x1077 2.0

conducted, and the relative errors are recorded both before
and after performing the extrapolation technique. In Ta-
bles 8 and 9, we show the maximum relative errors of the
proposed algorithm before and after performing the ex-
trapolation technique, respectively, in the domain
0<7<100 and 0< +/v = 0<0.8. Tables 6-9 show that the
proposed algorithm before and after performing the ex-
trapolation technique has second-order accuracy and third-
order accuracy, respectively, for the extensive sets of
parameters.

4.3. Evidence for Stability and Convergence. To provide the
evidence for stability, we calculate the maximum relative
errors of f, ... for AT = Av = 0.04,0.02,0.01,0.005,0.0025,
respectively. The results are shown in Figure 2. One can see

that, as the step size goes to zero, the maximum relative
errors tend to zero, which numerically verifies the stability of
the proposed algorithm.

To provide the evidence for convergence, lete (A1, Av) be
the maximum relative error; then, the convergence order is
given by

d 1 e(At, Av) (56)
convergence order = log,| —————F~—= ).
i 82\ e((ar2), (Av2))

In Table 10, the maximum relative errors and conver-
gence orders of f . for different values of At and Av are
given. It shows that the convergence orders are always equal
to 2.0 as A7 and Av go to zero, which numerically verifies the
convergence of the proposed algorithm.
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TaBLE 11: Numerical solutions for f, ¢*, and c*/w after performing Richardson’s extrapolation. Here, « = 0.1 and A7 = Av = 0.001. Other

parameter values are the same as those in Table 1.

T 0= W fextpl. (p:xtpl, C:xtpl./w

0.1 0.1 0.976564446 0.783037744 0.323816587
0.1 0.4 0.972528955 0.783037394 0.325160258
0.1 0.8 0.959728271 0.783036268 0.329497187
1 0.1 1.217443571 0.817505616 0.259747370
1 0.4 1.191090583 0.817448428 0.265494305
1 0.8 1.110757357 0.817260409 0.284695630
10 0.1 3.073495770 0.833010306 0.102888629
10 0.4 2.983046823 0.832947671 0.106008315
10 0.8 2.711715965 0.832739549 0.116615372
100 0.1 6.227692985 0.835240145 0.050777674
100 0.4 6.037435062 0.835206694 0.052377833
100 0.8 5.467451073 0.835095101 0.057838243

TaBLE 12: Numerical solutions for f, ¢*, and c*/w after performing Richardson’s extrapolation. Here, « = 0.5 and A7 = Av = 0.001. Other

parameter values are the same as those in Table 1.

T o= W f extpl. (P:xtpL C:xtpl,/ w

0.1 0.1 0.774937774 0.782803210 0.912469110
0.1 0.4 0.771828844 0.782802269 0.916144540
0.1 0.8 0.761966328 0.782799238 0.928002663
1 0.1 1.368974100 0.812872895 0.516523126
1 0.4 1.342553293 0.812781707 0.526688054
1 0.8 1.261787768 0.812484452 0.560400726
10 0.1 6.015181176 0.832382642 0.117553696
10 0.4 5.840061390 0.832312731 0.121078656
10 0.8 5.314527422 0.832080689 0.133051676
100 0.1 13.916810422 0.835238781 0.050809543
100 0.4 13.491657157 0.835205311 0.052410669
100 0.8 12.217961221 0.835093653 0.057874368

TaBLE 13: Numerical solutions for f, ¢*, and c*/w after performing Richardson’s extrapolation. Here, « = 0.9 and A7 = Av = 0.001. Other

parameter values are the same as those in Table 1.

T o= W f extpl. (P:xtpL C:xtpL/ w

0.1 0.1 0.409686387 0.782244153 2.315632955
0.1 0.4 0.408160455 0.782242030 2.324290085
0.1 0.8 0.403318534 0.782235205 2.352193658
1 0.1 1.231451909 0.808291630 0.770377869
1 0.4 1.210542696 0.808188721 0.783684294
1 0.8 1.146400499 0.807855696 0.827532175
10 0.1 7.686789813 0.832131657 0.123417359
10 0.4 7.463974966 0.832058953 0.127101618
10 0.8 6.795202083 0.831817743 0.139610756
100 0.1 18.667454349 0.835238326 0.050820175
100 0.4 18.097174990 0.835204850 0.052421624
100 0.8 16.388702420 0.835093170 0.057886419

4.4. Numerical Results for a #0. We have confirmed the
accuracy of our numerical solutions for « = 0. This guar-
antees that our numerical solution f ., for a#0 will also
have an accuracy of O(A7?). In Tables 11-13, we present
the numerical solutions of feyp» Qo> and gy /w for
a=0.1,0.5, and 0.9 with step sizes At = Ay =0.001. In

Tables 14 and 15, we show the results for y = 1 and 10 with
a =0.5and A7 = Av = 0.001. All other parameter values in
Tables 11-15 are the same as the ones in Table 1. All digits
shown in Tables 11-15 are exact, in the sense that they do
not change when we further refine the values of A7 and Av.
Therefore, we have provided the first set of exact numerical
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TaBLE 14: Numerical solutions for f, ¢*, and ¢*/w after performing Richardson’s extrapolation. Here, & = 0.5, y = 1, and At = Av = 0.001.
Other parameter values are the same as those in Table 1.

T 0= W f extpl. (P:xtpL C:xtpL fw

0.1 0.1 0.546859282 1.550000000 0.914311994
0.1 0.4 0.546859282 1.550000000 0.914311994
0.1 0.8 0.546859282 1.550000000 0.914311994
1 0.1 0.956177820 1.550000000 0.522915288
1 0.4 0.956177820 1.550000000 0.522915288
1 0.8 0.956177820 1.550000000 0.522915288
10 0.1 4.034308851 1.550000000 0.123936966
10 0.4 4.034308851 1.550000000 0.123936966
10 0.8 4.034308851 1.550000000 0.123936966
100 0.1 8.313916441 1.550000000 0.060140128
100 0.4 8.313916441 1.550000000 0.060140128
100 0.8 8.313916441 1.550000000 0.060140128

TasLE 15: Numerical solutions for f, ¢*, and ¢*/w after performing Richardson’s extrapolation. Here, = 0.5, y = 10,and A7 = Av = 0.001.
Other parameter values are the same as those in Table 1.

T 0= \/7 f extpl. (P:xtpl. C:xtpL fw

0.1 0.1 1.024730849 0.157833805 0.910515178
0.1 0.4 1.023235912 0.157833681 0.911845432
0.1 0.8 1.018467192 0.157833282 0.916114922
1 0.1 1.840789858 0.169544364 0.506865565
1 0.4 1.827054636 0.169530453 0.510676021
1 0.8 1.783873146 0.169485620 0.523037747
10 0.1 9.182254704 0.178575988 0.101612624
10 0.4 9.071426914 0.178564461 0.102854049
10 0.8 8.726039146 0.178527017 0.106925144
100 0.1 38.546073475 0.180136006 0.024205656
100 0.4 38.050155049 0.180132872 0.024521135
100 0.8 36.506088964 0.180122662 0.025558284

data for optimal asset allocation and consumption
strategies.

5. Conclusion

In this paper, we study the portfolio selection problem in a
general setting under CRRA utility functions: stochastic
volatility, incomplete markets, finite investment horizons,
and consumption choice. To the best of our knowledge, no
explicit solution or numerical result is available in the lit-
erature for this setting. We present an accurate and efficient
numerical method for optimal asset allocation and optimal
consumption strategies. The optimal strategies are depended
on a solution to a nonlinear and inhomogeneous partial
differential equation which is derived from the portfolio
selection problem. A three-level Crank-Nicolson finite
difference scheme, which has second-order accuracy, is used
to determine numerical solutions. In addition, we have used
a technique to deal with the nonlinear term, which is one of
our main contributions. We believe that the technique to
deal with the nonlinear term could be applied to other
similar numerical problems. The Crank-Nicolson algorithm
also has been extended to third-order accuracy by per-
forming Richardson’s extrapolation. Some experiments are
conducted to verify the performance of the proposed al-
gorithm. Based on this algorithm, we present the first set of

accurate numerical solutions of optimal strategies. Since the
portfolio selection problem under stochastic volatility is an
important issue in modern finance, the proposed algorithm
will be useful for further theoretical research and for ap-
plications in the financial industry.

Appendix

A. Derivations for f_(0,v), f,,(0,v),
and f_..(0,v)

From (19), we obtain

2
v

fr=avf,, +(ayv+as)f, +aw=2>+(asv+aq)f
f (A1)

+ oc(”y)a7.

By taking the derivative of (A.1) with respect to 7, we
obtain

fTT = alvaVT + (6121/ + a3)fv1 +auv WV

vafvr_a 3
f 2

+ (a5V + a6)fr'
(A.2)
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By taking the derivative of (A.2) with respect to 7, we
obtain

2
2
f‘n’r = alvfwﬁ + vy fvar-r

(ayv +a3) foer + 514" 7 I

fva-r
f2

+ (a5v + aé)f‘rr'

—4a,v

f.+2a,v

fTT

f3f - a4vf2

(A.3)

By setting 7 = 0 in (A.1) and using the initial condition
f(0,v)=(1- a) ) we obtain

£.(0,v) = (asv+ag) f (0,v) + a"Ma, (A.4)

By setting 7 = 0 in (A.2) and using the initial condition
£@0,v) = (1- )™ and (A.4), we obtain

[ (0,v) = (asv + (ayas + 2asa)v + asas + aé)f(o, V)

+(asv + aé)(x(””)a7

(A.5)

By setting 7 = 0 in (A.3) and using the initial condition
f(0,v)=(1- a)) | (A.4), and (A.5), we obtain

Free (0,9) = @V’ + ayasa5 + 3a;a4a5 + a. (A.6)

B. HARA Utility Setting

In this appendix, the portfolio selection problem under
HARA utility setting is considered. We would like to show
that the proposed method could also be applied to this
problem under HARA utility setting.

We assume that HARA utility functions u, (-) and u, (-)
are used for consumption utility and terminal wealth utility,

respectively:
a.(1-y) !
uy () = SV ( +b )
Y -y

Y
u, (wr) ZWQ%—TY"L%) .

The market setting and investors’ objective are the same
as before which are given by (2)-(6). Following the pro-
cedure in this paper, the value function satisfies the following
equation:

(B.1)

1-y) -
0= %(acae_ﬁt)(l/l Y)VI(UV/V_D +((1-9)b. +rw)v,,

_ lv (AVw + pfvwv)z
2

1,
+Vt+x(6—v)Vv+Ef W, v

>
ww

(B.2)

and optimal strategies are given by

15

. AV, +pEVy,
- wV ’

ww

V (1/y-1)
¢ =0-v |:<a (xe—ﬂt) N bc:|'

Based on the terminal condition and the scaling property
of this problem, a reasonable trial solution form for V is
assumed:

(B.3)

a(l
Y

Vi, w,v) = e PI-7

(B.4)

where g (7) and f (7, v) need to be determinedand 7 = T — ¢.
The initial conditions of g and f are

9(0) =b,
fO,v=>01-«a

To determine f and g, we substitute expression (B.4)
into (B.2) and obtain

1, Y
—fT+Ef vfw+(x(6—v) +mApfv)fv

)(1/1—y)_ (B.5)

1 ne S
_EY(l—P )f V7

- (B.6)
2 -y
+( Ay 5V + o P )f+((mc>
2(1-y) 1=y L=y a,
Y (d@+rg(n)-b
l—y( (wl-y)+g )f—O.
By setting
g (D) +rg(r)-b.=0, (B.7)

equation (B.6) becomes an equation involving f only,
namely,

_fr+%£zvav (K(G—V)+

YAPEV)fV

1 0 o
_E)’(l—P )f V?

2 (1/1-y)
+( ATy SV + L P )f+(%) =0.
2(1-y) l-y 1-v a,

(B.8)

Thus, we have achieved dimension reduction by re-
moving w dependence in (B.2). The solution of g is obtained
from (B.7) and (B.5):

g(7)

b (1), (B.9)
r
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Equation (B.8) has the same form as (19), which could be
solved numerically by applying the proposed algorithm the
same as that in Section 3. Then, the optimal strategies could
be obtained:

1_)/ A fv
o902y )

% (1/1-y) (1/1-y)

c aa, 1 1=y /[ faa, _1
—_ = — _ — —b
w ( a, ) S w ( a ) g(®f ¢

(B.10)

@" =<1+
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The issue of adaptive practical finite-time (FT) congestion control for the transmission control protocol/active queue management
(TCP/AQM) network with unknown hysteresis and external disturbance is considered in this paper. A finite-time congestion
controller is designed by the backstepping technique and the adaptive neural control method. This controller guarantees that the
queue length tracks the desired queue in finite-time, and it is semiglobally practical finite-time stable (SGPFS) for all the signals of

the closed-loop system. At last, the simulation results show that the control strategy is effective.

1. Introduction

Recently, the communication network based on TCP has been
rapidly developed and widely used. However, the congestion
of network traffic has become a critical problem in network
control. TCP congestion control can not only ward off net-
work collapse and avert locking behavior, but also effectively
reduce the probability of control loop synchronization [1]. It is
of great significance to maintain the stability and robustness of
the TCP network. Since Jacobson proposed the end-to-end
TCP congestion control algorithm in 1988 [2], many scholars
have conducted more in-depth and detailed research, such as
Vegas [3], Sack [4], and New Reno [5], and they all concentrate
on end-to-end congestion control based on the end system.
However, with the increasing demand of application and the
improvement of service quality, the TCP congestion control
mechanism of end-to-end is no longer suitable. After that,
some scholars have proposed a solution called AQM [6],
which is one of the most widely studied congestion solutions at
present. It can drop or mark some packets before the router
generates a full queue state, so that the TCP source can timely
sense the network congestion state and take corresponding
measures. The first algorithm is named as random early de-
tection (RED) [7], but RED and its improved algorithms [8, 9]

are too complicated for parameter configuration. Based on
fluid flow theory, Misra et al. proposed a nonlinear model of
TCP/AQM in 2000 [10]. Based on the above model, many
researchers have combined control theory to design several
congestion schemes, such as P and PI [11], PD [12], and PID
[13]. An AQM algorithm is presented on the strength of the
tuzzy sliding-mode control method in the nonlinear control
method in [14], which improves the control effect of the
system. In [15], considering the limited input of the TCP
network system, an AQM algorithm is presented on the
strength of the sliding-mode control method, which makes the
system obtain better asymptotic stability. Tan et al. [16]
proposed a congestion control scheme composed of source
and link algorithms. Zhang et al. [17] analyzed the TCP/RED
model from a time-delay control theory standpoint, and the
time-delayed control analyzing techniques explored can be
extended to other AQM or AQM-based schemes for their
stability analysis. The primal-dual algorithm has been analyzed
from the multivariable time-delay control theory standpoint in
[18]. The stability analysis can be applied to various TCP/AQM
systems other than FAST TCP/DropTail and TCP/AVQ. The
AQM controller with specified performance is designed by the
backstepping method considering the interference of UDP
flow [19]. Due to the complex environment and continuous
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application of the network [20-22], congestion algorithms
need to further improve network performance and achieve
better congestion control effects.

Nowadays, many scholars have noticed the hysteresis
phenomenon widely existing in the nonlinear system. In the
process of practical application, the tracking performance of
the system has been limited by the hysteresis, which even
makes the system unstable [23, 24]. To reduce the impact of
nonlinear system control on the unknown hysteresis in the
actuator, more and more scholars have studied the design of
the controller in [25-28]. Zhou et al. [25] not only first pro-
posed a new Bouc—Wen hysteresis model, but also put forward
an adaptive control method to ensure a good tracking per-
formance by constructing an inverse of compensating hys-
teresis nonlinearity. For the sake of the stability of the
controlled system, Su et al. [26] designed an adaptive control
scheme based on the backlash-like hysteresis model. Wang
et al. [28] discussed the adaptive stabilization of pure-feedback
nonlinear systems, and it not only solved the unknown di-
rection hysteresis, but also eliminated the constraint as-
sumption that the nonlinear function needs to satisty the linear
growth condition by using the characteristic of the Nussbaum
function and introducing a virtual controller. Up to now, there
are no literature studies for the congestion control of TCP/
AQM networks with unknown hysteresis.

On the other hand, some scholars pay more attention to
the FT control because the FT stability has more meaning
than infinite-time stability in practical application [29-31].
In practice, the control goal is promising to be realized in a
limited time, and the control scheme of infinite time cannot
achieve such a goal because they will lead to a long time
transient response. The FT stability is different from the
asymptotic stability of infinite time, its control method will
enable the system to achieve the transient performance
quickly, and in FT, the system state variables can be con-
verged in equilibrium. Dorato conducted a comprehensive
study on the problem of FT stability and elaborated on the
differences between FT stability and asymptotic stability
[29]. The Lyapunov theory of FT stability was first put
forward in [30, 32]. The authors in [33, 34] proposed some
FT control schemes for the nonlinear systems via the Lya-
punov stability theory. However, in practice, these FT
control strategies cannot satisfy the actual control system
with unknown nonlinearity. Wang et al. [34] studied the FT
tracking problem with unknown functions. A criterion of
SGPES is set up for the first time by the fuzzy logic system
(FLS), and a novel adaptive fuzzy control strategy based on it
is presented.

To sum up, this manuscript researches FT congestion
control for the TCP/AQM network with unknown hysteresis
and external disturbance. The main works are summarized
as follows:

(1) Inspired from [35], a newfangled model of TCP is
established, which considers the effects of hysteresis
input and exogenous disturbance. The model in this
work is more general and more exact.

(2) An adaptive FT congestion controller is constructed
by combining the backstepping technique and the
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radial basis function neural networks (RBFNNs) in
this paper. This controller guarantees that the queue
length tracks the desired queue in FT, and all the
signals of the closed-loop system are SGPFS.

(3) The classical FT control strategy requires that the
nonlinear function of the controlled system must
satisfy the linear growth condition or matching
condition [30, 36-38]. In this article, as the nonlinear
function is unknown, the studied system cannot
satisfy the linear growth condition. Therefore, in the
new congestion control strategy, continuity is the
only requirement for nonlinear functions. Hence,
this scheme is more general.

The surplus of the manuscript is summarized as follows.
A network model and advance preliminaries are recom-
mended in Section 2. The main result is shown in Section 3.
Section 4 gives a simulation example. Finally, Section 5
draws a conclusion.

2. Model and Preliminaries

2.1. TCP/AQM System Model. This article, based on [35],
considers the following TCP/AQM network, in which the
authors takes account of external interference, and in
contrast, the time-delay is neglected:

W (t) W(t—-R(t))

W(t) = —— (1- p(1)) -

R(t) 2 R-r@y) PR
ct)+ YDy )+ w(t)g>0
— +m +wl(t),g>
14 = >
max{O,—C(t)+1;]((;))W(t)+w(t)})q:0
_q®)
| KO=cw*Tr

(1

where W (t) € [0,W ] is the TCP window size,
q(t) € (0,quax] is the queue length of the router, R (¢) is the
round-trip time, C(t), N (¢), and T are the available link
capacity, the number of TCP sessions, and the propagation
delay, respectively, p € [0, 1] is the probability of packet loss,
and w (t) is the external disturbance, which can be thought of
as unresponsive flows.

Assumption 1. In fact, most Internet routing scenarios
change over time slowly. Therefore, we suppose that the
parameters N (t) and C(¢) are fixed values [13, 39]. N (1),
C(t), and R(t) can be simply rewritten as N, C, and R.

Assumption 2. It is bounded for the external disturbance
w (t) and its derivative.
According to [40], the rate model is adopted by
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F(t) = M, (2)

with 7 (t) = W (¢t)/R. It is not hard to conclude that, based on

(1) and (2),
r2(t) r(t) Nri(t) rt)w(t)
2 PO " "Re " RC

HO) = 5= P (O -

4(t) = -C+Nr(t) + w(?).
(3)

Set x; = q(t), x, = r(t), and u(t) = p(t), and the above
model can be converted to

x; =Nx, +w(t) -C,
X, = f(x)+ g(xu(t) + y(x)w(t), (4)
Y =Xp

where x(t) = [x; (¢), x; H)]" and f(x) and g(x) are as
follows:

1 N Xy
T 9= rc R
L (5)
g(x) = TR,
X
v = =%

2.2.  Hysteresis Nonlinearity. Consider a modified
Bouc-Wen hysteresis in the form of
H(u) = pyu+ pyt. (6)

It is assumed that sign (y,) =sign (y4,) and
i=d-oull™ " - &l = af (Lu)i(t) =0,  (7)

where @ > €], n> 1, 1| <1 = {1/ (@ + &), @ is the shape and
amplitude of the hysteresis, and 9 represents the smoothness
from the initial slope to the asymptote’s slope. Define f (i, 1)
as

F (1) = 1 —sign ()97 = &°. (8)

Remark 1. The sign of u, determines the direction of
hysteresis.

Assumption 3. Without losing generality, assume that
sign (p;) > 0.

Remark 2. In the process of practical application, the
tracking performance of the system has been limited by the
hysteresis, which even makes the system unstable. For the
TCP/AQM system model (4), the authors take account of the
hysteresis nonlinearity in the control system to reduce the
influence of the hysteresis input on the system and realize
the stability of the controlled system.

2.3. RBFNNs. RBFNNs are applied to identify the unknown
nonlinear functions. The RBFNNs can be written as

Fon(©) =Y (0, (9)

where ceQ. C R, is the input vector,
Y= (Y, Y. .., Y € By is the weight vector, R>1
represents the number of RBFNNs nodes, and
h(¢) = [h (6),ny(¢),. .., hy GG Ry denotes the basis
function vector. Select the Gaussian basis function #; (¢) as
follows:

T
mp[w] =128 (10)

where v is the width of the Gaussian function and «; =

[K;1> - - - K] is the center of the receptive field.

Lemma 1 (see [41]). Define a continuous function f (¢) on a
compact set Q. Then, for Ve >0, the following holds:
F(Q=Y"n(e) +e(q), (11)

where

O = argminy[supcm'f(i) - YTh(c)'], e(¢g)<e.  (12)

Definition 1 (see [42]). Consider the following system:
0= f () (13)

where g represents the state vector. The origin of system (13)
is SGPES if all g (t,) = g, and there exist § > 0 and a setting
time 0 < T (g, 8) < 0o such that [l (¢)| <6 when t>t, + T.

Assumption 4. There exists an unknown constant b, >0
such that
b, <|g(x)|. (14)

Lemma 2 (see [43]). For any real variables x,and y, and
constants 1>0,E>0, andu> 0, the following inequality is
satisfied:

g L oone &y
91yl S1+$#I¢| o lyl™. (15)

Lemma 3 (see [41]). For any real number l;,i = 1,2,...,n,
when { € (0,1) and A € (0,2), it holds

(1] + - ) <[+ )

(16)
(I ) (o)

Lemma 4 (see [44]). Consider system (13), and suppose that
there is a C' function V () and V () with V(0) =0 is
positive definite on D, one has

V(p)< -1V (p) + 0, (17)



where 7>0,0< (<1, and 0< < co. Then, the trajectory of
system @ = f () is SGPFS.

Proof. According to equation (17), for 0< & <1, the fol-
lowing inequality holds:

V(p) < - @1V¥(p) - (1 - D)1V (p) + 0. (18)
Let I, = {p | V(((p) <o/(1- @)T} and

1:@ = {p | Ve (p)>0/ (1~ @)T}. Discuss the following two
cases:

(1) If the initial value satisfies @ (t) € 1:@, then one has

V(p) < - DTV (p). (19)

According to equation (19), it holds that

T v/ ( T
J Vig) dtsj @rdt. (20)
, V¢ to

Then, we can get the following inequality:

R -
1f(V‘ ((p(T))—l—_(Vl Yplto) < -@tT.  (21)

Let

1 0 1-{/{
TFW[V (9 (o)) - ( @)1) ] (22)

Then, for Vt > T, combining equations (21) and (22) can
be expressed as

p(t) € FW. (23)

(2) If the initial value satisfies g () € Lo then according
to the first case, the trajectory of g (t) does not exceed
' . Then, it can be obtained that there exists T', < co,
Vt>T, such that p(t) € L. That is, the solution of
the nonlinear system g = f (p) is SGPFS. O

3. Main Results

3.1. Adaptive RBENN Controller Design. Before we begin
designing, coordinate transformation is introduced as
follows:

Zy =X —qp 2y =Xy — QA (24)
where «, is a virtual controller defined as

b, 1 - T 1 2(1
= 0 (Z2) h (Z)) -z, — .2
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where (>0, k; >0, and g; > 0 are design parameters and the
ith RBENN #;(Z;) can identify the unknown nonlinear
function in the design process. Define the unknown constant
6; = I1Y;*|I*/b;, where 0, is the estimation of 6; and the es-
timation error is 6, = 6, — 0,.

Choose the control law u, the auxiliary controller %, and
the adaptive law as follows:

u=27, (26)

H= 200, (Z) 1 (2) -2~ k22N, @27)
2a12 1711 1 1 1 2 1

@i 2 i (Z ) (2)) _ﬂi§i> (28)

where r; >0 and o;,>0. We assume that éi (t)=0 in this
article, € = 1/, is the estimation of e = 1/gi;,and € = e — ¢ is
the estimated error. Select € as

anbnﬁ - QOE’ (29)

where o and g, are the design constants.

Step 1: Lyapunov function candidate will be chosen as
follows:

- 15
Vv, St 2r191' (30)
Differentiating V, yields
. by =
v, :zl(Nx2+w(t)—C—qd)— 06. (31)
Choose the function f,(Z,) defined by
F1(Z)=Cro®-yg+kz (32)
then equation (29) can be rewritten as
; ” b7 5 20
V, =z,(f, + Nx,) - 20,0, - k27" (33)
1

According to Lemma 1, RBFNN Y*Th (Z,) can be
applied to identify the unknown funct1on f.(Z,). For
any given ¢; >0,

?1 (2,) = YfThl (Z))+ € (Z)),]er (2))| <&, (34)

where €,(Z,) is the approximation error. Conse-
quently, let 0, = Y7 [*/b,, and one can obtain
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2
~ Y;T b22 |Y;
2, 1(Z) = z)=— Y |, - 2,8, s 2= Ty
1f1(Zy) 1|Y* l 1”1 191 222 b, 1
1, 1 5, 1,
+5a1 +Eb1z1 +2—bl€1
by 2, .1 1, 1L 5 1,
= 2—a%2161h1 h’l +Ea1 +Eb121 + z—blsl.
(35)
Combining equations (31) and (33) gives
V< b, T by =
1221| =520, by + Nay | + Nzyz, —— 00,
2a3 r
(36)

2

1 1
- klzzc +-al+-bz" +—.
IR B 2b, 1

According to equation (24) and Assumption 4, it holds
that

by »x 1
z\Na, < — 220,11y~ kb 22— b, 2. (37)
2a1 2

Combining (36) with (37) gives

. b b, ,~
Viso Lz =z Biihy — kg (14 b))z
1 1

(38)
b, - 1,
+ Nz, z2——190 + al 2b €.
Choose the adaptation law as
5y r ~
0,= 2_(112th1 (Zl)Thl (2,) - B0, (39)
1
According to equation (37), it holds that
D56, = D 2gath, —b—é 0. (40)
r 2a2
It is noted that
b.Bi= b,B,~
L -l—ﬁlef lﬁlez. (41)
r 21, 2ry

Therefore, combining equations (38), (40), and (41) can
be expressed as

5
V, <8 +Nzz,, (42)
where
bB [ = 1 1
e, =k (1+b)22 + 21711 (—01 + 6?) + Eaf + z—blsf
(43)
Step 2: choose a Lyapunov function candidate as
1, b
V,=V, +-25 + —9 bz, (44)
2 29
It is that
. b2~ B
V,=¢,+Nz,z, ——0,0,
&)
BB 42 (f 00+ g B @ + Y (D) - ).
(45)
Establish the actual controller as
R T 1 2-1
u= —Fzzezhz (Z,) 1y(2,) — 22, — K2y (46)
a; 2
According to equations and Assumption 4, one has
2,9 (x)H (@) - gé‘é < 2,by1 — 2,by B + 2, byt
Uy~ _ —~
- Ele(—gzzbzu - 00€)
(47)

1 A
<z,bu + z,bypy0 + ”—Ql‘e‘és - ﬁngzezh;hz
2

1 1
kabs2 +5 (B2) +5 () + 3o

1
- szé -
2 201y

where 7= /n]1/(9 + &).

Now, substituting inequalities (47) into (45) results in

V,<l +2,f, - zzb 0,721, - b 122 — kybyzt

(48)
- kzzgz * l(.“21)2 +-50 *Zézéza
2 0
where  f, = f(x) + k22 + Nz, + y () (t) + (1/2)b223—
&,, which can be estimated by RBENN Y; 77, (Z,) for any

given positive constant e,. Similarly, let 6, = | Y;[*/b,, and
one easily obtains



6
_ Y*T
2, f,(Z,) = 2y < h
2f2( 2) 2||Y; za% b 272
1 2 1 2 1 2
+ Eaz + Ebzzz + ESZ
b2 2 T 1 2 1 2 1 2
= 72262h2 hZ + Eaz + zblzz + 2—19282.
(49)

Then, equation (46) can be rewritten as

V,<8 + zzzﬁezh h, — Zzzbzezh h,

1 1, _ 0 b~ =
—ky (1 +by)22 + a2+2b &+ (y21)2+f;;1——26262.

3.2. Stability Analysis

Theorem 1. Consider system (4). Suppose Assumptions 24
hold, then all the signals are SGPFS, under any bounded
initial conditions when controller (25) and adaptive law (28)
are employed.

Proof. Choose the adaptation law as

~ r ~
0,= Tzzzghl (22) 11 (2,) - by (51)
a;
According to equation (49), it holds that
b~ b, 5~ /3
r—zeez = 2—;%592;5%2 --226,0,. (52)

It is noted that
bobrp g, < - Lobag Dobag

ry 21, 2r2 (53)
Substituting (52) and (53) into (50), it gives
1
V,<l +-22 Zﬁ 26,8, - k,b, 22 — k, 22 + 5(yzz)2
(54)
0 1
+ 29;1 +—a2 +— %, &
Then, we can get
2
b
< - Yk (1+b)2 1/51( 7 9f>
= 2r1
b ~ 1 1
+2—/32<—6§+9§>+— a+—¢ (55)
2r, 2 b,
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FiGure 1: Tracking error q(t) —

Let k,,;, = min,_;,{k; (1 + b;)}, and by Lemma 3, it is
deduced that

2
—Zk(1+b)zzc<— mlnZz(< <1
i=1 i=1
(56)
where K = 2%k,;...

Let B.;, = min,_;.,{B;}, and by taking equation (54) into
account, inequality (55) can be rewritten as

2 2 ¢
V,s K ( Z) m(gj’_e) +<le;/5,9>

+bzl—fll<—éf+6§)+%<—§§+9§)

(57)
where A = mm{K /Smm}
By Lemma 2, let u=CGp=1-4LA=0"¢=
> lbﬁl/Zr, ., andy = 1, then we get

(350) <3280

1- ¢ (58)

i= 1
Then, equation (55) becomes
V,< =AWVt (59)

where o= (1= +Y2 b, B2 02 + (1/2) (a>+
(1/b,)€2) +(1/2) (a2 + (1/b)ed) + (1/2) (u,1)* + 0o/204;-
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Define a positive constant 0 as follows:

Equation (57) can be expressed as
Ve (z(1),0(1) Sﬁ' (61)
For t>T, ., let
1 e _ 0 1-{/¢
Treach = (=) |:V (z(0),0(0)) _<(1—00)/1> ],
(62)

with z(0) = [z, (0), 2, (0)]" and 6(0) = [6, (0), 6, (0)]".
Therefore, all the signals are SGPFS.
Then, for t >T,,, ., we can obtain that

1/2¢
a2 L) (63
(1-6,))

Then, the proof is completed. O

4. Simulation Example

In this section, to certify the feasibility of the strategy
presented in this work, a simulation example is given by
MATLAB.
Select the system parameters and external disturbance in
system (4) as
N =1,R = 6s,C = 2.5 packets/s,

a, =03,a, =2k, =k, =0.1,

r =1, =20,B, =0.08,B, = 0.2, (64)
w = 0.5¢" *'sin (6t).
Define the hysteresis H (1) as follows:
H (1) = pu + y,t, (65)

where y; = 10 and p, = 0.5. ¢ is selected as equation (8). The
function f (1,u) is selected as equation (7).

The initial values of the state are 9 =2, =1, and n = 3;
y(0) = 0.5.

The results of simulation are shown in Figures 1-6.
Figure 1 shows the tracking error of q(t) and g,. It is clear
that the queue can track the desired queue within the al-
lowable error. Figure 2 introduces the hysteresis output
H (u). Besides, Figures 3 and 4 show the trajectory of the
adaptive law, from which we can obtain that all the adaptive
laws are SGPFS. Figure 5 shows the trajectory of the rate r (t).
As a result, the proposed strategy is effective.

In addition, in order to illustrate the advantages of this
algorithm, the simulation comparisons are made between
the method in this paper and the random early detection
(RED) algorithm. The comparison result is shown in Fig-
ure 6, in which the preset properties with respect to g (t) — g,
are obtained. Moreover, it should be pointed out that the
maximum overshoot of q(t) — q, is less than 0.8. Further, it
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FIGURE 2: The hysteresis output H (u).
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FIGURE 4: The trajectory of the adaptive law 2.

is easy to observe from Figure 6 that the smaller overshoot
and the less chattering are achieved comparing with RED
algorithm. As a result, the proposed method has the better
performances.
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5. Conclusion

In this manuscript, an adaptive FT control is considered for
TCP/AQM networks. The finite-time controller by using the
backstepping technique and the adaptive neural control
method ensures that the queue length tracks the desired
queue length and the tracking error converges to the pre-
scribed area. Besides, the controller can not only reduce the
influence of the disturbance, but also shorten the impression
of uncertainty. Finally, an example is offered to verify the
superiority and effectiveness.
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In the manufacturing capacity sharing platform, considering the manufacturing capacity provider’s cost misreporting behavior
and the collusion behavior of the platform operator, this paper built a supply chain consisting of a platform operator, a capacity
provider with surplus capacity, and a manufacturer with insufficient capacity. This paper studied the influence of the cost
misreporting behavior on the supply chain members’ decisions and profits. By use of the game theory, in the scenarios including
the supplier misreporting to other supply chain members and the supplier colluding with the platform, the paper analyzed the
optimal pricing decision, misreporting coeflicient decision, and platform’s service fee decision and further compared the profits of
the supply chain and its members. The results show that the capacity provider tends to overstate the production cost for gaining
more profits, which exerts negative effects on profits of other members and the supply chain. Compared with the case of
misreporting to both the manufacturer with insufficient capacity and the platform, the case of colluding with platform is more
favorable to the profits of the manufacturer, the platform, and the supply chain, while the supplier prefers to choose the former
situation. When the sales revenue-sharing proportion, cost-sharing proportion, and service fee satisfy certain conditions, the sales
revenue-sharing and cost-sharing contract can avoid the capacity provider’s cost misreporting behavior and coordinate the

supply chain.

1. Introduction

In recent years, with the development of the Internet of
Things (IoT), big data, cloud computing, and other tech-
nologies, sharing economy has attracted extensive attention.
The manufacturing industry is also undergoing a radical
transformation driven by the IoT-related technologies and
business innovation. An increasing number of intermediary
manufacturing capacity sharing platforms have arisen to
integrate fragmented manufacturing capacity from enter-
prises with surplus capacities in a sharable resource pool and
provide manufacturing services to manufacturers or retailers
with inadequate capacity, for example, Thomas platform in
the United States, CASICloud platform, and Tao factory in
China. The intermediary manufacturing capacity sharing
platform offers an effective manufacturing solution to fa-
cilitate the match between capacity supply and demand,

improving the utilization rate of capacities and expediting
transaction processes. Participants of the platform are able to
easily provide or obtain manufacturing service through
online sharing platforms. In this paper, we consider a supply
chain (SC) composed of a platform operator, a capacity
provider with surplus capacity, and a manufacturer with
insufficient capacity. We focus on investigating the influence
of manufacturing cost misreporting behavior of the capacity
provider on the SC members’ decisions and profits and
further strive to propose a contract to avoid the cost mis-
reporting behavior and coordinate the SC.

It is worth noting that the intermediary manufacturing
capacity platform has dual attributes, i.e., the attribute of
marketplace and the attribute of enterprise. On the one
hand, the platform, as the online trading place of capacity
sharing transactions and the maker of trading rules, should
be safe, fair, and stable. The platform operator should
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regulate the participants’ operations to ensure orderly and
fair competition in the platform and facilitate the sharing
transaction. However, since the number of participants in
the platform is continuously increasing, it is difficult for the
platform to grasp all the information on capacities of par-
ticipants. There is an opportunity for participants to take
advantage of their information for seeking more benefits.
For example, in the Tao Factory platform of China, although
the platform’s in-depth factory inspection service can enable
the manufacturing capacity requestor have a comprehensive
understanding of the production line, warehousing, and
quality control capabilities of the capacity provider, the
capacity requestor still cannot accurately grasp the
manufacturing cost information of the capacity provider due
to the difficulty in real-time supervision of the whole
manufacturing process. Since many suppliers misreport
their cost to charge an excessively high price, the Alibaba
group takes measures to punish suppliers for their false
quotation, according to the rules of the website. In the
platform, the capacity provider may have three choices on
the cost information: disclosing the real cost information,
misreporting the cost information, or hiding the cost in-
formation. In this paper, we consider the scenario that the
capacity provider misreports the cost information and ex-
amine its influence on the decision-making process.

On the other hand, the platform is also a profit-oriented
enterprise. It may conceal certain information or collude
with participating companies for the purpose of pursuing
benefits. With the rapid expansion of the capacity sharing
platform, the highly clustered platform is more likely to
breed opportunistic behavior such as misreporting infor-
mation. For example, the Tao factory platform will offer the
order supervision service to the capacity requestor that
orders a quantity of more than 100 pieces. The order su-
pervisor will help the requestor find a more appropriate
capacity provider and monitor the production process to
guarantee the product quality and delivery time. Since order
supervisors from different places know well the capacity
providers in their nearby regions, respectively, the platform
will assign a proper order supervisor for the capacity re-
questor according to their requirements on the location of
the capacity provider. Order supervisors may help the ca-
pacity providers misreport information to attain more
benefits because they usually have long-term cooperative
relationships with capacity providers in their vicinity. If this
collusion behavior can also bring higher benefits to the
platform, the platform may also connive at this behavior.
This will cause potential loss for the capacity requestor and
disturb the orderly and fair transaction in the platform.

Therefore, we consider three scenarios in this paper, i.e.,
the capacity provider reporting real cost information; the
capacity provider misreporting cost information without
being noticed by both the capacity provider and the platform
operator; the capacity provider misreporting cost infor-
mation with the acquiescence of the platform operator. We
investigate the pricing decisions and profits of SC members
under each scenario. Through comprehensive analysis on
the equilibrium results, we analyze the impact of the capacity
provider’s cost misreporting and the platform operator’s

Complexity

acquiescence. Finally, we propose the contract to incentivize
the capacity provider to disclose the real cost information
and coordinate the SC. The contributions of this research are
threefold. First, we take the cost misreporting behavior into
account in the context of capacity sharing through platform.
Second, we investigate the impact of the platform operator’s
acquiescence on decisions and provide insights on platform
governance. Third, we propose a coordination contract for
the capacity sharing SC to avoid the cost misreporting
behavior.

The remainder of this paper is organized as follows.
Section 2 reviews the literature. Section 3 formulates the
models and derives and compares the equilibrium outcomes.
Section 4 proposes the coordination contracts for the SC.
Section 5 gives numerical analysis. Section 6 presents
conclusions.

2. Literature Review

This research is highly related to three areas of literature:
manufacturing capacity sharing platform, cost information
asymmetry and SC coordination. We review them in the
following sections.

2.1. Manufacturing Capacity Sharing Platform. Although
great attention has been paid on capacity sharing between
enterprises, most previous studies have focused on capacity
sharing among enterprises without the online platform. For
example, Renna and Argoneto [1] studied the cooperation
mechanism of capacity sharing among factories based on
game theory and evaluated the benefits of this mechanism
under different market conditions and capacity conditions.
With the goal of cost minimization, Moghaddam and Nof
[2] proposed an optimal matching mechanism for sharing
demand and capabilities among enterprises in the supply
network. Moghaddam and Nof [3] further proposed a real-
time optimization and control mechanism for demand and
capacity sharing among enterprises. Yu et al. [4] studied the
circumstances under which capacity sharing among inde-
pendent companies is advantageous and proposed a cost-
sharing mechanism to ensure the stability of the capacity
sharing alliance in the queuing system. Guo and Wu [5]
studied capacity sharing among competitors under contracts
considering before and after the decision-making on ca-
pacity sharing prices. Qin et al. [6] studied the design of
revenue-sharing contract under capacity sharing between
two companies with horizontal competition. Zeng et al. [7]
studied the cooperation of service providers based on ca-
pability sharing in the queuing system and proposed a cost-
sharing mechanism that can encourage providers to reach
cooperation based on the principles of fairness and easy
implementation. Although these studies investigate
matching mechanisms, cost-sharing mechanisms, and co-
operative game between manufacturers, their researches pay
attention to the game problems between the supply and
demand sides of the manufacturing capacity, without in-
corporating the decision-making process of platform op-
erators and opportunistic behaviors of capacity providers.
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With the vigorous development of the sharing economy,
an increasing number of scholars began to pay attention to
sharing platforms, such as housing sharing platform [8],
vehicle sharing platform [9], car-hailing platform [10], and
personal to personal product sharing platform [11-13].
Although these platforms are similar to manufacturing
capacity sharing platforms in the nature of sharing,
manufacturing capacity sharing platforms connects
manufacturing enterprises with relatively greater complexity
than individuals. This puts forward higher requirements for
analyzing the behaviors and decisions of the platform op-
erator. The intermediary manufacturing capacity platform
highlighted in our paper can gather scattered manufacturing
resources and reduce the difficulties for firms in finding
sufficient manufacturing capacity or utilizing the idle ca-
pacities. Moreover, the platform has mastered a large
amount of transaction data, enabling the platform to take
advantage of big data to increase the added value of par-
ticipants. For example, it can help the factory to integrate
upstream and downstream resources and provide more
flexible services. The platform offers the order processing
supervision services to ensure the product quality and the
timely delivery. In contrast, the traditional capacity sharing
among enterprises suffers the lack of assistance and su-
pervision in capacity transaction. However, the platform, as
an enterprise, has the nature of pursuing profits, in which
opportunistic behaviors may occur.

In terms of research on manufacturing capacity sharing
platforms, Aloui and Jebsi [14] studied the optimal capacity
sharing strategy between two different but interdependent
consumers on the platform, pointing out that the optimal
strategy depends on the level of bilateral participation and
externalities between them. Li et al. [15] studied the sharing
and scheduling problem of decentralized manufacturing
resources and proposed an optimization algorithm based on
multiagent. As a kind of manufacturing capacity sharing
platform, i.e., cloud manufacturing platform has attracted
the attention of many scholars. Ren et al. [16], Adamson
et al. [17], and Yang et al. [18] have deeply discussed the
concept, characteristics, and industry applications of cloud
manufacturing platforms. These studies conceptually
explained the functional characteristics of the cloud
manufacturing platform. Argoneto and Renna [19] pro-
posed a cloud manufacturing capacity sharing framework
based on cooperative games and fuzzy theory, which showed
that this allocation strategy can enable enterprises to
faithfully report their demand information. Tao et al. [20]
proposed a manufacturing service supply and demand
matching system in the cloud environment. Based on cloud
design and cloud computing, Thekinen and Panchal [21]
provide matching services for providers and demanders
including services and products.

Most of the abovementioned studies on the capacity
sharing platform have focused on the capacities and re-
sources matching and optimization in the manufacturing
platform, considering the intermediary role of the platform.
Some studies explain the role of the capacity sharing plat-
form from a theoretical framework. Few studies have
considered the opportunistic behavior of participating

companies and the platform operator. This paper focuses on
the influence of capacity providers’ misreporting of cost
information and collusion with the platform operator on
decisions and profits of SC members.

2.2. Cost Information Asymmetry. In the traditional supply
chain without the consideration of sharing platform, the
problem of cost information asymmetry has been studied by
many scholars. Scholars mainly focus on how to design
contracts to encourage SC members to share real infor-
mation when the owner conceals the cost information or
discloses the false cost information. For example, Xu et al.
[22] studied the impact of the emergency supplier with
private cost information on the performance of primary
suppliers and manufacturers and pointed out that a com-
bined contract including lead time and transfer payment can
encourage emergency suppliers to report real cost infor-
mation. Cakanyildirim et al. [23] investigated how retailers
design profit-sharing contracts to achieve supply chain
coordination when the production cost is private infor-
mation. Cao et al. [24] studied the design of the optimal
wholesale price contract considering the private cost in-
formation of retailers in the dual-channel supply chain.
Kayis et al. [25] discussed whether the manufacturer directly
purchases from the second-level supplier or delegates the
first-level supplier to purchase under cost information
asymmetry. Lei et al. [26] explored the game between
suppliers with private production cost information and
retailers facing inventory inaccuracy issues and designed a
revenue-sharing contract to coordinate the supply chain.

Ma et al. [27] investigated decisions and profits of supply
chain members under the wholesale price contract and the
two-part tariff contract when the cost of social responsibility
input is private information. Wang et al. [28] studied the
production and pricing decisions of an assembly system
composed of a single manufacturer and two complementary
suppliers and analyzed the value of production cost infor-
mation sharing. Dai et al. [29] focused on the information-
sharing strategies of manufacturers with private production
cost information when facing competitive retailers in dif-
ferent market competition environments and found that the
optimal strategy is related to the degree of competition, the
return cost, and the relationship between the retailer’s es-
timated and real production costs. In these literature, most
researchers considered that other members of the supply
chain will predict the cost information or offer different
contracts to identify high or low-cost types. Yan et al. [30]
studied the impact of manufacturers’ misreporting cost
information on decision-making and profits when there is a
competition between two manufacturers and between
manufacturers and retailers.

They analyzed the value of cost information sharing, the
impact of cost misreporting, and further studied the design
of incentive mechanisms for gaining real information, which
provides insights into the mechanism design to avoid cost
misreporting in this paper. Since they do not involve the
participation of the capacity sharing platform, they do not
consider the impact of misreporting on platform operator’s



service fee decision and profits and not involve in the sit-
uation where the platform may acquiesce to the cost mis-
reporting. Thereby, mechanism design with the participation
of platform operator is not discussed.

2.3. SC Coordination. A large number of researches have
been done on SC coordination. Revenue-sharing or
revenue and cost-sharing contract has been widely
adopted by many researchers. To cite a few in recent years,
Hu and Feng [31] investigate the optimization of a supply
chain under both supply and demand uncertainty and
propose the revenue-sharing contract and service re-
quirement to coordinate the supply chain and further give
conditions of achieving coordination. Xie et al. [32]
propose the revenue and cost-sharing contract to coor-
dinate a dual-channel closed-loop supply chain and in-
crease the retailer’s efforts regarding servicing and
recycling. Su et al. [33] propose a cost profit-sharing
contract to coordinate a closed-loop supply chain with
third-party recycling, taking environmental protection
factors into account. Jian et al. [34] design a revenue-
sharing contract to coordinate a supply chain with
competing manufacturers, considering the manufac-
turer’s peer-induced fairness concern model and the
manufacturer’s distributional fairness concern model.

Coordination of SC under cost information asymmetry
has also attracted the attention of researchers. For example,
Wang et al. [35] propose an innovative coordination con-
tract including the trading quantity, the transfer payment,
and the profit allocation rules to coordinate a supply chain
under asymmetric information on manufacturing cost and
degree of risk aversion. Wang et al. [36] propose the col-
laboration mechanism consisting of the order quantity and
the innovative transfer payment under production cost
information asymmetry. Liu et al. [37] propose a coordi-
nation mechanism for a corporate social responsibility-
sensitive supply chain to inspire the supplier to reveal the
true corporate social responsibility cost information and to
improve the performance of the supply chain.

The abovementioned literature on SC coordination
mostly focuses on the supply chain without the third-party
platform. They provide guidance for us to design coordi-
nation contracts as well as the avoidance mechanism of cost
misreporting behavior. The main difference of this paper
with them is in that the incorporation of the service fee
decision and the possible acquiescence of the platform in our
decision-making and coordination models. This paper in-
vestigates the cost of misreporting behavior in a capacity
sharing SC. Like the previous study such as Xin and Sun [38],
we also investigate equilibrium results under different sce-
narios. Specifically, we built models of disclosing real cost
information, misreporting cost without being noticed, and
misreporting cost with the platform operator’s acquiescence.
We try to analyze the influence of the misreporting behavior
on decisions and profits of SC members and further design
the contract to enable the capacity provider to report the real
cost information and achieve SC coordination.
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3. Models

3.1. Model Description. In a supply chain consisting of a
capacity provider (M), a capacity demand side (M,), and a
capacity sharing platform operator (P), M, purchases the
manufacturing service of a single product from M;. The
paper considers a platform at a mature stage, i.e., the
platform has a large number of participants. P has strong
market power and is the leader of the SC. The dominant
power of the leader in this paper refers to the priority of
pricing. All SC members are risk-neutral and completely
rational, that is, they make decisions based on the principle
of maximizing their own profits. M, is a small and medium-
sized manufacturing company with surplus capacity, and it
is not directly oriented to the end market. M, is a more
comprehensive ~ manufacturing and  sales-oriented
manufacturing company with a market power higher than
M,. P charges a service fee for M, for example, the Tao
Factory platform charges a service fee for capacity providers
but does not charge a fee for capacity requestors in the
current stage. Based on the service fee, M, determines the
sales margin and M, determines its wholesale price.

The market demand D of the product is a linear function
of the market price p, i.e., D = a - bp, where a is the po-
tential market size. We assume that a is large enough to
avoid meaningless situations. b is the price sensitivity co-
efficient, and a and b are both positive values. p is the sales
price of M,. p=w+r, where M, decides the wholesale
price w and M, decides the sales margin r. Suppose the real
unit product production cost of M, is ¢, and M, may lie
about the production cost for its own benefit. We denote the
cost reported to M, as k¢, and k is the cost misreporting
coeflicient of M, k > 0. M, will determine k with the goal of
profit maximization. M, may understate the production cost
(i.e., 0 <k <1) to attract M, in order to win the contract, or
M may overstate the production cost (i.e., k > 1) to charge a
higher wholesale price. We will investigate the optimal
decision of k for M in this paper. P charges M, a service fee
s for the transaction, s > 0, and s is the decision variable of P.
Since the fixed investment at the platform’s start stage exerts
no effect on our analytical results, the marginal service cost
of processing online transactions is relatively low, and we
normalize the platform’s cost to zero. We consider that M,
can completely meet the capacity demand of M,. In addi-
tion, to simplify the calculation and highlight the focus on
production cost misreporting, we also normalize the unit
inventory cost and the sales cost to zero. The notations in
this paper are summarized in Table 1, and the supply chain
structure of this article is shown in Figure 1. In this article,
subscripts s, m, p, and sc represent M, M,, P, and the entire
SC; the subscript r represents the reaction function of a
member’s decision or profit to a certain decision variable.

3.2. Decentralized Model with Real Cost Information (Model
DR). In this section, we first analyze decisions and profits of
SC members when M, reports real production costs. Profit
functions of M,, M,, and P are as follows:
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TaBLE 1: List of notations.

Notation

Definition
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Market demand
Capacity provider
Capacity requestor
Manufacturing capacity sharing platform
Potential market size
Price sensitivity coefficient
Real unit product production cost of M,
Cost misreporting coefficient, decision variable of M,
Unit sales price of the product
Unit sales margin, decision variable of M,
Unit service fee, decision variable of P
Unit wholesale price, decision variable of M,
Ratio of sales revenue shared by M, 0<A<1
Proportion of production cost shared by M, 0<¢<1
Service fee proportion, 0<p <1
Profit of M,
Profit of M,
Profit of P
Profit of the entire SC

w, k
Capacity | oor C_k Manufacturing capacity | ">
provider (M,) sharing platform

————— +» Information flow

— Decision

v ,
Capacity - | _7__ > Consumers
requestor (M,)

FIGURE 1: Supply chain structure.

HZR:r(a—b(w+r)); (1)
1R = (a-b(r+w)(w-c-s); (2)
n?R =s(a-b(w+r)). (3)

Since this paper assumes that P is the leader of the SC
and the channel power of M, is higher than that of M,, the
decision-making process of SC members in this section is as
follows. P first decides the service fee s; then M, determines
the sales margin by r, and during this period, M, should
consider the reaction of M,, and then M, decides the
wholesale price w. We adopt the backward induction to
solve this Stackelberg game and derive the Proposition 1.
Please refer to the Appendix for proofs of all propositions.

Proposition 1. When M, discloses real cost information,
equilibrium solutions and profits are given as follows:
wPR = (5a + 3bc)/ (8b); rPR = (a — be)/ (4b); sPR = (a - be)
/(2b). nPR = (a - bc)*/ (64b); iR = (a - be)*/ (32b); n?R =
(a - bc)*/(16b); nPR = 7 (a - be)*/ (64b).

Proposition 1 shows that the profits of all SC members
under the model DR increase with the market size and

decrease with the price sensitivity and the production cost.
And, it is easy to get that the platform operator’s profit is the
highest compared with the profits of other SC members. It
implies that changes in exogenous variables such as an increase
in market size, a decrease in the cost of M, and a decrease in
the sensitivity of consumers to product prices are beneficial to
all SC members, while these changes benefit P the most.

3.3. Decentralized Model with Cost Misreporting to M, and P
(Model DH). In this section, we consider that M, deliberately
misreports its production cost information to both M, and P
and construct a decentralized decision-making game model.
For example, Tao Factory platform in China provides in-depth
factory inspection services. The capacity provider may de-
liberately misrepresent the production capacity information to
the platform during the factory inspection or misreport the
cost of raw materials and processing costs when making
quotations. In this case, the profit function of M, is the same as
equation (1), the profit function of P is the same as equation
(3), and the profit function of M, thought by M, and P is

7P = (a - b(r +w)) (w - ck - s). (4)

The real profit function of M, is equal to equation (2). In
model DH, M, decides the optimal k to maximize its own



profit and then announces its own production cost as kc. M,
and the platform believe that kc is its true cost; similar to the
sequence of decisions under the model DR, the platform first
decides s and M,, then decides r, and then M, decides the
wholesale price w. It is notable that when deciding w, the
objective function of M, is to maximize the profit function
with cost misreporting, i.e., equation (4) instead of its real
profit function equation (2). It is because that each of SC
members can predict others’ reactions to a certain decision
under information disclosure. M,’s pricing decision should
coincide with its misreporting behavior [30].

Proposition 2. The optimal response function of each SC
member to the k under model DH: w?H = (5a + 3bck)/ (8b);
rPH = (a - bck)/ (4b); sPH = (a - bek)/ (2b), where
0<k<k=a/(bc).

Proposition 2 shows that the wholesale price increases
with the cost misreporting coefficient, the sales margin
decreases with the cost misreporting coefficient, and the
service fee decreases with the cost misreporting coefficient.
By simple calculation, we can further know that the sales
price increases with the cost misreporting coefficient. The
service fee will also decrease with the cost misreporting
coefficient. This shows that when M, overstates cost in-
formation, its wholesale price will increase, and manufac-
turers will reduce sales margins in order to avoid excessively
high sales prices that will affect sales volume. Since the sales
price increases with the cost misreporting coefficient, the
increase in the wholesale price has a greater impact on the
sales price than the decrease of sales margin. Overstatement
of cost information will adversely affect the customers’
benefit. Based on the reaction functions in Proposition 2, we
can derive the reaction function of M,’s profit:

D (a —bck) (a + bec (-8 + 7k))

5
g b (5)

Taking the first derivative of 72 with respect to k, we get
onl/0k = (1/32)c (3a + be (4 — 7k)). Taking the second de-
rivative of 72 to k yields 9°nD/ok? = —(1/32) (7bc?) < 0.
Therefore, the optimal k can be obtained by solving the first-
order condition and we can get the optimal cost mis-
reporting coefficient as follows:

kDH -~ 3a + 4bc

7bc (©)

When 0<k< (3a + 4bc)/ (7bc), 715 is an increasing
function of k; when (3a + 4bc)/ (7bc) < k <k, 7l is a de-
creasing function of k. Due to a > bc, it is easy to get kPH > 1.
Therefore, M,’s optimal strategy is to overstate the pro-
duction cost to kPH. M,’s excessively overstatement on
production cost information will damage its profit, since the
excessively high production cost information will exert
negative impacts on sales volumes which will be greater than
the positive impact on wholesale prices with the increasing k.

Bringing the optimal cost misreporting coefficient kPH
into each reaction function in Proposition 2, we can obtain
wPH = (11a + 3bc)/ (14b), rPH = (a - bc)/ (7b), sPH = (2
(a-bo)/(7b). aP = (a-bc)/(28b), #PH = (a-bc)’/
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(98b), rt?H = (a-bc)*/(49b), and T[gH =13(a - bc)?/
(196b). Comparing the profits of SC members and the entire
SC under model DH and model DR yields the results in
Proposition 3.

H>7.[DH

aee D D D . DR DH _ _DR
Proposition 3. 7 >, s T ST, Tt <,

et <R, and w2 <Ok,
Proposition 3 indicates that the profit of M, among the
profits of SC members under model DH is the highest, and the
profit of M, is the lowest. In comparison to the model DR, the
profit of M, jumps from the lowest to the highest with cost
misreporting. Proposition 3 shows that M, will benefit from
misreporting the production cost, which is unfavorable to
both M,’s profit and P’s profit. The reason is that overstating
the cost will increase the sales price and reduce the sales
volume, the sales margin, and the service fee, leading to the
decrease in profits of M, and P. Thereby, it is advisable for M,
and P to propose a contract for avoiding the cost misreporting
behavior. Moreover, Proposition 3 also implies that the cost
misreporting will cause losses to the entire SC, which shows
the necessity of a hedging mechanism. As the rule maker of
the platform and the leader of SC, P should actively inspire SC
members to reach an agreement for SC coordination.

3.4. Decentralized Model under Cost Misreporting with the
Platform Operator’s Acquiescence (Model DC). In this sec-
tion, we consider that M, misrepresents the cost informa-
tion. P is aware of M,’s cost misreporting behavior and
colludes with M, by acquiescing in cost misreporting be-
havior to gain more profits. Specifically, the sequence of the
Stackelberg game in model DC is as follows. P determines
the service fee s with the knowledge of the real cost infor-
mation ¢, and M, determines k and M, lies to M, about the
production cost information. Regarding kc as the real
production cost, M, decides the sales margin r. M, then
determines the wholesale price w to maximize its profits and
ensure consistency with the misreporting behavior.

The profit function of M, is the same as equation (1), and
the profit function of P is the same as equation (3). The M,’s
profit function thought by M, is equal to equation (4), and
the M,’s real profit function is the same as equation (2).
Similar to the model DR, we adopt backward induction to
solve this Stackelberg game and show the equilibrium so-
lutions and profits in Proposition 4.

Proposition 4. Under model DC, equilibrium solutions and
profits are given as follows: kPC = (1/6)((a/bc) + 5),
wPC = (3a + be)/ (4b), rPC = (a - be)/ (6b), sPC = (a —be)/
(2b). 7P€ = (a - bc)?/(48b), 7€ = (a - be)*/ (72b), ﬂ?c =
(a - bc)*/(24b), and nP€ = 11(a - bc)*/ (144b).

We can learn that the profit of P under model DC is the
highest, and the profit of M, is the lowest. It implies that
after misreporting M,’s profit became the lowest among the
three SC members in both model DH and model DC, and
after collision with M, the proportion of the P’s profit in the
profit of entire SC turns back to the highest. We further
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compare the equilibrium results of model DR, model DH,
and model DC and obtain Proposition 5.

Proposition 5. (1) 1<kPC<kPH, PR =¢DC5 PH
pPR > ¢DC 5 yDH DR ¢ yDC ¢ (yPH  pDR ¢ pDC ¢ pDH (2
ngi > n%g > 71%5, aPR <aP¢ <nl, wR>alC > M, and
nSC > T[SC > ﬂSC °

Proposition 5 points out that compared with mis-
reporting costs to both M, and P, the cost misreporting
coefficient under collusion is lower, the platform service fee
is higher, the sales margin is higher, the wholesale price is
lower, and the final sales price is lower. Although the P’s
profits in model DH and model DC are lower than those in
model DR, P can gain more profits when colluding with M,
in comparison to model DH. The same applies to the profit
of the entire SC. It implies that, under cost misreporting
behavior, P’s collusion with M is conducive to both M, and
P. In contrast, misreporting to both M, and the P is the most
favorable to M. Therefore, it is easy for M, to exaggerate
production costs, which will be detrimental to M,, P, and
the entire SC. Furthermore, for gaining more profits than
that M, can earn in model DR, M, may be willing to pay a
transfer payment which is up to the difference between M;’s
profit in model DC and M,’s profit in model DR to P for
persuading P to acquiesce in the cost misreporting behavior.
M, has a big motivation to initiate the coordination contract
to avoid the cost misreporting behavior.

At present, many capacity sharing platforms are actively
advocating the manufacturing enterprise’s digital transfor-
mation, which can improve the visualization of the whole
production process and strengthen real-time data interac-
tion. It can help the capacity requestor and the platform
operator monitor the operations of capacity provider to
reduce the misstatement of information. However, the
digitalization of SC is still in the early stage in China. For
example, a small number of manufacturers have finished the
digital transformation in the Tao factory platform. In this
paper, we tried to use the coordination mechanism to avoid
cost misreporting and improve the performance of SC.

4. Coordination Contract for the SC

In this section, we first investigate the centralized decision
model of the SC to find out the SC performance gap between
decentralized and centralized settings and take the cen-
tralized model as the benchmark of SC coordination. Under
centralized decision-making, SC members make decisions as
an integrated entity, and their profit function is

75 = (p-c)(a-Dbp). )

It is easy to derive the optimal sales price p© = (a + bc)/ (2b).
The optimal profit of the entire SC is given by
rtscc = (a - bc)*/ (4b). By comparing the decisions and profits
under centralized and decentralized models, we can get
Proposition 6.

Proposition 6. p© < pPR< pPC<pPH and 7S >nPR>
¢ > gDH,

Proposition 6 shows that the sales price under a cen-
tralized setting is lower than that under a decentralized
setting. The profit of the entire SC is the highest under
centralized setting, due to the double marginal effect and
information misreporting in the decentralized setting.

Based on the equilibrium results in SC under a cen-
tralized setting, we explore the role of sales revenue-
sharing and cost-sharing contracts in avoiding the cost of
misreporting behavior and coordinating the SC. In this
contract, M, sells products directly to consumers at the
wholesale price of M, and shares part of the production
cost of M,. At the end of the sales season, M, and M,
share sales revenue. For example, in the Tao Factory
platform in China, the capacity requestor can choose to
provide the raw materials of the product and bear the
corresponding cost. Let A denote the ratio of sales revenue
shared by M;, 0<A<1; let ¢ represent the proportion of
production cost-shared by M;, 0< ¢ <1. Thus, the pro-
portion of sales revenue shared by M, is 1 — A, and the
proportion of production cost borne by M, is 1 — ¢. We
assume the unit service fee charged by P is proportional to
the wholesale price, which is denoted by s = pw, where p is
the service fee proportion. On this basis, the profit
functions of M,, M,, and P under the sales-revenue-
sharing and cost-sharing contract are as follows:

7 = (a - bw) (~ck¢ + \w - pw); (8)

nfnsz (1-MNw(a-bw)—-ck(1l-¢)(a-bw); 9)

nﬁs = pw(a - bw). (10)

When k = 1, equations (7) and (8) are, respectively, the
profits of M, and M, when M, reports real production cost.
Under the sales revenue-sharing and cost-sharing contract, M,
and M, negotiate on the value of A and ¢. On this basis, the
decision-making sequence is as follows: P determines the
proportion p, and then M, decides the cost misreporting co-
efficient k and the wholesale prices w. Using backward in-
duction, we get the sales revenue-sharing and cost-sharing
contract as shown in Proposition 7.

Proposition 7

(1) In the sales revenue-sharing and cost-sharing contract,
p=A—¢; K& =1, wh = (a+bc)/(2b) = p°, ﬂfs = (¢(a
~be)?)/(4b), 7S = (bc—a)(aA—-1)+bc(A- 24 +1))/
(4b), nﬁs = (A-¢)(a-bc)(a+bc)/ (4b), and alS=
(a—bec)*/ (4b) = 7TSCC.

(2) When 1/7<¢<5/8 and (4a¢+a+bc(4¢—1))/
(4(a+bc)) <A< (Za+bec (164 —7))/(8(a+bc)), we can

ensure 0<p<l1 and RS > max{nlR, 7l n€Y,
RS DR _DH _DC RS DR __DH _DC
T, Zmax{nm N | 1 and rrp Zmax{ﬂp ,rrp ,np }

Proposition 7 shows that, under the sales revenue-
sharing and cost-sharing contract, the supplier will choose to
report the true cost. Thereby, this contract can effectively
avoid the cost misreporting behavior of M, . The profit of the
entire SC has also reached the profit of SC under a



centralized setting. Under the conditions of the parameters
given in Proposition 7, the profit of each SC member is not
lower than their respective profit under a decentralized
setting. Therefore, the sales revenue-sharing and cost-
sharing contract can coordinate the SC.

The platform should act as the coordinator in the ca-
pacity sharing transaction and be committed to improving
the performance of the entire SC rather than focusing solely
on its own profits. Although P’s profit increases with the
service fee proportion, P should set the proportion with a
moderate value, i.e., A — ¢, to facilitate the coordination of
SC. When P offers order processing supervision service, the
order supervisor is suggested to actively facilitate the co-
ordination contract in the SC. For example, in Tao factory
platform, instead of punishing the supplier which misreports
cost information and offers false quotation as mentioned in
Introduction, the platform operator can utilize the coordi-
nation contract to address the essential drive of the mis-
reporting behavior.

On the premise of guaranteeing that each SC member’s
profit with coordination contract is no less than that without
coordination contract, M, can properly concede to M, in
the bargaining of A and ¢, so as to encourage M,’s accep-
tance of the coordination contract. It is advisable for M, to
sign the coordination contract to improve its own profit and
benefit the entire SC. It is worth noting that the wise strategy
for the M, in reaching the coordination contract is to
struggle for a higher production cost-sharing ratio.

5. Numerical Analysis

On the manufacturing capacity sharing platform, the market
demand faced by M, is given by D =10-0.5p, i.e., the
potential market size a =10, and the customers’ price
sensitivity coefficient for the product b =0.5; M, seeks
product processing capacity through the platform, and M,
on the platform reached a processing agreement with it. The
actual product production cost of M, is ¢ = 0.2. Bringing
these parameter values into Proposition 7, we can get the
range of A and ¢ that can coordinate the SC, as shown in
Figure 2. When A and ¢ lie within the range of triangle ABC
(including three sides and vertices) in Figure 2, the contract
can effectively coordinate the SC.

To visually show the coordination effect of this contract,
Table 2 gives profits of SC members and the entire SC before
and after coordination. First, we can derive the optimal sales
price of the SCis p = 10.1 under centralized setting, and the
profit of entire SC is < = 49. Table 2 shows that the re-
lationship between the profits of SC members and the entire
SC under a decentralized setting before coordination verifies
Proposition 5. The profit of the entire SC under each
decentralized model is much lower than that under the
centralized setting, which demonstrates the Proposition 6.
With the coordination of sales revenue-sharing and cost-
sharing contracts, the profit of the entire SC can reach the
level of centralized setting, which verifies Proposition 7.
Table 1 also shows that if parameters A and ¢ are defined as
point A in Figure 2, M, is the biggest beneficiary after
coordination. Similarly, M, benefits the most from the
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FIGURE 2: The range of A and ¢ when achieving SC coordination.

TaBLE 2: Effect of the coordination contract on profits of SC
members and the entire SC.

A ¢ ﬂS ﬂm ﬂP ﬂSC
Model DR — — 3.06 613 1225 21.44
Model DH — — 7 2 4 13
Model DC — — 408 272 817 1497
Figure 2, point A 0.87 0.625 30.63 613 1225 49
Figure 2, point B 0.39  0.14 7 29.75 1225 49
Figure 2, point C  0.86 0.14 7 6.15 3585 49

coordination contract when A and ¢ are defined as point B in
Figure 2; the platform operator’s profit is improved to the
largest extent under the coordination contract if A and ¢ are
defined as point C in Figure 2. The values of A and ¢ reflect
the negotiation power of M, and M,.

The sales revenue-sharing and cost-sharing contract
designed in this paper serve as guidance for P to inspire the
collaboration among SC members. A moderate service fee,
which equals to the difference between the revenue-sharing ratio
and the cost-sharing proportion, is critical to facilitate the co-
ordination. The ranges of the revenue-sharing ratio and pro-
duction cost-sharing proportion derived in this paper provide
references for M, and M, in their negotiation. It is wise for M,
to assume a greater share of production cost in the meantime of
struggling for a higher share of sales revenue, in order to achieve
profit maximization. Under the service fee charged by P, M, is
prone to share a large ratio of the production cost, since the
service fee proportion in the coordination contract decreases
with the production cost-sharing ratio.

6. Conclusions

In the manufacturing capacity sharing platform, the
transactions between capacity requestors and capacity
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providers are often short-term and flexible. Although the
platform can conduct qualification supervision on par-
ticipants, the platform cannot fully control the production
capacity information disclosed by participants due to
limitations of current technology and management ca-
pacity. Capacity providers can easily use their information
advantages to generate opportunistic behavior. And, the
platform may collude with it for the purpose of profit-
seeking and acquiesce in the opportunistic behavior, which
will affect the interests of capacity requestors and even
damage the overall performance of the SC. This paper
investigates a SC consisting of a capacity requestor, a ca-
pacity provider, and a platform operator. Taking the cost
misreporting behavior of capacity providers into account,
we use game theory to analyze the decisions and profits of
SC members in models of disclosing the real cost infor-
mation, misreporting cost information to both the capacity
requestor and the platform operator and misreporting cost
to the capacity requestor with the acquiescence of the
platform operator. By comprehensive comparisons be-
tween decisions and profits in different models, we examine
the influence of cost misreporting and the platform’s
collusion. Finally, we propose the coordination contract for
the SC to avoid the cost misreporting behavior and improve
the performance of the SC. The main findings are as
follows.

In the manufacturing capacity sharing platform, capacity
providers have the incentive to overstate the production
cost, and they can set higher wholesale prices by mis-
representing their production costs. Exaggerating produc-
tion cost within a certain range can help capacity providers
gain more profits, while the excessive exaggeration will be
detrimental to their own interests. When the capacity
provider overstates the cost information, the sales price will
increase, profits of the capacity requestor and the platform
operator will be damaged, and the profit of the entire SC will
also decline. Compared with misreporting to both the
platform operator and the capacity requestor, the platform
operator’s collusion with the capacity provider is favorable
to the capacity requestor and the platform operator.
However, the capacity provider will be inclined to lie to both
of them. The sales revenue-sharing and cost-sharing contract
can effectively avoid cost misreporting behavior of the ca-
pacity provider, and when the revenue-sharing ratio and
cost-sharing proportion are within a certain range, the
contract can improve the supply chain members’ profit and
achieve the SC coordination.

Theoretically, this paper enriches the literature on pro-
duction cost information asymmetry and capacity sharing SC
by investigating the cost of misreporting behavior in the
context of capacity sharing SC and by considering the service
fee decision and the possible acquiescence behavior of the
capacity sharing platform. Besides, the sales revenue-sharing
and cost-sharing contracts proposed in this paper throw lights
on supply chain coordination under cost information asym-
metry. In practice, the platform operator is suggested to fa-
cilitate the coordination contract designed in this paper when
handling the capacity transaction between the capacity pro-
vider and the capacity requestor.

This paper has conducted research on the capacity
provider’s cost misreporting behavior in the capacity sharing
SC. This paper provides a reference for the future research
on opportunistic behavior in capacity sharing transaction.
However, we made some assumptions to simplify the cal-
culation such as the linear demand function. Relaxing these
assumptions may generate different results. In the future, we
can further explore other opportunistic behaviors such as
falsely reporting production capacity. And, the problem of
joint supply under capacity insufficiency of a single capacity
provider under the impact of opportunistic behavior is also
an interesting direction. Exploring how the government can
govern the platform is also one of future research directions.

Appendix

Proof of Proposition 1

Taking the second derivative of 7 with respective to w, we
can get ﬂsDR” = -2b<0. It implies that there exists the op-
timal w to maximize 7PR, which satisfies ﬂ?R, =0.
Solving 7PK =a-b(—c+w-s)-b(r+w)=0 yields
wPR = (a+b(c—r+s))/(2b). Substituting wP® into DX,
we can get that rtﬁR =—(1/2)r(b(c +r +s) — a). Similarly,
taking the second derivative of 70% with respective to r, we
can get nﬁé = -b<0. Solving the first-order condition, we
can get that r?R = (a—b(c+s))/(2b). Substituting erR and
rPR “into 7R, we can get ﬂ?R =—(1/4)s(b(c + s) — a).
Taking the second derivative of DR with respective to s, we
can get ngﬁ = —(b/2) <0. Solving the first-order condition,
we can get that s°R = (a - bc)/(2b). On the basis of sPR,
wPR, and rPR, we can derive the optimal wP® and rPR.
Bringing wP®, rPR, and sPR back to the profit functions, we
, and 7Dk,

can get Pk, DR, PR

Proof of Proposition 2

Taking the second derivative of 7”1 with respective to w, we
can get n?H” =-2b<0. It implies that there exists the
optimal w to maximize 7°%. Solving 7°H' = a - b(~ck +
w—s)-b(r+w)=0yields wP" = (a+b(ck—r+5))/(2b).
Substituting  wP®  into DM, we can  get
abH = —(1/2)r (b(ck +r +s) —a). Similarly, taking the
second derivative of 70 with respective to r, we can derive
nPH" = _p<0. Solving the first-order condition vyields
rf’H = (a—b(ck + 5))/ (2b). Substituting wf’H and rf’H into
ngH, we can get ﬂ?H = —(1/4)s(b(ck + s) — a). Taking the
second derivative of 7PH with respective to s, we can get
aPH" = _(b/2) < 0. Thus, we solve the first-order condition
and derive that s°H = (a — bck)/ (2b). To ensure all decisions

are positive, k should satisfy k <a/(bc), and let k = al (bc).

Proof of Proposition 3

7l — 7P = (3(a - bc)*)/ (196b) > 0. aDH — gD = (g-
bc)’/(98b) >0. 7P — PR = 9(a - bc)*/(448b) >0. mbH-
PR =-33  (a-bc)*/(1568b) <0. aPH —7PR = —33(a-

be)?/ (784b) < 0. 2 — 7PR = —135 (a —'bc)?/ (3136b) < 0.
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Proof of Proposition 4

Since 0°71,/0w? = —2b <0, we can get wPC = (a +b(ck +s -
r))/ (2b) by solving the first-order condition; Substituting
wPC into 72¢, we can get 9°7,,/0r? = b <0. Solving the
first-order condition, we can get r = (a — b(s + ck))/ (2b),
since the objective function of M, when deciding the op-
timal k is its real profit function with the real production
cost. Since 9°7./0k? = ~1/8(3bc?), we can get the optimal
reaction function k = (a + 2bc — bs)/ (3bc) by solving the
first-order condition. Finally, substituting w?“, rP¢, and kP¢
into n?c and taking the second der1vat1ve, we can get
2)27'[1,/852 = —b/3 <0. Then, solving the first-order condition
yields s = (a — bc)/ (2b). Substituting the optimal s into the
abovementioned reaction functions, we can get the optimal
decisions and profits, respectively.

Proof of Proposition 5

(1) Since  kPH — kPC = (11(a - bc))/ (42bc) >0  and
kP€ =1/6((albc) + 5) > 1, we can get 1 <k“C < k“H,
Since sPR = sPC and sP€ — sPH = 3 (a—bc)/ (14b) > 0,
we have sPR=3sPC>sPH  Gince ¢PR_4PC =
(a—bc)/(12b) >0 and rP¢ —rPH = (a - bc)/ (42b)
>0, we can get PR > #P€ > vPH Since wPR — wPC =

—(a—-bc)/(8b)<0 and wPC —wPH = —(a-be)/
(28b) < 0, we derive wPR < wPC < wPH, Since pP© -
pPH = —(a—bc)/(84b)<0 and pPC¢ - pPR = (a—
bc)/ (24b) >0, we have pPR < pPC < pPH,

(2) Since PR — 7P€ = 5(a - be)*/ (288b) >0 and 72¢-

aPH =13 (a - bc)z/(3528b) >0, we get mPR>gDC
> 7TDH. Since PR - 7P€ = —(a - be)*/(192b) <0
and 7P¢-nP =-5(a- bc)z/(336b) <0, we have

2
DR o ﬂ?c < nsD ?R - ﬂ?c = (a - bc)*/ (48b)

P = 25(a - be)’/ (1176b) > 0, we
can get T[DR > nDC >aPH . Since 7R — 7P€ = 19(a—

p p
be)? /(576b)>0 and  7P€ — 7PH = 163 (a - bc)?/

N SC
DR _ _DC g _DH
(3528b) > 0, we have w* >~ > 7",

. Since 7

>0 and 7TDC

Proof of Proposition 6

Since p©— pPR =-3(a—-bc)/(8b) <0, we have p© < pPR.
Since p© - pPH = -3(a-bc)/(7b) <0, we get pC< pPH.
Considering pPR < pPC < pPH in Proposition 5, we can get
pC < pPR< pPc <pDH Since ¢ — 7P 9(a — bc)?/ (64b)
>0, we can get 75, > k. Con51der1ng 2 < 7D¢ < 7DR in
Proposition 5, we “have 7TC > DR > 7DC > 71

Proof of Proposition 7

(1) Taking the second derivative of 77, with respective to w,
we can get 3°7,/ow? = 2b(p — A), Since p < A, we have
9*1,/0w? < 0 and there exists the optimal w to max-
imize PR wRS = (-al +ap — bckg)/ (2bp — 2bA).
The w’S predlcted by M, and the platform operator is
given by whS = (—a) + ap— beke)/ (2bp — 2bA).

Complexity

Substituting the wS into M,’s product function with
real cost information, we can get that 7 = ((a(A -
p)+bek-2)¢)  (alp—2)+bckg))/ (4b(p - 1)).
Taking the second derivative of 7y with respective to
k yields 0°m,/0k? = bc>¢*/ (2p —21)<0. And thus,
there exists the optimal k to maximize 5. Solving the
first-order  condition  dms/0k = (bc? (k — 1)¢?)/
(2(p — M) = 0 yields k%S = 1. Therefore, the optimal
strategy of M is to disclose the real cost information
and thus wfs = (—al +ap — beg)/ (2bp — 2b1). To
achieve the SC coordination, the sales price in the
coordination contract should be equal to that in SC
under decentralized setting, ie., (—al+ap-
beg)/ (2bp —2bA) = (a + be)/ (2b). To facilitate the
coordination contract, the platform operator should
set the service fee proportion as p =1 — ¢.

To ensure p >0, A > ¢ should be satisfied. Therefore,
in the coordination contract, k=1, p=1—¢, and
whS = (a +bc)/2b = p©. The profits of SC members
can be given by 7% =¢(a-bc)’/(4b), ==
((bc—a)(@a(A—1)+bc(A—2¢+ 1))/ (4b), and

RS = (A-¢)(a—bc)(a+ bc))/(Zb) The profit of
entlre SC is ﬂRS = (a - bc)*/ (4b).

(2) Since  max{nPR, 7P, 7P} = 2P, max{nPR, #lH,
DCy _ DR DR _DH _DC DR
moct =, ,andmax{ﬂp STy ,7'[P } M, We can

get ¢ > (1/7) by solving 785 > 7P Solving 785 > 7DR
yields /\ < (7a+bc(16¢ — 7))/ (8(a + bc)). Solving
myo 2R, we can  get A= (4a¢+a+bec(d¢-
1))/ (4(a + bc)). Taking the intersection of these
three range, we can derive the conditions that A and ¢
should satisty.

Comparing (7a + bc(16¢ — 7))/ (8 (a + bc)) with 0
and 1, we know that 0< (7a+bc(16¢ - 7))/ (8
(a+bc))<1. Similarly, comparing (4a¢ +a+ bc
(49— 1))/ (4(a+bc)) with 0 and 1, we get that
(4a¢ +a+bc(4¢p— 1))/ (4(a+bc))>0; when ¢<
(3a + 5bc)/ (4a + 4bc),  (4ad +a+bc(4¢ — 1))/ (4
(a+bc)) <1. Comparing (7a+bc(16¢ —7))/(8
(a+bc))and (4a¢ + a + bc(4¢ — 1))/ (4(a + bc)), we
know that when ¢> (5/8), (7a+bc (16¢— 7))/ (8
(a+bc)) < (4a¢ +a+bc(4¢ — 1))/ (4 (a+ bc)). Un-
der such situation, A < (7a + be (16¢— 7))/ (8 (a + bc))
and A> (4a¢ +a+bc(4¢ — 1))/ (4(a + bc)) have no
intersection. When ¢ < (5/8), (7a+bc(16¢ —7))/
(8(a+bc)) = (4ad + a+bc (4¢ — 1))/ (4(a + bc)).
Since ¢< (5/8) also satisties ¢ < (3a+ 5bc)/
(4a + 4bc), and A > (4adp +a+bc(4¢ -1))/ (4(a+
bc)) satisties A> ¢; therefore, (4a¢ +a + bc(4¢—
1)/ (4(a+ bc)) <A< 7a+be(16¢ —7)/(8(a + be)).
The conditions that the parameters should satisfy are
given by 1/7<¢<5/8 and (4a¢ +a+bc (4¢ — 1))/
(4(a+bc)) <A< (7a+ be(16¢— 7))/ (8(a + be)).
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The increasing homogeneous product market has made more competition among companies to focus on improving customers’
experience. In order to get more competitive advantages, companies often launch discount products to attract consumers.
However, stimulated by discount products, the perception of anticipated regret is becoming stronger, which is an inevitable issue
in front of companies with price discount strategy. Considering the impact of anticipated regret for discount products, this paper
quantitatively describes the utility functions and deduces the demand functions of original price products and discount products.
The theoretical analysis and numerical simulation are used to analyze centralized and decentralized models of supply chain for
discount products. On its basis, the revenue-sharing contract is designed to optimize the profits of supply chain. This paper finds
that the price of products increases first and then decreases with the increase of regret sensitivity coefficient and consumer
heterogeneity. When the regret sensitivity coefficient and consumer heterogeneity are lower, companies in the supply chain can
adopt the “skimming pricing” strategy in order to obtain more profits. When the regret sensitivity coefficient and consumer
heterogeneity increase, companies in the supply chain can adopt “penetrating pricing” strategies to stimulate market demand. For
high regret consumers, manufacturers can adopt a “commitment advertising” strategy to promise price and quality, and retailers
can adopt a “prestige pricing” strategy to reduce consumer perception of regret. In response to products with higher differences in
consumer acceptance, manufacturers can adopt a “differentiated customization” strategy to meet different types of consumer
demand and retailers can adopt a “differential pricing” strategy for precise marketing.

1. Introduction

In the increasingly fierce market competition, companies
generally like to implement discount products to acquire
more market advantages and attract more customers, such as
Amazon Black Friday, Tmall Double Eleven, and other
national carnival shopping discount festivals. On the day of
Double Eleven in 2019, the entire network generated 1.337
billion parcels, but the return rate after discount products
was as high as 30%. The high return cost caused the original
meager profits in the supply chain to disappear [I, 2].
Stimulated by discount products, consumers often expect
the current original price products and the future discount
products separately. When they realize that their current

choices may regret in the future, the negative emotions
shown are anticipated regret. The anticipated regret will not
only reduce the shopping experience of consumers but also
inevitably produce various resource waste and cost losses
[3, 4]. Modern business management has attached great
importance to this issue. Like Amazon, AliExpress, and JD.
com, many physical malls have promised consumers to
enjoy the “right to regret” and implemented offline shopping
service with no reason to return and exchange. This measure
reduces the risk of consumer anticipated regret and im-
proves corporate reputation [5]. On the other hand, affected
by the anticipated regret stimulated by discount products,
the product returns will be seriously damaged during the
return process. If the supply chain member companies only
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consider their own interests and disregard the decisions of
other members, it will lead to supply chain coordination
problems [6]. The circulation is particularly tricky, specifi-
cally manifested as the profits of the members of the supply
chain are not guaranteed, and the profit distribution of the
supply chain system is uneven. Revenue-sharing contract is a
new profit-based form of profit, and its flexible distribution
mechanism is particularly suitable for competitive supply
chains whose demand depends on price [7]. Therefore, this
article considers the revenue-sharing contract as a coordi-
nation mechanism.

The “discount products” has become the most common
promotion method for enterprises. This promotion strategy
brings a surge in transaction volume for the enterprises but
also makes consumers face shopping difficulties during the
promotion period when the product is out of stock and
codes. Consumers need to make choices about the uncertain
future promotion environment or do not understand the
real values of original price products and discount products
before they buy them. Once uncertainty disappears, con-
sumers regret when they know they could have made better
choices. With frequent “discount products” promotion
strategy, the anticipated regret from consumers will become
more common. This phenomenon greatly affects the pro-
motion decisions of enterprises and makes the supply chain
evolve new characteristics and laws. Aiming at the behavior
of anticipated regret for discount product, this paper in-
troduces the negative utility formula of anticipated regret to
derive the demand functions of the original price products
and the discount products. After analyzing the impact of
regret sensitivity coefficient and consumer heterogeneity on
supply chain members, the revenue-sharing contract was
introduced to optimize the supply chain.

In summary, in the face of discount product strategies
that companies often adopt, what is the impact of anticipated
regret on decision-making for consumers? How to guarantee
the profits of the member companies of the supply chain
under the consumers’ anticipated regret? How should the
supply chain choose the appropriate coordination mecha-
nism to achieve the improvement of channel utility? The
above has become a new problem in theoretical research and
practical management. Revenue-sharing contract is widely
used in real life as the most applicable and flexible contract in
the supply chain coordination mechanism. The article not
only enriches the behavioral economic theory related to
consumer anticipated regret but also provides practical basis
for companies’ discount product strategies.

2. Literature Review

Aiming at the impact of anticipated regret on the supply
chain stimulated by price discounts, this paper designed the
revenue-sharing contract to optimize the supply chain
profits. So, the following issues are closely related to discount
products supply chain, anticipated regret, and revenue-
sharing contract. In the following section, the paper reviews
studies relevant to discount products supply chain and
anticipated regret and highlights the revenue-sharing con-
tract in this situation.
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Discount product in supply chain is not only an im-
portant topic in everyday society but also receives significant
attention in academia. The most representative was that by
Monahan [8] who proposed that sellers can attract con-
sumers to increase order volume through discount products,
thereby creating more profits. Raju [9] first discovered that
the increase of discounts strength will increase the variability
of category sales. Davis and Millner [10] used case analysis to
demonstrate the impact of different discounts on consumer
purchasing behavior, indicating that lower discounts were
not favored by consumers. Chan and Lee [11] studied the
realization of coordination and incentives for a single co-
ordination model of a single supplier multibuyer supply
chain based on discount products of buyer order intervals,
finding that the discount products which guaranteed the
buyer’s overall related coordination costs were reduced.
Andrews et al. [12] studied the relationship between mar-
keting and discount products and found that the influence of
marketing on sales purchases follows an inverted U-shape
relationship under the moderating effect of price discounts.
When the discounts are moderate, it is the strongest. Xia [13]
studied a supply chain with only one retailer and supplier
and addressed how retailers should use their ordering and
price decisions to respond to temporary price discounts
from their suppliers. Gao et al. [14] established a dual-
channel supply chain model, studied the impact of price
discounts on the bullwhip effect in e-commerce, and found
that price discounts in online retail markets generally am-
plify the bullwhip effect in the retail supply chain. Shaikh
et al. [15] study two different inventory models, namely, (a)
inventory model for zero-ending case and (b) inventory
model for shortages case. The demand for both models is
considered as price and stock dependent, whereas shortages
are partially backlogged at a rate with the length of the
waiting time to the arrivals of the next lot. Most of the
literature about price discount is based on the assumption
that consumers complete rationality. In the actual purchase
process, consumers are extremely susceptible to discount
products and may have anticipated regrets in purchasing
decisions.

Anticipated regret is more common and the discount
product strategy becomes more frequent, so more research
studies focus on anticipated regret. Most of the existing
literature analyzed purchasing behavior from the perspective
of consumers. Loomes and Sugden [16] proposed and
studied the theory of anticipated regret for the first time.
Simonson’s [17] research found that they would buy
products that are guaranteed and free from regrets in future
choices after consumers learn that they have made wrong
decisions. In contrast, it is less likely to buy more risk
products (cheaper products; lesser-known brands). Larrick
and Boles [18] found that anticipated regret can make people
more risk-seeking than risk-averse. Zeelenberg [19] through
empirical research found that anticipated regret promoted
risk-aversion and risk-seeking options. Bjilkebring et al. [20]
conducted research based on the network day and law and
found that anticipated regret was relatively common in daily
life decision-making. Anticipated regret was less frequent
than predicted regret, so controlling and preventing regrets
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is an important strategy in our daily decision-making. Syam
etal. [21] studied the relationship between anticipated regret
and product standardization. By establishing a game model,
it was found that the higher the anticipated regret coefficient,
the more inclined to purchase standardized products, and
this relationship will weaken as the number of products
increases; Yin and Yu [22] analyzed the impact of antici-
pated regret on consumers’ impulse purchase behavior
through a 2 x 2 experimental design and found that antic-
ipated regret had a mediation effect in the impact of impulse
traits and shopping situations on impulse purchases. Nasiry
and Popescu [23] considered two “regrets for action” and
“abandon regrets” and analyzed the impact of these two
types of anticipated regret on consumers’ early purchase
decisions. On this basis, Jiang et al. [24] studied the con-
sumer utility formulas with these two types of anticipated
regret and analyzed the impact of the sensitivity coefficient
of anticipated regret and consumer heterogeneity on the
company’s new product development strategies. Liu and
Zhang [25] analyzed the two-stage dynamic game between
retail enterprises and consumers under the symbiotic re-
placement strategy and single product replacement strategy
and found that anticipated regret has a significant impact on
consumers’ own purchase decisions. Sarangee et al. [26] use
anticipated regret theory to develop a model and demon-
strate how forward-looking emotions can lead decision-
makers to continue failing NPD projects in business-to-
business (B2B) markets. The results suggest that anticipated
drop regret plays a significant role in commitment to a
failing course of action, whereas anticipated keep regret
actually reduces commitment. Zhang et al. [27] studied the
impact of consumer’s anticipated regret on the product
innovation supply chain and proposed a continuous re-
placement product plan. Enterprises should adopt a
“moderate innovation strategy” for long-term development.
When the attribute exceeds the threshold, the “skimming
pricing strategy” is adopted for innovative products; when
the product depreciates rapidly, the “skimming pricing
strategy” is adopted for incumbent products, and the
“penetrating pricing strategy” is adopted for innovative
products. The above researches show that anticipated regret
has a significant impact on the decisions of supply chain
member companies but does not study the impact of an-
ticipated regret caused by “discount products” on supply
chain member companies.

In recent years, research on supply chain contract has
been quite rich. Starting from Cachon and Lariviere’s [28]
classic study on supply chain coordination contracts, various
contract forms are widely used in a variety of scenarios. Such
option contracts were used to solve supply chain financing
decisions [29], and wholesale price contracts were used to
coordinate retailers” loss-averse supply chains [30]. Reve-
nue-sharing contracts were used to resolve channel conflicts
in dual-channel supply chains [31]. Jian et al. [32] examined
the contract coordination between manufacturers with peer-
induced and distributional fairness concerns and found that
there is a revenue-sharing contract parameter in both the
peer-induced and distributional fairness concerns of man-
ufacturers. The repurchase contract is suitable for

coordination when the retail price is unchanged, but the
revenue-sharing contract can also play a good coordination
effect under the variable retail price. Compared with the
traditional wholesale price contract, the revenue-sharing
contract has greater flexibility and practicality. The actual
situation of the article is directed to the “price discount
promotion” strategy; the most typical feature is that the retail
price is variable, so it is more appropriate to choose the
revenue-sharing contract.

The existing literature on discount products is mostly
based on the assumption of “consumer complete rational-
ity.” But in the actual purchase process, consumers are
extremely susceptible to price discounts and are not very
clear about the actual utility of discounted products. This has
led many consumers to regret after purchasing discounted
products [33, 34]. Therefore, it is particularly important to
cross-integrate the anticipated regret under discount
products with the research on supply chain operations
management. Based on this, this paper combines discount
products and anticipated regret theory to build three models
of centralized decision, decentralized decision, and revenue-
sharing decision and analyzes the influence of regret sen-
sitivity coefficient and consumer heterogeneity.

3. Problem Description and Demand Function

3.1. Problem Description. Suppose that consumer wants to
buy a product that has just hit the market early. Based on the
past shopping experience, the product will be sold at a
discount in the future. At this time, consumers are faced with
two choices. If they purchase the current original price
products, they may regret the expensive purchase. If they
buy future discount products, he may face uncertain factors
such as product out of stock and code, which may lead to
regret for missing the purchase opportunity. The perfor-
mance of this kind of consumer anticipating future risks
before making decisions is called anticipated regret. This
paper uses p, and p, to denote the selling price of the
original price product and the discount product per unit,
respectively, and p; = 6 - p, (9 is the discount level per unit
of product).

Considering a supply chain consisting of a manufacturer
(represented by the subscript M) and a retailer (represented
by the subscript R), the original price products existing in the
market will be discounted at a certain time in the future. p,
represents the price of each unit of original price products.
pa represents the discount price products. p; =6 - p, (0 is
the discount level per unit product). At this time, the
consumer’s valuation for the original price products is v and
obeys the uniform distribution on [0,1]. According to
consumers’ preference for discount products, they are di-
vided into two types: higher preference (type 6;;) and lower
preference (type 0;). 0 and 0, respectively, indicate ac-
ceptance of discounted products by two types of consumers.
Set 0y =1, 0, =1—y. This article uses y=0y5—-0; to
represent consumer heterogeneity. That is the difference in
acceptance of discount products between 8;; and 0; con-
sumers, because consumers do not know the discount time
and discount information of discount products. They are not



sure of their true preferences before buying, and they do not
know the expected utility that can be obtained by purchasing
discount products. They only know whether to choose the
original price products or the discount products; there are 1/
2 possibilities to regret; that is, the probability of belonging
to both 8 and 0, is 1/2. The consumer’s expected utility in
purchasing discounted product can be expressed as
((6 + 0,)/2)v. Because consumers have a certain fear of
anticipated regret, the anticipated regret generated before
the purchase decision will have certain side effects on the
consumer’s utility. According to research by Jiang et al. [24],
the formula for calculating the anticipated regret side effects
is as follows:

AR = =) - prob(U;>U,)- (U, -U,). (1)
When the consumer chooses to purchase the original

price products, the consumer of type 6;; may regret. The net
utility of type 0;; consumers who give up buying original
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price products and buying discount products is
Uj =0yv—py =v—06p, The actual net utility of type 0
consumers who continue to choose to purchase original
priced products is U, = v — p,,.

When the consumer chooses to purchase the discount
products, the consumer of type 8; may regret. The net utility
of type 0, consumers who give up buying discount products
and buying original price products is U ¢ =V = p, Theactual
net utility of type 0; consumers who continue to choose to
purchase  discount  products is U.=60,v-p,; =

(1 -y)v-96p,.

3.2. Demand Function. According to the above-mentioned
analysis, the expressions of the anticipated regret net utility
of consumers who purchase of the original products and the
discount products are as follows:

A
Uy=v=pu=5 (=0p,) - (= p,)) = v+ 22 -2+ (8- 1),

_(v=3p,)+ (@ -yv-03p,) A

U
d 2

2(V_Pn_((1_Y)V_‘SPn)) (2)

TN Puy 98—
=2 @-y= M)+ 2 (=26 -19).

Similar to the description of Orsdemir et al. and Chiang
et al. [35, 36], consumers purchase the original price
products when U, >U,; and U,, > 0 are satisfied. Consumers
purchase discount products when U, <U,; and U; >0 are
satisfied. =~ The  critical  payment  points  are
vy =—-2p, (6 -1y, vy = (p,(2+A—=61)/2), and

vy = (p,(A=38(2+1))/-2+ vy +yA) derived from U, =U,,
U, =0,and U, = 0. Comparing these three critical payment
points can obtain the demand function of the original price
product and discounted product in the supply chain at this
time:

2 —
P @FAZON e o,
2p,(6-1) . 14
D = d = < ”— 5
" JUH>Ud,Un>Of(V) Y L+ y ’ lfOSP”SZ—Z(S’
: Y
0, if p,>——,
L "T2-28
(3)
[0, if p, <0,
2,01 _pA-8Q+D) oy
Dd:J F(dv = y 2ty 2-26
U,>U,,U >0
1_pn(/\—é(z+)t)) ifp, > Y
-2+p+yA 2-26
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In the game model, the unprofitable situation of the
companies in the supply chain is not considered. The price of
the products needs to satisfy the inequality:
0< p, < (y/2 - 28). At this time, the demand functions of the
original price products and the discount products are as
follows:

D, =1+2p,A,
(4)
Dd = (—2A - B)Pn
Among them,
A0t
Y
(5)
A=6(02+1)
p=t——"7%
y+pA—2

4. Models of Different Power Structures

When manufacturers and retailers play a game in the supply
chain, the manufacturers determine the wholesale price of
the products, and the retailers determine the retail price of
the products. According to the demand function of original
price products and discount products, the profit expressions
of manufacturers and retailers are as follows:

Ty (w) = (w-¢)(1+2p,A)+(w-c)(-2p,A-p,B), (6)

TR (pn) = (Pn - w)(l + zpnA) + (8pn - w) (—anA - PnB)'
(7)

4.1. Centralized Decision-Making Model. In the case of
centralized decision-making situation (CL), manufacturers
and retailers form a unified decision-making body. They
start from maximizing the overall total profits of the supply
chain. The total profit 7 of the entire supply chain under
centralized decision-making is as follows:

7TCL = (w - C)(l - pnB) + (pn - w)(l + anA)
+ ((Spn - LU) (_zpnA - pnB)

Since ngﬂ‘ > 0 needs to be satisfied, 8A(—1+ §) + 4B5 >0
and (9°7°t/0p?) = 4A — 4A8 — 2BS < 0 are satisfied. So, the
stagnation point is the point where the profit of the un-
constrained equilibrium model is maximized. Derivate p, in
(8), and obtain the equilibrium expression of retail price p,;:

* 1+ Bc
pSL =— 9)
—4A + 4A0 + 2BS

(8)

Substituting the above expression, the total profits of the
supply chain in the case of centralized decision-making
situation can be obtained:

cLe (1 + Bc)?

_ _ 10
TALL T 8 A(Z1+06)+ 4B © (10)

4.2. Decentralized Decision-Making Model. Decentralized
decision (DL) situation studies traditional manufacturers-
dominated supply chains, where manufacturers have a
dominant role in the pricing process. For example, the
vehicle manufacturing company Toyota Motor has com-
pleted the preliminary research and development, pro-
curement, manufacturing, logistics (shipping), and 4S store
management mode on the basis of the original manufac-
turer. Other upstream and downstream supply chains are
supporting enterprises [37]. In the entire supply chain,
Toyota car manufacturers have the leading power. Solved by
the inverse induction method, the retailers’ profits function
formula (7) finds the first derivative of p, and gets the
response function of product retail price p, to wholesale
price w:
1 + Bw

T4A(-1+0) +2B8 (1)

Py
Substituting (11) into (6) gives the manufacturers’ profits
function expression for w:

1+ Bw

o (W) = (“’_C)(l T4A(-1+0)+2B8

B). (12)

Since HE,IL * >0 needs to be satisfied, 2A (-1 + §) + B6 >0
is derived. (0%m,/0w?) = —(B*/2A(-1+8) +B8) <0 is
proved. The stagnation point is the point where the profit of
the unconstrained equilibrium model is maximized. Find
the first-order partial derivative of w in (12) to obtain the
equilibrium expression of the wholesale price w. Replace the
reaction function (11) to obtain the equation of equilibrium

Py
pLs 4A(0-1)+B(Bc+25-1)
w = >
2B

(13)
2 1+ Bc

DL*:E S T
o Ti\BT2a0-D+B3)

By substituting the above expressions back, we can
obtain the demand functions for the original price products
and discount products and the profits of manufacturers and
retailers in the case of decentralized decision-making
situation:
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A A+ ABc
DDL*Zl S, ST
n "B IAG 1) +2B6
1 2 1+ Bc
DY = QA+B)| - ),
a =34 )< B 2A(8—1)+B8>
(14)
2 2
pL« _ (4A+ B+ B’c—-2(2A + B)J)
™M T 8B (2A(6—1) + BY)
i, —48A%(8-1)*—8AB(8-1)(Bc+ 68— 3) + B*((1+ Bc)” — 4(Bc - 3)8 - 1267)
TRoT 168 (2A (6 — 1) + Bd) :

4.3. Model Analysis

Proposition 1. A has an inflection point. When A is smaller
than the inflection point, p, is positively correlated with A,
and w is positively correlated with A; when A is greater than
the inflection point, p,, is negatively correlated with A, and w is
negatively correlated with A.

Proposition 1 shows that, as the regret sensitive coefficient
increases, the wholesale price and retail price increase first and
then decrease. This is because the regret sensitive coefficient is
smaller, companies in the supply chain adopt a “skimming
pricing” strategy to increase customer perceived value. When
the regret sensitive coefficient increases, the reduction of
wholesale and retail prices will stimulate more market de-
mands and obtain more supply chain profits. At this time,
enterprises should increase the supply of products to meet
market demands, increase product promotion efforts, and
attract potential customers to expand consumer groups.

Proposition 2. y has an inflection point. When y is smaller
than the inflection point, w is positively correlated with y;
when vy is greater than the inflection point, w is negatively
correlated with y.

Proposition 2 shows that, with the consumer hetero-
geneity increases, the wholesale price of a product increases
first and then decreases. This is because when consumer
heterogeneity is lower, supply chain companies gain market
profits by increasing product prices. But when consumer
heterogeneity is higher, supply chain companies stimulate
market demand by reducing the wholesale price of products.
At this time, enterprises adopt customized service strategies
for consumers with different market preferences and provide
professional, one-to-one services.

Proposition 3. Compare and analyze the total profits of the
supply chain under different decision-making situations, and
find that nQk; <nGhr.

Proposition 3 shows that the total profits of the supply
chain in the case of centralized decision-making are always
greater than that in the case of decentralized decision-
making. This is because the centralized situation is based on
maximizing the overall total profit of the supply chain.

Centralized decision-making can make manufacturers, re-
tailers, and consumers benefit.

The above proposition proof process is detailed in
Appendix. Because derivative result of profits formula is too
complicated, the results will be discussed in the numerical
analysis section.

5. Revenue-Sharing Contract

The supply chain collaboration incentive mechanism
based on the revenue-sharing contract is that the man-
ufacturer wholesales the product to the retailer at a lower
wholesale price w in the early stage of the sale. After the
sales cycle ends, the retailers receive ¢(0<¢@<1) pro-
portion of revenue and share 1— ¢ proportion of sales
revenue to the manufacturers. The profits of the manu-
facturers and the retailers after being coordinated by the
revenue-sharing contract (the coordinated expression is
marked with “CO”) are as follows:

7-[5\:/!0 (w) = (LU _C)(l - PnB) + (1 - ¢)(Pn(l + zpnA)

(15)
—8]?” ((2A+ B)pn))’

7-[1(2:0 (pn) = (¢pn - w)(l + zpnA) + ((/56177, - UJ) ((_2A - B)pn)'

(16)

The purpose of the revenue-sharing mechanism is to
make the optimal retail price under the decentralized de-
cision equal the sales price when the expected profit of the
supply chain is maximized; that is, pS°© = pSt. The optimal
retail price after deriving the retailers’ profit (16) from p,, can
be calculated:

Bw + ¢

co _
P =3 (2A 1240+ Bo)g a7

Therefore, as long as (17) is equal to (9), the purpose of
incentives is achieved:

w = co. (18)

Take formulas (17) and (18) into formulas (15) and (16),
respectively, and the total profits of the manufacturers,
retailers, and supply chain after the revenue-sharing contract
are as follows:
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co ((1+Bc)* —8Ac(8—1)-4Bcd)(1-¢)

v = 8A(6—1) + 4Bd :

2
nCO:((1+Bc) —8Ac(6—1)—4Bc8)<p’ (19)
R 8A(8-1)+4BS

[ele) ( 1+ BC)2

TALL T gA (- 1)+4B6

—48A2 (8 - 1)* = 8AB(8 — 1)(Bc + 68 — 3) + B*((1 + Bc)* — 4(Bc - 3)8 - 126°)

The revenue-sharing contract needs to meet the principle
of individual rational people; that is, the profits of the
manufacturers and the retailers must not be less than the
profits of the noncooperation:

Sy = (20)
70 = . (21)

From (20) and (21), we can get

(4A+ B+ B -2(2A + B)o)

4B>((1+ Be)® — 8Ac(8 — 1) - 4Bcd)

Proposition 4. Under the role of the supply chain collabo-
ration mechanism of revenue-sharing contract, the wholesale
price should satisfy w = co, and

—48A% (8-~ 1)* - 8AB(8 — 1) (Bc + 68 — 3) + B2((1+ Bc)* — 4(Bc - 3)8 - 128%)

<p<l- ]
¢ 2B2((1+ Bc)* — 8Ac(8 - 1) — 4Bcd)

(22)

(4A + B+ B*c - 2(2A + B)8)’

4B>((1+ Bc)* —8Ac(8 1) — 4Bcd)

Proposition 4 shows that when the revenue-sharing
contract is introduced for coordination, the revenue-sharing
ratio ¢ is an increasing function of the wholesale price w.
This means that, in the case of decentralized decision-
making, when the wholesale price agreed between the
manufacturers and the retailers is higher, the retailers will
enjoy the higher proportion of the ¢ benefit, and the pro-
portion of the 1 — ¢ benefit to the manufacturers is smaller.
Because when the wholesale price is higher, the retailers’
purchase costs paid by the retailers at the beginning of the
sales season are higher. At the end of the sales season, the
smaller the profit realized by the retailers is, the smaller the
proportion of profits shared with the manufacturers will be.

6. Numerical Analysis

On the basis of theoretical analysis, in order to further visually
inspect, this part uses the method of numerical simulation to
study the influence of regret sensitivity coeflicient and con-
sumer heterogeneity on the pricing decisions of various
enterprises in the supply chain. According to the past ex-
perience, a cup with cost of two dollars will be discounted by
0.8% during the promotion period. Suppose that such con-
sumers who prefer discounted cup are 8;; = 1, and those who
prefer original price cup are 6; = 0.1. Consumer heteroge-
neity y = 0 — 0, = 0.9 indicates the difference in the ac-
ceptance of discounted cup between these two types of
consumers. Consumers’ sensitivity to anticipated regret is
A = 0.7. Therefore, the parameters of numerical simulation
are setas 6 =0.8,y=09,1=0.7, and c = 2.

<p<l- .
¢ 2B%((1 + Bc)® - 8Ac(8 - 1) — 4Bcd)

(23)

6.1. Sensitivity Analysis of Regret Sensitive Coefficient.
Because anticipated regret affects consumers’ acceptance of
the cup, it has an important impact on the supply chain. For
further visual inspection, the change curves of retail price,
wholesale price, and system profits in the supply chain are
plotted. It can be shown in Figures 1 and 2.

It can be seen from Figure 1 that the wholesale price
(Figure 1(a)) and retail price (Figure 1(b)) of products will
decrease with the increase of the regret sensitivity coefficient.
And the retail price in the case of centralized decision-
making is much higher than that of decentralized decision-
making. This shows anticipated regret expanding the un-
certainty of cups’ market transactions, so companies can
adopt “penetration pricing” strategies to stimulate market
demands.

It can be seen from Figure 2 that, with the increased
regret sensitivity coefficient, manufacturers’ profits
(Figure 2(a)), retailers’ profits (Figure 2(b)), and the total
profits of supply chain (Figure 2(c)) will increase. This shows
“penetration pricing” strategy adopted by companies in the
supply chain, which has stimulated market demands and
achieved a surge in corporate profits. At this time, manu-
facturers and retailers should especially strengthen the
quality and commitment of cups to consumers with high
levels of anticipated regret and reduce the level of consumer
regret perception. In the case of centralized decision-mak-
ing, the total profit of the supply chain is much higher than
that in the case of decentralized decision-making. The
decentralized decision-making situation needs to be coor-
dinated to achieve the optimal decision of the supply chain.
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(c) the total profits of supply chain.

6.2. Sensitivity Analysis of Consumer Heterogeneity.
Because different types of consumers have different accep-
tance levels of discount cups, the paper uses y to indicate
consumer heterogeneity. This article studies the impact of
consumer heterogeneity on cups’ prices and the profits of
both parties. It can be shown in Figures 3 and 4.

As can be seen from Figure 3, with consumer hetero-
geneity increases, the wholesale price (Figure 3(a)) of the
product decreases, and the retail price (Figure 3(b)) in-
creases first and then decreases. This is because the het-
erogeneity of consumers increases the uncertainty of the
cup’s market. Manufacturers adopt the “low-cost strategy”
to obtain more market demands. Retailers first increase the
perceived price of customers by increasing the retail price of
cups. The “low-price strategy” attracts high-preference (6
type) consumers. At this time, the supply chain companies
can understand the different shopping preferences of con-
sumers through market research and adopt a “commitment-
based advertising strategy” to make quality and price
commitments to consumers, reducing the uncertainty of
consumer perception. In the centralized decision-making
situation, the retail price in this case is higher than the
decentralized decision, which shows that market leaders
often adopt price competition strategies to obtain supply
chain profits. When y — 0, the retail price in the case of
decentralized decision-making was greater than that in
centralized decision-making. Because there are no infinitely
small cognitive differences in the product market, this case is
not considered in the paper.

As can be seen from Figure 4, as consumer heterogeneity
increases, manufacturers’ profits (Figure 4(a)) increase first
and then decrease and retailers’ profits (Figure 4(b)) and the
total profits of the supply chain (Figure 4(c)) all increase.
This shows that, in the face of consumers with different cup’
demands, companies adopt “customized services” and “low-

price competition” strategies to stimulate enterprises to
obtain more profits. The profit in the case of centralized
decision-making is always higher than the profit in the case
of decentralized decision-making. Therefore, this paper
designs a contract coordination mechanism for decentral-
ized decision-making situations to achieve optimal decision-
making in the supply chain.

6.3. Optimal Results and Comparison of Different Decision
Models. First, by comparing the optimal results under the
decentralized decision and centralized decision and reve-
nue-sharing mechanism, it can be seen in Table 1 that,
compared with decentralized decisions, centralized deci-
sion-making reduces the retail price of products and in-
creases the total profit of the supply chain. In other words,
decentralized decisions reduce the overall profit of the
supply chain and therefore need to be coordinated. After
introducing the revenue-sharing contract to coordinate
decentralized decision-making, we can know that when the
revenue-sharing coefficient satisfies 0.26 < ¢ <0.51 (derived

from Proposition 4), there are always 750 > lf, 750 > 7Rt

andn§P) >7R% . This proves that the design of the revenue-
sharing contract increases the profits of both the manu-
facturer and the retailer, and the overall profit of the supply
chain reaches the total profit of the centralized decision-
making supply chain. The revenue-sharing contract mech-
anism coordinated the decentralized supply chain, achieved
Pareto improvement, and achieved a “win-win” situation in
the supply chain.

Figure 5 shows that any value is within the range of
0.26 < ¢ <0.51, manufacturers’ profits (Figure 5(a)) under
the revenue-sharing mechanism gradually increase, and
retailers’ profits (Figure 5(b)) gradually decline with ¢ in-
crease. The profits that manufacturers and retailers can
distribute in any proportion are greater than the profits

>
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FIGURE 4: The impact of consumer heterogeneity on profits in the supply chain: (a) manufacturers’ profits, (b) retailers’ profits, and (c) the
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TaBLE 2: Explanation of major symbols and hypothesis.

Variable symbol Variable description Assumptions

P The selling price of the original product per unit

Pa The selling price of the discount product per unit

w Wholesale price product per unit

) Discount level of product per unit 0<d<1

v The consumer valuation of buying original price products 0<v<l1

0y Consumers who have a higher preference for discount products 0y =1

0, Consumers who have a lower preference for discount products 0,=1-y
NGelf,ch Regret sensitivity coefficient, used to measure how sensitive consumers are to anticipated regret 0 <A<L A =1, =2
prob(U,;>U,) The possibility of anticipated regret prob(U;>U,) = (1/2)
y Consumer heterogeneity

o Net effect of forgotten products

U, Net effect of chosen products

c Manufacturer’s production costs

when the two parties do not cooperate. When the two parties
agree on the parameters of the revenue-sharing contract, the
parameters can choose any value in the area. At this time, the
profits of both parties are greater than or equal to the profits
when they do not cooperate.

7. Conclusions

This article considers consumer anticipated regret caused by
the “price discount” strategy, constructs centralized deci-
sion-making, and decentralizes decision-making models. By
examining the effects of regret sensitivity coefficient and
consumer heterogeneity on the pricing decisions of supply
chain member companies, this paper studies the company’s
promotion strategies.

As the regret sensitivity coefficient and consumer het-
erogeneity increase, the price of the product first increases
and then decreases. When the regret sensitivity coefficient
and consumer heterogeneity are lower, companies in the
supply chain can adopt the “skimming pricing” strategy in
order to obtain more profits; as the regret sensitivity coef-
ficient and consumer heterogeneity increase, market
transactions uncertainty has expanded, so companies in the
supply chain can adopt “penetrating pricing” strategies to
stimulate market demand. Through numerical simulations,
it has been found that low-price strategies cause manufac-
turers in the supply chain to bear more profit losses. For high
regret consumers, manufacturers can adopt a “commitment
advertising” strategy to promise price and quality, and re-
tailers can adopt a “prestige pricing” strategy to reduce

consumer perception of regret. In response to products with
higher differences in consumer acceptance, manufacturers
can adopt a “differentiated customization” strategy to meet
different types of consumer demand, and retailers can adopt
a “differential pricing” strategy for precise marketing.

This article analyzes the impact of anticipated regret
under the stimulation of discount products and designs a
revenue-sharing contract to achieve a win-win situation for
manufacturers and retailers. Although our research ad-
dresses some issues, there are still some limitations. For
example, this article does not consider the impact on the
supply chain when there is a competition between original
price products and discount products, nor does it consider
the impact of regrets on the retailer-led supply chain at the
same time.

Appendix

A. Sign Convention

In the model constructed in this paper, the definition and
assumptions of specific parameter symbols are shown in
Table 2.

B. Proof Process of Propositions

The first proposition: the expressions of decentralized de-
cision-making (DL) w and p,, respectively, find the first-
order partial derivative of A and get

dwPt (24 +(2+1)0)(-16(-1+0)* +y(8+7A+8(-14 - 131+ §(4 +6)))))

oA 2p(=A+ 82+ 1))

apEL_—2+y+(2+y)8

>

(B.1)

y(2c(—l +8)” - y8) 2

oA 4

It can be seen that A has an inflection point. When A is
smaller than the inflection point, (dwPL/0A) >0, (apEL/

(-4(-1+87+y201 +A)+8(—4+(—3+8))L)))2 S (A-82+1)

0A)>0. When A is greater than the inflection point,
(owPl/o)) > 0, (apEL/a)t)>0. Therefore, Proposition 1 is
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proved. The specific proof process of the centralized decision
case (CL) is similar to the decentralized decision case (DL)
and is omitted here for the sake of space.

The second proposition: in the case of decentralized
decision-making, the expression w finds the first partial
derivative of y:

dwPt  —16(-1+0)* + Y (1+1)(4+ 31 +8(=6+ (=5 + 20)1))

oy 2298 +y(=1+8)A)?

(B.2)

It can be seen that y has an inflection point. When y is
smaller than the inflection point, (0pP*/dy) >0. When 7y is
greater than the inflection point, (9p-/0y) > 0. Therefore,
Proposition 2 is proved. The specific proof process of the
centralized decision case (CL) is similar to the decentralized
decision case (DL) and is omitted here for the sake of space.

The third proposition: subtract the total profit of the
supply chain in different situations:

(4A + B+ Bc - 2(2A + B)d)’
16B2(-2A + 2A0 + BY)

DL CL *

ALL T ALl T

(B.3)

Since —2A +2A8+B§>0, nlk — Sk <0 is always
true, so Proposition 3 is proved.
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The design, planning, and implementation of intelligent manufacturing are mainly carried out from the perspectives of meeting
the needs of mass customization, improving manufacturing capacity, and innovating business pattern currently. Environmental
and social factors should be systematically integrated into the life cycle of intelligent manufacturing. In view of this, a green
performance evaluation methodology of intelligent manufacturing driven by digital twin is proposed in this paper. Digital twin
framework, which constructs the bidirectional mapping and real-time data interaction between physical entity and digital model,
provides the green performance evaluation with a total factor virtual image of the whole life cycle to meet the monitoring and
simulation requirements of the evaluation information source and demand. Driven by the digital twin framework, a novel hybrid
MCDM model based on fuzzy rough-sets AHP, multistage weight synthesis, and PROMETHEE Il is proposed as the methodology
for the green performance evaluation of intelligent manufacturing. The model is tested and validated on a study of the green
performance evaluation of remote operation and maintenance service project evaluation for an air conditioning enterprise.
Testing demonstrates that the proposed hybrid model driven by digital twin can enable a stable and reasonable evaluation result. A
sensitivity analysis was carried out by means of 27 scenarios, the results of which showed a high degree of stability.

1. Introduction

The concept of intelligent manufacturing rose in the 1980s.
Its emergence and development are closely related to the
four industrial revolutions and the development of related
technologies and industries. First of all, the first and second
industrial revolutions brought manufacturing industry into
the era of mechanization and electrification. With the in-
vention and application of atomic energy and electronic
computer technology, the third industrial revolution
appeared. In the same period, terms representing new

manufacturing paradigms such as flexible manufacturing
cells (FMCs) [1], flexible manufacturing systems (FMSs) [2],
computer integrated manufacturing (CIM) [3], and intel-
ligent manufacturing system (IMS) [4] are emerging grad-
ually. After more than 40 years of development and progress,
intelligent manufacturing has gradually evolved from con-
cept to industrialization and integrated into the emerging
fourth industrial revolution.

At present, the design and implementation of intelligent
manufacturing are mainly carried out from the perspectives
of meeting the needs of mass customization, improving
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manufacturing capacity, and innovating business pattern. In
some theoretical research and practice, green or even sus-
tainability has also been brought into the intelligent
manufacturing paradigm. But most of them focus on the
optimization of energy consumption in the manufacturing
process. For example, cloud platform is used for promoting
resource sharing and improving application efficiency of
manufacturing system [5]; combining big data technology in
the product life cycle to achieve sustainable intelligent
manufacturing is proposed [6]; big data method was used for
energy efficiency optimization [7], anomaly detection [8],
and energy consumption monitoring [9] in intelligent
manufacturing process; and through the analysis of relevant
literature, it can be seen that there is no clear definition of
green intelligent manufacturing in the current academic
circle, and few research studies systematically integrated
environmental and social factors into the design, planning,
and implementation of intelligent manufacturing [10, 11].
On the one hand, the current research and practice pay more
attention to the core business and competitive elements (for
example, productivity improvement, personalized custom-
ization, and intelligent services). On the other hand, the
improvement of the environment and social impact of in-
telligent manufacturing may conflict with the realization of
other elements and even may bring a lot of investment costs.
The research on the green of intelligent manufacturing is still
in the exploratory stage.

At present, there are many researches on performance
evaluation of intelligent manufacturing, focusing on the
following aspects.

The first aspect is overall performance evaluation of
intelligent manufacturing enterprises. Gong [12] introduced
a three-tier index system to evaluate the performance of
enterprise intelligent manufacturing by using the compre-
hensive scoring method of experts, which covers many
aspects of enterprise performance, but does not involve
environmental performance, and only uses an overall sat-
isfaction degree for the evaluation of employees. Jia and Shi
[13] use the DEA model of cross efficiency to measure the
performance of some listed intelligent manufacturing en-
terprises, which can evaluate the overall economic perfor-
mance of enterprises, but cannot pay attention to the details
of intelligent manufacturing itself, and does not consider the
environmental factors.

In the second aspect, enterprise’s intelligent
manufacturing capability is assessed. Yi et al. [14] established
the evaluation model of enterprise intelligent manufacturing
capability based on tensor analysis and measured the en-
terprise intelligent manufacturing capability from three
dimensions of life cycle, system level, and intelligent func-
tion. Similarly, Ding et al. [15] put forward the intelligent
manufacturing capability maturity model from three di-
mensions of manufacturing resources, manufacturing as-
surance, and intelligent promotion, which can support
enterprises to describe their comprehensive level of intel-
ligent manufacturing. Qu et al. [16] used Douglas produc-
tion function and seemingly unrelated regression (SUA)
analysis to evaluate the production capacity of intelligent
manufacturing enterprises, so as to compare its advantages
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and disadvantages with traditional manufacturing capacity.
Schumacher et al. [17] proposed an empirical model to
evaluate the industry 4.0 maturity of discrete manufacturing
enterprise, in which nine dimensions and sixty-two indi-
cators were established for evaluation, including the items of
the impact on employees and products.

The third aspect is environment and social impact as-
sessment of intelligent manufacturing. There are few re-
search studies on intelligent manufacturing environment
and social impact assessment. The above two aspects or part
of the performance assurance research of intelligent
manufacturing involved environmental and social dimen-
sions, but it was often described as a macromethod only
including environmental or social factors as a macro-
indicator [18].

In addition, Mashhadi and Behdad [19] summarized the
shortcomings of traditional life cycle assessment (LCA) in
the assessment of the environment impact of intelligent
manufacturing, combined with the characteristics of intel-
ligent manufacturing, and put forward the assessment
concept based on product characteristics data. It is mainly a
scheme of data collection and real-time assessment by using
the new generation of information technology, rather than
studying specific assessment methods. Peruzzini et al. [20]
used social life cycle assessment (SLCA) to evaluate the
impact of the implementation of intelligent manufacturing
on the society, but it only focuses on the general social
impact, not the special impact of intelligent manufacturing
on employees or users.

By creating the virtual model of physical entity in a
digital way and simulating the behavior of physical entity by
means of data, digital twin has the characteristics of real-
time synchronization, faithful mapping and high fidelity
through the means of virtual real interaction feedback, data
fusion analysis, and decision iteration selection optimization
[21]. Digital twin can promote the interaction and inte-
gration of physical world and information world and in-
crease or expand new capabilities for physical entity [22]. In
this study, digital twin mainly focuses on obtaining the
virtual image of all factors in the whole life cycle of intel-
ligent manufacturing project to meet the monitoring and
simulation requirements of the evaluation information
source and demand for the green evaluation of intelligent
manufacturing. Based on digital twin technology [21, 22],
the complete and dynamic mapping interaction between
physical entity and digital model in green performance
evaluation of intelligent manufacturing can be realized. And
then, how to comprehensively master the multidimensional
influencing factors and their coupling relationship for
comparative analysis is the key problem in green perfor-
mance evaluation of intelligent manufacturing.

Multicriteria decision-making (MCDM) [23, 24] by
using the experience and wisdom of experts is a feasible
method to comprehensively consider the multidimensional
influencing factors and their coupling relationship that affect
the green performance evaluation. In the existing similar
evaluation problem and its solution, the value or importance
of a factor is usually evaluated by one expert in numerical
number form, which is unreasonable due to the preferences
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of individual expert and the fuzziness of expert judgment
[25, 26]. Additionally, the green performance evaluation of
intelligent manufacturing includes multidimensional
influencing factors with complex coupling relationship, and
these factors and their relationship are dynamic evolution.
Therefore, it is difficult for a single expert to achieve accurate
judgment with the numerical number form as the judgment
opinion, while integrating the fuzzy number form judgment
of multiple experts is more reasonable. Trapezoid fuzzy
number, which is a key definition in fuzzy theory, can reflect
the internal uncertainty of expert’s judgment [27, 28]. To
express the expert judgment value about the value or im-
portance of the index, using trapezoid fuzzy number can
better describe the uncertainty. The single weight method
cannot fully reflect the weight information. The weights
obtained by the multiple weight method should be
synthesized.

To sum up, there is a lack of special, systematic, and
objective research to evaluate the green performance of
intelligent manufacturing. The existing studies prove the
necessity of green performance evaluation of intelligent
manufacturing and provide reference for the study of this
paper. Additionally, digital twin can provide an overall
information framework for this study. In view of this, this
paper constructs an overall information framework driven
by digital twin for the green performance of intelligent
manufacturing. In this framework, the digital twin system is
formed by mapping and interacting between intelligent
manufacturing entity and intelligent manufacturing model.
All activities in the life cycle of intelligent manufacturing
entity interact with the model in real time, and both physical
entity and digital model provide a source of digital twin data.
With the full mastery of digital twin data by multiple experts,
a novel hybrid MCDM model based on fuzzy rough-sets
AHP, multistage weight synthesis, and PROMETHEE 1I
(FRSA-MSWS-PII) is proposed as the methodology for the
green performance evaluation of intelligent manufacturing.

The rest of this work is arranged as follows: overall
framework driven by digital twin is stated in Section 2;
Section 3 builds the novel hybrid MCDM model (FRSA-
MSWS-PII) for the green performance evaluation of intel-
ligent manufacturing, which include three phases: multi-
expert judgment integration based on fuzzy rough-sets AHP,
multistage weight synthesis, and intelligent manufacturing
project evaluation by PROMETHEE II; case study is given in
Section 4 by an application of remote operation and
maintenance service project evaluation for an air condi-
tioning enterprise; Section 5 presents a discussion of the
results and validation of the FRSA-MSWS-PII model; finally,
Section 6 summarizes the conclusion.

2. Overall Framework

On the basis of digital twin technology [21, 22], the bidi-
rectional mapping and real-time data interaction are con-
structed between physical entity and digital model.
Therefore, the comprehensive data integration and fusion of
physical entity and digital model can be realized and form
the digital twin data that can support and drive the green

performance evaluation methodology. In addition, the green
performance evaluation methodology results in an optimal
project alternative selection, which can interact with the
physical entity and digital model and provide the physical
entity and digital model with the support of decision-
making. The overall framework built in this paper is driven
by digital twin. As shown in Figure 1, it consists of three
layers, which are the digital twin concept layer, information
layer, and methodology layer.

The bidirectional mapping and real-time data interaction
between physical entity and digital model are defined the-
oretically in the digital twin concept layer. In the design stage
of intelligent manufacturing project, multiple project al-
ternatives are produced in general. All of them meet the
actual demands. After that, in the test running stage, the
original intelligent manufacturing project will be adjusted
and optimized iteratively. Finally, an optimal alternative is
determined and put into formal running stage. Additionally,
the data of formal running stage will also be fed back to assist
in the selection optimization of design stage.

Intelligent manufacturing project entity really exists in
the physical world, while intelligent manufacturing project
model is a real and complete digital mirror image of in-
telligent ~manufacturing project entity. Intelligent
manufacturing project model can integrate all influencing
factors related to green performance evaluation of intelligent
manufacturing project. At the same time, it is a dynamic
model, which can describe the dynamic evolution of the
whole life cycle including but not limited to the design, test
running, and formal running stages.

3. Hybrid MCDM Model (FRSA-MSWS-PII)

3.1. Fundamental Concepts. The fundamental concepts in
the proposed hybrid model mainly include two aspects:
trapezoid fuzzy number (TFN) related to fuzzy mathematics,
rough approximation set (RAS), and rough boundary in-
terval (RBI) related to rough-sets theory [27, 28].

3.1.1. Trapezoid Fuzzy Number (TFN). A TFN is defined as
follows:

a=(ax0,p). (1)

Its membership function f~(x): R — [0, 1] is defined
as follows:

P a<x<y,
1 x<x<9,
fz(x) =1 (2)
z:g, 0<x<B,
| 0, x<aorx>p,

where x € R, a <y <0<, and « and f3 are the lower bound
and upper bound of @, respectively. Especially, when y = §,a
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FIGURE 1: Green performance evaluation framework of intelligent manufacturing driven by digital twin.

degenerates into a triangular fuzzy number; when Aoa, = (A-apA-x,A-8,4-B)). )
a = x = § = f3, a degenerates into a real number.
The graph of function f~(x) is shown in Figure 2.

The TFN is characterized by specific arithmetic opera- (4) Reciprocal of a TEN *~1

tions that differ from those dealing with typical real num- (ﬁl)_l = (ﬁ;l, Il, XII, 06;1) (6)
bers. The arithmetic operations between two TFNs
a, = (ap, X156, B1) and @, = (ay, X5, 65, B,) (@1, X156, By @y, (5) Division of two TFNs “/:
X2> 05, B,€ R*, A>0) are carried out using the following
expressions:
(1) Addition of two TFNs “@”: a _ (ﬁ X0 B ) o
a \B &«

516952 :(“1+(x2,X1 +X2)61+82’ﬂ1+ﬂ2)' (3)

(2) Multiplication of two TFNs “®”: (6) Barycenter of a TFN "0

a1 ®a, = (o - @ Xy - X201 - 63, By - Bo)- (4) 5 5 5 5
oa =(81 +B —a’ )+ (0B ) (8)
(3) Multiplication of a real number and a TFN “®”: ! 301+ - —x1)




Complexity

>
o X 5 B %

FIGURE 2: The membership function graph of triangular fuzzy
number.

On the basis of the membership function of trapezoid
fuzzy number shown by formula (2), a real number a can be
converted to trapezoid fuzzy number a [27, 28]. For ex-
ample, 2=(1, 3/2, 5/2, 3). For trapezoid fuzzy number 4, its
membership function f=(x) is shown in Figure 3. The
commonly used nine-level scale assessment comments are
extremely superior (ES), strongly superior (SS), obviously
superior (OS), weakly superior (WS), equal (E), weakly
inferior (WI), obviously inferior (OI), strongly inferior (SI),
and extremely inferior (EI). The corresponding assessment
values are 9, 7, 5, 3, 1, 1/3, 1/5, 1/7, and 1/9 in order. The
commonly used nine-level scale assessment comments and
corresponding assessment values are converted to the
trapezoid fuzzy number form as ES: 9/1, SS: 8/2, 0S: 7/3, WS:
6/4, E: 5/5, WI: 4/6, OI: 3/7, SI: 2/8, and EI: 1/9. The
membership functions of nine-level trapezoid fuzzy number
scales are shown in Figure 4.

According to the arithmetic rules of trapezoid fuzzy
number shown by formulas (3)-(8), the trapezoid fuzzy
number values of nine-level scales are shown in Table 1.

3.1.2. Rough Approximation Set (RAS) and Rough Boundary
Interval (RBI). According to rough-sets theory, the defini-
tions of RAS and RBI are given as follows:

(1) Rough approximation set (RAS).

The domain ¢ which is a nonempty finite set contains
all objects. All objects in ¢ belong to n divisions, i.e.,
D,,D,, ..., D, The set of divisions in ¢ is as follows:

D={D,,D,,..,D,}. (9)
Here, D,,D,,...,D, have an order relationship as

D, <D,<..<D,.

For a division D, (1 <w < n), its upper RAS (URAS) is
defined as follows:

URAS(S,) ={Y e K|K e DAK>D,}.  (10)

And its lower RAS (LRAS) is defined as follows:

LRAS(S,) ={Y € K|K € DAK<D,}, (11)

where Y is any object in ¢.
(2) Rough boundary interval (RBI).

The mathematical characteristics of division S, can
be embodied by its RBI, which is composed of lower
rough limit (LRL) and upper rough limit (URL). So,
RBI of S, is defined as follows:

RBI(S,,) = [LRL(S,,), URL(S,)]. (12)
LRL(S,) and URL(S,,) are expressed as follows:
1
LRL(S,)=——— Y,
(Su) Num (LRAS (S,)) m}% ) (13)
URL(S,) = ! Y
“” Num(URAS(S,)) YEURAS (S,,) ’ (1

where Num (LRAS(S,)) and Num (URAS(S,)) are the
numbers of objects contained in the LRAS and URAS of S,
respectively.

The arithmetic operations between two RBIs RBI(S,)) =
[LRL(S,), URL(S,)] and RBI(S,) = [LRL(S,), URL(S,)]
(LRL(S, ), URL(S, ), LRL(S,),and URL(S,) € R*, 1>0) are
carried out using the following expressions:

(1) Addition of two RBIs “@”:
RBI(S,) ®RBI(S,) = [LRL(S, ) + LRL(S, ), URL(S, ) + URL(S, )].
(15)

(2) Multiplication of two RBIs “®”:
RBI(S,) ®RBI(S,) = [LRL(S, ) - LRL(S, ), URL(S,,) - URL(S,)]
(16)

»,

(3) Multiplication of a real number and an RBI “®”:
A®RBI(S,) =[A-LRL(S,),A- URL(S,)]. (17)

3.2. Evaluation Index System. Considering the typical en-
vironmental problems and the special influence of main
stakeholders of intelligent manufacturing, the index system
of green performance evaluation of intelligent
manufacturing is constructed through the summary of the
existing research, as shown in Figure 5. By integrating the
target, dimension, and index of the green performance
evaluation of intelligent manufacturing, the index system in
this paper mainly constructs the three-level standardized
framework.

In Figure 5, the target level is green performance eval-
uation of intelligent manufacturing; the dimension level has
three elements: general environmental effect (dimension 1),
social effect on employees (dimension 2), and social effect on
users (dimension 3); the index level has nine indexes.
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FIGURE 4: Membership functions of nine-level trapezoid fuzzy number scales (EI-ES).

TaBLE 1: The trapezoid fuzzy number values of nine-level scales.

Nine-level scale Trapezoid fuzzy number value
EI (0.1111, 0.1111, 0.1765, 0.2500)
SI (0.1111, 0.1765, 0.3333, 0.4286)
(@) (0.2500, 0.3333, 0.5385, 0.6667)
WI (0.4286, 0.5385, 0.8182, 1.0000)
E (1.0000, 1.0000, 1.0000, 1.0000)
WS (1.0000, 1.2222, 1.8571, 2.3333)
oS (1.5000, 1.8571, 3.0000, 4.0000)
SS (2.3333, 3.0000, 5.6667, 9.0000)
ES (4.0000, 5.6667, 9.0000, 9.0000)

Furthermore, in the index level, exhaustion of resources and
energy (index 1), destruction of ecological environment
(index 2), and hazards to human health (index 3) belong to
dimension 1; physical health effects (index 4), mental health
effects (index 5), and impact on employee development  FiGure 5: Three-level standardized framework for the index
(index 6) belong to dimension 2; physical health effects  system.
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(index 7), mental health effects (index 8), and impact on user
development (index 9) belong to dimension 1.

3.3. The Process of Proposed Hybrid Model. This paper
presents a digital twin driven green performance evaluation
methodology of intelligent manufacturing by introducing
the hybrid model (FRSA-MSWS-PII), as shown in Figure 6.
Fuzzy numbers are used to deal with uncertainty of expert
judgment in the group decision-making process, while RBI
is used to integrate the judgments of multiple experts. Phase
1 includes the expert judgment of assessment index value by
applying the fuzzy rough-sets AHP model, which results in
the creation of input data required for the multistage weight
synthesis model (phase 2) and PROMETHEE II model
(phase 3). In phase 2, the multiple objective weights are
based on the assessment index values from phase 1, while the
multiple subjective weights are based on experts’ judgment
about the importance of assessment index. The output data
of phase 2 are the final synthesized weights which are the
input data of phase 3.

The FRSA-MSWS-PII model, which is the subject matter
of this paper, represents a novel approach for dealing with
uncertainty in green performance evaluation of intelligent
manufacturing based on fuzzy rough-sets AHP, multistage
weight synthesis, and PROMETHEE II. For defining the
final rank of intelligent manufacturing project alternatives,
the FRSA-MSWS-PII method is used. The following three
sections deal with the algorithms for the FRSA-MSWS-PII
model.

3.3.1. Multiexpert Judgment Integration Based on Fuzzy
Rough-Sets AHP. To achieve multiexpert judgment inte-
gration, there are two preconditions: (1) there are N indexes:
index 1, index 2, . . ., index N, which constitute the index set
is I. Here, N=9 and index 1, index 2, . . ., index N represent
the indexes shown in Figure 5. (2) There are g experts to
assess the sustainable performance of [ intelligent
manufacturing project alternatives. As shown in Figure 6,
the fuzzy rough-sets AHP for multiexpert judgment inte-
gration, which is phase 1 of the hybrid model, is to obtain the
index value of intelligent manufacturing project alternatives.
Its process is as follows.

Experts judge the performance of all intelligent
manufacturing project alternatives on any index based on
their experiences and wisdom. On index f (t = 1,2,..., N),
the fuzzy reciprocal judgment matrix given by expert k

(k=1,2, ..., g) is as follows:
—kt kit ~kt
b1 b2 b
~kt kit ~kt
oFt = ¢21 ¢2,2 ¢2l i (18)
kit <kt ~kt
$1 by P
~kt . N .
where ¢i).t is the fuzzy score of intelligent manufacturing

project alternative i relative to intelligent manufacturing

pro]ect alternatlve j given by expert k on index t and
o =113

Accordmg to the table, the set of the nine-level scales is
SCA ={EI, SI, OI, WI, E, WS, OS, SS, ES} and the set of
trapezoid fuzzy number values of nine-level scales is TFN-
SCA ={(0.1111, 0.1111, 0.1765, 0.2500), (0.1111, 0.1765,
0.3333, 0.4286), (0.2500, 0.3333, 0.5385, 0.6667), (0.4286,
0.5385, 0.8182, 1.0000), (1.0000, 1.0000, 1.0000, 1.0000),
(1.0000, 1.2222, 1.8571, 2.3333), (1.0000, 1.2222, 1.8571,
2.3333), (2.3333, 3.0000, 5.6667, 9.0000), (4.0000, 5.6667,
9.0000, 9.0000)}.

From the perspective of judgment comment, ¢> € SCA,
which represents the evaluation of performance of intelli-
gent manufacturing project alternative i relative to intelli-
gent manufacturing project alternative j given by expert k on
index t, while from the perspective of judgment value, ¢,
TFN-SCA, which is a trapezoid fuzzy number, and can be
represented as follows:

~kt kit Kt okt
(pij _< 1]’X1]’81] 11) (19)

Especially, when i=j}, qS =(1,1,1,1).

Consistency inspection is carried out after all experts
finish their judgment. If any fuzzy reciprocal judgment
matrix fails to pass the consistency inspection, the corre-
sponding expert should adjust his judgment matrix. The
basic idea of consistency inspection for fuzzy reciprocal
judgment matrix is using formula (8) to convert trapezoid
fuzzy number to real number, and then, fuzzy reciprocal
judgment matrix (D " could be transformed into general

judgment matrix @™ as follows:
ki okt gkt
L 912 1]
; ki gkt ki
@ St — 2,1 2,2 2,1 . (20)
ki gkt gkt
11 P2 Ll

Consistency index (CI) of @ is represented as follows:

kit
CIk,t _ (Amlax) B l) (21)
-1

where (A,,)"" is the maximum eigenvalue of ®**,

Usually, consistency ratio (CR) is used to evaluate the
consistency of reciprocal judgment matrix. For ®**, its CR is
represented as follows:

CI*!

RI5 22

CRM =

where RI®* is a random index (RI) that depends on the
dimension I of ®**. The specific value of RI is shown in
Table 2.

When CR¥>0.1, the judgment logic of expert k on index
I, is inconsistent and ®*' fails to pass the consistency in-
spection. As a result, expert k should adjust his judgment
process and give a new judgment matrix.

Ulteriorly, the group judgment matrix is constructed as
follows:
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TaBLE 2: The specific value of RL

Dimension [ 1 2 3 4 5 6 7 8 9
RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45
- — - ~t . .
Py o e P Element p; ; is a set, which can be represented as follows:
~t =t ~t —t ~Lt ~2t  ~gt
o = pz_’l Pz',z p_z” (23) Pij :{¢i,j’¢i,j""’¢i,j}’ (24)
: : ~ ~kt . . .
o ~ In pf,j, the fuzzy RBI of gbl-’? is obtained according to
Pi P2 " Pui related concepts given by formulas (8)-(13) as follows:

RBI(aff’j‘) - [LRL(&ffj),URL(ﬁf}t)]

1 X (25)
ey 2T sy 2 Y
Num(LRAS(gbi)j)) Yep, Num(URAS(¢i,j)) Yep;,

Ys;;:; YE;;:
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Based on the arithmetic operation rule of RBI shown by
formulas (16)-(18), RBI of p P: is obtained as follows:

RBI(p;,) = [LRL(pi ). URL(; )]

_ E ,i LRL<$E’;>,% ,i URL(@ffj)].

Then, the RBI judgment matrix is constructed as follows:

(26)

RBI(p‘u) RBI(ﬁfm) RBI(,Etu)
[ RBI(p,,) RBI(p,,) -+ RBI(p,,) ' 27)
RBI(ﬁf)l) RBI([);)Z) RBI(p“;J)

A s decomposed into LRL matrix and URL matrix as
follows:

[LRL(p,,) LRL(p:,) -~ LRL(p},)

X - LRL('ﬁg,l) LRL('ﬁ;Z) LRL@;Z) @8
_LRL(,S{I) LRL@Z) LRL'(ﬁf,l)
CURL(7,,) URL(F,) - URL(3.,)

K- URL.(ﬁ;l) URL.(ﬁ;Z) URL(EEJ) C 9)
| URL(3,) URL(pL) URL(Pu)

L, Based on the barycenter operation shown by formula (8),
Agp and AURL are converted into real number forms: Af;
and Afy; . The eigenvectors of A 5; and Al corresponding
to the maximum eigenvalue are obtained, respectively, as
follows:

Eig(Ai,RL) = [Eigl (AtLRL)’ Eig, (AtLRL)’ > Eigy (AiRL)]’

(30)

Eig(Ayp, )]

(31)

Eig(AiJRL) = [Eigl(AiJRL)’ Eigz(AiJRL)’ B

After averaging the two eigenvectors shown in formulas
(29) and (30), an average vector is obtained as follows:

Eig(AiAver) = [Elgl (Ai\ver)’ EigZ(Ai\ver) Elgl( Aver)]
(32)

where Eig; (A},..) = (1/2) (Eig; (Al g ) + Eig; (AL, ))-

The index value of alternate intelligent manufacturing
project i on index ¢ is obtained as Eig; (Aly,.,). After solving
the index values of [ intelligent manufacturing project al-
ternates on other indexes by similar way, the index value
matrix of [ intelligent manufacturing project alternates on all
indexes is obtained as X = [x;,];,y» where x;, = Eig; (A,.,)

3.3.2. Multistage Weight Synthesis. Solving index weight is
the key step of comprehensive decision of green

performance evaluation of intelligent manufacturing.
Generally, there are three methods to determine index
weight: subjective weight method, objective weight method,
and synthesis weight method. The subjective weight method
generally uses the knowledge and experience of experts, but
the evaluation results are not scientific because of subjec-
tivity; the objective weight method determines the weight
according to the degree of difference between indexes but
often ignores the importance of the indexes themselves; the
synthesis weight method is usually composed of a variety of
subjective and objective weight methods, which can offset
the shortcomings of different weight methods.

In the aspect of index weight solving for green perfor-
mance evaluation of intelligent manufacturing, in order to
avoid the instability of assessment result caused by single
weight and make the weight setting of assessment index
more fair and reasonable, a multistage synthesis weight
method is proposed to solve index weight. The proposed
method has three stages of weight synthesis, and there are
several substages in each stage of weight synthesis.

As shown in Figure 7, the proposed multistage weight
synthesis method has a detailed process as follows:

(1) Stage 1: subjective weight synthesis.

Subjective weight methods mainly include complex
networks method, ANP method, and Delphi method.
The principle and solution process of these methods
are as follows:

(i) Complex networks method. By complex net-
works method, the determination of index
weight is regarded as the evaluation of node
importance in complex networks. The index can
be treated as node in complex networks, and the
network attributes (degree centrality, between-
ness centrality, and closeness centrality) of a
node describe its importance in the network
from different aspects (local attribute, propa-
gation attribute, and global attribute). Therefore,
we use expert evaluation to determine whether
there is a relationship between two indexes,
regardless of the direction of the relationship.
Based on this, an undirected network with index
as node is established. Then, the degree cen-
trality, betweenness centrality, and closeness
centrality of each node are computed. Taking the
network attributes of index as criterion, the net
flow of each index is calculated by the Preference
Ranking Organization Method for Enrichment
Evaluations II (PROMETHEE II) method. The
relative net flow of an index is obtained by
calculating the relative difference between its net
flow and the minimum net flow, and then, the
relative net flow of all indexes is normalized to
get the index weight. The process of complex
networks method is shown in Figure 8.

(ii) ANP method. The ANP structure of deter-
mining the subjective weight of green perfor-
mance evaluation of intelligent manufacturing is
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FIGURE 8: The process of obtaining subjective weight by complex networks method.
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set up, as shown in Figure 9. The control layer
only has one element: the overall goal (green
performance  evaluation  of  intelligent
manufacturing), and the network layer has three
element groups corresponding to three perfor-
mance dimensions. Each element group affects
each other and contains different elements. The
elements in the same element group also affect
each other. Based on the experts” evaluation of
the importance and influence among the in-
dexes, the weights of the indexes are determined
by the classical ANP method.

(iii) Delphi method. It usually relies on the knowl-
edge, experience, and specialty of experts to
score the indexes of the evaluation object sep-
arately and generally adopts the percentage
grading system and then takes the average value
of all experts’ scores as the weight of the eval-
uation index. This method has convenient op-
eration, easy investigation procedure, and
simple calculation.

It is assumed that the subjective weight vectors
obtained by h different methods are as follows:

1 1 1 1T
SW :[swl,swz,...,sz] ,

SW? = swz,swz,...,sw2 T,
)

h W h nT
SW =[sw1,sw2,...,sz] .

In the subjective weight synthesis stage, there are h — 1
substages, and each substage corresponds to a syn-
thesis. Taking the synthesis of SW' and SW? as an
example, their  synthesized  weight  vector

SW2 = [sw!?, swl?, ..., swk?]" is defined as follows:

SW'2 = 7, SW! + 7,SW?, (34)

where 7, and 7, are the synthesis coefficients corre-
sponding to swt and SW? and
7,20, 7,20, and 7y + 7, = 1.

According to index value matrix X = [x;,];, the
weight contribution difference degree of SW! and SW?
is defined as follows:

!
102 1 2 2
&7 = Z (Tlswtxi,t - TzSthi,t) . (35)
&

M=

Therefore, a weight synthesis optimization model is
established to balance the weight contribution of SW!
and SW? as follows:
. 102
min &7,
(36)
st 71,20,7,20,7, +7, = 1.

Two synthesis coeflicients are solved as follows:
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FiGURE 9: The ANP structure.
YLOYN (x % 2 (sw! + sw?)
_ Zi=1 Ze=1 \Yit ) SW (SW + SW;
1= 2 >
1 N 1 2
Yint X1 (xi,t) (sw +sw7) (37)

T,=1-1,.

SW'? and SW? are synthesized in the same way, and
their synthesized weight vector is obtained as SW'*.
According to the process of subjective weight synthesis
stage shown in Figure 1, the synthesized subjective
weight vector can be obtained in the end as follows:

Lo20...0h Lo20...0h lo2o...0h 1020...0h1T
sw = [sw 2 swy L sw L (38)

(2) Stage 2: objective weight synthesis.

Objective weight methods mainly include entropy
method, CRITIC method, and standard deviation
method. The principle and solution process of these
methods are as follows:

(i) Entropy method. In information theory, entropy is
a measure of uncertainty, which determines the
weight according to the variation in index. Gen-
erally, the smaller the entropy of an index, the
greater the variation degree in the index, the more
the information it provides, and the greater its
weight; on the contrary, the larger the entropy of an
index, the smaller the variation degree of the index,
the less information it provides, and the smaller its
weight. Entropy method calculates the weight of an
index based on its information quantity.

(ii) CRITIC method. Its basic idea is to compre-
hensively measure the weight of the index
through the contrast intensity within the index
and the conflict between the indexes. Contrast
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intensity is presented in the form of standard
deviation, while conflict is determined by the
correlation between indexes.

(iii) Standard deviation method. This method uses
the standard deviation of an index to determine
its weight. If an index has a larger standard
deviation, which means that the index is more
different in value, its weight will be larger. By
normalizing the standard deviations of all in-
dexes, the weights of indexes can be obtained.
According to the process of objective weight
synthesis stage shown in Figure 1, by the same
way with the solving process of synthesized
subjective weight vector, the synthesized ob-
jective weight vector also can be obtained in the
end as follows:

1020...0 1020...0 1020...0 1020...0977T
OW 9 = Tow,” ™ ow,” ™, .., owy g] :

(39)

(3) Stage 3: total synthesis.

Under the premise of obtaining synthesized sub-
jective weight SW2*" and synthesized objective
weight OW!*2**9, total synthesis of subjective and
objective weight is carried out using the same weight
synthesis optimization model shown by formula
(35), and the vector TW = [twl,th,...,th]T is
obtained as follows:

TW = 7, SW'> " 4 7, OW'">9, (40)

where 7, and 7, are the subjective synthesis coefhi-
cient and objective synthesis coefficient, and they are
corresponding to SW%" and OW!*°9, respec-
tively. Here, 7, >0, 7,,, 20, and 7, + 7, = L.

SwW = ow —

3.3.3. Intelligent Manufacturing Project Evaluation by
PROMETHEE II. Traditional object assessment methods in-
clude TOPSIS (Technique for Order Preference by Similarity to
an Ideal Solution) [28], VIKOR (VlseKriterijumska Opti-
mizacija I Kompromisnoresenje) [29], AHP, and other mixed-
model MCDM methods. These methods have decision com-
pensation in the assessment and decision-making process; that
is, the high value of one index can remedy the low value of
other indexes. In this part, PROMETHEE II [30] is used to
assess the green performance and sort several intelligent
manufacturing projects. The core idea of this method is that the
level is not lower than the relationship. By PROMETHEE II,
the priority function is used to compare the intelligent
manufacturing projects one by one to determine the priority
sequence of all intelligent manufacturing projects, which can
avoid the influence of decision compensation on the assess-
ment results of intelligent manufacturing projects. This method
fully considers the objective facts of the existence of the
preference of the decision-maker, making the decision-making
results more convincing.

Complexity

In PROMETHEE II, there are many common criteria to
determine the preference function. Compared with others, the
Gaussian preference function has nonlinear characteristics,
which is more in line with the actual decision-making envi-
ronment. Therefore, this paper chooses the preference function
in the form of Gaussian criteria. The index values of intelligent
manufacturing projects i and m (i, m=1,2, ..., and i # m) in
index t are x;; and x,,, ;, respectively. On index ¢, the preference
function of intelligent manufacturing project i compared with
intelligent manufacturing project m is defined as follows:

0, xi’t - xm’t S 0,

Py (i,m) = { (41)

1-e (a2 x>0,
where the value of parameter 7 is 0.2.

Under the condition of considering all indexes, the
weighted preference degree of intelligent manufacturing
project i compared with intelligent manufacturing project m
is expressed as follows:

N
pG,m) =Y w, - p, (i,m). (42)
t=1

The outflow QO and inflow Q; of intelligent
manufacturing project i can be obtained as follows:

1
o = ) plm),
m=1,m+i
1 (43)
0= ) plmi,
m=1,m+i

where p (m, i) represents the weighted preference degree of
intelligent manufacturing project m compared with intel-
ligent manufacturing project i under the condition of
considering all indexes.

The degree of intelligent manufacturing project i su-
perior to other projects can be represented by outflow Q,
and the degree of intelligent manufacturing project i inferior
to other projects can be represented by inflow Q. Therefore,
the preference net flow of intelligent manufacturing project i
is represented as follows:

Q=0 -Q.. (44)

The net flow is the main basis for the PROMETHEE II
method to measure the advantages and disadvantages of the
intelligent manufacturing projects. The priority ranking
results of all intelligent manufacturing projects can be ob-
tained by comparing the net flow values.

4. Case Study: Application of the FRSA-MSWS-
PII Model for Green Performance
Evaluation of Intelligent Manufacturing
Project for an Air Conditioning Enterprise
Driven by Digital Twin

The remote operation and maintenance service project is a
key component of the intelligent manufacturing strategy for
an air conditioning enterprise. This section will evaluate the
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green performance of the remote operation and mainte-
nance service project alternatives to obtain the optimal one
from multiple alternatives. The enterprise has built the
digital twin system of its intelligent manufacturing project,
which can provide the digital twin data of whole life cycle for
green performance evaluation. There are ten alternatives of
intelligent manufacturing project of remote operation and
maintenance service, which are Alter. 1, Alter. 2,.. ., Alter.
10. Three experts participate in the index value calculation of
intelligent manufacturing project alternatives. For index 1,
the fuzzy reciprocal assessment matrices given by three

~11
¢l] 10x10> [¢1]]10><1()’ and

experts are O
~31
(O </>l y ]10X10 Due to limited space and without losing

generahty, only o s given as follows:

rE OS E WS OS E ES WS OS E 7
Ol E Ol WI E E SI OI WI WI
E OS E WS E OS WS S§ E OS
WI WS WI E WS OS E WS E SS

., |ot E orwi E EI E ST wIwl
® =lE Eoror s E E s s E|
El SS WI E SS E E SS OS E

WI OS SI WI SS SS SI E WI WS

Ol WS E E WS SS Of WS E SI

| E WS Ol SI WS ES E WI SS E |
(45)

21Through cons1stency inspection, three matrices "
, and ®”' can pass the inspection. Then, the group

~1 _ .
judgment matrix ® = [p} il10x10 18 constructed based on

o", >, and ' and p pl] {gbl] (/)l] dl] } For example,

~ 1,1 ~2,1
P = {¢12,¢12,¢12} = {OS, E, 0OS} = {(1.0000, 1.2222,

1.8571, 2.3333), (1.0000, 1.0000, 1.0000, 1.0000), (1.0000,
1.2222, 1.8571, 2.3333)}. Based on formulas (11)-(13), the

of %ii =0S in py,=
1,1 ~2,1 . . ~1,1 ~1,1
{¢12,¢12,¢12} is obtained as RBI(¢,) = [LRL(¢),),
URL($,)] =[(1.0000, 1.1481, 1.5714, 1.8889), (1.0000,
12222, 18571,  23333)], while  RBI(§})) =
[LRL($;,), URL(¢3)] = [(1.0000, 1.0000, 1.0000, 1.0000),
(10000, 1.1481, 15714, 1.8889)] and RBI($;,) =

[LRL(¢3), URL (§;)] = [(1.0000, 1.1481, 1.5714, 1.8889),
(1.0000, 1.2222, 1.8571, 2.3333)]. According to the arithmetic
operation rules shown in formulas (14)-(16), the rough

rough boundary interval

boundary interval of 5} , = {(Ei, %f;, @?;} can be obtained
as RBI (ﬁiz) =[(1.0000, 1.0988, 1.3809, 1.5926), (1.0000,
11975, 1.7619, 2.1852)].

13

The rough boundary intervals of other elements in &' =
(P} jl1ox10 can be obtained by the same way. The RBI
)udgmenlt matrix is constructed as A = = [RBI(p} )1ox10-
Then, A is decomposed into LRL matrix A;p, and URL
matrix AURL ALRL is shown in Tables 3 and 4, while AURL is
shown in Tables 5 and 6.

According to formula (8), f\iRL and K%JRL are converted
into real number forms A, shown in Table 7, and Ay,
shown in Table 8.

The eigenvectors of Ajp; and A{y,; corresponding to the
maximum eigenvalue are obtained, respectively, as
Eig(Ajg,) and Eig(Ajy,). After averaging the two eigen-
vectors, an  average vector is  obtained as
Eig (AAver) =[0.3353, 0.3039, 0. 3235, 0.3009, 0.3108, 0.3354,
0.2915, 0.3100, 0.3234, 0.3214]".

The index value of ten intelligent manufacturing project
alternatives on index 1 is obtained as Eig(A Aver) After
solving the index values of ten intelligent manufacturing
project alternatives on other indexes by the same way, the
index value matrix of ten intelligent manufacturing project
alternatives on all indexes is obtained as X = [x;,];o,0, as
shown in Table 9.

Subjective weight solved by the complex networks
method, ANP method, and Delphi method is shown in
Table 10, while objective weight solved by the entropy
method, CRITIC method, and standard deviation method is
shown in Table 11.

As shown in Figure 10, the weight synthesis has three
stages. Stage 1 and stage 2 have two substages, respectively.

The synthesized weight obtained in each stage is shown
in Table 12.

According to formulas (40) and (41), the weighted
preference degree matrix is obtained, as shown in Table 13.

According to formulas (42) and (43), the outflow, inflow,
net flow, and final rank are obtained, as shown in Table 14.

5. Discussion of the Results

In order to make a final selection of the optimal alternatives,
it is necessary to assess the reliability of the results obtained
by the initial model. The most common means of assessing
the reliability of the results is to compare them with other
MCDM techniques. The discussion of the results is pre-
sented using the comparison of three MCDM methods
(PROMETHEE 1II, TOPSIS, and VIKOR). These methods
were chosen because they have so far given stable and re-
liable results [27-30]. TOPSIS and VIKOR methods were
modified using fuzzy rough-sets AHP and multistage weight
synthesis techniques proposed in this paper, which are called
FRSA-MSWS-TOPSIS and FRSA-MSWS-VIKOR. These
two modified models are compared with the proposed
FRSA-MSWS-PIIL. Additionally, the models for comparison
(FRSA-MSWS-TOPSIS and FRSA-MSWS-VIKOR) are di-
vided into multiple submodels which are with synthesis of
different quantity weights. In the second part of this section,
a sensitivity analysis [31, 32] of the proposed FRSA-MSWS-
PII model was carried out through 27 scenarios.
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TaBLE 3: LRL matrix ./N\iRL (part 1: columns 1-5).

Alter. 1 2 3 4 5

1 11,1 1) (1.0000, 1.0988, 1.3809, (1.1037, 1.6779, 1.8694, (0.6468, 1.7128, 1.8540, (0.9951, 1.3021, 1.3572,
P b 1.5926) 1.9372) 1.8657) 1.7378)

2 (0.5336, 0.5676, 1.0397, 0,110 (0.4684, 0.9725, 1.1776, (0.8246, 1.0541, 1.0761, (0.5427, 0.8139, 0.9974,
1.3301) »T 1.3317) 1.6594) 1.3416)

3 (1.1489, 1.4540, 1.4561, (0.4953, 0.5825, 0.8568, 110 (0.8178, 1.1612, 1.2975, (1.0195, 1.0630, 1.5027,
1.5842) 1.6916) > 1.9428) 1.9814)

4 (0.7188, 1.0560, 1.6952, (0.9026, 1.1191, 1.4234, (0.7571, 0.9762, 1.0272, 11,1, 1) (0.5961, 1.1055, 1.1799,
1.7386) 1.4681) 1.2090) T 1.3777)

5 (0.5566, 0.9454, 1.2728, (0.6137, 0.9540, 1.2736, (1.4355, 1.4538, 1.5025, (1.1477, 1.1610, 1.3913, 11,1, 1)
1.4644) 1.3970) 1.9150) 1.4760) P

6 (0.8475, 1.4009, 1.7410, (1.0563, 1.1164, 1.7237, (0.7848, 1.0350, 1.6751, (0.7092, 1.6417, 1.7861, (0.4996, 1.3061, 1.4028,
1.7550) 1.8260) 1.9214) 1.9843) 1.4263)

7 (0.6408, 0.6771, 0.7431, (1.1400, 1.2236, 1.2805, (0.5379, 0.7261, 1.0074, (0.6112, 1.1761, 1.4969, (0.6579, 0.7795, 0.9149,
0.7685) 1.5275) 1.2589) 1.8638) 1.3757)

8 (0.5216, 0.6006, 0.8792, (1.0414, 1.1301, 1.6366, (0.8778, 1.5035, 1.5495, (0.6862, 0.8049, 1.7300, (0.4572, 0.6153, 1.6511,
1.7264) 1.6826) 1.6198) 1.8657) 1.9409)

9 (1.1202, 1.2001, 1.3715, (0.9248, 1.1256, 1.1425, (1.0368, 1.2759, 1.4487, (0.7720, 0.9169, 1.3599, (1.2160, 1.5583, 1.6575,
1.3804) 1.2045) 1.7079) 1.4148) 1.8508)

10 (0.4973, 1.1939, 1.2250, (0.7335, 0.8219, 1.3439, (1.2856, 1.4828, 1.4831, (0.5005, 1.3199, 1.4872, (0.6924, 1.0332, 1.4494,
1.6033) 1.6985) 1.5321) 1.8169) 1.7761)

TaBLE 4: LRL matrix 1~\iRL (part 2: columns 6-10).

Alter. 6 7 8 9 10

1 (0.8231, 1.4384, 1.4980, (0.7973, 0.8449, 1.4851, (0.4518, 1.0495, 1.3834, (1.0328, 1.0413, 1.0671, (1.0170, 1.0771, 1.1450,
1.9344) 1.7588) 1.8698) 1.2811) 1.6334)

2 (0.5954, 0.6653, 0.7476, (0.6231, 0.6613, 1.2175, (1.3189, 1.5298, 1.7686, (0.4508, 1.3995, 1.7914, (0.6138, 0.6702, 0.7080,
1.5292) 1.5019) 1.8909) 1.9844) 1.4125)

3 (0.5483, 1.5937, 1.7837, (0.4979, 0.6576, 0.7253, (0.5462, 0.9109, 0.9647, (0.5753, 0.5893, 1.4282, (0.4660, 0.9057, 0.9741,
1.8983) 1.0678) 1.9929) 1.6547) 1.6068)

4 (0.7969, 0.9776, 1.3572, (0.6649, 1.2982, 1.8309, (0.8275, 0.9925, 1.7121, (0.6747, 1.3023, 1.3485, (0.5677, 0.6411, 0.8219,
1.9376) 1.9369) 1.8904) 1.7974) 1.0728)

5 (1.2083, 1.2108, 1.8492, (0.7146, 0.8002, 0.8029, (0.6222, 1.1302, 1.8526, (0.6320, 0.7937, 1.3844, (0.8933, 0.9312, 1.1001,
1.9144) 1.1253) 1.9686) 1.5524) 2.3003)

6 11,1, 1) (0.5999, 1.2586, 1.7172, (1.1534, 1.4559, 1.6905, (0.8006, 1.0462, 1.3536, (0.9830, 1.5819, 1.7278,
T 1.7181) 1.9581) 1.3637) 1.9731)

- (0.4849, 0.8541, 1.3713, L1 (0.5054, 0.9498, 1.1806, (0.7472, 0.9787, 1.3915, (0.5912, 0.7424, 0.8956,
1.7175) » 1.6663) 1.5946) 1.3431)

3 (1.0599, 1.2561, 1.4907, (0.5189, 0.8263, 1.1357, W11 (0.4803, 1.1356, 1.5093, (1.2220, 1.3407, 1.7600,
1.5989) 1.6201) T 1.5413) 1.8463)

9 (0.5794, 1.4202, 1.4745, (0.4763, 0.6373, 1.3491, (0.4891, 1.1740, 1.4547, a1 (0.5341, 0.7245, 0.9628,
1.5811) 1.8889) 1.7554) P 1.4774)

10 (0.8962, 1.0925, 1.5457, (0.8964, 1.5462, 1.5810, (0.9733, 1.3922, 1.5989, (0.5296, 1.5882, 1.6884, WL
1.9992) 1.6611) 1.6593) 1.8302) U7

5.1. Comparing the Ranks of Different Models. Model 2.3: SW? + OW?

FRSA-MSWS-TOPSIS model and FRSA-MSWS-TOPSIS
model are divided into multiple submodels. All models
including the proposed model (model 1) are as follows:

(1) Model 1: proposed model (FRSA-MSWS-PII) with
synthesis of six weights (SW!, SW2 SW?+OW',

(2) Model 2: FRSA-MSWS-TOPSIS with synthesis of

OW?, OW?)

two weights

Model 2.1: SW!+ OW!
Model 2.2: SW!+ OW?

Model 2.4: SW? + OW?
Model 2.5: SW” + OW!
Model 2.6: SW? + OW?

(3) Model 3: FRSA-MSWS-VIKOR with synthesis of
two weights

Model 3.1: SW!+OW!

Model 3.2: SW!+OW?
Model 3.3: SW? + OW?

Model 3.4: SW? + OW?
Model 3.5: SW? + OW!
Model 3.6: SW? + OW?
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TasLE 5: URL matrix K{JRL (part 1: columns 1-5).

Alter. 1 2 3 4 5

1 11,1, 1) (1.0000, 1.1975, 1.7619, (1.3959, 1.8678, 2.5606, (0.8786, 2.2426, 2.6681, (1.4288, 2.4658, 2.8178,
» b 2.1852) 2.9058) 4.7228) 3.9657)

5 (1.3456, 1.9678, 2.5142, W10 (1.1568, 1.4847, 2.5474, (1.0122, 1.0903, 2.8725, (0.8339, 0.8947, 1.5098,
2.8548) U7 3.0198) 4.8158) 2.6066)

3 (1.4519, 1.5936, 2.0034, (1.8749, 2.4067, 2.8435, 110 (1.3095, 1.8756, 1.9465, (0.8830, 2.7474, 2.8092,
2.4383) 3.2298) > 3.4211) 4.1440)

4 (0.9330, 1.6784, 1.9591, (0.8341, 1.1678, 1.2461, (0.9159, 2.8247, 2.8936, 11,1, 1) (0.9411, 2.2048, 2.3311,
2.5506) 2.9649) 3.8990) T 2.3398)

5 (1.6968, 2.3804, 2.6040, (0.9998, 1.7316, 1.9192, (1.2597, 1.3015, 1.3197, (1.5705, 2.2564, 2.4946, 11,1, 1)
4.8683) 2.5134) 2.3604) 2.5479) P

6 (1.9121, 1.9896, 2.0809, (1.6729, 2.4921, 2.5787, (1.5206, 1.7650, 2.2768, (1.4500, 1.9317, 2.0937, (0.9090, 1.5973, 1.6085,
2.7139) 3.9713) 4.3007) 2.7454) 1.8771)

7 (0.8938, 1.4201, 2.1974, (1.0727, 1.8788, 2.6766, (1.1865, 1.2597, 1.5389, (1.5736, 2.0361, 2.4198, (0.9572, 1.0258, 1.3335,
3.0621) 4.4705) 4.6016) 2.4402) 2.7689)

3 (0.9447, 1.4976, 2.3286, (1.2111, 1.7803, 1.8775, (1.0618, 1.1577, 2.2412, (0.9720, 1.9844, 2.6592, (0.9858, 2.4791, 2.5981,
2.8905) 3.5145) 2.8931) 2.9915) 2.7111)

9 (0.8528, 1.1187, 1.6901, (1.9187, 1.9237, 2.5988, (1.5716, 2.7271, 2.8658, (1.3071, 1.6180, 1.8360, (1.5352, 1.6308, 2.3372,
1.8615) 4.1383) 3.1107) 2.6575) 2.7600)

10 (2.1417, 2.1589, 2.7904, (0.8631, 1.5053, 1.8778, (1.0816, 1.1919, 1.5187, (1.2190, 1.6116, 1.8136, (1.2200, 1.3066, 1.7422,
4.4097) 2.7503) 2.9980) 4.9229) 1.8604)

TaBLE 6: URL matrix KLRL (part 2: columns 6-10).

Alter. 6 7 8 9 10

1 (1.0856, 1.4359, 2.2780, (0.8282, 1.5578, 2.2857, (1.7336, 1.8140, 1.8174, (1.2599, 1.2930, 1.5676, (2.1814, 2.4984, 2.8523,
2.3293) 2.5171) 4.0347) 2.9902) 4.8855)

) (1.9559, 1.9668, 2.6945, (1.0309, 1.1247, 1.2174, (2.0821, 2.5939, 2.7338, (1.7569, 1.8550, 1.9609, (0.9146, 2.0622, 2.8486,
2.8364) 1.8890) 4.9534) 2.5630) 3.8604)

3 (2.5282, 2.6897, 2.9562, (1.4502, 1.4629, 2.1983, (0.9020, 1.4561, 1.9119, (1.0401, 1.9743, 2.7913, (0.9066, 2.1276, 2.2694,
2.9657) 2.8661) 3.9980) 4.2684) 3.0096)

4 (1.3612, 1.9131, 2.4528, (1.1284, 1.3665, 1.8680, (1.2325, 1.3524, 2.1553, (1.5721, 2.1685, 2.6767, (1.0085, 1.2046, 1.3279,
3.7361) 2.6496) 2.7878) 2.9556) 1.7180)

5 (1.2671, 1.5430, 1.6123, (1.4844, 1.5762, 1.7465, (1.3677, 1.6992, 1.9013, (1.4527, 1.5013, 1.7332, (1.1802, 1.2257, 1.5547,
2.7801) 2.8314) 2.1088) 2.9330) 1.9670)

6 0110 (1.1297, 2.2511, 2.3894, (0.9836, 1.3593, 1.7513, (1.3540, 1.4390, 1.9142, (1.0371, 2.0850, 2.7939,
» b 2.9781) 2.6157) 2.1576) 4.4945)

7 (1.1553, 1.4880, 1.5508, W11 (1.1869, 1.4414, 1.8417, (1.3343, 1.3919, 2.8183, (1.7366, 2.0025, 2.3034,
1.7356) P 2.3879) 4.0151) 3.5067)

8 (1.1300, 1.5650, 1.9010, (1.5903, 2.3132, 2.4199, O, (1.3946, 1.5279, 1.6276, (1.3428, 2.0892, 2.4250,
2.0894) 2.4578) v 1.7335) 3.5989)

9 (2.4919, 2.7597, 2.9611,  (1.6795, 1.8655, 2.6587, (1.5653, 2.0299, 2.6733, 0110 (1.0599, 2.7767, 2.9745,
3.2421) 2.6980) 2.6790) »T 3.0679)

10 (1.2209, 1.8226, 2.4807, (1.0587, 1.6723, 2.0247, (1.0306, 1.0814, 2.0090, (0.9603, 0.9948, 2.5564, 11,1, 1)
2.6000) 2.3236) 2.8380) 4.7606) T

TasLE 7: Real number form matrix Ay, .

Alter. 1 2 3 4 5 6 7 8 9 10

1 1 1.5314 1.6206 1.4502 1.3533 1.4101 1.2253 1.1829 1.1195 1.2467

2 0.8732 1 0.9696 1.1815 0.9277 0.9341 1.0056 1.6240 1.3692 0.9003

3 1.3962 0.9456 1 1.3245 1.4052 1.3976 0.7491 1.1550 1.0641 1.0024

4 1.2965 1.2240 0.9899 1 1.0433 1.2840 1.4147 1.3558 1.2670 0.7829

5 1.0521 1.0520 1.6035 1.2950 1 1.5459 0.8802 1.3835 1.0907 1.3823

6 1.4157 1.4310 1.3540 1.4816 1.1058 1 1.3005 1.5629 1.1353 1.5446

7 0.7071 1.3030 0.8849 1.2772 0.9513 1.1062 1 1.0778 1.1772 0.9094

8 0.9719 1.3723 1.3468 1.2719 1.1681 1.3485 1.0335 1 1.1417 1.5417

9 1.2668 1.0891 1.3683 1.1145 1.5616 1.2089 1.0983 1.1979 1 0.9408

10 1.1048 1.1561 1.4336 1.2495 1.2373 1.3923 1.3778 1.3899 1.3436 1
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TaBLE 8: Real number form matrix Al .
Alter. 1 2 3 4 5 6 7 8 9 10
1 1 1.9481 2.1786 2.6741 2.6765 1.7774 1.7807 2.5275 1.8617 3.2143
2 2.1596 1 2.0555 2.5039 1.5031 2.3644 1.3543 3.2199 2.0662 2.4149
3 1.8819 2.5825 1 2.2090 2.6034 2.7819 2.0116 2.1619 2.5455 2.0433
4 1.7712 1.6605 2.5614 1 1.8669 2.4042 1.7760 1.8956 2.3310 1.3261
5 3.0017 1.7821 1.6409 2.1853 1 1.8684 1.9738 1.7633 1.9750 1.4944
6 2.2110 2.7231 2.5680 2.0662 1.4638 1 2.1489 1.7024 1.7196 2.6385
7 1.9067 2.5757 2.3581 2.1032 1.6022 1.4725 1 1.7266 2.4189 2.4427
8 1.9157 2.1776 1.8503 2.1235 2.0933 1.6615 2.1507 1 1.5697 2.3904
9 1.3786 2.7131 2.5055 1.8854 2.0731 2.8643 2.2239 2.2266 1 2.3587
10 2.9505 1.7620 1.7784 2.5948 1.5328 2.0168 1.7550 1.7606 2.3935 1
TaBLE 9: Index value matrix X = [x;,];py0-
Index 1 Index 2 Index 3 Index 4 Index 5 Index 6 Index 7 Index 8 Index 9
Alter. 1 0.3353 0.8333 0.9152 0.2143 0.9220 0.6691 0.1878 0.3506 0.5922
Alter. 2 0.3039 0.9618 0.9684 0.2419 0.9735 0.9615 0.5368 0.8203 0.2277
Alter. 3 0.3235 0.4796 0.9242 0.8130 0.9635 0.6902 0.1321 0.8642 0.9406
Alter. 4 0.3009 0.7109 0.7820 0.7688 0.4530 0.6899 0.2541 0.7354 0.1286
Alter. 5 0.3108 0.3492 0.1416 0.1874 0.8411 0.7253 0.3854 0.9552 0.1310
Alter. 6 0.3354 0.4949 0.4434 0.7890 0.8157 0.2682 0.5408 0.5010 0.6817
Alter. 7 0.2915 0.7384 0.7792 0.3484 0.7117 0.6896 0.2464 0.2071 0.5485
Alter. 8 0.3100 0.9638 0.4063 0.6267 0.3014 0.7761 0.3296 0.5554 0.7292
Alter. 9 0.3234 0.9018 0.9634 0.5925 0.2248 0.2344 0.3318 0.8566 0.3289
Alter. 10 0.3214 0.8329 0.3192 0.9363 0.4150 0.2769 0.3260 0.3260 0.5260
TaBLE 10: Subjective weight.
Index 1 Index2 Index3 1Index4 1Index5 Index6 Index7 Index8 Index9
Complex networks method (SWI) 0.0685 0.0309 0.1646 0.0656 0.0258 0.1591 0.1396 0.2425 0.1034
ANP method (SWZ) 0.0284 0.0913 0.0711 0.1715 0.1104 0.1162 0.1852 0.1049 0.1209
Delphi method (SW3) 0.0830 0.0497 0.0607 0.0970 0.1141 0.1530 0.1323 0.0875 0.2226
TasLE 11: Objective weight.
Index 1 Index2 Index3 1Index4 Index5 Index6 Index7 Index8 Index9
Entropy method (SWI) 0.1154 0.1133 0.1099 0.1091 0.1108 0.1111 0.1117 0.1110 0.1077
CRITIC method (SWZ) 0.1077 0.1153 0.1024 0.1189 0.1066 0.1143 0.1163 0.1116 0.1069
Standard deviation method (SW3) 0.0072 0.1070 0.1515 0.1388 0.1416 0.1226 0.0663 0.1306 0.1344
LTttt Stage 1 Stage 2 I ST T T T T T T T T T T T T T

Substage 1-1

Substage 1-2

Substage 2-1

Substage 2-2

Stage 3

FiGure 10: The weight synthesis process.
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TaBLE 12: The synthesized weight obtained in each stage.

Synthesis coefficients Index 1 Index 2 Index 3 Index4 Index5 Index 6 Index 7 Index 8 Index9

Substage 1-1: Swi2 0.3131 and 0.6869 0.0409 0.0724 0.1004 0.1384 0.0839 0.1296 0.1709  0.1480 0.1154
Substage 1-2: Swiee3 0.6181 and 0.3819 0.0570  0.0638  0.0852  0.1226  0.0954 0.1385 0.1562 0.1249  0.1564
Substage 2-1: ow'? 0.7110 and 0.2890 0.1132  0.1139 0.1077 01119 0109 01120 0.1130 0.1111  0.1075
Substage 2-2: OW'™?  0.4289 and 0.5711 0.0527  0.1100  0.1327 01273 01279 0.1181 0.0864 0.1222  0.1228
Stage 3: TW 0.3509 and 0.6491 0.0542  0.0937 01161 01256 0.1165 0.1252 0.1108 0.1232  0.1346

TaBLE 13: The weighted preference degree matrix.

Alter. 1 Alter. 2 Alter. 3 Alter. 4 Alter. 5 Alter. 6 Alter. 7 Alter. 8 Alter. 9 Alter. 10

Alter. 1 0 0.1097 0.0784 0.2744 0.3406 0.3040 0.1158 0.2275 0.3077 0.3417
Alter. 2 0.3107 0 0.2633 0.3761 0.3417 0.4448 0.4223 0.3916 0.2909 0.5367
Alter. 3 0.3512 0.2610 0 0.2990 0.4132 0.4260 0.4460 0.4158 0.4229 0.5779
Alter. 4 0.2334 0.1217 0.0645 0 0.3146 0.3027 0.2314 0.1943 0.2120 0.3286
Alter. 5 0.1696 0.0251 0.0751 0.1781 0 0.2308 0.1711 0.2242 0.2525 0.3466
Alter. 6 0.2542 0.2477 0.0974 0.2982 0.3858 0 0.3120 0.1972 0.3178 0.2443
Alter. 7 0.0306 0.1140 0.0698 0.1867 0.3491 0.2484 0 0.1980 0.2872 0.2967
Alter. 8 0.2483 0.2347 0.1425 0.2035 0.4120 0.2161 0.2838 0 0.2529 0.2619
Alter. 9 0.2567 0.1170 0.1293 0.1556 0.3694 0.2919 0.2656 0.1974 0 0.2404
Alter. 10 0.1489 0.2158 0.1373 0.1762 0.3675 0.1012 0.1628 0.1051 0.1939 0
TasLE 14: The outflow, inflow, net flow, and final rank.
Outflow Inflow Net flow Final rank
Alter. 1 2.0998 2.0036 0.0962 4
Alter. 2 3.3781 1.4468 1.9313 2
Alter. 3 3.6129 1.0577 2.5552 1
Alter. 4 2.0032 2.1477 —0.1445 5
Alter. 5 1.6731 3.2940 -1.6208 10
Alter. 6 2.3546 2.5657 -0.2111 6
Alter. 7 1.7805 2.4108 -0.6302 8
Alter. 8 2.2557 2.1512 0.1045 3
Alter. 9 2.0233 2.5379 —0.5145 7
Alter. 10 1.6088 3.1748 —1.5660 9
(4) Model 4: FRSA-MSWS-TOPSIS with synthesis of Model 6.3: SW?, SW> + OW', OW*
three weights Model 6.4: swj, swz + ow;, owz
Model 4.1: SWI, SW2 +OW1 ﬁoge} 22 g\\//:ffl, 2&3 * 8\%1) 8%3
Model 4.2: SW?, SW+ OW? O0del 6:6: 5, SWHH WS
Model 4.3: SW', SW*+ OW? (7) Model 7: FRSA-MSWS-VIKOR with synthesis of
Model 4.4: SV\[1 + OWI, ()W2 four welghts
Model 4.5: SW2 + OW?, OW’> Lo Lo,
Model 4.6: SW? + OW", OW? Model 7.1: SWI, SW2+ OWz, OW3
Model 7.2: SW*, SW~+ OW*, OW
(5) Model 5: FRSA-MSWS-VIKOR with synthesis of Model 7.3: SW2, SW?+ OW!, OW?
three weights Model 7.4: SW2, SW?+ OW?, OW?
Model 5.1: SWI, SW2+OW1 Model 7.5: SWi, SW2+OW?, sz
Model 5.2: SWZ, SW3+OW2 Model 7.6: SW s SW”+ OW N oW
Model 5.3: SW', SW*+OW” (8) Model 8: FRSA-MSWS-TOPSIS with synthesis of
Model 5.4: SW* + OW N oW five weights
Model 5.5: SW? + OW?, OW?
Model 5.6: SW? + OW!, OW?> Model 8.1: SW', SW? SW’ + OW', OW?
. . Model 8.2: SW', SW?, SW? + OW?, OW?>
(6) Model 6: FRSA-MSWS-TOPSIS with synthesis of Model 8.3: SW., SW2 SW?+ OW', OW?
four weights Model 8.4: SW', SW? + OW!, OW2, OW?
Model 6.1: SW!, SW2 + OW!, OW? Model 8.5: SW?, SW? + OW', OW?, OW?

Model 6.2: SW', SW2 + OW2, OW? Model 8.6: SW', SW’ + OW', OW?, OW”
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TaBLE 15: Comparison of the ranks of alternatives according to models 1, 2, and 3.
Model 2 Model 3
Model 1

2.1 2.2 2.3 2.4 2.5 2.6 3.1 32 33 3.4 3.5 3.6
Alter. 1 4 6 6 6 6 4 4 7 7 9 8 2 2
Alter. 2 2 2 2 2 2 3 2 1 1 3 4 3 3
Alter. 3 1 1 1 1 1 1 1 2 2 6 1 1 1
Alter. 4 5 3 3 5 5 7 7 3 3 2 3 9 9
Alter. 5 10 7 7 10 10 10 10 9 9 10 10 10 10
Alter. 6 6 8 8 3 3 5 5 5 6 1 2 4 4
Alter. 7 8 9 9 9 9 6 6 10 10 8 7 6 5
Alter. 8 3 5 5 4 4 2 3 6 5 4 6 5 6
Alter. 9 7 4 4 8 7 9 8 4 4 7 9 8 8
Alter. 10 9 10 10 7 8 8 9 8 8 5 5 7 7

TaBLE 16: Comparison of the ranks of alternatives according to models 1, 4, and 5.
Model 4 Model 5
Model 1

2.1 2.2 2.3 2.4 2.5 2.6 3.1 3.2 3.3 3.4 3.5 3.6
Alter. 1 4 7 5 4 6 6 3 7 4 4 7 7 3
Alter. 2 2 2 3 2 2 2 2 1 1 2 1 2 2
Alter. 3 1 1 1 1 1 1 1 3 6 1 2 1 1
Alter. 4 5 3 7 5 3 5 7 2 9 6 3 4 8
Alter. 5 10 8 10 9 8 10 10 9 10 10 9 10 10
Alter. 6 6 6 4 7 7 3 5 5 2 5 5 3 4
Alter. 7 8 9 6 8 9 8 6 10 5 9 10 8 6
Alter. 8 3 4 2 3 5 4 4 4 3 3 4 6 5
Alter. 9 7 5 9 6 4 7 8 6 8 7 6 9 9
Alter. 10 9 10 8 10 10 9 9 8 7 8 8 5 7

(9) Model 9: FRSA-MSWS-VIKOR with synthesis of
five weights

Model 9.1: SW!, SW2, SW? + OW!, OW?
Model 9.2: SW', SW?, SW?+ OW?, OW?
Model 9.3: SW!, SW2, SW? + OW!, OW?
Model 9.4: SW!, SW? + OW!, OW?, OW?
Model 9.5: SW?, SW? + OW!, OW?, OW?
Model 9.6: SW*, SW? + OW!, OW?, OW?

(10) Model 10: FRSA-MSWS-TOPSIS with synthesis of
six weights (SW', SW?, SW? + OW', OW?, OW?)

(11) Model 11: FRSA-MSWS-VIKOR with synthesis of
six weights (SW', SW?, SW’> + OW', OW?, OW?)

Ranking of the alternatives according to the models used
in order to assess the reliability of the results shows that
alternative 3 remained in the first place for the majority of
the models (Tables 15-19). There was a change in the ranking
of alternative 3 using the FRSA-MSWS-TOPSIS model and
FRSA-MSWS-TOPSIS model, whereby alternatives 3 and 2
changed places for the majority of the models.

In order to establish the connection between the results
obtained using 51 different models (Tables 15-19), Spear-
man’s correlation coefficient (SCC) was used. SCC of ranks
is a useful and important indicator for determining the link
between the results obtained by different models [31-33].
Additionally, the case in this study has ordinal variables or
ranked variables, while SCC is suitable for use in this sit-
uation. In this paper, SCC was used to define the statistical

significance of the difference between the ranks obtained by
different models. The results of the comparison of ranks
using SCC are shown in Tables 20-24.

The SCC values from Tables 20-24, which are with the
average values of 0.64, 0.74, 0.77, 0.90, and 0.92 (all greater
than 0.60), show a high correlation between the ranks among
the models examined. In addition, the average value of SCC
tends to increase when the number of synthesized weights
increases, which reveals that the model tends to be stable when
more weights are synthesized. Based on recommendations by
Ghorabaee et al. [33], when all SCC values are greater than 0.8,
an extremely high correlation is shown. In our case, when the
number of synthesized weights is 6, all of the SCC values are
significantly greater than 0.8 (Table 24) and the average value is
0.92; when the number of synthesized weights is 5, most of the
SCC values are significantly greater than 0.8 (Table 23) and the
average value is 0.90; when the number of synthesized weights
is 4, most of the SCC values are also significantly greater than
0.8 (Table 22) and the average value is 0.77 (slightly less than
0.8). Therefore, we can conclude that there is a very high
correlation (closeness) between the proposed FRSA-MSWS-
PII model and the other models for the treatment of uncer-
tainty (fuzzy and rough), especially when the number of
synthesized weights is more than 4.

5.2. Sensitivity Analysis. Since the results of MCDM models
depend to a great extent on the values of the weight coef-
ficients of the assessment index, this section shows
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TaBLE 17: Comparison of the ranks of alternatives according to models 1, 6, and 7.
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TaBLE 18: Comparison of the ranks of alternatives according to models

1, 8, and 9.
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TaBLE 19: Comparison of the ranks of alternatives according to models 1, 10, and 11.
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TasLE 20: Correlation of the ranks in the models 1, 2, and 3.

Model
1 2.1

Model

Model
2.2

Model

2.3

Model

Model

2.5

Model

2.6

Model

3.1

Model

3.2

Model

Model

3.3 3.4

Model

3.5

Model

3.6

Model
Model
2.1
Model
2.2
Model
2.3
Model
2.4

1 1 0.78
— 1

0.78

0.88
0.61

0.61

0.90
0.68

0.68

0.99

0.90
0.48

0.48

0.83

0.82

0.94
0.59

0.59

0.84

0.85

0.76
0.87

0.87

0.79

0.84

0.79
0.90

0.90

0.78

0.83

0.38 0.58

0.21 0.35

0.21 0.35
0.67 0.84

0.65 0.79

0.77
0.32

0.32

0.73

0.72

0.71
0.27

0.27

0.67

0.66
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TasLE 20: Continued.
Model Model Model Model Model Model Model Model Model Model Model Model Model

1 2.1 22 2.3 2.4 2.5 2.6 3.1 32 33 34 35 36
12\450‘161 — — — — — 1 0.98 0.47 0.50 0.32 0.59 0.88 0.83
12\’[60‘1"1 — — — — — — 1 0.58 0.60 0.31 0.56 0.89 0.85
13\410‘1"1 — — — — — — — 1 0.99 0.59 0.61 0.38 0.33
13\/120de1 — — — — — — — — 1 0.55 0.56 0.37 0.31
Model — — — — — — - - - 1 0.77 0.14 0.09
33
Model
24 — — — — — — — — — — 1 0.49 0.48
Model
35 — — — — - — — — — — — 1 0.99
Model - - - - o - o - - o - o ]
36

TasLE 21: Correlation of the ranks in the models 1, 4, and 5.
Model Model Model Model Model Model Model Model Model Model Model Model Model

1 41 42 43 44 45 4.6 5.1 52 53 5.4 5.5 5.6
Model 1 1 0.85 0.88 0.98 0.83 0.92 0.93 0.81 0.56 0.98 0.85 0.71 0.82
Z/Il"del — 1 0.62 0.89 0.98 0.85 0.66 0.92 0.24 0.81 0.94 0.64 0.49
Z/Izc’del — — 1 0.79 0.53 0.88 0.93 0.59 0.75 0.89 0.66 0.73 0.90
T;del — — — 1 0.89 0.85 0.88 0.78 0.45 0.93 0.83 0.58 0.72
i{fdel — — — — 1 0.78 0.64 0.87 0.15 0.77 0.89 0.55 0.45
st"del - - — - - 1 0.87 0.84 0.62 0.93 0.89 0.84 0.81
Z/Ié’del — - — - - - 1 0.59 0.72 0.92 0.66 0.67 0.95
2410‘:131 — — — — — — — 1 0.35 0.79 0.99 0.76 0.48
15‘420‘161 — — — — — — — — 1 0.62 0.38 0.49 0.77
Model — — — — — — — — — 1 0.85 0.76 0.85
5.3
Model
54 — — — — — — — — — — 1 0.79 0.56
Model
5 s — — — — — — — — — — — 1 0.75
Model . . . . . . . . . . . 1
5.6

sensitivity analysis of the results when there is a change in
the weights of the assessment index.

Sometimes the ranks of the alternatives change as a result
of very small changes in the weight coefficients. Therefore,
the results of MCDM models as a rule are accompanied by
an analysis of their sensitivity to these changes. This section
presents a sensitivity analysis of the ranking of the alter-
natives to changes in the weight coefficients of the assess-
ment index carried out through 27 scenarios (Tables 25-27).

The scenarios for the sensitivity analysis were grouped
into three phases. In each phase of the sensitivity analysis,

the weight coefficients of the assessment index are increased,
respectively, by 25%, 50%, and 75%. One assessment index is
favoured per scenario for each of nine scenarios in the phase,
and its weight coeflicient is increased by the given values. In
the same scenario, the weight coefficients of the remaining
assessment index were each reduced by the corresponding
ratios. Changes in the ranking of the alternatives for the
scenarios are shown in Tables 25-27.

The results (Tables 25-27) show that the allocation of
different weights to the assessment index through the sce-
narios leads to a change in the ranking of the alternatives,
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TaBLE 22: Correlation of the ranks in the models 1, 6, and 7.

Model Model Model Model Model Model Model Model Model Model Model Model Model

1 6.1 6.2 6.3 6.4 6.5 6.6 7.1 7.2 7.3 7.4 7.5 7.6
Model 1 1 0.85 0.90 0.92 0.93 0.98 0.98 0.78 0.88 0.60 0.61 0.96 0.98
241°de1 — 1 0.98 0.71 0.72 0.89 0.89 0.88 0.93 0.31 0.27 0.79 0.81
2420de1 _ — 1 0.75 0.75 0.94 0.94 0.84 0.92 0.33 0.28 0.82 0.83
16‘430‘161 _ _ — 1 0.98 0.85 0.85 0.62 0.77 0.75 0.75 0.90 0.92
16\’1:‘161 _ _ — — 1 0.84 0.84 0.70 0.82 0.78 0.78 0.93 0.94
16\’[;"161 _ _ — — — 1 1 0.76 0.84 0.47 0.48 0.92 0.93
?gdel _ — — — — — 1 0.76 0.84 0.47 0.48 0.92 0.93
%Odel _ _ _ _ _ _ _ 1 095 033 044 081 077
g/lz(’del _ _ _ _ _ _ _ _ 1 050 049 088 087
Model _ _ _ _ _ _ _ _ 1 087 068 067
7.3
Model
T _ _ _ _ _ _ — — — — 1 0.75 0.70
Model
e _ _ _ _ _ _ _ — _ — — 1 0.99
Model . . . - . - . . . . . . 1
7.6
TasLE 23: Correlation of the ranks in the models 1, 8, and 9.
Model Model Model Model Model Model Model Model Model Model Model Model Model

1 8.1 8.2 8.3 8.4 8.5 8.6 9.1 9.2 9.3 9.4 9.5 9.6
Model 1 1 0.95 0.98 0.98 0.90 0.95 0.99 0.92 0.96 0.96 0.92 0.73 0.96
g’ll"del — 1 0.99 0.99 0.85 0.98 0.96 0.90 0.94 0.94 0.88 0.73 0.94
g’lzodel — - 1 1 087 096 099 092 095 095 087 072 095
2430‘161 — — — 1 087 09 099 092 095 095 087 072 095
g{;’del _ _ — — 1 0.81 0.92 0.77 0.82 0.82 0.90 0.49 0.82
?;del _ _ — — — 1 0.94 0.88 0.94 0.94 0.88 0.81 0.94
18"[60‘161 _ _ _ — — — 1 0.90 0.94 0.94 0.89 0.67 0.94
19\’110‘161 _ _ _ _ _ _ — 1 098 098 088 076 098
Model
oy _ _ _ _ — — — — 1 1 0.92 0.83 1
Model
03 _ _ _ _ _ — — — — 1 0.92 0.83 1
Model
o _ _ _ _ _ _ — — — — 1 0.75 0.92
Model
os _ _ _ _ _ _ — —_ _ — — 1 0.83
Model

9.6
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TaBLE 24: Correlation of the ranks in the models 1, 10, and 11.

Model 1 Model 10 Model 11
Model 1 1 0.99 0.88
Model 10 — 1 0.89
Model 11 — — 1

TaBLE 25: Scenarios for the sensitivity analysis (phase I, 25%).

twy * 1.25 tw, %1 .25 tws % 1.25 twy % 1.25 tws * 1.25 twe * 1.25 twy x 1.25 twg * 1.25 twg * 1.25

Alter. 1 4 4 3 8 3 3 5 7 4
Alter. 2 2 2 2 3 2 1 1 1 2
Alter. 3 1 1 1 1 1 2 2 2 1
Alter. 4 5 5 4 5 8 5 4 3 7
Alter. 5 10 10 9 10 6 7 10 5 10
Alter. 6 6 7 5 2 4 8 3 8 5
Alter. 7 8 8 7 9 5 6 7 9 6
Alter. 8 3 3 8 4 7 4 6 6 3
Alter. 9 7 6 6 7 9 9 8 4 8
Alter. 10 9 9 10 6 10 10 9 10 9
TABLE 26: Scenarios for the sensitivity analysis (phase I, 50%).

twy * 1.50 tw, * 1.50 tws * 1.50 twy * 1.50 tws * 1.50 twe * 1.50 twy; * 1.50 twg * 1.50 twg * 1.50
Alter. 1 4 4 3 8 3 4 6 7 4
Alter. 2 2 1 2 5 2 1 1 1 2
Alter. 3 1 2 1 1 1 2 2 2 1
Alter. 4 5 5 4 4 7 5 4 3 7
Alter. 5 10 10 9 10 5 7 10 5 10
Alter. 6 6 8 7 2 4 8 3 8 5
Alter. 7 8 7 6 9 6 6 7 9 6
Alter. 8 3 3 8 3 8 3 5 6 3
Alter. 9 7 6 5 7 9 9 8 4 8
Alter. 10 9 9 10 6 10 10 9 10 9

TaBLE 27: Scenarios for the sensitivity analysis (phase I, 75%).

twy %175 twy %175 twsx175  twy 175  twsx 175  twex175  two %175  twgx1.75  two#1.75
Alter. 1 4 4 3 8 3 4 6 8 4
Alter. 2 2 1 2 6 2 1 1 1 2
Alter. 3 1 2 1 1 1 2 2 2 1
Alter. 4 5 6 4 3 7 5 5 3 8
Alter. 5 10 10 9 10 5 7 10 5 10
Alter. 6 6 8 7 2 4 8 3 7 5
Alter. 7 8 7 6 9 6 6 8 9 6
Alter. 8 3 3 8 4 8 3 4 6 3
Alter. 9 7 5 5 7 9 9 7 4 7
Alter. 10 9 9 10 5 10 10 9 10 9

TaBLE 28: Correlations in the ranking of 27 scenarios.

Scenario SCC Scenario SCC Scenario SCC
S1 1.00 S10 1.00 S19 1.00
S2 0.99 S11 0.95 S20 0.93
S3 0.81 S12 0.77 S21 0.77
S4 0.73 S13 0.68 S22 0.58
S5 0.64 S14 0.59 §23 0.59
S6 0.84 S15 0.85 S24 0.85
S7 0.85 S16 0.87 §25 0.90
S8 0.61 S17 0.61 S26 0.59

S9 0.94 S18 0.94 S27 0.92
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which confirms that the model is sensitive to changes in the
weight coeflicients. By comparing the alternatives which are
ranked first (Alter. 3 and Alter. 2) in scenarios 1-27 with the
initial ranking (Table 14), it is can be seen that the rank of the
highest ranked alternative is confirmed. Analyzing the
ranking through 27 scenarios also shows that alternative
Alter. 3 holds its rank in 16 scenarios, while in 11 scenarios,
it is ranked second. The alternative ranked second (Alter. 2)
holds its rank in 13 scenarios, while it is ranked first in 11
scenarios. Changing the weights of the assessment indexes
through the scenarios leads to changes in the ranking of the
remaining alternatives. However, these changes were not
drastic, which also confirms the correlation of the ranks
through the scenarios (Table 28).

The SCC values were obtained by comparing the initial
ranks of the FRSA-MSWS-PII model (Table 14) with those
obtained through the scenarios (Tables 25-27). By analyzing
the results (Table 28), we can conclude that there is a high
correlation of the ranks, since in 15 scenarios, the value of
SCC s greater than 0.80, while in the remaining scenarios, it
is greater than 0.55. The average value of SCC through all the
scenarios is 0.81, which indicates a high average correlation.
On this basis, we can conclude that there is satisfactory
closeness of the ranks and that the proposed ranking is
confirmed and credible.

6. Conclusions

In future manufacturing industry, there is no doubt about
that green intelligent manufacturing is the target direction of
sustainable development. The key point of green intelligent
manufacturing is to achieve a reasonable balance of envi-
ronmental, social, and economic performance of
manufacturing system and a sustainable development of
consumption and production. Obviously, some technical
and policy support are required. Driven by digital twin
system, this paper focuses on the methodology from the
perspective of green performance evaluation of intelligent
manufacturing to promote the transformation of
manufacturing industry to green intelligent manufacturing.

Because the contribution in this paper is just a pilot
study on the social influence evaluation for intelligent
manufacturing, there are many future works that should be
carried out in the future. It is only a performance evalu-
ation model based on MCDM, and the mechanism that
how multiple factors affect the green performance of in-
telligent manufacturing has not been studied deeply. In
addition, the development of intelligent manufacturing
will pay more attention to the impact on people in the
future. In the final analysis, whether intelligent
manufacturing can provide human with a well-being work
and comfortable life will be explored. Human-oriented
green performance evaluation methodology of intelligent
manufacturing is necessary to study in the future. For
example, the long-term and cumulative impact of intel-
ligent manufacturing on human beings should be evalu-
ated with the coordination of intelligence and economy of
intelligent manufacturing. Then, a green maturity model of
intelligent manufacturing in the whole life cycle can be
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built based on the decision-making support from the green
performance evaluation.
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The Chinese stock 300 index (CSI 300) is widely accepted as an overall reflection of the general movements and trends of the
Chinese A-share markets. Among the methodologies used in stock market research, the complex network as the extension of
graph theory presents an edged tool for analyzing internal structure and dynamic involutions. So, the stock data of the CSI 300
were chosen and divided into two time series, prepared for analysis via network theory. After stationary test and coeflicients
calculated for daily amplitudes of stock, two “year-round” complex networks were constructed, respectively. Furthermore, the
network indexes, including out degree centrality, in degree centrality, and betweenness centrality, were analyzed by taking
negative correlations among stocks into account. The first 20 stocks in the market networks, termed “major players,” “gatekeeper,”
and “vulnerable players,” were explored. On this basis, temporal networks were constructed and the algorithm to test robustness
was designed. In addition, quantitative indexes of robustness and evaluation standards of network robustness were introduced and
the systematic risks of the stock market were analyzed. This paper enriches the theory on temporal network robustness and
provides an effective tool to prevent systematic stock market risks.

1. Introduction

Following its rapid growth and development, the Chinese
economy has become the second largest economy in the
world. However, the functionality of the underdeveloped
financial market in China still contains room for im-
provement compared with the financial markets in other
countries [1]. The stock market provides the most active
window of capital in the financial system because of the more
frequent events than Gaussian fluctuations, which reflect the
features of loss, namely, initiating systemic financial risk
[2-4].

Some scholars have investigated stock index futures with
regard to three aspects, so as to evaluate market risks [5].
First of all, due to the high liquidity, high leverage, and

bidirectional operation of futures markets, stock index fu-
tures are believed to improve the volatility of the spot market
[6]. Secondly, stock index futures can help to enhance the
depth and efficiency of the market, thus decreasing its
volatility [7, 8]. Finally, the stability of the stock market is not
very likely to be affected by transactions [9, 10]. By in-
troducing the CSI 300 futures market on April 16, 2010,
China attempted to enhance its financial system. In the CSI
300 futures market, investors can take short positions on
futures to hedge against the risk in the Chinese stock market.
It is generally believed that the futures market can signal
a new era for China’s financial market. Through the CSI 300
stock index, the performance and price fluctuation of the A-
share index in China can be reflected. The index is designed
to be a performance benchmark and a base for derivatives
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innovation. At present, the CSI 300 stock index has been
widely used to reflect the trends and movements in the
Chinese A-share markets [11]. Increasing attention has been
paid to the influence of the CSI 300 index futures on the
underlying stock market. For instance, Cao et al. [5] in-
vestigated the correlation between the CSI 300 markets and
the China securities index 300 (CSI 300) futures according to
high-frequency data, using MF-DCCA. Suo et al. [12] used
the recurrence interval analysis method to explore the risk
estimation, memory effects, and scaling behavior of the CSI
300 in China. Qu et al. [13] carried out a comprehensive
analysis of some popular time-series models to predict the
RMVHR for the CSI 300 futures. Moreover, the out-of-
sample dynamic hedging performance was evaluated by
comparing this with the conventional hedging models
through daily prices and the vector heterogeneous autore-
gressive model through intraday prices.

To date, the stock index has been widely studied through
the theory of the complex network. There exist interactive
individuals in technological, physical, biological, and social
networks [14-16]. Therefore, the extension of graph theory,
the complex network, and the edged tool have been used to
analyze the dynamic involutions and internal structure of
these networks [17-19].

Multilayer network theory is a development tool based
on single network research, which provides a new per-
spective for grasping information within a colorful structure.
A key aspect of multilayer network theory is that the un-
derlying network structure can significantly influence the
dynamic processes mediated by the edges [20]. Moreover,
the authors adapted the implicit null model to fit the layered
network, the main idea being to represent every layer
through a slice [21-23]. A temporal network is a special
multiplex network constructed on a timeline basis, which is
of great importance to the process of risk dissemination. In
the network, electronic or biological viruses and information
or rumors are transmitted through electronic connections,
social ties, and physical contact edges. The speed and extent
of spreading are affected by the network structure owing to
features such as degree correlations [24], degree distribution
[25, 26], short path lengths [27], and community.

On this basis, this paper purposes two research ques-
tions: (i) what complex network indexes characterize the
special stock in the market? (ii) How to quantify the risk or
to say robustness in the stock market?

The contributions of this article to the existing research
can be classified into the following aspects: first of all, the
study establishes directed weighted stock networks using the
CSI 300 index, considering the negative correlation between
stocks; a multilayer time-series network was constructed.
Secondly, the paper analyzes the systematic stock market
risk according to the temporal network and designs an al-
gorithm for measuring robustness. In addition, a quantita-
tive index is provided. Finally, this article provides an
effective tool for a systematic approach to risk in the stock
market.

The remainder of this article is structured as follows: in
Section 2, the literature pertaining to stock market risks and
the application of temporal networks are reviewed; Section 3
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details the data processing and the corresponding time-
series tests; in Section 4, the complex network models are
established, and their statistical characteristics are analyzed;
Section 5 discusses the rationality criterion of stock market
robustness in the context of the time complex network;
finally, Section 6 concludes this paper. Figure 1 presents an
overview of the research conducted for this study.

2. Literature Review

2.1. Stock Market Risk. Stock market risks are generally
discussed from the perspectives of the correlations of in-
dividual stocks, or whole sectors and changes in the volatility
of stock prices [28, 29], or in the context of financial re-
strictions [30, 31]. There are also some studies that explore
technological risks, policy risks, and the social factors and
economic policy behind stock risk. Apergis [32] studied the
effect of policy and technological risks on US stock returns
and emphasized the impact of economic policy uncertainty
on stock returns, which rose to an all-time high after the
2007-2009 recession. Tsai [33] revealed the impact of eco-
nomic policy uncertainty in China, Japan, Europe, and the
United States on the risk of contagion in global stock market
investments. Cao et al. [34] used a sample of A-shares listed
in China from 2001 to 2012 to study the relationship between
social trust and the risk of stock price collapse, finding that
social trust as a social and economic factor is related to the
latter risk. Regarding social factors, Li et al. [35] pointed out
a correlation between stock price crash risks and social trust,
based on the data of listed firms in China from 2001 to 2015.

In recent years, the distress risk anomaly in emerging
markets has been investigated in many studies. For example,
Gao et al. [36] investigated the significance of book-to-
market, size, and momentum factors in capturing the fi-
nancial distress risks of the stock market in China. Lai et al.
[37] explained stock returns in the stock markets of Aus-
tralia, Thailand, Singapore, Malaysia, Korea, Indonesia, and
Hong Kong, finding that the four-factor financial crisis risk
asset pricing model has received extensive empirical support
in these markets. Eisdorfer et al. [38] studied several po-
tential drivers of stock returns for distressed companies in 34
different countries and documented the exclusive risk
anomalies in developed countries. Distress anomaly is more
serious in countries with higher information transparency,
lower arbitrage barriers, and stronger acquisition legislation.
These findings demonstrate that all aspects of shareholder
risk are of great importance to shape the stock returns of
distressed firms. Gao et al. [39] studied the abnormal risk of
distress in 38 countries over the past 20 years, finding this
anomaly to be highly concentrated in low-market stocks in
developed countries such as North America and Europe,
instead of 17 emerging markets. The existing research
predicts the stock return or the national attribute in order to
explain the abnormal risk of distress, none of which studies
the factors that capture the risk of stock financial distress.

The abovementioned research was mainly conducted
using traditional measurement methods, such as the VAR
model and the GARCH model, which have yielded different
results without multifractality.
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2.2. Temporal Network. Artificial intelligence generates data  structures or patterns from data with a large volume, high
in a new form of complexity, bringing about the new era of ~ variety, and high speed. Over the past ten years, there have
big data [40], which is a huge challenge for researchers from  emerged increasing studies describing dynamic systems
different shielding agencies involved in extracting new  through complex networks based on time series [41].



In recent years, most studies have projected the time
dimension by aggregating the connection between vertices
and edges, even when the information about the time series
of contacts or interactions was available [42].This method,
temporal network, is to split the data into adjacent time
windows in which contacts gather into edges. For instance,
Karimi and Holme [43] explained the consequences of social
influence, such as the spread of opinions and fads, in
a temporal network by establishing threshold models. By
exploring the diffusion of a supermarket, Deng et al. [44]
found that the system evolves in a certain order that is not
completely random. Moreover, the nodes are classified
according to certain rules. Flores and Romance [45] rec-
ognized the nodes connected to a given complex network to
be main topics in complex network analysis. Therefore, an
eigenvector concentration model of a time network that
evolves on a continuous time scale and sorts the nodes was
proposed, according to the correlation of the nodes in the
process of their occurrence in the network. For example,
Everett et al. [46] used two-mode temporal data to measure
the experience and knowledge held in social temporal
networks. Li et al. [47] used the decision tree to find the
node-level features that have a general impact on node
transition over the temporal network.

In recent years, the temporal network method has been
used to investigate the stock market in terms of stock risks.
Huang et al. [48] put forward an algorithm—namely,
a backward temporal diffusion process—to calculate the
shortest temporal distance to the transmission source. Zhao
et al. [49] characterized the time-evolving correlation-based
networks of stock markets through the temporal network
framework, in order to highlight the instability of the un-
derlying market by portfolio selection in the evolution of the
topology structure of the financial networks. Qu et al. [13]
investigated the dynamic hedging performance of the high-
frequency data of the CSI 300 index futures by designing the
minimum-variance hedge ratio (RMVHR) approach. Ly6csa
et al. [50] studied the connectedness of a sample of 40 stock
markets across five continents using daily closing prices and
return spillovers based on Granger causality based on the
network model. Zhao et al. [51] utilized the temporal net-
work framework to characterize the time-evolving corre-
lation-based networks of stock markets.

All these studies focus on the critical value of the vol-
atility, ignoring mechanism of the detail structure of the
network influencing the risk propagation. This is the exact
starting point of this paper.

3. Temporal Data Processing and Complex
Networks Modeling

Stock data have a temporal property, which is mainly
manifested on top price, floor price, closing price, and
turnover. Annual cross section data also have a temporal
property. Hence, the complex network established in the
following subsections is a temporal complex one. Stocks on
the CSI 300 index are those that are performing well in
China’s stock markets. They are thus not only a barometer of
the stock market but also a symbol of economic status.

Complexity

Therefore, studying stocks in the CSI 300 index may be seen
as significant.

Previous studies have generally constructed undirected
networks with positive weights based on fluctuating stock
data in a certain period. However, the influences among
stocks are causal, to some extent. In this paper, directed
networks were constructed to depict the collaborative re-
lationships between stocks, and a multilayer temporal net-
work was constructed based on several time series to
describe the network’s influential stocks from a long-term
perspective.

3.1. Data Processing. In this paper, data from the CSI 300
index over 488 trading days from October 15, 2016, to
October 15, 2018, were output from the “Choice Financial
Terminals,” including the opening price, top price, floor
price, closing price, turnover, and volume of transaction of
each stock during each trading day.

Two types of data anomalies were found during the data
examination: missing data and zero transaction volume (or
turnover). The missing data were due to the fact that the
stock was not issued on the day or may have been issued but
was not listed. For example, Merchants Highway was listed
on December 25, 2017 [52], and data before were missing.
Similarly, Huaneng Hydropower was listed on December 15,
2017 [53], and data before were missing. Caitong Security
was listed on October 24, 2017 [54], and data before were
missing. Zero transaction volume (or turnover) was caused
by the suspension of stocks for major assets restructuring,
the planning of nonpublic issue shares, major decision
planning, and major cooperative projects. For example, the
Midea Group planned an asset restructuring with the Cygnet
Subsidiary and was suspended from September 10, 2018
[55]. Perfect World was planning to issue nonpublic shares
and applied this to the Shenzhen Stock Exchange, so it was
suspended as of June 4, 2018 [56]. Donghua Software and
Tencent Cloud Computing were in the process of discussing
key issues and planning to carry out extensive cooperation in
the fields of medicine, the intelligent city, finance, and
electricity, according to the latest communication, further
promoting the update of strategic cooperation between the
two parties. In addition, the dominant stockholder of
Donghua Software was discussing with capital cooperation
with Tencent-related companies, but this capital cooperation
involved no changes to corporate control [57]. Donghua
Software was suspended since May 14, 2018, after its ap-
plication to the Shenzhen Stock Exchange [58]. Hence, this
type of data exerted a certain disturbance and was deleted
from the dataset. In the end, a total of 169 stocks were
retained for the present study.

The CSI 300 index stocks can be discussed from multiple
aspects, such as daily closing price, daily price change ratio,
historical volatility, daily amplitude, and weekly amplitude
of stocks. Among them, stock amplitude reflects the stock
activity, denoting not only the industrial development of the
stock market but also indicating the investment orientation
and investors’ attitudes. The amplitude analysis of stocks
covers the daily, weekly, and monthly amplitude analyses. In
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this paper, the daily amplitude (DA) of stocks was applied
[59]. A low DA represents poor stock activity on the given
day, the contrasting scenario indicating that the stocks are
active.

If p! is the share price of stock i on day ¢, therefore,
max (p}) “denotes the top price of stock i” on day t, and
min (p!) is the floor price of stock i on day t. If p’;! is the
closing price of stock i on the previous day, the calculation
formula of its amplitude on day ¢ (DA!) is as follows:

¢ max(rf) = minp)) .
Psi
The daily amplitude data of each stock can be derived
from equation (1). The DA data of certain stocks during
2016-2017 and 2017-2018 are shown in Figure 2.
In short, the data may be seen as stationary from the

perspective of the sequence chart. The data were also tested
using ADF in terms of the quantity angle.

3.2. ADF Test and Cointegration Test. With an unsteady time
series, the traditional analysis method cannot assure the
validity of the data. Conversely, the unit root test can create
conditions for an unsteady time series. There are many unit
root test methods, of which ADF was applied in the current
study. If the DA data were to be deemed steady, they needed
to meet the following condition:

(1) The mean, E[DA!] = y, is a constant unrelated with
time t

(2) The variance, D[DA!] = 02, is a constant unrelated
with time ¢

(3) The covariance, Cov[DA!', DA!?], is a constant re-
lated with the time interval only, but it is unrelated
with time ¢

The ADF test was applied to verify whether the DA met
the above conditions. The verification results are shown in
Table 1, obtained using Matlab 2017b.

The DA of other stocks also underwent the ADF test. In
other words, the data of these 169 stocks in the study period
were found to be steady sequences.

On this basis, the DA of all of the stocks could be seen as
steady sequences and thereby meet the same-order condi-
tions of the cointegration test. Hence, the correlation co-
efficient between two stocks was gained through the
cointegration test.

Cointegration theory plays a vital role in economic
circles. It is an econometric analysis method created by
Johansen and is mainly applied to study the long-term
equilibrium relationship among economic variables based
on an unsteady time series [59]. The higher the absolute
value of the cointegration coefficient, the stronger the
correlation between two stocks; otherwise, the correlation is
weaker. Selected cointegration coefficients are listed based
on two stocks in the following section (as listed in Tables 2
and 3).

The program results show that the cointegration co-
efficients between the different pairs of stocks all passed the

test. The following sections detail the construction of the
complex networks based on the cointegration coefficient.

4. Complex Networks Modeling and
Statistical Analysis

In this paper, stocks were denoted as nodes and the coin-
tegration coefficients used as the weights of edges. Out
degree centrality, in degree centrality, and betweenness
centrality were chosen for the correlation analysis of net-
work characteristics.

4.1. Stock Market Complex Networks Modeling. The above
selected 169 stocks were viewed as nodes in the complex
networks, and the cointegration relationships among the
stocks were used as edges. The cointegration relationships
between stocks i and j were determined in Section 3.2. The
cointegration coefficient (a;;) using stock i as a dependent
variable and stock j as an independent variable was ob-
tained, which corresponds to one directed side from node i
to node j, with a weight of a;;. In this way, a weighted
directed graph G(V, E, W) was plotted, where V represents
the set of stocks, E the set of edges, and W the set of weights
corresponding to the edges. This was determined by the
following method. Since the cointegration coefficients a;;
and a; may not be equal, the rule for retaining edges was
such that all directed edges of a;; were retained if |a; jI >|a j,»l;
otherwise, all directed edges of a; were retained. The his-
tograms of the frequency distribution of |a;;| after screening
are shown in Figure 3.

It can be seen from Figure 3 that the absolute value of the
cointegration coeflicient during 2016-2017 is mainly con-
centrated in a relatively small region and generally presents
a power-low distribution. The absolute value of the coin-
tegration coefficient during 2017-2018 presents an approx-
imately clock-shaped distribution pattern. There is no large
frequency in regions with low and high absolute cointe-
gration coeflicient values. The number and proportions of
the intervals corresponding to the two distribution tables are
shown in Table 4.

Due to the positive relationship between the correlation
of the pairs of stocks and the cointegration coefficient, the
weight was determined as follows:

aij<|aij' >Con), o
w;; =
! O<|aij|sC0n),

where Con is the screened threshold. In Table 4, there are
significantly different numbers of cointegration coefficients
at different intervals. Here, the 70% quantile of two networks
was selected as the screening base, according to the histo-
gram results, and only 30% of the edges with great weights
was retained. Finally, the threshold of absolute values of the
cointegration coefficient during 2016-2017 was Con =
0.3117, and the threshold of the absolute value of the
cointegration coeflicient during 2017-2018 was Con =
0.4284. Stocks with strong correlations were chosen by this
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F1GuRre 2: Display of daily amplitude of some stocks: (a) Ping An Bank during 2016-2017; (b) Ping An Bank during 2017-2018; (c) Shenzhen
Zhongjin Lingnan Nonfemet during 2016-2017; (d) Shenzhen Zhongjin Lingnan Nonfemet during 2017-2018; (e) Overseas China Town A
during 2016-2017; (f) Overseas China Town A during 2017-2018.



Complexity 7
TaBLE 1: ADF test of selected stocks during 2016-2017 and 2017-2018.
2016-2017 2017-2018
Stock D-F P value Stock D-F P value
Ping An Bank 25.2817 0.001 Ping An Bank 23.5691 0.001
Shenzhen Zhongjin Lingnan Nonfemet 27.0890 0.001 Shenzhen Zhongjin Lingnan Nonfemet 27.8371  0.001
Overseas China Town A 28.0743  0.001 Overseas China Town A 25.6870 0.001
Zoomlion Heavy Industry Science & Technology 22.0906 0.001 Zoomlion Heavy Industry Science & Technology 21.3686 0.001
Wei Chai Power 24.7719  0.001 Wei Chai Power 26.5893  0.001
Financial Street Holding 25.8204 0.001 Financial Street Holding 245114  0.001
Shandong Dong-Ee Jiao 26.0686 0.001 Shandong Dong-Ee Jiao 31.4732  0.001
Luzhou Lao Jiao 29.0036 0.001 Luzhou Lao Jiao 33.0492 0.001
Jilin Aodong Pharmaceutical 24.4411 0.001 Jilin Aodong Pharmaceutical 21.6696  0.001
Chongging Changan Automobile 26.6082  0.001 Chongging Changan Automobile 16.9782  0.001
Hubei Biocause Pharmaceutical 23.4925 0.001 Hubei Biocause Pharmaceutical 24.1930  0.001
Tongling Nonferrous Metals 24.5328 0.001 Tongling Nonferrous Metals 22.8132  0.001
HESTEEL 24.6379 0.001 HESTEEL 22.2333  0.001
BOE Technology 19.2278  0.001 BOE Technology 21.5965 0.001
Guoyuan Securities 20.5826  0.001 Guoyuan Securities 20.5943  0.001
Avic Aircraft 22.8011 0.001 Avic Aircraft 26.0381  0.001
GF Securities 22.7073  0.001 GF Securities 21.6436  0.001
Changjiang Securities 19.5375 0.001 Changjiang Securities 18.6640  0.001
CITIC Guoan Information Industry 20.3464 0.001 CITIC Guoan Information Industry 23.1893  0.001
Wuliangye 26.6843 0.001 Wouliangye 32.7552  0.001
TasLE 2: Cointegration coefficient of Ping An Bank with other selected stocks during 2016-2017.
Taking Ping An Bank as an Cointegration P Taking Ping An Bank as a dependent Cointegration p
independent variable coefficient value variable coefficient value
Shenzhen Zhongjin Lingnan 0.3800 0.001 Shenzhen Zhongjin Lingnan 0.2069 0.001
Nonfemet Nonfemet
Overseas China Town A 0.2845 0.001 Overseas China Town A 0.1990 0.001
Zoomlion Heavy Industry Science ~0.0263 0.001 Zoomlion Heavy Industry Science & -0.0332 0.001
& Technology Technology
Wei Chai Power 0.1911 0.001 Wei Chai Power 0.1913 0.001
Financial Street Holding 0.0388 0.001 Financial Street Holding 0.0175 0.001
Shandong Dong-Ee Jiao -0.0735 0.001 Shandong Dong-Ee Jiao -0.0921 0.001
Luzhou Lao Jiao 0.0951 0.001 Luzhou Lao Jiao 0.0774 0.001
Jilin Aodong Pharmaceutical 0.0484 0.001 Jilin Aodong Pharmaceutical 0.0408 0.001
Chongging Changan Automobile 0.0592 0.001 Chongging Changan Automobile 0.1228 0.001
Hubei Biocause Pharmaceutical 0.9468 0.001 Hubei Biocause Pharmaceutical 0.2885 0.001
Tongling Nonferrous Metals 0.1386 0.001 Tongling Nonferrous Metals 0.0697 0.001
HESTEEL 0.1649 0.001 HESTEEL 0.0468 0.001
BOE Technology -0.0866 0.001 BOE Technology -0.0384 0.001
Guoyuan Securities 0.3485 0.001 Guoyuan Securities 0.1364 0.001
Avic Aircraft 0.0701 0.001 Avic Aircraft 0.0379 0.001
GF Securities 0.2499 0.001 GF Securities 0.3116 0.001
Changjiang Securities 0.1883 0.001 Changjiang Securities 0.1466 0.001
CITIC Guoan Information Industry 0.1263 0.001  CITIC Guoan Information Industry 0.0431 0.001
Wuliangye 0.1396 0.001 Wuliangye 0.1530 0.001
Henan Shuanghui Investment & 01728 0.001 Henan Shuanghui Investment & 03226 0.001
Development Development

method to establish directed complex networks, thus en-
abling more accurate and explicit results. The two complex
networks constructed are shown in Figures 4 and 5,
respectively.

The size of the points (or names) in Figures 4 and 5
reflects the out degree of the points, that is, the influencing
strength of the stock on other stocks. The different colors

represent different communities. Both networks are divided
into three respective communities: the bank security com-
munity, the industrial infrastructure community, and
others. On the one hand, such a stable community division
reflects the equilibrium state of economic relationships,
which indirectly proves the certain coordinated relation-
ships among stocks, to some extent. On the other hand, the
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TaBLE 3: Cointegration coefficient of Ping An Bank with other selected stocks during 2017-2018.

Taking Ping an bank as an Cointegration P Taking Ping an bank as a dependent Cointegration P
independent variable coefficient value variable coefficient value
Shenzhen Zhongjin Lingnan 02256 0.001 Shenzhen Zhongjin Lingnan 0.2370 0.001
Nonfemet Nonfemet
Overseas China Town A 0.4112 0.001 Overseas China Town A 0.3500 0.001
Zoomlion Heavy Industry Science & 0.1531 0.001 Zoomlion Heavy Industry Science & 0.3943 0.001
Technology Technology
Wei Chai Power 0.2849 0.001 Wei Chai Power 0.3529 0.001
Financial Street Holding 0.2593 0.001 Financial Street Holding 0.3746 0.001
Shandong Dong-Ee Jiao 0.0358 0.001 Shandong Dong-Ee Jiao 0.0966 0.001
Luzhou Lao Jiao 0.3454 0.001 Luzhou Lao Jiao 0.4204 0.001
Jilin Aodong Pharmaceutical 0.2238 0.001 Jilin Aodong Pharmaceutical 0.4819 0.001
Chongging Changan Automobile 0.1454 0.001  Chonggqing Changan Automobile 0.2494 0.001
Hubei Biocause Pharmaceutical 0.3767 0.001 Hubei Biocause Pharmaceutical 0.3035 0.001
Tongling Nonferrous Metals 0.1702 0.001 Tongling Nonferrous Metals 0.3043 0.001
HESTEEL 0.1881 0.001 HESTEEL 0.2488 0.001
BOE Technology 0.3214 0.001 BOE Technology 0.2195 0.001
Guoyuan Securities 0.2821 0.001 Guoyuan Securities 0.3623 0.001
Avic Aircraft 0.2119 0.001 Avic Aircraft 0.1579 0.001
GF Securities 0.3065 0.001 GF Securities 0.5227 0.001
Changjiang Securities 0.2526 0.001 Changjiang Securities 0.3744 0.001
CITIC Guoan Information Industry 0.2956 0.001 CITIC Guoan Information Industry 0.1725 0.001
Wouliangye 0.3000 0.001 Wouliangye 0.4482 0.001
Henan Shuanghui Investment & 01772 0.001 Henan Shuanghui Investment & 02126 0.001
development development
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FiGure 3: Distribution diagram of the absolute value of the cointegration coefficient during 2016-2017 (a) and 2017-2018 (b).

density of the edges is similar in the three communities of
the complex CSI 300 network during 2016-2017. However,
most edges in the complex CSI 300 network during 2017-
2018 are concentrated in the bank security and industrial
infrastructure communities, indicating the locally dishar-
monious correlations among the other industries during
2017-2018. The overall network situation is illustrated
through network indexes in the following section.

4.2. Out Degree Centrality. Out degree centrality (k™) was
used to depict the number of sides from point i in the

network to other nodes. In this paper, k" reflects the
influencing strength of stock i on other stocks, which is
called “major players” in the stock market and can be cal-
culated as follows:

(3)

K= Zn:(”<|“if'>’
j=1

where <p(|a,»j|) =1if Ia,jl #0 or otherwise q)(laijl) = 0. This
index depicts the influence of each node in the network. The
distribution of the out degree centrality reflects the overall
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TABLE 4: Statistical chart of the absolute value of the cointegration coefficient during 2016-2017 and 2017-2018.

2016-2017 2017-2018
Interval Number Frequency (%) Interval Number Frequency (%)
[0.0000, 0.0788) 2719 19.15 [0.0000, 0.0679) 603 4.25
[0.0788, 0.1575) 2718 19.15 [0.0679, 0.1357) 972 6.85
[0.1575, 0.2363) 2504 17.64 [0.1357, 0.2036) 1542 10.86
[0.2363, 0.3150) 2075 14.62 [0.2036, 0.2714) 2130 15.00
[0.3150, 0.3938) 1487 10.47 [0.2714, 0.3393) 2126 14.98
[0.3938, 0.4726) 1060 7.47 [0.3393, 0.4071) 1956 13.78
[0.4726, 0.5513) 590 4.16 [0.4071, 0.4750) 1538 10.83
[0.5513, 0.6301) 392 2.76 [0.4750, 0.5429) 1085 7.64
[0.6301, 0.7089) 227 1.60 [0.5429, 0.6107) 824 5.80
[0.7089, 0.7876) 146 1.03 [0.6107, 0.6786) 535 3.77
[0.7876, 0.8664) 116 0.82 [0.6786, 0.7464) 364 2.56
[0.8664, 0.9451) 61 0.43 [0.7464, 0.8143) 230 1.62
[0.9451, 1.0239) 48 0.34 [0.8143, 0.8821) 132 0.93
[1.0239, 1.1027) 21 0.15 [0.8821, 0.9500) 77 0.54
[1.1027, 1.1814) 12 0.08 [0.9500, 1.0179) 42 0.30
[1.1814, 1.2602) 10 0.07 [1.0179, 1.0857) 26 0.18
[1.2602, 1.3389) 7 0.05 [1.0857, 1.1536) 9 0.06
[1.3389, 1.4177) 1 0.01 [1.1536, 1.2214) 3 0.02
[1.4177, 1.4965) 0 0.00 [1.2214, 1.2893) 1 0.01
[1.4965, 1.5752] 2 0.01 [1.2893, 1.3571] 1 0.01

characteristics of the networks. The distribution diagrams of
the out degree centrality during 2016-2017 and 2017-2018
were obtained using Matlab 2017b, as shown in Figure 6.

As can be seen from Figure 6, a high density occurs in
a small degree region (degree centrality from 0 to 20) in the
two distribution diagrams, indicating that significant stocks
in the network occupy important positions. In order to mine
out these special nodes, the top 20 stocks with a high out
degree are listed in Table 5.

As can be seen from Table 5, most of the top 20 stocks
located in the out degree centrality during the study period
are financial securities, indicating that financial security
stocks significantly influenced other stocks and the fluctu-
ation of the stock market. The fluctuation of nodes with
a high out degree centrality was quickly transmitted to most
nodes in the network. Hence, this index measures the in-
dicators that can influence other stocks, whereby stocks with
a high out degree centrality are the sources of potential large-
scale network risks.

4.3. In Degree Centrality. In degree centrality (kij“) was
applied to depict the number of sides from node j in the
network to other nodes. Here, k" reflects the influences of
other stocks on the stock j, which is called “vulnerable
players,” and can be calculated as follows:

n

&= o(jas) )

i=1

where §0(|61i]-|) in equation (4) is the same as above and
describes the vulnerability of the stocks. A higher in degree
centrality reflects a stronger vulnerability of the stock to
most stocks. The distribution of the in degree centrality
reflects the overall characteristics of the networks. The
distribution diagrams of in degree centrality during 2016-

2017 and 2017-2018 were obtained using Matlab 2017b
(Figure 7).

Figure 7 indicates a high density occurring in a small
degree region (degree centrality from 0 to 40) in the two
distribution diagrams, indicating that significant stocks in
the network occupy important positions. This is similar to
the distribution diagrams of the out degree centrality. To
specify these nodes, the top 20 stocks that had a high in
degree are listed in Table 6.

Tables 5 and 6 show that the top 20 stocks in both the in
degree and out degree centrality rankings during 2016-2017
and 2017-2018 are financial security stocks. This reflects the
notion that financial security stocks influence other stocks
and are, in turn, controlled by other stocks. However, some
stocks are completely passive. For instance, the out degree
centrality of Rongsheng Development and CITIC Guoan
was 0 during 2017-2018. These stocks are at the margins of
the stock network and their fluctuation at the occurrence of
systematic network risks may not influence other stocks.
Thus, these stocks can be said to be significantly controlled
by other stocks, which are terminal bearers of network risks.
The corresponding company thus has to pay attention to risk
dispersion during the loss reduction brought about by
network risks in daily management.

4.4. Betweenness Centrality. Betweenness centrality can in-
dicate how many shortest paths cross a certain node. The
current paper demonstrates that different stocks act as
“moderators” or “gatekeepers” of information (and, corre-
spondingly, may be unwilling to develop a requested
feature).

If g, is the number of shortest paths from node s to node
t, n', is the number of paths that pass node i in g. The
betweenness centrality of node i can be expressed as follows:
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FIGURE 4: Complex network of CSI 300 during 2016-2017.

ni
BC; = ) . (5)
stizt Ist

A higher BC; (equation (5)) reflects a stronger bridging
effect of node 7 in the network. In this paper, weight rep-
resents the closeness between points. The higher the
closeness between nodes i and j, the lower the weight be-
tween them for calculating the betweenness centrality.
Hence, the following conversion becomes necessary:

— w;; = min(wij)
w;; =2 — ,
max(wij) - min(wij)

(6)

where max(w;;) is the maximum weight of edges in the
network, min (w; j) is the minimum weight of edges, and w; i
reflects the weights after conversion. The value of w;; is

negatively related with the correlation between two stocks.
Such a conversion assures the weight in the interval of [1,2]
and protects the significance of the betweenness calculation.
Moreover, the data involved in this paper contain negative
weights. The shortest path describes the shortest travelling
path of fluctuation of one stock to another stock. Upon the
occurrence of network risks, the government or other or-
ganizations should protect these stocks in a timely manner,
which could then prevent the global loss of networks in the
evolution of network risks. It shows different stocks act as
moderators or gatekeepers of information. The relevant top
20 stocks with the highest betweenness centrality are listed in
Table 7.

The top 20 stocks in terms of betweenness centrality
shown in Table 7, including Jianfa Share, Overseas China
Town A, and China Satellite, remained basically stable
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FIGURE 5: Complex network of CSI

throughout the study period. Hence, they played a more
prominent gatekeeper role in the financial network.

According to the results of the out degree centrality, in
degree centrality, and betweenness centrality, some con-
clusions can be drawn:

(a) At the occurrence of collapse, the in-edges of nodes
with a large out degree centrality and in degree
centrality failed, exerting a domino effect on the
outgoing edges. Based on the algorithmic principle,
this paper finds that weights of the outgoing edges of
nodes with a large out degree centrality and in degree
centrality were mainly positive, meaning that the
network collapsed in a short period. These findings
prove that financial stocks are the backbone forces of
stock networks, and that they are more important
than other stocks to maintain the stability of the
economic market. Any threats to these key financial
stocks may spread over the whole network.

(b) The betweenness centrality results emerged as sim-
ilar to algorithm principle, with a domino effect of

11

300 during 2017-2018.

collapse of the top 20 stocks. For instance, the in-
tersection of SDIC Power Holdings, East Money, and
Shanxi Securities reflected their role as bridges in the
stock network. These stocks connect influential
neighbouring nodes. Therefore, cutting the loss in
time of these stocks at the point of network collapse
could effectively prevent a follow-up loss. This may
thus be termed the “defense force” of the stock
network.

As a result, it is recommended that stock regulation
departments, enterprises, and shareholders pay attention to
the governance of the “major players,” “gatekeepers,” and
“vulnerable players” in the stock network and prevent
systematic stock market risks being incurred by these stocks.

5. Temporal Network and Robustness Analysis

5.1. Temporal Network Modeling. The out degree centrality,
in degree centrality, and betweenness centrality of stocks
during 2016-2017 and 2017-2018 were analyzed in this paper,
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FIGURE 6: Distribution diagram of out degree centrality of CSI 300 network in 2016-2017 (a) and 2017-2018 (b).
TaBLE 5: Top 20 out degree centrality stocks of CSI 300 network in 2016-2017 and 2017-2018.
2016-2017 2017-2018
Out degree .
Id Stock ) Id Stock Out degree centrality
centrality
108 Sichuan Chuantou Energy 116 81 Youngor 129
63 China Minsheng Banking Corp 112 117 Haitong Securities 123
117 Haitong Securities 112 132 Guotai Junan Securities 120
81 Youngor 104 120 Bank of Jiangsu 119
119 China Yangtze Power 97 108 Sichuan Chuantou Energy 110
154 China Everbright Bank 87 4  Zoomlion Heavy Industry Science & 101
Technology
30 Suzhou Gold Mant1§ Construction 86 63 China Minsheng Banking Corp 101
Decoration
151 Everbright Securities 86 116 Shanghai Tunnel Engineering 92
136 Bank of Communications 80 136 Bank of Communications 92
132 Guotai Junan Securities 79 62 Hua Xia Bank 91
164 Bank of China 78 163 China national Nuclear Power 91
134 Agricultural Bank of China 76 59  Shanghai Pudong development Bank 89
70 SDIC Capital 75 123 Dagqin railway 87
64 Zhejiang Zheneng Electric Power 74 6 Financial Street Holding 85
89 Southwest Securities 74 12 Tongling Nonferrous Metals 85
59  Shanghai Pudong development Bank 72 9 Jilin Aodong Pharmaceutical 84
76 China Northern rare Earth 72 159 China Coal Energy 84
161 China Construction Bank 70 80 Shanghai Construction 83
129 Industrial Bank 69 129 Industrial Bank 81
139 Industrial and Commercial Bank of 69 119 China Yangtze Power 80

China

with certain differences found in terms of the stock ranking.
Boccaletti et al. [60] introduced a basic multilayer network
model and integrated structural characteristics of the
multiplex network. Thus, two networks were effectively
overlapped for a systematic analysis of stock importance.
The temporal network was then analyzed from the multiplex
perspective.

Firstly, a multiplex network was designed as follows: the
upper layer was taken as the stock network during 2016-2017

and the lower layer as the stock network during 2017-2018.
The same topics between adjacent layers were connected by
lines. The multiplex network constructed is shown in
Figure 8.

5.2. Robustness Analysis of Temporal Network. This section
analyzes the potential “avalanche effect” in the temporal
network according to the robustness of the network, with the
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TaBLE 6: Top 20 in degree centrality stocks of CSI 300 network during 2016-2017 and 2017-2018.
2016-2017 2017-2018
Id Stock In degliee Id Stock In degree centrality
centrality
117 Haitong Securities 110 81 Youngor 129
81 Youngor 100 117 Haitong Securities 107
15 Guoyuan Securities 79 136 Bank of Communications 91
51 East Money Information 78 32 Risesun Real Estate development 82
136 Bank of Communications 77 82 Yanzhou Coal mining 74
43 Shanxi Securities 74 131 Dongxing Securities 67
11 Hubei Biocause Pharmaceutical 72 19 CITIC Guoan Information Industry 65
30 Suzhou Gold Mant{s Construction 7 9 Gemdale Corporation 64
Decoration
143 China Nuclear Engineering 67 2 Shenzhen Zhongjin Lingnan Nonfemet 62
169 China Molybdenum 65 3 Overseas China Town A 62
152 China Communications Construction 63 26 China Merchants She}( ou Industrial Zone 61
Holdings
144  Metallurgical Corporation of China 62 43 Shanxi Securities 61
95 Shanxi Xishan Coal And Electricity 61 48 Guosen Securities 59
Power
34 Iflytek 61 106 Greenland Holdings 56
130 China railway Construction 61 91 Beijing Capital development 55
147 Power Construét}ii?aCorporatlon of 59 11 Hubei Biocause Pharmaceutical 54
58 Lens Technology 58 57 Beijing Enlight Media 54
103 Xiamen Tungsten 58 51 East Money Information 53
13 HESTEEL 54 88 Jiangxi Copper 53
149 Jihua 53 25 Shanxi Xishan Coal And Electricity Power 52
overall robustness of the network also investigated. The ro-  that the stock network is robust and has a strong resistance to

bustness analysis of the temporal network was based on interference, if the proportion of network loss after the node
a series of domino effects brought about by the reduction of  elimination is lower than 50% and such nodes account for
nodes. If a stock network is rousting, the overall loss of the ~ 50% or higher of the total nodes. Otherwise, this stock net-
stock network caused by the disappearance of some seriously ~ work is vulnerable. However, the fluctuation of one node can
influenced stocks in the network is not very large. This reflects ~ never be transmitted to other nodes under extreme conditions
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TaBLE 7: Top 20 betweenness centrality stocks of CSI 300 network during 2016-2017 and 2017-2018.

2016-2017 2017-2018
Id Stock Betweenpess Id Stock Betweenness centrality
centrality
79 Xiamen C&D 479.7774 2 Shenzhen Zhongjin Lingnan 365.0909
Nonfemet
89 Southwest Securities 249.2328 79 Xiamen C&D 287.7911
3 Overseas China Town A 229.713 78 China Spacesat 250.327
78 China Spacesat 223.3947 5 Wei Chai Power 236.3662
18 Changjiang Securities 212.8275 66 CITIC Securities 2341923
16 Foshan Haitian Flavouring and Food 199.758 91 Beijing Capital development 170.5163
Company
149 Jihua 161.4737 122 China Merchants Securities 143.3816
43 Shanxi Securities 160.9054 147 Power C"mtruétﬁ?r’:acorporanon of 138.1491
138 New China Life Insurance 157.7938 110 Qingdao Haier 136.6742
1 Ping An Bank 150.8605 140 Soochow Securities 98.52948
41 Hangzhou Hikvision Digital 143.871 159 China Coal Energy 96.61944
Technology
132 Guotai Junan Securities 142.1785 148 Huatai Securities 95.98428
57 Beijing Enlight Media 135.3603 11 Hubei Biocause Pharmaceutical 94.59229
16 Avic Aircraft 127.645 3 Overseas China Town A 89.39425
141 China Pacific Insurance 126.0323 88 Jiangxi Copper 89.02667
82 Yanzhou Coal mining 125.4607 116 Shanghai Tunnel Engineering 80.96572
51 East Money Information 106.8625 75 Sinolink Securities 75.92961
9 Jilin Aodong Pharmaceutical 106.3568 15 Guoyuan Securities 74.45371
70 SDIC Capital 102.3938 135 Ping An Insurance 73.94458
130 China railway Construction 102.3834 18 Changjiang Securities 72.65543

FIGURE 8: Temporal complex network.

because all of the nodes are isolated. Therefore, the robustness isolated nodes [61]. 1 exists for adjustment purposes, to
coeflicient (p) of the network was defined as follows: prevent the denominator of 0. This definition integrates the
Meecure = Misotated  (Msoeure — Misorated)M Prccure — Pisolated network connection into the robustness coefficient well. The

= = = probability of controlling network loss that is lower than

= Migoed + 1 1= Migea/n+ 1m 1= piopeq + (1/m) -
e o o %) 50% upon a random attack is p.
Different from the traditional monolayer network, the

Where Migolated denotes the number Of isolated nodes) Psecure is multilayer network model applied in Section 4 Considel‘s the

the proportion of nodes with less than 50% of a destructive ~ stock relationships in the study period from a time series
effect, and the corresponding p;j...q denotes the density of ~ perspective.
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The following domino spreading algorithm was designed
based on the ordinary spreading model:

Step 1: initialize the spreading time vector, ¢, and the
spreading proportion vector, percent.

Step 2: choose the starting node, i (i circulates from 1 to
n). The spreading set, S; = {i}, the termination set
D; = {@}, and the healthy set, H; = {j| 1< j<n, j#i},
are established. The spreading time and spreading
proportion are also determined at t;=1 and
percent; = 1/n, respectively.

Step 3: search the starting point of all nodes in S which
are connected to node i in each layer of the network and
the neighbouring set, (S! ), with positive weights

neighbour
of connecting sides. D; = D; + S
Step 4: if S} ppour D; and |H;| =0, go to Step 6;

otherwise, go to Step 5.

i

Step 5: for Vj € S;eighbour, search the starting point of
the connecting sides of node j in each layer of network
i(j)

neighbour

and the neighbouring set, (S ), with positive

weights of connecting sides. If S cD;, then

neighbour =
D; = D; +{j}; otherwise, S; = S; + {j} — {i}. After all of
the elements in S eiehbour NAVeE been circulated, set t; =

t; + 1 and percent; = (|S;| + |D;| - 1)/n. H; = H; - D; -
S; and return to Step 3.

Step 6: if S =g and t; =1, let t; = n+ 1; oth-

neighbour
erwise, go to Step 7.

Step 7: percent (i) = percent; and ¢ (i) = t;. If i<n, go to
Step 2.

Step 8: output the spreading time, ¢, and the spreading
proportion, percent.

In Steps 3 and 5, a Boolean retrieve was applied to search
the neighbouring nodes of each node in the set S and
;eighbour and to determine the potential communication
target. Step 6 examines whether the spreading nodes in the
initial state are isolated or have no positive weights on the
outgoing edges. Under this circumstance, the passive nodes
that are isolated in the initial state, or have no outgoing edges
with a positive weight, cannot influence other nodes.
Therefore, the nodes with the longest time are directly
omitted from the algorithm. The simulated process of risk
spreading based on a stock temporal network in Figure 9 is
introduced in the following section.

The above algorithm considers two characteristics of
stock networks: (1) the development of one stock is closely
related with the amplitudes of other stocks; (2) the network
collapse exerts a domino effect, as reflected by the spreading
time and spreading proportion in the algorithm.

An example of a stock temporal network can be seen in
Figure 9, and the process of spreading network risk is shown
in Figures 10(a)-10(d), with the starting point at node 1.

The spreading set, (S,), under each spreading time, (f,),
termination set (D,), and the healthy set (H,) and the
spreading proportion of the final network (percent,) after
node 1 chosen as the risk spreading source in the network
are shown in Table 8.
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FIGURE 9: Initial status of 6 nodes in multiplex network with 2
layers.

As shown in Figures 9 and 10, if risk spreading was only
to occur in layer 1, the process would end with S, = {2, 3},
D, ={&,1}, and H, = {4,5,6}. However, layer 2 provides
more information; namely, that in some cases, node 3 is
linked with node 4. If that happens, the single layer (layer 1)
cannot capture this chance of risk process. Similarly, due to
the negative weight of the edge between nodes 1 and 2, that
is, —1, without information from layer 1, the spreading
process would end with S, ={1}, D, ={&}, and
H, =1{2,3,4,5,6}.

In short, the algorithm takes the worst network collapse
into account. If the connecting side of two nodes in one layer
is positive and the starting point of the side is collapsed
(infected), the node at the other end will also, ultimately, be
infected.

The Matlab simulation results are shown in Figure 11.

The red line in Figure 11 reflects that the collapse time of
the network caused by most nodes is relatively small, in-
dicating that these nodes might lie at the edges or core of the
network. This has to be further determined according to the
collapse proportion because the core nodes of the network
would cause a more extensive collapse at the same time.
Moreover, the collapse time of a few nodes is relatively high,
and most of these nodes are isolated or powerless. The
statistics on the top 20 stocks in terms of the collapse
proportion are presented in Table 9.

Table 9 reveals that the top 20 stocks in terms of the
collapse proportion fluctuate, essentially, at the same time.
On the one hand, this explains the fact that these stocks can
influence over 80% of the network’s stocks in a short period.
On the other hand, the importance of these stocks in the
network varies to some extent. The difference in importance
between China Yangtze Power in the first position and
Shandong Dong-Ee Jiao in the 20 position reaches as high
as 20%. In conclusion, the nodes in the stock market are
significantly different, and the global stability of the network
is almost controlled by a few stocks.

It finds from comparison of out degree centrality, in
degree centrality, and betweenness centrality that the large-
scale collapse of stock networks is mainly caused by financial
stocks with a high out degree centrality and in degree
centrality, such as those of the China Minsheng Banking Co.,
Ltd., Shanghai Pudong Development Bank, and Industrial
Bank. Stocks with a high out degree centrality are more likely
to establish positive correlations with other stocks. However,
the in-sides of these stocks become ineffective when they are
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FIGURE 10: Example of risk spreading from node 1 with domino spreading algorithm: (a) spreading status with t=1; (b) spreading status
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TaBLE 8: Risk spreading process from node 1.
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TaBLE 9: Top 20 stocks with disturbance power in collapse process.

Id Stock Collapse proportion Collapse time
119 China Yangtze Power 0.9941 3
108 Sichuan Chuantou Energy 0.9882 3
63 China Minsheng Banking Corp 0.9822 3
81 Youngor 0.9822 3
117 Haitong Securities 0.9822 3
59 Shanghai Pudong development Bank 0.9763 3
129 Industrial Bank 0.9704 3
27 Hualan Biological Engineering 0.9586 3
118 SDIC Power Holdings 0.9527 3
134 Agricultural Bank of China 0.9527 3
139 Industrial and Commercial Bank of China 0.9349 3
164 Bank of China 0.9349 3
30 Suzhou Gold Mantis Construction Decoration 0.8935 3
37 Shenzhen Salubris Pharmaceuticals 0.8817 3
68 China Merchants Bank 0.8284 3
135 Ping An Insurance 0.8284 3
100 Kweichow Moutai 0.8107 3
142 Shanghai Pharmaceuticals Holding 0.8047 3
7 Shandong Dong-Ee Jiao 0.7988 3

collapsed, and the major domino effect occurs on the out-
sides. Based on the algorithmic principle, the weights of the
out-sides of these stocks are mainly positive, so that they can
induce a network collapse in a short period. Therefore, fi-
nancial stocks can be seen as the core of the stock network,
making it more important to maintain their stability in the
economic market. In the worst-case scenario, any threats to
these important financial stocks may spread over the whole
network.

Moreover, the betweenness centrality and eigenvec-
tor centrality emerged as similar in the top 20 stocks, to
some extent. For instance, the intersection of SDIC
Power Holdings, East Money and Shanxi Securities re-
flects their role as bridges in the stock network. These
stocks connect influential neighbouring nodes. There-
fore, cutting the loss in time of these stocks at the point of
network collapse can effectively prevent a follow-up loss.
This may thus be termed the “defense force” of the stock
network.

Finally, 116 nodes were seen to cause a collapse effect
smaller than 50%, given that a two-layer temporal net-
work was constructed in the current study, and the inner
layer covered 0 isolated nodes. Therefore, pijateq = 0>
and the stability index of the network was
p = 0.6824> 0.5, indicating the high stability of the stock
network.

Based on above analysis, the new algorithm developed
here is arguably superior to the traditional infection model
of complex networks in actual networks. Moreover, the
situation of the negative weights of the sides between nodes
in the stock network is here taken into account. The domino
effect of collapse among different stocks was simulated from
a multiplex perspective, thus obtaining the network loss
caused by the collapse of each node. Finally, the backbone
force and defense force of stock networks were analyzed,
based on the data in previous sections.

6. Conclusions

In this paper, selected stock data drawn from the CSI 300
index were divided into two time series.

Next, the daily amplitudes of stock samples were cal-
culated. The stationarity of the calculated data of each stock
was tested using the ADF method. Finally, the cointegration
coefficients between any two stocks were obtained by ap-
plying a cointegration test. The thresholds of the cointe-
gration coefficients were acquired by combining the
frequency distribution. Meanwhile, edges with a high weight
were chosen in order to establish a weighted directed graph,
which considered the negative correlations among stocks.

Distributions of out degree centrality and in degree
centrality reflected the scale-free characteristics of the net-
work. Only a few stocks were found to play important roles
in the network and to control the stability of the stock
network. The top 20 node stocks in the stock network, such
as “major players,” “gatekeeper,” and “vulnerable players,”
were explored by analyzing the out degree centrality, in
degree centrality, and betweenness centrality of the complex
network.

On this basis, the temporal complex networks were
constructed and an algorithm to test the robustness of these
networks was designed. The quantitative indexes and eval-
uation standards of robustness were then proposed, and the
systematic risk of the stock market was analyzed.

In summary, this paper has the following highlights:

(i) A robustness test algorithm for network stableness
is designed

(ii) Quantitative indexes and evaluation standards of
robustness are introduced

(iii) The methodology can be applied in other situations
like social networks, to specify the strength among
people or global supply chain networks
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Apart from this research, some guidance is given for
other situations for researchers to follow:

(i) The time slice is the year unit. It is chosen as the
“year-round” feature of the stock market. In other
situations, the features can be chosen as others like
“month-round” and “season-round”.

(ii) Generally, time series should be firstly stationary.
ADF test is done for this. If the criterion is not
tulfilled, the data should be differenced, and then the
left jobs could be executed in the stream of Figure 1.
Furthermore, the data can be analyzed in more than
two layers of network, just replications of down-
stream of the single layer.

Also, US stock market or EU stock market could be done
in the future for justifying the usage of methodology, and if
real system risk dispersion data is obtained, the research
could be enriched.

So, the research conclusions not only enrich the ro-
bustness theory of temporal networks but also provide an
effective tool to prevent systematic stock market risks.
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Considering the multienergy structure of the electricity market and supply-side competition reform in China, a dual-channel and
multiproduct supply chain model is constructed. There are three players in the game model: new energy company and traditional
energy company provide energy for the market and the State Grid at the same time. The State Grid is a retailer who buys electricity
from two companies and supplies to the market after converting and transmitting the power. Three companies can invest in grid
management for saving energy and reducing losses. The energy loss rate is an exponential function of line loss investment.
Through the bifurcation graph, Lyapunov exponent, and the basin of parameter, the complex characteristics of the investment
market are analyzed. It is interesting to find the Grazing—Hopf bifurcation which usually occurs in nonlinear circuits. The mixed
expectation of bounded rationality and the naive expectation is conducive to suppressing the bifurcation and chaos of the market.

When external shocks occur, the control model has good robustness.

1. Introduction

Supply-side reform has been continuously implemented in
Chinese power industry [1]. The huge power market has
gradually opened up, and customer can purchase electricity
directly from the State Grid or power companies. Multienergy
can be connected to the State Grid on a large scale. The
electricity market shows a complex competition with multiple
energy sources and multiple channels. Energy saving and low-
carbon development are urgent tasks for the world. For power
enterprises, the loss in processes of transmission, substation,
and distribution is the main power supply costs [2]. Reducing
electricity loss is an important measure to ensure energy
security and sustainable development.

Therefore, considering electricity reform of China, co-
existence of macrocontrol and market competition, this
study builds a dual-channel supply framework for multi-
energy supply. Based on the goals of saving energy strategy, a
line loss investment model of multichannel supply chain is
proposed, and the complex characteristics of investment
market in line loss are analyzed.

2. Related Research

Considering economic practice, there are two types of re-
search related to this article: electricity market reform and
dual-channel supply chain.

2.1. Electricity Market Reform. The electricity market reform
has always been a hot issue in the world. In regions with
abundant energy supply, it was believed that encouraging
competition was conducive to introducing new energy and
lowering prices. In 1996, the European electricity market
began to introduce liberalization and agreed that intro-
ducing competition could promote efficiency and reduce
electricity price [3]. Zhang et al. [4] believed that electricity
price reform and electricity trading were conducive to
promoting the integration of renewable energy with the
traditional power industry. In the Russian power industry,
the combination of government regulation and appropriate
market mechanisms was considered a suitable development
strategy [5].
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If energy was not available locally, some researchers
thought that market-oriented reforms may be harmful.
Australian scholars discovered [6] that power reform would
bring hidden dangers to the power supply security. Woo
et al. [7] found that competition in the electricity market
could not bring stable prices and reliable services, and
market-oriented reforms may bring great risks or even
catastrophic consequences to the United Kingdom, Norway,
Alberta (Canada), and California (United States).

Other scholars focused on how to introduce sustainable
electricity through reform. Tian et al. [8] built a dynamic
game model to analyze the promotion of natural gas reform.
It was found that relaxing natural gas prices, levying carbon
taxes, and choosing environmental subsidies could promote
the market penetration of natural gas power. Taking Yunnan
province of China as an example, Liu et al. [9] systematically
analyzed a series of policies for introducing new energy.

At present, the reform of China’s power market mainly
focusses on two aspects: the introduction of new energy and
trying to encourage competition. Those lead to multienergy
and multichannel. This paper will build such a power supply
structure model for analyzing this situation.

2.2. The Dual-Channel Supply Chain. Some scholars believed
that the dual-channel supply chain structure could promote
the green level of the product [10]. Rahmani et al. [11] builta
dual-channel supply chain of green products by a mathe-
matical method, solved the model by Invasive Weed Opti-
mization algorithm (IWO), and verified the abovementioned
result by Genetic algorithms considering the nonlinear
characteristic. Rahmani and Yavari [12] built a dual-channel
supply chain consisting of a green product manufacturer and
a retailer, analyzed demand management in Stackelberg
game, and found that reducing green costs can increase
product’s green level. Yang et al. [10] believed that envi-
ronmental responsibility of green products led to dual
channels choice and proposed a dual-channel structure
strategy that considered behavioural characteristics.

Some scholars discovered that the dual-channel master-
slave supply chain shows nonlinear dynamic characteristics
and further explored its complex features [13, 14]. Zhang
and Wang [13] analyzed the dynamic pricing strategy of the
dual-channel supply chain, studied the impact of service
value decisions on price, discussed the complex character-
istics of the model, such as period and chaos, and further
investigated the bullwhip effect. Lou and Ma [14] analyzed
the dynamic characteristics of household appliances’ supply
chain considering energy saving and emission reduction.
The optimal solutions of Nash equilibrium and Stackelberg
were studied. The conditions for bifurcation and chaos were
discussed, and a new phenomenon from cycle 2 to cycle 6
was discovered. However, according to the current com-
petitive reform orientation of the Chinese power market,
competitive games are more suitable for practice than
master-slave games.

Therefore, based on the current power industry reform
of China, this study will construct a dual-channel supply
model with multienergy products, as Figure 1 shows, based
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FIGUre 1: The structure of the supply chain.

on the goal of saving energy, building the line loss invest-
ment model, and analyzing its complex characteristics.

The structure of the article is arranged as follows. Section
3 includes the assumption, functions, and the model. Section
4 is the complexity simulation. Section 5 is the chaos control.
Section 6 is the robustness analysis, and the last section is a
conclusion.

3. The Model

3.1. Assumptions

(1) There are three types of enterprises in the Chinese
electrical energy market: new energy enterprises,
traditional enterprises based on coal burning, and
the State Grid. Consumers can buy electricity from
three companies.

(2) The State Grid established basic facilities for electric
energy transmission and management. New energy
company and traditional energy company supply
power for the market at retail prices or for the State
Grid at wholesale prices.

(3) Line loss occurs during energy transmission. In
order to establish an energy-saving grid, new energy
company, traditional energy company, and the State
Grid are permitted to invest in line loss management.

The system structure diagram is shown in Figure 2.

In Figure 2, new energy companies, traditional energy
companies, and the State Grid can provide electricity
products to the market directly, and the market prices are
P1>Py> and pg, respectively. New energy company and
traditional energy company provide electricity products for
the State Grid, and the wholesale prices are p, and p,, re-
spectively. The State Grid purchases electric energy from two
companies in proportion. The proportion from the tradi-
tional energy company is w, and the proportion from the
new energy company is 1 —w. In order to promote the
overall operating efliciency of the power grid, three com-
panies can invest in grid management to reduce manage-
ment line losses. Their investments are x, y, and z.

3.2. Variables and Functions

3.2.1. Line Loss Rate. Line loss occurs in energy transmis-
sion. The loss of electrical energy is divided into two parts
[15, 16]: fixed line loss and management line loss. As long as
the power transmission equipment is running, a fixed line
loss will occur and is related to the power grid equipment,
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such as circuits, resistors, and network structure. It is not
easy to change in the short term. Management line loss is
related to electricity theft, management intensity, and the
transmission paths planning. The increase in the manage-
ment investment can reduce the management line loss. Some
scholars have used an exponential function to build in-
vestment and decaying product models. Chung and Kwon
[17] used an exponential investment model to study the
impact of advertising investment on prices, and Guo and Ma
[18] used an exponential model to study the output of
decaying products. The exponential advertising investment
model is introduced into the management line loss in-
vestment, and the decaying model was changed according to
the composition of electric power line losses.

Three power companies invest in line loss management,
and investments are represented by x, y, and z. The line loss
investment function is

L=(1-A)+Ae V0%, (1)

The line loss composition is shown in Figure 3.

In equation (1) and Figure 3, 1 — A means the fixed line
loss rate, which is related to the network architecture and
hardware, and will not change in the short term;
Ae™01*T02yT0E704XYZ g the variable line loss rate which is
related to the management intensity. o, ~ o, are constants
and represent degrees of influence.

3.2.2. Investment Model for Line Loss Management

The State Grid: g, is the output of the State Grid to the
market. d is the potential demand of electric energy in
the market, 0, d is the market’s potential demand for the
Station Grid, and 0, is the proportional constant. a, a,,
and a, are influence parameters.

qy =0,d—ap,+a,p, +a,p,. (2)
The State Grid should carry out transmission, distri-
bution, voltage transformation, and other operations
for traditional energy and new energy before providing
them to the market. It is a dual-product production

Power line
loss ‘

Fixed line
loss

Management
line loss

1-A ‘

L

FiGgure 3: The line loss structure.
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process that embodies the enterprise’s flexible
manufacturing [19, 20]. The dual-product cost function
is as follows:

C,= k+s+{qgwcr +q,(1-w)[c, +r(1 —do)]}.
(3)

The working cost of traditional carbon-fired electricity
is k, and the marginal cost is c,. q,w is the purchase
amount from the traditional enterprise, and g g (1-w)
is the purchase amount from the new energy enterprise.
w is the purchase share from the traditional enterprise
by the State Grid.

The State Grid handles new energy through flexible
manufacturing technology. The conversion cost of
switching from one variety to another is s, and the
marginal cost of processing new energy is
¢, +r(l—d).

r(1—d,) is the increase in the cost of changing. The
greater the gap between the processing of traditional
energy and new energy, the greater the cost of
changing.

The profit function of the State Grid is

[1=as24L - Pgy(1 - w) = pguw—c,q,-= (@)
g
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New energy enterprise: the power provided by new 0, and 0, are the proportional coefficients about the
energy companies for the market is g;, the total output ~ potential demand.
of new energy enterprise is ¢,. ¢; is the marginal cost,

and the profit function is [T,. 3.3. The Model. Assuming that line loss investments of three

g1 =(1-6,)(1-6,)d—ap, +a,p, +a,p,, companies follow the rule of bounded rational expectation,
that is, adjusting the investment of the current period

9: =i + 4y (1~ w), (5)  according to the marginal profit of the previous period, the
H =piq,L+pga, (1-w) -c,q, - x. discrete dynamic equations of the system can be obtained as
s follows:
. , , ([ o[l
Traditional power enterprises based on carbon burning: X =x+ex—
the power provided by the traditional energy company *
for the market is g,, and the total output of traditional
enterprise is g.. ¢, is the marginal cost, and the profit 1y =y+¢ yL )
function is [],. oy’
9, =(1-06,)0,d—ap, +a,p, + a P4
: ol
‘chCI2+qgw, (6) ~Z =z+1nz az)

1:[ =Pl Pyt = 2 = - " means unite time advancement of the variable.

Namely,

X' =x+ gx{Apl (0, + yzo,) [azpz —apy+a,p,+d (6, -1)(6, - 1)]e_xal_yaz_wrxyw4 + 1}’
Y'=y+ ¢y{Ap2 (0, + xz0,) [ap2 —a;py —ap, +do, (6, - 1)]e‘""1‘)"’2‘2"3_"”"4 - 1}, (8)

z' =z +nz{Ap, (05 + xy0,)(a,p, + ayp, — ap, +d6, )e > 772020 4 1|,

Let ) a_Hs N
ox
x' = X ch
4 — = 0’
dy (10)
!
= (9)
y =y a1,
—=0.
Z =z [ 0z
Namely, The Nash equilibrium point (x*, y*,z*) can be obtained

as follows:

1 1
x*=-41In + y0, + z0 —,
{ { Ap; (o) + J’ZU4)[‘12P2 —apytap,+ d(0, -1)(0, - 1)] } e ’ }(‘71 + )’204)

1 [ 1
3 = In + X0, + 20,+Xxz0, ¢, 11
Y 0, + x20, { |Ap, (0, + x20,)(ap, - a, p, — a,p, +d6,0, dez)] ! } ¢ } (1)

1 [ 1
z* = In :| +x0, + yo, .
| 03+ Xxy0, | Apy (o5 + xya4)(a1p1 tap,—apy+ dal)

In existing research [21, 22], according to the jury [23] model and its eigenvalues. But in this model, the complex
conditions, the stability of the system equilibrium point can ~ exponential line loss function and multiproduct structure
be obtained through calculating the Jacobian matrix of the = make the calculation amount huge, and the results cannot be
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expressed by the mathematical analysis method. Therefore,
this study turns to the numerical simulation to explore the
period, chaos, and stability characteristics.

4. The Simulation

4.1. The Bifurcation and Lyapunov. In order to explore the
complex characteristics of the model through numerical
simulation, parameter values are set as follows:

¢, =02;¢,=0.3;0, =0.8;0, =0.9;
A=07;0,=3;0,=2;03=3;0,=2;s=0.3;a=1;
a, =1;a, = L;w=0.5;d, = 0.1;

r=0.5;k=0.5;d =12;¢c, =0.1.

Figure 4 shows the bifurcation diagrams and Lyapunov

exponents with changing ¢, ¢, and #. In (a) and (b), the
model enters chaos through Hopf bifurcation. (c) and (e)
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show mutations: Grazing bifurcations appear, and it often
occurred in nonlinear circuit theory [24]. As in (c), the
investment of new energy enterprise enters chaos after
Grazing bifurcation. Figure 5 is a detailed view of the
process. As in (e), the system enters the two-cycle orbit from
the steady state through the Grazing bifurcation mutation.
In the two-period orbit, the Grazing bifurcation mutation
occurs again, and then enters chaos through the Hopf bi-
furcation, as Figure 6 detailed.

4.2. The Basin of Parameter. In this section, basins of pa-
rameter in Figure 7 show the model’s complex character.
Orange represents stable equilibrium, green represents the
two-period orbit, brown represents three-period, dark green
represents the 4-period orbit, blue means the 6-period orbit,

and magenta represents the 8-period orbit, white represents
nonconvergence and yellow-green represent divergence.

5. Chaos Control Based on Mixed Expectation

In the existing differential economic system, there are three
types of expectation rules [25, 26, 27]: the bounded rational
expectation, the naive expectation, and the adaptive ex-
pectation. The bounded rational expectation has the
strongest complex characteristics, followed by adaptive
expectations, and the last is naive expectations which do not
have complex characteristics when used alone. This section
will study the impact of the mixed expectation rule (the
combination of the bounded rationality and naive expec-
tation) on the complexity of the economic system.
The mixed expectation model is as follows:

x=(1- Conl){x + ex{Ap1 (o + yz04)[a2p2 —ap; +ap,+d (0, —1)(0, - 1)]6"""1'J"’2‘Z"3"‘)’Z"4 + 1}} + Con, x,

y

(1- Conz){y + ¢)’{AP2 (0 + xz0,) [“Pz —a;p; —ayp, +db, (6, - 1)]e_xal_ygz_”3_xyw" - 1}} + Con, y,

(12)

z=(1- Con3){z + nz{Apg (o5 + xy04)(a1p1 +a,p, —ap, + dGl)e”‘Ul’J"’Z’Z‘TV")’Z”4 + 1}} + Con, .
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Con,; (i = 1,2,3) is the weight for choosing the naive
expectation, and 1 - Con; is the weight for choosing the
bounded rational expectation. For research convenience,
let Con,; = Con, = Con; = Con. Looking at the parameter
base diagram in Figure 8, we can find that even if the
investment adjustment speed parameter increases, the
system’s stable region is still gradually expanding with
increasing Con.

6. Robustness Analysis

External shocks such as natural disasters, epidemic out-
breaks, and financial crises will directly affect power grid
investment. When the shock occurs, the investment is
interrupted. When the emergency disappears, the invest-
ment rebounds. The drastic changes of investment shock the
stability of the market. In this section, we study the
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robustness of the mixed expectation control method under
severe fluctuations in investment.

In Figure 9(a), there is no control (7 = 0.3). As shown in
Figure 9(b), the investment rate # suddenly increases to 0.9
from 0.3, the steady state disappears, and the cycle bifur-
cation and chaos interlace occur. After adopting the mixed

expectation control strategy, when the control coefficient is
0.6, the same external mutation occurs, and the parameter
base diagram is shown in (c): equilibrium appears. If the
control coefficient is increased to 0.9, even if the outside
world suddenly changes, the system will be in Nash equi-
librium with great probability, as (d) shows.
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7. Conclusions

For supply-side reform of China, multiple energy produc-
tion companies enter the market, and the competition be-
tween multienergy enterprises and the State Grid appears. At
this time, the State Grid deals with multiple energy sources
from power enterprises and retails them. Based on the
abovementioned realities, a dual-channel and multiproduct
supply chain model is constructed, in which energy com-
panies conduct dual-channel sales and the State Grid cor-
poration processes multiple power. For saving energy, all
companies are permitted to invest in reducing line loss, and

the energy loss rate is an exponential function of invest-
ments. The bifurcation graph, Lyapunov exponent, pa-
rameter basin, and other techniques are used to analyze the
complex characteristics of the system. In this economic
model, besides the double-cycle bifurcation, a Grazing-Hopf
bifurcation is found, which usually occurs in nonlinear
circuits. The study finds that the mixed strategy that is
combined by bounded rationality and naive expectation can
suppress bifurcation and chaos. Also, the parameter basin
technique is used to analyze the robustness of the control
method. This paper enriches the issue about complex dy-
namics of economics.
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In recent years, many manufacturers have been selling their products to online consumers through e-tailers by adopting reselling
mode and agency selling mode simultaneously. The sales from the online channels inevitably incur spillover effect to the
traditional offline channels. This paper develops a dynamic pricing game model on the basis of a long-term gradient adjustment
mechanism for a multichannel supply chain that consists of a manufacturer and an e-tailer and focuses on examining the impacts
of spillover effect, agency fee, and adjustment speed on the stability and complexity of the dynamic game system. The results show
that both a greater spillover effect and a higher agency fee can make the dynamic game system more stable, and a higher
adjustment speed can destabilize the dynamic game system through period doubling bifurcation. Furthermore, it is interesting to
find that the destabilization of the game system benefits the e-tailer and the supply chain while having little influence on the

manufacturer, and thus the dynamic adjustment strategy may improve the supply chain efficiency.

1. Introduction

E-commerce has witnessed rapid growth in the past decade
and has been occupying market share previously dominated
by physical stores, making up 10.2% of the global retail sales
in 2017 [1]. According to reports, the sales of online retailing
reached $2.304 trillion in 2017, with a 24.8% increase over
the previous year [1]. With the increasing prevalence of
online retailing and the implementation of platform opening
plan (POP), e-tailers have begun to allow manufacturers to
directly access online consumers with charging a commis-
sion fee for providing this platform. This agency selling
mode has been embraced by some prominent online re-
tailers, such as Taobao and JD [2] in China, Amazon in the
US, and Flipkart in India [3]. In addition to agency selling,
manufacturers also have an alternative selling mode in
practice, i.e., the reselling mode, where e-tailers who act as
conventional merchants wholesale from manufacturers and
resell to consumers. As one of the largest online retailers in
China, JD adopted the two online selling modes

simultaneously and significantly benefited from this retail
structure, according to the financial report in 2018 (https://
www.chyxx.com/industry/201807/661976.html).

The boom of online retailing has raised the concern
about whether brick-and-mortar stores will give way to
e-commerce. “Online-only will not survive, all businesses
need to integrate online and offline resources,” Jianlin Wang,
the chairman of Dalian Wanda Group said [4]. Nowadays,
more and more manufacturers are able to sell their products
in a multichannel supply chain, i.e., they sell not only
through physical stores but also through e-tailers’ channels
in the reselling mode and the agency selling mode; for in-
stance, manufacturers, including Huawei, Gree, Haier,
Midea, and Xiaomi, sell their products via multichannel
selling to improve their performance. Particularly, Xiaomi,
who is a major Chinese smart phone vendor, sells through a
large online retail platform JD and also sells through physical
stores to offline consumers directly, in a bid to make its
products more accessible [5]. Such an offline expansion
strategy appears to be paying off, since Xiaomi bounces back
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with a 70% increase in shipments as compared with the
previous quarter [6]. Therefore, how the coopetition be-
tween supply chain members and the interactions between
online selling and offline selling affect the pricing strategy of
firms has become a critical problem to be addressed in
multichannel supply chain management.

Spillover effect usually arises in a multichannel supply
chain and gives rise to complex effects in which the sales of
offline selling are influenced by that of online selling. There
are several studies taking spillover effect into consideration
and exploring the interactions between online selling and
offline selling. Abhishek et al. [7] investigated the interac-
tions between online selling and traditional selling and
suggested two competitive and homogeneous e-tailers’
preferences for reselling mode and agency selling mode in
the presence of spillover effect. They also found that if there
is negative spillover effect, e-tailers prefer the agency selling
channel; otherwise, they prefer the reselling channel. By
measuring the combined impacts of the online spillover
effect, the platform fee, and the manufacturer’s inefficiency
in selling, Yan et al. [8] focused on whether and under what
conditions the marketplace channel should be introduced.
However, all the above researches are based on the as-
sumption that the decision makers know full information
about the market and can make pricing decisions accurately.
That is, the decision makers are fully rational and make
pricing decisions on the basis of a static one-shot pricing
game model. In practice, due to limited opportunities to
learn the market information, the decision makers are
usually boundedly rational and have to make decisions based
on the limited information, which will lead to a dynamic
repeated game process for the players. That is, the decision
makers can adjust pricing decisions through a long-term
gradient adjustment mechanism to achieve their maximum
profits. In consideration of the players’ bounded rationality,
it is still unclear how spillover effect influences the inter-
actions between online selling and offline selling, which
deserves further investigation.

When players with bounded rationality implement dy-
namic pricing strategy, it is important to identify how
spillover effect affects the dynamic evolution, system sta-
bility, and players’ profits when e-tailers have more exact
information. In the context of dynamic game, there are an
increasing number of studies investigating a multichannel
supply chain or marketing competition. For instance,
considering the service value in a dual-channel supply chain,
Zhang and Wang [9] developed two dynamic pricing
strategies and examined the effect of service value on players’
decisions. Ma and Xie [10] developed the dynamic game
models in a dual-channel supply chain consisting of a
manufacturer and a retailer, considering two scenarios in
which the manufacturer holds either asymmetric or sym-
metric channel power to the retailer, and compared the
complex behavior under different channel power structures
via numerical simulation. Guo [11] explored channel con-
flict taking into consideration the impacts of online con-
sumer reviews in a dual-channel supply chain from a
dynamic perspective and analyzed the stability of the
equilibrium point and complexity of channel conflict.
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Taking the input of a retailing service into account, Ma et al.
[12] investigated a dual-channel dynamic game and explored
the stability of the equilibrium point and further made a
discussion about the effects of the adjustment speed on the
complexity of the game system and the market performance.
In addition, for dynamic analysis, Naimzada and Pireddu
[13] explored the dynamic behavior of the fashion cycle by
investigating the asymptotic heterogeneity among agents
and found that the global dynamics may differ according to
the chosen functional form for the attractiveness. Naimzada
and Pireddu [14] also examined the globally eductive sta-
bility of a Muthian cobweb model in a profit-based evolu-
tionary setting, assuming that agents face heterogeneous
information costs. Baiardi and Naimzada [15] investigated
the stability properties of a dynamic model of a linear
Cournot oligopoly considering rational agents and indicated
that the heterogeneities among players influence the stability
of the Cournot-Nash equilibrium. Baiardi et al. [16] also
studied the stability properties of a Minskyan type model
formulated in a discrete time framework and showed that its
stability and complexity depend on either a subcritical flip or
a supercritical Neimark-Sacker bifurcation. Different from
the above existing literatures, our paper focuses on the
dynamic repeated pricing game in a multichannel supply
chain, especially on the impact of spillover effect from online
to offline on the complexity and dynamics of the game
system.

In addition, it is necessary to explore the different profit
distributions among participants if e-tailers allow manu-
facturers to directly have an access to their online con-
sumers, which is related to the topic of supply chain
coordination, and this topic has attracted significant aca-
demic interest (e.g., [17-23]). Players can coordinate the
supply chain through a variety of mechanisms, such as two-
part tariff contract, rebate contract, quantity discounts
contract, and revenue-sharing contract, among which rev-
enue-sharing contract has been universally applied in in-
dustries and widely explored by researchers. For instance,
Zhang et al. [23] considered a two-echelon deteriorating
item supply chain with a manufacturer and a retailer over an
infinite time horizon, where a revenue-sharing and coop-
erative investment contract is designed to coordinate the
supply chain. Yan [22] found that although differentiated
branding effectively alleviates channel competition and
conflict, it is not sufficient to achieve full channel coordi-
nation, and a profit sharing mechanism is necessary. Note
that agency selling works as a revenue-sharing mechanism to
some extent. However, in a long-term dynamic pricing
process, the effects of agency selling on the evolution features
of the game system and the supply chain members’ profits
are still indistinct, which is worth to be further studied.

In this paper, we develop a dynamic pricing model for a
multichannel supply chain where a manufacturer sells
through not only the traditional offline stores but also
e-tailers’ online channels in both the reselling mode and the
agency selling mode under a static one-shot game and a
dynamic repeated game, respectively. We focus on the dy-
namic game in which the manufacturer with bounded ra-
tionality employs a long-term gradient adjustment
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mechanism to adjust the pricing decisions for improving
profitability. We aim to investigate the impacts of spillover
effect from online sales to offline sales, adjustment speed,
and agency fee on the stability and complexity of the dy-
namic game system. By resorting to a large number of
numerical studies with depicting the stability region, bi-
furcation diagrams, basin of attraction, and critical curve, we
obtain some meaningful results for the multichannel supply
chain. The results show that both a greater spillover effect
and a higher agency fee can make the dynamic game system
more stable, and a higher adjustment speed can destabilize
the dynamic game system through period doubling bifur-
cation. Furthermore, it is interesting to find that the de-
stabilization of the game system benefits the e-tailer and the
supply chain while having little influence on the manufac-
turer, and thus the dynamic adjustment strategy may im-
prove the supply chain efficiency.

In summary, the main contributions of the paper are
presented as follows. First, our work extends the existing
literatures considering the impacts of spillover effect and
dealing with reselling and agency selling in a platform-based
retailing market with rational decisions to the case of de-
cision-making under bounded rationality, where the supply
chain members cannot obtain complete market information
which prevents them from making perfect decisions. Spe-
cifically, we make a leading effort to present a dynamic game
for the multichannel supply chain in which the manufac-
turer changes the prices dynamically with the impacts of
spillover effect. Second, we analyze the complex changes in
the prices and profits of the supply chain members in the
long-term pricing decision strategy. In particular, we in-
vestigate the impacts of the agency fee and spillover effect on
the static game and also on the stability and complexity in
the long-term dynamic game and obtain some interesting
managerial insights.

The remainder of the paper is organized as follows.
Section 2 presents the problem description and model setup.
Section 3 gives the static game model and the dynamic game
model (the repeated game) and conducts complexity anal-
ysis for the dynamic game, focusing on the impacts of key
system parameters on the players’ profits and the stability of
the game equilibria. Finally, Section 4 concludes the paper.

2. Problem Description and Model Setup

2.1. Online Channel Structure. We consider a supply chain
consisting of a manufacturer (she, denoted by subscript m)
and an e-tailer (he, denoted by subscript r). The manu-
facturer cooperates with the e-tailer to sell her product on
the electronic channel (e-channel, E) to online consumers.
They cooperate through the reselling mode in which the
e-tailer buys the product from the manufacturer at a unit
wholesale price w and then sells to online consumers at price
p,- In addition, the agency selling mode is also applied, in
which the e-tailer offers the manufacturer direct access to his
consumers with charging an agency fee for providing this
service. The manufacturer sells to online consumers directly
via the e-tailer’s platform at price p,, with paying a fraction §
of the profit as the agency fee to the e-tailer. In this paper, we

assume a constant linear agency fee contract used by the
e-tailer, as it is widely adopted in the literature on platform
(e.g., [7, 24] and is generally applied in practice such as
Taobao, JD, and Amazon.

2.2. Online Demand Specification. Note that online con-
sumers can choose from one of the available options: (i)
buying through the reselling channel and (ii) buying through
the agency selling channel. For example, when consumers
choose products from the JD platform, they can find self-run
products from JD and direct selling products from direct sale
stores. Similar to Abhishek et al. [7] and Lu et al. [25], we
assume that the products sold through the two e-channels
are symmetric substitutes, i.e., the substitution degree of the
agency selling product (the e-tailer’s product) over the
reselling product (the manufacturer’s product) equals that of
the latter over the former. Then, the consumer demand for
the product can be captured by a linear and downward-
sloping inverse demand function, g, =, — pi+ypPp
k,1 € {m,r} and k #1, where p, and g represent the market
clearing price and the product quantity for the e-tailer or the
manufacturer, respectively, and the parameter o, denotes
product k’s market potential. The parameter y € [0,1]
measures the substitution degree between the two e-chan-
nels’ products, and the products become more homoge-
neous and the retail market is more competitive as y
increases. Note that the two retail products turn out to be
perfect substitutes when y approaches 1 and independent
when y approaches 0. We normalize the slope of this inverse
demand function to be —1, which is widely used in the
modelling literatures on online selling [7, 26-28].

2.3. Online Spillover Effect. To incorporate the spillover ef-
fect, similar to Abhishek et al. [7] and Yan et al. [8], we
assume that there already exists a brick-and-mortar retail
channel (i.e., traditional channel) where the manufacturer
sells the product at a unit price normalized to 1 with a base
demand Q, which represents the general demand of the
traditional channel when the manufacturer does not sell
online. The sales of traditional channel are influenced by the
sales through the e-channels. Note that it is assumed that the
manufacturer sells her product through e-channels only by a
single e-tailer with the total demand for the manufacturer in
the e-channels given by gy =g, +g,,,- We formulate the
spillover effect by assuming that the sales in the traditional
channel are Q + 7g;, where the parameter 7 represents the
net overall cross-channel effect that the e-channels place on
the sales of the traditional channel.

More specifically, the parameter 7 captures the quantity
change in traditional sales brought by per unit sold through
the e-channels. In our work, we restrict 7 € [-1, 1]. This
model formulates an increase with 7>0, a decrease with
7<0, or no effect when 7 = 0 in traditional channel sales for
per unit sold by the e-channels. Note that the online sales
will have a negative cross-influence on sales in the traditional
channel if 7<0. This could be due to cannibalization, i.e.,
consumers who have bought from online are less likely to
purchase the same products from the physical stores. This



negative effect is widespread in reality, especially for durable
goods that will not be purchased again in the near period.
However, various studies also report that spillover effect can
sometimes stimulate offline sales and has a positive cross
effect, i.e, 7>0, under which per unit sold through the
e-channels can result in 7 units increased sales in the tra-
ditional channel. One reason for this increase could be word-
of-mouth effect; for example, if a consumer who has been
recommended e-book through push service or bought an
e-book on Apple’s iBook store or Amazon Kindle discusses
the book to her/his acquaintances, then they may buy the
physical book from a bookstore. Moreover, consumers who
have very high regard for certain pieces of music or books
often buy print editions to collect, commemorate, and
display. This is in line with previous studies that cross effect
can be negative or positive in different cases [29].

In addition, we assume that the product price in the
traditional channel takes a constant value, which can be
driven by two reasons. First, there exists operational diffi-
culty in adjusting the product price in the traditional
channel. In practice, the prices of physical books have not
been affected by the e-book pricing. Moreover, prices are
marked on books or special goods and cannot be changed as
frequently as the prices in the e-channels. Second, the
baseline demand Q is sufficiently high as compared to the
small-scale demand from the cross-channel effect, since
online sales account for 11% of the total sales at most [30].
From this point of view, the product price in the traditional
channel is not influenced. Besides, Abhishek et al. [7] further
extended their model to consider endogenous consumer
choice across the electronic and traditional channels and
reported that the results remain unchanged qualitatively.
Thus, we concern the qualitative nature of spillover effect in
the multichannel supply chain and consider this model in
absence of the endogenous consumer choice across the
electronic and traditional channels. For brevity, we nor-
malize the product price in the traditional channel to 1.

3. Game Models and Analysis

In this section, we first consider the case where the par-
ticipants of the game are fully rational, which will lead to a
static one-shot game. For convenience, we name this case as
the static game model. And then, we focus on the case in
which the participants with bounded rationality are involved
in a dynamic repeated game, which is referred to as the
dynamic game model.

3.1. Static Game. Consider a product distribution system in
which a manufacturer cooperates with an e-tailer to sell her
product to online consumers through two e-channels: the
reselling channel and the agency selling channel. The
manufacturer also sells her product through a traditional
brick-and-mortar channel, which is either positively or
negatively affected by the online sales volume. The e-tailer
chooses to sell the product as a reseller (we name this as the
wholesale configuration) and also enters into an agency
selling arrangement with the manufacturer where the
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e-tailer acts as an agency seller (we name this as the agency
configuration). This model also characterizes the asymmetry
in sales efficiency between the e-tailer and the manufacturer
by normalizing the e-tailer’s unit selling cost to zero but
denoting ¢ (>0) as the manufacturer’s unit direct selling cost.
This assumption is widely applied in the literature [8, 31, 32]
and is also reasonable in practice because e-tailers often have
an advantage in the sales process as compared to the
manufacturer. The retailer’s advantage may stem from su-
perior knowledge of customer preferences and more direct
contact with customers or from economies of scope with
other retailing activities and logistics [31]. Particularly, in the
e-commerce environment, economies of scale in logistics are
increasingly significant. For example, JD’s self-logistic net-
work has operated for 9 years and covers 98% of consumers
in China; this powerful logistics network and the continuous
technological innovation will provide substantial economies
of scale for JD. As common in the literature, we further
normalize the production cost of the manufacturer to zero
due to her production advantage. This assumption aims to
simplify the mathematical derivations of the model while
preserving the fundamental qualitative results in the
problem.

Given the above considerations, the manufacturer’s
profit is related to the profit from the e-channels, sales in the
traditional channel, and the spillover effect from the
e-channels to the traditional channel and is given as

7TM=l~(Q+TQE)+er+(1_6)(pm_c)qm’ (1)

where § denotes the agency fee from the manufacturer to the
agency e-tailer and is assumed to be an exogenous factor
since the platform fee is generally a longer-term and larger-
scale decision as compared to the pricing strategy. Besides,
the agency fee charged by the e-tailer is mainly related to the
product category, which means that it will not be adjusted
for one specific manufacturer or one specific type of product.
For instance, JD charges 7% for clothes and shoes and 10%
for audiovisual products; Amazon charges 12% to 30% for
e-book [33]. Considering the revenue from the agent fee and
combining the sales revenue from the reselling channel, the
profit function of the e-tailer can be formulated as

g =qr(pr_w)+6(pm_c)qm' (2)
Then, the profit of the supply chain is given by
7TT:7TE+7TM:(pm_c)qm+Prqr+1'(Q+TQE)' (3)

For most cases in the multichannel supply chain, the
manufacturer usually holds more market power than the
e-tailer, because the manufacturer produces and owns the
products, and first decides the wholesale price in the
reselling channel and the retail price in the agency selling
channel. Thus, the manufacturer is the leader, and the
e-tailer is the follower, which constitutes a typical Stackel-
berg game. The sequence of events is as follows: first, the
manufacturer determines the wholesale price w under a
wholesale contract and the retail price p,, under an agency
contract simultaneously; then, given the manufacturer’s
wholesale price w and retail price p,,, the e-tailer sets his
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retail price p, in the reselling channel; and finally, the profits
of the manufacturer and the e-tailer are realized.

By backward induction, the e-tailer’s response function
to the manufacturer’s announcement of w and p,, can be
obtained by setting (07;/0p,) = 0 and is given as

1
Przi(“r+w+ypm+6))pm_8’/c)' (4)

The manufacturer makes decisions based on the re-
sponse function. We substitute (4) into the manufacturer’s
profit function in (1) and obtain

s (0,5,) = T(5YO (1 =D (e=p) + (149 ¥ w ) = p b (3~ ) ¥ a5, )

+% (yp,(1=08) +cdy +a, —w)w + (1 - 6)(%)/()/17,,,(1 +0)+w+a, —c6y>> (5)

) )

Then, the manufacturer decides the optimal wholesale
price w and the retail price p,,,. Before maximizing the profit,
we should assure that the function in (5) is concave in w and
Py, The Hessian matrix of (5) is

-1 (1-30)y ) ©)
1-0)y 1-0(y*(1+8)-2)/)

The first-order principal minor of matrix H, in (6) is
. M

—1, and the second-order one is 2(1 - ) (1 — y*). Because
0<d<1and 0<y<1, it is clear that 2(1—8)(1-y*) >0.
Therefore, the matrix H,, is negative definite, meaning that
the profit function of the manufacturer is concave and has a
unique maximum solution. The marginal profit can be
calculated as

Hy, (W, p) =<

on
a—fz(l—&)ypm—w+Al,

(7)
on
M (1 5)(y2(1+8)—2)p +(1 8)yw+A2,

where A= (172)(a, +2¢dy —yc—1(1-y)) and
Ay = (112 (P (1+0) +y (1-8)-2)+ (1-0)(y12

(a, = cdy) + &, — (¥?/2(1 + 8) — 1)c). Then, the manufac-
turer’s equilibrium can be obtained via the first-order
conditions and is given as

*_A1(2—y2(1+8))+A2y
R T N ®
*_A2+A1y(1—8)
m2(1-08)(1-y2)

(9)

Substituting (8) and (9) into (4), the e-tailer’s optimal

retail price can be generated and is presented as
(cézy + oc,)(l ) +8(cy* +a, (1-9*)—cy—A)) + A + Ay
2(1-9)(1-y?) '

p; =
(10)

Then, we can obtain the profits of the manufacturer, the
e-tailer, and the supply chain in this unique static equilib-
rium by substituting (8) and (10) into the profit functions in
(1)-(3), which are given as

iy =16 (Q1(a, = p + P+ & — P+ p))) +w" (2, = p +yp,,)

+(1=8) (P =€) (@ = P + VP, )
mp=(p; —w') (& = p; +yPy) +0(Pp =) (@ = P + VP, ), (11)
r = (P =€) (@ = Py +vP,) + 27 (a4, = P +7P,,)

+ 1 (Q+ (o, = p + Yo+ @ — P +¥P,)).

Corollary 1. The wholesale price w and the retail prices p,,
and p, all decrease with the spillover effect .

Proof. Since  (0w/d1) = —(1/2),  (9p,,/0T) = —(2 —y?/
4(1-8)(1-9%), and (9p,/07) = —((y(2 -y —y* +yS(1-

8)) + (1 —y)(1-8))/(4(1-8)(1-1y?%)), one can obtain the
results of Corollary 1. The proof is complete.

Corollary 1 depicts the impacts of spillover effect on the
optimal decisions of both the manufacturer and the e-tailer
under the framework of static game. Results show that the
manufacturer’s optimal wholesale price w decreases with the



spillover effect 7. Besides, as spillover effect increases, the
manufacturer will markedly increase the sale quantities
through the e-channels to simulate the offline sales. The
intuition is that as the wholesale price w and the retail prices
decrease, the e-tailer will be more motivated to sell through
online selling. O

3.2. Dynamic Game. In this section, we focus on the
dynamic game which captures the practical background
that the manufacturer is boundedly rational and cannot
know full information about the market. In this scenario,
the bounded rationality will prevent the manufacturer
from immediately reaching the Nash equilibrium in (8)
and (9). Instead, the manufacturer will obtain the local
maximum profit and reach the Nash equilibrium over
time. Thus, the manufacturer updates her output next
time ¢ + 1 on the basis of the expected marginal profit of
the current period t. This means that the manufacturer
will increase (decrease) her output in the next period if
the marginal profit in the current period is positive
(negative). This captures that the manufacturer will
adjust her pricing decisions based on the local knowledge
and estimation for the marginal profit in discrete time
periods. Note that as compared to the manufacturer, the
e-tailer often has more selling advantage and informa-
tion. Thus, it is assumed that the e-tailer is fully rational.

T w(t+1) =wt) +x,w(t)((1-8)yp, () —w(t) + Ay),
' { P (E+1) = Py (8) + 5, ,, () (1 = 8) (y? (1 4 8) = 2) p,,, (£) + (1 = S)yw (1) + Ay),

where A, = (1/2)(a, + 2cdy —yc—7(1-9)) and A, =
(1/2)(P*(1+8) +y(1=08) —=2) + (1-0) ((y/2)(a, — cBy) +
a,— ((Y*/2)(1+8) - 1)c).

In the following sections, we will analyze the dynamic
behaviors of dynamic game system (14).

3.3. Equilibrium Points and Stability. The equilibrium of
system (14) can be obtained as w(t+1)=w(t) and
Py (t+1) = p,, (t). The system has four equilibrium points
as follows: E, = (0,0), E, = (A;,0), E, = (0, (A,/((1-9)
(2-8y*=9%))), and E*: = (w*,p,;) = (A, (2-9*(1+

J(E") =T (w", p,,) =<

We further analyze the conditions for the local stability
of the dynamic game equilibrium point E*, which are shown
in Proposition 1.

Proposition 1. The equilibrium E* is locally asymptotically
stable, when

#
1-x,w

(1=08)yx,p, 1+(1=8)(y*(1+08) -2)x,p,,
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And at each period ¢, once the manufacturer makes
decisions on the prices w(t) and p,, (t), the e-tailer can
optimally determine the retail price p, (t) under a static
expectation to maximize his profit. Therefore, the opti-
mal retail price can be identified as

P+ 1) =3 (o + w(0) + 7,y (0 + 3 (p, (1)~ )).
(12)

At each time period t, the manufacturer adopts the
myopic adjustment mechanism (e.g., [34, 35]); that is,

wt+1)=w)+x,w(t) aarf;”(g),
JIL, (t) )
m L
P (t+1) = p,, (8) + K, p,, (£) ap,, (&)

where «,, and «,, respectively, denote the adjustment
speeds of wholesale price and retail price and also rep-
resent the manufacturer’s management behaviors.
oIl,, (t)/ow(t) and OI1,, (t)/0p,, (t) are the marginal profits
of the manufacturer at current period. If the marginal
profits are equal to 0, the prices w(t + 1) and p,,, (t + 1) will
not be modified further.

From (8)-(12), the dynamics of this game can be de-
scribed by the following nonlinear dynamical system T

(14)

0)) + Ap) 1 2(1 =), (A + Ay (1-8)/(2(1-8)(1-
¥%)))). Note that E,, E;, and E, are boundary equilibria,
which is not in line with reality since the manufacturer will
never adopt a zero price on w or p,,. As a result, we only
focus on E*, which is the unique interior equilibrium of the
two-dimensional dynamic system (14) and is also the static
game equilibrium in the previous section. Next, we will
explore the local stability of the fixed point E* by intro-
ducing the Jacobian matrix of the mapping (14) at the point
E*, which is given as

(1-9)yx, w*
o ) (15
K, (1= 0)p,y (Y (1+8) + (1 -y, w* = 2) = k,w* +2>0,
{ (1= O, (2= = 8y*) = 21, (1 = y*)w*) + K, w* >0.
(16)

Proof. The characteristic equation of the Jacobian matrix at
E* is
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A —Tr(J(E*))A + Det(J (E*)) = 0, (17)

where Tr(J(E*)) and Det(J(E")), respectively, denote the
trace and determinant of J (E*) and are given as

Tr(J) =2 - k0" +x,(1-8)(y* (1+8) -2)p,,
Det(J) = Kppm(ZKw(l —yz)w—(z -y - 8y2)) —Kyw+ 1,
A=Tr(J(E"))’ - 4Det(J (E*)).
(18)

Moreover, the eigenvalues of the Jacobian matrix at
E* (w*, p,y)are A, = (-Tr(J(E")) = VA /2) when A>0 or
Mo = (-Tr(J(E")) = ivV=A/2) when A<0. Next, we ex-
amine the conditions under which the local asymptotical
stability of the equilibrium E* can be guaranteed.
According to Jury’s stability criterion [36], the equilib-
rium is locally stable when the eigenvalues of J(E*) are
inside the unit circle. Then, the coefficients of the char-
acteristic polynomial of (17) satisfy the following
conditions:

1-Tr(J) + Det(J) >0,
1+ Tr(J)+ Det(J)>0, (19)
1-Det(J)>0.

Note that the first condition 1-Tr(J)+ Det(J) =
2K, Ky P (1-6)(1 - 9?) >0 can be naturally satisfied since
p<1 and d<1. The second condition is equivalent to
2(x, (1= 8)p,, (Y (1 +8) + (1 —y*)x, w—2) — k,w+2)>0.
For the third condition, it can be transformed into
(1= 8, P, (2 =y = 8y%) = 2, (1 = y*)w) + i, w > 0. The
proof is complete.

As mentioned above, the equilibrium E* is locally as-
ymptotically stable only when the three inequalities in (19)
hold simultaneously. According to the nonlinear dynamic
system theory, the equilibrium will lose its stability if any one
of them changes from an inequality to an equality with the
other two remaining unchanged [37, 38]. Therefore, these
bifurcations exist: the system represents a transcritical, a fold
(saddle-node), or a pitchfork bifurcation if 1-Tr(J)+
Det(]) = 0, which is excluded from the system parameter
values in this paper; the stability is lost through a flip bi-
furcationif 1 + Tr(J) + Det(J) = 0; otherwise, the stability is
lost through a Neimark-Sacker bifurcation if 1 — Det(J) = 0.
In other words, the three conditions, respectively, point to a
transcritical, a fold (saddle-node), or a pitchfork bifurcation
curve, flip bifurcation curve, and Neimark-Sacker bifurca-
tion curve. Theoretically, the Neimark-Sacker bifurcation
will destabilize the equilibrium, which essentially means that
the stability of the system changes via a pair of complex
eigenvalues within unit modulus. That also implies that both
conditions 1 — Det(J) = 0 and A <0 should be met together.
In our model, the main parameters «,,, «,, and 7 are in the
following region & = {(Kw, Kps 7): 0<x,<1,0< K, < 1,-
1 <7< 1}, since empirical studies show that realistic values
are in this range (see, e.g., [7, 10, 39]). In the simulation, the
points p € & which satisfy 1 — Det(J) = 0 but cannot meet
A <0. Thus, the Neimark-Sacker bifurcation is also excluded

by the system parameter values in this work (e.g.,
[40, 41]. O

3.4. Dynamics Analysis. In this section, we plot the stability
region, bifurcation diagrams, basin of attraction, and critical
curve to investigate the dynamic behavior of system (14). We
provide numerical evidences for the complex dynamical
behaviors of system (14) when losing stability and show how
the system evolves when the model parameters (mainly the
adjustment speed x,, «,, agency fee §, and spillover pa-
rameter 7) adopt different values. We set the basic pa-
rameters as follows: «, = a,, =10, y=0.2, w(0) = 6.02,
P (0) =6.75, and ¢ = 1. The simulated data used for car-
rying out the study are assumed to represent the real-world
conditions as close as possible. Additionally, the data can
ensure the existence of the equilibrium solution under full
rationality.

First, we analyze the impacts of spillover effect on the
stability. According to the Jury stability condition in (19), the
2D and 3D stable regions are depicted in Figure 1. If one of
the four adjustment parameters is fixed, the stable condition
can be plotted in a 3D space. Figure 1(a) shows the 3D
stability region of the adjustment speeds («,,, ,) and 7 when
d = 0.2. If the values of (Kw,Kp, and 7) are in this region,
system (14) will be stable at a fixed point; if any values of
(%, %, and 7) do not belong to the 3D region, the system
will lose its stability. In addition, Figure 1(b) reports the
impacts of spillover effect on the system stability with 7
taking various values and other parameter values remaining
constant. As shown in Figure 1 that as 7 increases, the in-
tersection of the bifurcation curve with «,-axis moves
rightwards and that with « -axis moves upwards, which
indicates that the size of the stability region increases in 7.
This implies that the increase in 7 benefits the local stability
of the dynamic system, and from a practical view, a greater
spillover effect from online to offline sales pushes the
“competition” business alliance towards a more coordinated
outcome.

Furthermore, we analyze the effects of the agency fee on
the stability. Similar to the spillover effect, the increase in the
agency fee ¢ is more beneficial to the local stability of the
dynamic system, as shown in Figure 2. The results show that
the stable range of § changes more in ¢ than that of 7, which
means that the agency fee has more influence on the stability
than spillover effect. To show the dynamic behavior of this
deterministic system when the equilibrium point loses its
stability, we simulate the evolution process with respect to
the wholesale price adjustment speed.

Figures 3 and 4 help to find the reciprocal effect of the
wholesale price adjustment speed, spillover effect, and
agency fee. Figure 3 shows the bifurcation phenomenon of
pricing strategy in a 3D space with respect to the wholesale
price adjustment speed x,, and 7. The bifurcation graphs in
red, green, and blue represent 7=-0.2, 7=-0.1, and
7 = 0.1, respectively. With the increase of 7, the value of x,
where the dynamic system (14) exhibits a period doubling
bifurcation increases, which will give rise to a chaotic
dynamic state. The increase of spillover effect expands the
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FIGURE 2: 2D stable region for «,, and x,, when 7 = —0.2.

stable range of the manufacturer’s price adjustment speed,
and the pricing decision system will enter into bifurcation
and chaos later. This effect is mutual for the wholesale
price and the agency selling price. Figure 4 also shows the
bifurcation phenomenon in a 3D space with respect to the
wholesale price adjustment speed «, and §. The bifur-
cation graphs in red, green, and blue represent § = 0.1,
0 =0.2, and 6 = 0.3, respectively. Similarly, with the in-
crease of &, the value of x, where chaos occurs also in-
creases. It can be concluded that the increase of the agency
fee enlarges the stable range of the manufacturer’s price

adjustment speed, and the pricing decision system will
lose its stability later.

In order to further study the impacts of the adjustment
speeds on the system, the overall system decision-making
situation is shown through 2D bifurcation diagram as in
Figure 5. In Figure 5, different colors are used to represent
stable cycles of different periods. We assign different colors to
stable steady states (red); stable cycles of periods 2 (blue), 4
(purple), and 3 (green); chaos (white); and divergence (black).
The stable region in Figure 5 is the same as that in Figure 1(b),
where the manufacturer’s decisions have the same stable region
according to Proposition 1. Besides, with the adjustment speeds
increasing, the system goes into chaos through period doubling
and finally disappears. Over high adjustment, speeds for the
manufacturer do not benefit the system’s stability, which is
shown clearly in the figures. By comparing the sizes of stable
regions, we can see the different capacity of the models for
maintaining the system stability. Figures 5(a)-5(d) all show
that spillover effect benefits the system’s stability.

The above analysis of bifurcation and chaos provides
some managerial insights into pricing, spillover effect, and
agency fee. The increase of any adjustment speed may make
the system from a stable state to a periodic state or a chaotic
state, causing the decision variables to suffer from a large
fluctuation. However, a higher agency fee and higher
spillover effect bring more price adjustment space.

3.5. Global Analysis. In the previous section, we limit the
scope of local analysis to a small neighborhood near the
equilibrium point. Nevertheless, because of the manufac-
turer’s subjective judgement of the market under limited
information at the beginning of the game, the initial values
of the state variables (i.e., the initial pricing strategies) may
not belong to such a neighborhood. As a result, it is
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FIGURE 4: 3D bifurcation diagrams of w in (a) and p,, in (b) with respect to «,, and &, when x

significant to apply the global analysis method, which has
been widely proposed by some previous researches, such as
Mira et al. [42]; Agliari et al. [43]; Andaluz and Jarne [44];
Bischi and Kopel [45]; and Bischi et al. [46] to explore the
long-run behaviors of the dynamic game system (14). In this
study, a flip (period doubling) bifurcation will destabilize the
equilibrium, which essentially means that the stability of the
system changes via a real eigenvalue —1. Thus, there is a flip-
type bifurcation that can produce periodic and chaotic
attractors around the unstable equilibrium. In the following,
we will focus on three important concepts belonging to the
global dynamics in a two-dimensional noninvertible map-
ping, i.e., attractors, critical curves, and basins of attraction,
to analyze the equilibrium from the perspective of global
dynamics.

The role of a basin of attraction is to serve as a guideline,
which can ensure that the initial pricing strategies belonging
to the domain of the attraction converge to the same
attractor. For better illustration, Figure 6 shows the basin of
attraction for the dynamic game system (14). Note that the
dynamic process has practical significance only when the

=0.14 and 7= -0.2.

P

condition § = {(w, p,,,) € R*: w>0, p,, >0} is satisfied, and
this is worth further studying. If we define system (14) as a
mapping T, which is noninvertible, then the rank-1 pre-
image may not exist or may be multivalued for a given
(w(t+1),p,, (t+1)). As the point (w(t+1),p,, (t+1))
varies in the plane S, the number of solutions of system (14),
ie, the number of the rank-one preimages of
(w(t +1), p,, (t + 1)), changes. Pairs of real preimages ap-
pear or disappear as the points (w(t + 1), p,,, (£ + 1)) cross
the boundary separating regions whose points have a dif-
ferent number of preimages. Such boundaries generally
characterized by the presence of two merging preimages are
called critical curves. The critical curves are defined as the
locus of points having two or more coincident rank-1
preimages. LC is the two-dimensional generalization of the
notion of critical value (local minimum of maximum value),
which means that critical curves may be used in order to
bound chaotic attractors or in order to detect global bi-
furcations that cause a qualitative change in the topological
structure of basins of attraction, such as the creation of
nonconnected basins (e.g., [42, 45, 47, 48]). To be specific,
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due to the binary quadratic character of the system, there is a
fourth-degree algebraic equation with no, two, or four so-
lutions when we solve (w(t), p,, (t)) by means of (w(t+
1), p,, (t + 1)) in the mapping T The direct result is that the
space of R* is divided into different regions, which are
represented by Z; (i being the number of rank-1 preimages)
and are specified by some boundaries composed of at least
two preimages. For instance, (w(t), p,,, () in region Z, has
2 preimages (w(t — 1), p,,, (t — 1)). In Figure 6, the symbols
Zy, Zy, and Z, refer to the 0-, 2-, and 4-solution regions,
respectively. It is intuitive to find that the region is divided
into three parts with two critical curves LC'® and LC®,
Next, we will introduce another curve represented by LC_,,
which is the rank-1 preimage of LC under T, ie,
T (LC_;) = LC, to obtain the critical curve LC. When the
Jacobian determinant of T' vanishes, the curve LC_; gen-
erally belongs to the locus of points; that is,

LC_, <{(w, p,y): Det(J) (w, p,,,) = O}. (20)

Note that the curve LC_; can be defined as a function of
(w, p,,,) when the parameters «,,, k,, and § are fixed. We find
that LC_, is a hyperbola with two branches represented by

LC?, and LCljl, respectively. And LC is the union of two
branches denoted as LC* = T (LC?,) and LCt = T(LCZ).
Figure 6 depicts the evolution process of the attractors
(red dot) and basins of attractors (green region), where the red
dotted curves and blue solid curves stand for LC_; and LC,
respectively. Some conclusions can be obtained by comparing
Figures 6(a)-6(d). First of all, it is obvious to observe that
when the wholesale price adjustment speed gets larger, the
attractor becomes more complex and its basins shrink. Be-
sides, the system will be more easier to collapse as the
wholesale price adjustment speed increases. To be more
specific, with a relatively small wholesale price adjustment
speed as shown in Figure 6(a), the attractor is a single point
set, which corresponds to a global asymptotically stable
equilibrium. As the wholesale price adjustment speed in-
creases as shown in Figure 6(b), the attractor turns to be the
set with only two elements, corresponding to a two-period
cycle. When the wholesale price adjustment speed is large
enough, as depicted in Figures 6(c) and 6(d), the sets with
uncountable elements which correspond to chaotic attractors
will occur. From Figure 6, we can observe that the LC curves
constitute the boundary (or the envelope) of the attractor.
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FIGURE 6: Attractors (red dot) and basins of attractors (green region) where LC* and LCP are represented by blue solid line, and LC?; and
LC?, are represented by red dotted line when & = 0.2 . These curves of LC separate the plane into three regions, denoted by Z,, Z,, and Z,
whose points have four, two, and no rank-1 preimages, respectively. (a) ,, = 0.3,, = 0.14,7 = =0.2. (b) x,, = 0.35,x, = 0.14,7 = -0.2.

(c) x,, = 0.455, K, =0.14,7=-0.2. (d) x, =0.35, Kk, =0.25,7=-0.1

To verify that an observable chaos occurs for such values
of x,, and «, in Figures 6(c) and 6(d). We plot the Largest
Lyapunov Exponent (LLE) in the interval x, € [0.454,
0.4555]. As LLE >0, the mapping exhibits an observable
chaos in the sense that it has attractors. That means that the
system is in chaotic state. From Figure 7, it can be seen that
LLE > 0 when «,, = 0.455. This means that the red attractors
in Figure 6(c) are chaotic attractors. For the attractors in
Figure 6(d), we have made a verification similar to
Figure 6(c), and thus the details are omitted here.

The time series corresponding to Figure 6 are described
in Figure 8, where the blue series and the red series stand for
retail price p,, and wholesale price w, respectively. As shown
in Figure 8(a), the system converges to the equilibrium point
after a few periods when the adjustment speed is relatively
low. In other words, the pricing strategies of the dynamic

0.5 4

0.35

0.2

0.05

-0.1 :
0.454 0.4543

0.4546 0.4549 0.4552 0.4555

FiGure 7: LLE with respect to «,, in [0.454, 0.4555], with k = 0.14
and 7 = —-0.2.
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repeated game will eventually converge to the same equi-
librium state as that of the static one-shot game. As shown in
Figure 8(Db), the evolution trajectory becomes periodic as the
wholesale price adjustment speed increases, meaning that
the prices are adjusted periodically. Furthermore, as shown
in Figures 8(c) and 8(d), the chaos will occur when the
wholesale price adjustment speed gets even higher. Under
this situation, the prices over time are irregular, which rely
on the initial strategy values sensitively. As a consequence, it
is difficult for the manufacturer to implement stable long-
term pricing strategies, indicating that the manufacturer
should set the wholesale price adjustment speed carefully.
Note that in the case of chaos, the manufacturer takes ir-
regular and unpredictable pricing strategies with the
wholesale price w being “randomly” larger or smaller than
the agency selling price p,,, which leads to a “randomly”
larger or smaller retail price p, as compared to the agency
selling price p,,.

3.6. Performance Comparison. This section investigates the
effects of critical parameters on the supply chain members’
profits and further compares the performance of the dy-
namic game with that of the static game. It should be noted
that the game process may evolve to complex dynamics
including periodic or chaotic state under the dynamic game,
meaning that the profits of the supply chain members are
generally unpredictable. As a consequence, we need to
calculate the average profits to make a further comparison.
To reach the goal, we adopt 10° game outcomes (strategy
points) in the chaotic attractor and set the initial strategies
randomly. The initial strategies should ensure the existence
of the game equilibria under full rationality, and we find this
initial strategy values will not essentially affect the members’
profits. Figures 9 and 10 depict the performances of the
dynamic repeated game and the static one-shot game in-
tuitively, which are denoted by the solid curves and the
dotted lines, respectively. Besides, in both figures, the profits
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(f) r=0.3.



14

Complexity

80

X 0200 T T T T ~o2 T T T T
Y: 69.55 d
70 g e oS
60 B X:0.2
X:0.2 60 | Y:56.9
. |
5o | Y:60.07
50
m 40 m
40
30
20 30
| X:02
Y:9.48 2
gl 20} X:02
Y: 12.65
0 . . . . . 10 L | | R L
0.2 0.25 0.3 0.35 0.4 0.45 0.5 0.2 0.25 0.3 0.35 0.4 0.45 0.5
KW KW
— T T g — T T g
— 7y T Ty — 7n T Ty
— Ty oo T — iy oo 7r
(a) (b)
80 T T T T
X:0.2
Y: 69.55
ng— === ==
60 } X:02
Y:53.73
| 5
50
4
40
30
X:0.2
20 b Y:15.82
. ,,,,,,,,,,,,
10 | 1 1 1 1 1
0.2 0.25 0.3 0.35 0.4 0.45 0.5
K,
— T T T
Ty T Ty
— Ty oo T

FiGure 10: Supply chain members’ average profits via «,, under different é. (a) § = 0.1. (b) § =0.2. (c) § = 0.3.

of the total supply chain, the manufacturer, and the e-tailer
are represented by the green lines, blue lines, and red lines,
respectively. Note that we have carried out a large number of
numerical examples to verify that the main results would not
be influenced qualitatively by the various values of the
parameters, which demonstrates that the results are robust.

Figure 9 shows the effects of the manufacturer’s
wholesale price adjustment speed on the members” and the
supply chain’s profits for different spillover effect levels.
When the system converges to the equilibrium point, the
total average profits of the members in the dynamic game are
not sensitive to the wholesale price adjustment speed and are
the same as those in the static one-shot game. However,
when the system is in periodic or chaotic state, the total
average profits of the manufacturer and the e-tailer will
change. To be specific, as the wholesale price adjustment
speed increases, the average profit of the manufacturer in the

dynamic game is almost the same as that in the static game.
While for the e-tailer, his average profit will climb up as the
wholesale price adjustment speed increases. From the per-
spective of the whole supply chain, the average profit in the
dynamic game increases with the wholesale price adjustment
speed and is higher than the profit in the static game.
Moreover, by comparing Figures 9(a)-9(f), it is clearly
observed that spillover effect has a significant effect on the
total average profit, i.e., a higher spillover effect makes the
average profits of the members and the whole supply chain
increase in the dynamic game, which demonstrates that
spillover effect benefits the supply chain performance.
Figure 10 characterizes the effects of the agency fee § on
the profits of the members and the supply chain under both
the dynamic and static games. First, the effect of the ad-
justment speed «,, on average profits in Figure 10 is similar
to that in Figure 9, and thus we will not repeat it. By
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comparing Figures 10(a)-10(c), we find that a higher agency
fee will harm the manufacturer but benefit the e-tailer. From
the perspective of the whole supply chain, its efficiency will
not essentially change with the agency fee.

The joint observations of Figures 9 and 10 show that as
compared to the outcomes under the equilibrium strategy in
the static game, the e-tailer’s profit in the repeated game is
always higher, and the manufacturer’s profit is identical. This
implies that bounded rationality can mitigate the compe-
tition between the two members and encourage the e-tailer
to introduce the agency selling channel. Particularly, a win-
win outcome occurs in a certain interval of x,, as presented
where the whole supply chain’s profit in the dynamic game is
higher than the equilibrium profit in the static game. This
dynamic pricing process provided by the manufacturer can
effectively encourage the e-tailer to participate in multi-
channel selling, which is different from the common con-
clusion that the equilibrium profit in the static game is the
first-best outcome (e.g., [10]).

4. Conclusion

With the rapid development of e-commerce, upstream
manufacturers often cooperate with e-tailers to sell their
products in two online modes (reselling and agency selling
modes) in addition to the traditional offline channel (i.e., the
brick-and-mortar channel), and the multichannel supply
chain structure is a common setting in practice. The in-
troduction of multi-online channels is inevitably accom-
panied by spillover effect; that is, the sales in the offline
channel are affected by the sales in the online channels. The
spillover effect which can stimulate offline demand or de-
crease offline demand (the cannibalization effect) will sig-
nificantly affect pricing strategies in the supply chain. This
paper incorporates the spillover effect from online to offline
sales into the pricing game in a multichannel supply chain.
In this study, combined with the spillover effect, we mainly
focus on a dynamic repeated game process for the decision
makers with bounded rationality, which is different from the
existing researches with the assumption of fully rational
players. By virtue of the nonlinear system theory, we in-
vestigate the impacts of critical system parameters (such as
the level of spillover effect, the adjustment speed, and the
agency fee) on the stability, complexity, and efficiency of the
dynamic game system.

Some meaningful conclusions emerge after solving
and analyzing the model. First, the stability of the dynamic
system depends on the wholesale price adjustment speed.
When this adjustment speed is relatively low, the dynamic
strategies will converge to a static equilibrium point under
certain conditions. While as the adjustment speed in-
creases, the attractor of the game system becomes more
complex, leading to chaos eventually. Besides, although an
excessively high adjustment speed can destabilize the
dynamic system, the e-tailer can benefit from this insta-
bility, and so as the whole supply chain. The agency fee
and the spillover effect have similar effects on the dynamic
system, and the system will become more stable if either of
them increases. Furthermore, the spillover effect has less
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impact on the stability of the dynamic system than the
agency fee.

Although some important findings and interesting man-
agerial insights are provided in the paper, there are also some
limitations as follows. In this study, we only consider that the
manufacturer is a local profit maximizer (bounded rationality)
but the e-tailer acts as a global profit maximizer (full ratio-
nality). In some practical cases, the e-tailer may also be a local
profit maximizer with bounded rationality. Thus, it is of great
significance to further explore firms’ dynamic pricing strategies
considering both chain members’ actions under bounded ra-
tionality and provide more reasonable operational decisions for
firms. In addition, we only focus on the pricing policy in a
supply chain and omit the other operational or marketing
policies. It may be interesting to include quality improvement
or retail service investment policies into the research.
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Considering firm’s innovation input of green products and channel service, this paper, in dynamic environment, studies a
dynamic price game model in a dual-channel green supply chain and focuses on the effect of parameter changing on the pricing
strategies and complexity of the dynamic system. Using dynamic theory, the complex behaviors of the dynamic system are
discussed; besides, the parameter adaptation method is adopted to restrain the chaos phenomenon. The conclusions are as follows:
the stable scope of the green supply chain system enlarges with decision makers’ risk-aversion level increasing and decreases with
service value increasing; excessive adjustment of price parameters will make the green supply chain system fall into chaos with a
large entropy value; the attraction domain of initial prices shrinks with price adjustment speed increasing and enlarges with the
channel service values raising. As the dynamic game model system is in a chaotic state, the profit of the manufacturer will be
damaged, while the efficiency of the retailer will be improved. The system would be kept at a stable state and casts off chaos by the

parameter adaptation method. Results are significant for the manager to make reasonable price decision.

1. Introduction

At present, China is the largest producer and consumer of
household appliances in the world. The development of the
home appliance industry has made great contribution to the
economic development. According to the relevant report of
China’s home appliance market in 2019, the scale of China’s
home appliance market still keeps rapid growth [1, 2].
However, with people’s living standard improving, con-
sumers are no longer satisfied with the low level of retail
services but also put forward higher requirements for the
environmental performance and technology of products.
For household appliance enterprises, increasing their re-
search and development (R&D) investment for green
product can not only meet the market demand for intelligent
safety products but also improve their independent inno-
vation ability and market competitiveness. In this envi-
ronment, the dynamic price game of enterprises considering
technological innovation and channel service has attracted
wide attention from business and academia.

In recent years, many scholars have conducted extensive
research on technological innovation for green product in
various ways [3-6]. Apte and Viswanathan [7] reviewed the
role of strategy and innovation in manufacturing and spe-
cifically discussed technology innovation in product and
information flow management. Using system dynamic ap-
proach, Li and Ma [8] investigated the mechanism of the
innovation level on the stability of the dynamic game. By the
differential game approach, considering knowledge spill-
overs are endogenously caused by the R&D process, Lee et al.
[9] collected and analyzed data from 133 companies in
Malaysia and showed that there is a certain connection
between technology innovation input and supply chain
practice in manufacturing firms. In three different contract
situations, Wang and Shin [10] explored the influence of
different contracts with endogenous upstream innovation
and found that supply chain decisions (e.g., the innovation
input) could be coordinated by the profit-sharing contract
considering investment in innovation, whereas the other two
contracts would lead to insufficient investment in


mailto:huang800526@163.com
https://orcid.org/0000-0002-6032-8484
https://orcid.org/0000-0002-2983-4389
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1155/2020/1640724

innovation of supply chains. Verma et al. [11] considered the
effects of three factors (e.g., SMAC capabilities, innovation,
and advantage in competition) on supply chain performance
and showed how three factors improve supply chain reve-
nue. Considering fairness contract and power structure, Kim
et al. [12] examined the innovation performance of the
supplier in an innovative supply chain. In addition, Song al
et al. [13] integrated the technological innovation and ad-
vertising strategies of firms into a two-level supply chain and
found that the influence of technological innovation in-
vestment and advertising level on market demand and
optimal marketing decision is more sensitive. In terms of
innovation cooperation, Yoon and Jeong [14] put forward
the technological innovation coordinative strategies and
studied the differences among them in the reverse supply
chain. Yan al et al. [15] paid attention to the innovation
cooperation of construction industry and discussed the
influence of profit distribution and spillover effect on game
evolution. Based on the consumer market demand, Aydin
and Parker [16] set up a game model and analyzed inno-
vation and technology diffusion in competitive supply
chains.

The previous literature has elaborated the influence of
innovation factors on the supply chain from various angles
in detail, and the conclusions have important reference value
for society and enterprises. However, the complexity degree
of the supply chain based on the impact of product inno-
vation input on market demand is rarely explored.

In recent years, the supply chain-related problems
considering channel service factors have become the focus of
the industry and academia [17-20]. Pei and Yan [21] thought
that retail service can not only coordinate the conflict be-
tween channels but also improve the relationship between
channel members. Introducing RLS to substitute naive es-
timation, Ma and Guo [22] explored the complex dynamic
behavior of the game model with service factors. Proto-
pappa-Sieke et al. [23] put forward a two-stage inventory
strategy based on multiple service contracts. Jena and Sar-
mah [24] explored the price and service coopetition between
two firms, which competed on price and service level and
provided retail service directly to customers by a common
retailer. In the omni-channel environment, Chen et al. [25]
introduce service cooperation into mixed channels with
different power structures. Under the two game structures of
centralization and decentralization, Kong et al. [26] paid
attention to the pricing and service level decision of the low-
carbon closed-loop supply chain and researched the role of
related parameters in the system. Zhang and Wang [27] put
forward two kinds of dynamic pricing strategies based on the
changing market and focused on the mechanism of service
factors on pricing. In addition, Zhou et al. [28] found that
the retailer’s service input is easy to lead to the free-riding
effect and further discussed the best service strategy of the
supply chain under the free-riding effect. Considering the
sensitive factors of consumers to service, Ghosh [29] ex-
plored the price and service level strategy of a supply chain
including one manufacturer and two retailers. Yang et al.
[30] studied the impact of quick response service on supply
chain performance with a strategic customer in various
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supply chain structures and showed that the size of the extra
service cost affected the decision-making right structure of
the supply chain. Tu et al. [31] studied the effect of coefficient
of services on a hybrid supply chains.

Scholars have done some research on price game issues.
Xin and Sun [32] studied a differential oligopoly game in
which a production-planning single-decision problem is
extended to a production-planning and water-saving dual-
decision problem, and the decisions are affected simulta-
neously by both the product and the water right prices. Li
et al. [33] studied a Stackelberg game model in a dual-
channel supply chain, in which the manufacturer and re-
tailer all considered fairness concern in the price game. Li
et al. [34] constructed a dual-channel valued chain in which
the manufacturer made green innovation input and the
retailer provided channel service, and they make the dy-
namic price game in decentralized and centralized decisions.

This paper establishes a price game model considering
the factors of green innovation input and channel service in
decentralized decision scenario. Using game theory and
nonlinear dynamics theory, we discuss the equilibrium
points and the complex dynamic behaviors of the dynamic
system and study the effects of channel service level and risk-
aversion level on optimal pricing, stability, and utility of the
dual-channel value chain system. The global stability and
chaos phenomenon of the dynamic system are analyzed.

Our theoretical contribution is as follows: the first
contribution is to the construct dynamic dual-channel
supply chain model considering innovation investment and
channel service. The second contribution is to analyze the
effects of the key parameters on the stability and profitability
of the dynamic dual-channel supply chain model.

The rest of this paper is arranged as follows: in Section 2,
we present the problem basic description and related hy-
pothesis. Section 3 constructs the static game model and
dynamic game model; besides, their stability and the
equilibrium solutions are analyzed. Section 4 analyzes the
stability characteristics of the dynamic game model. The
global stability analysis of the system is given by basins of
attraction in Section 5. The control of the chaos phenom-
enon is made in Section 6. Section 7 presents the
conclusions.

2. Model Construction

2.1. Problem Description and Model Assumptions. In a dual-
channel green supply chain, to satisfy consumers’ demand
for intelligent and personalized green products, the man-
ufacturer makes innovative investment in green products,
and I,,, stands for the amount of innovation input. Two sales
channels exist in the dual-channel green supply chain, and
one is a traditional channel where the retailer gets green
products from the manufacturer and the retailer sells green
products to consumers at price p,; the other is the direct
marketing channel where the manufacturer also sells the
same green products to the consumer at price p, directly.
The manufacturer and retailer provide sales services (v, and
v,) to win more customer demand, respectively. The
manufacturer and the retailer compete for retail prices in the
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same market. The dual-channel green supply chain system is
structured in Figure 1.

To support this research, the following assumptions are
made in this paper:

(1) We assume that the participants all show risk-
aversion behaviors facing the changing market
demand.

(2) In a game cycle, because of difficulty that decision
makers grasp the perfect market information
through their own abilities, therefore, this paper
assumes that the manufacturer and retailer are both
bounded rationality and they will make the next
decision based on the current marginal utility; as the
current marginal utility is more than zero, they
would improve selling price in the next period;
otherwise, they would reduce selling price.

(3) For the convenience of research, this paper assumes
that the unit distribution cost of participants is zero
[29] and only considers innovation cost and service
cost.

The notations of parameters and its meanings employed
in this paper are listed in Table 1.

2.2. Dynamic Game Model. In the market competition,
market demand is not only affected by retail price but also by
the manufacturer’ investment in technological innovation
and channel services provided by the participant. In this
paper, considering the above factors and relevant literature
[29], the market demands from the direct channel and
traditional channel can be expressed as follows:

{Dm =0a —by(p; =) + B (P —v2) +0Q
D, =(1-0)a-b,(p,—v,) +Bo(pr—v1) + (1 -OQ,
(1)

where b; > f; (i = 1,2), means that the influence of product
price on demand in each channel is greater than that in a
competitive channel; Q = (1/+/¢)+/T,, is the increased
market demand for technological innovation investment,
and the slowdown of demand growth caused by the increase
of technological innovation input is in line with the actual
situation of the market.

The connection between service value and service cost of
unit product satisfies

e =Y i )

Therefore, service cost and service value change in the
same direction.

Manufacturer
|
|
I
: m
I
N
_______ Green
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| I
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Consumer

FiGUre 1: The dual-channel green supply chain system.

TaBLE 1: Notations and their meanings.

a The basic market scale

a The mean of basic market scale

0 Consumer’s preference for direct channel (0<6<1)
w The wholesale price of product

c Manufacturing cost per unit product

P Retail price of product in direct channel

P Retail price of product in traditional channel

b; Price-sensitive coeficient (i = 1,2)

Bi Cross-price-sensitive coefficient (0<f;<1,i=1,2)
I, The scale of innovation input

v, Service value of unit product of the manufacturer
vy Service value of unit product of the retailer

m Service cost coeflicient of the manufacturer

1, Service cost coeflicient of the retailer

I Service cost of unit product for manufacturer
C, Service cost of unit product for the retailer

a; Market demand variance (i = 1,2)

Q Customer demand created by innovation input
£ Innovation input coefficient

R, Risk attitude of the manufacturer

R, Risk attitude of the retailer

Based on the features of this paper, the parameters
should satisfy

O<c+c; <p;p»
W+ ¢y < Py (3)

D, >0, D,>0.

According to inequality (3), the following conditions can
be obtained:

O<c<w<p <

Bab, + (1 - 0)apB, + (1 - 0) (B /e )\/I,, +6(by/\E )T,
16, (1= By B,) ’

(1 - B)ab, + 0aB, + 0(B,/~E )NT,, +(1-06) (by/E )T,

(4)

O<w+c,<p,<

ble(l _ﬂlﬁZ)

+ v,



The profit functions of firms are as follows:

In the face of the uncertain demand, the manufacturer
and the retailer have financial risks for their product sales
[35]. Therefore, this paper will consider the effect of the risk
attitudes of firms on variable decision and the exponential
utility is used to express the utility function:

U(m) = - ™', (6)

where R;, (i = 1,2) are the risk-aversion levels of the par-
ticipant and e is the exponential constant; 7; is the profit of

Making first-order derivatives of E,, (U, ) with respect
to /T,
0B, (Us,) _ (w=0)(1-6) (p1-c-c)6_

= 2+/1,,.

N 5 E
9)
Making second-order derivatives of E,, (U, ) in /T,
d’E,,(U,
)

oI, )

From the above analysis, the manufacturer’s utility
function E, (U, ) is concave and only has a maximum

1 +(P1_C_Cl)[ea_b1(P1_V1)+ﬁ1(P2_V2)+9%\/T;j| - I, -
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7Tm=(w—C)[(1—9)a—b2(p2—v2)+/32(p1—v1)+(1—0)%\/m]
1
4 +(p1—c—cl)[ea—bl(pl—v1)+ﬂ1(p2—v2)+0$\/§] -1, (5)

1
”r:(Pz_w_Cz)[(l_G)Q_bz(Pz_Vz)“Lﬂz(Pl_V1)+(1_6)_£\/m]-

\/_

the manufacturer and retailer and follows a normal distri-
bution; E (;) is the mean of 77;, and Var (7;) is the variance of
;. The expected utility is as follows:

Var (7[1-).

EM(Uﬂm) = (w—c)[(l = 0)a—b,y(p,—vy) +By(pr—v) +(1 _9)18\/E1|

E(U,)=E(m) - 7
(U,) = B(r) - L0 )
The expected utilities of participants are as follows:
Ve
2 2 2 2
—-c—-¢)o; (w-¢)o
(P 1) o1 B 2 (8)

2R, 2R,

—w— ) o?
B (U) = (= w=) (1= 8038y (py ) 4 o (py =) + 1= 0) Ty | - 2=l

N 2R,

value. Solving (9E,, (U, )/0+/T,,) = 0, the optimal techno-
logical innovation input is expressed as follows:

It = [0(p1—w—cl)+w—c]2. (11)
m 4e

From (11), it is clear that the greater the innovation cost
coefficient is, the smaller the optimal technological inno-
vation input is, and it shows that the high innovation cost
coefficient has a restraining effect on the technology inno-
vation investment enthusiasm of the manufacturer.

Substituting (11) into (8), the expected utility functions
of participants under optimal technological innovation in-
put are obtained:
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0 - -w)f+w-c
by (py ~ 1) + By (ps ) + AL == 0w
Em(Unm) = (Pl _C_Cl) ?
1-0 - -—w)f+w-c
+(w—c)[(1—O)E—bz(pz—v2)+ﬁ1(p1—v1)+( dl 218 ) ]
: (12)
2 2
_ —w-¢,)0
Ef(Uﬂr) = (P~ w-)[(A=0)a-b,(p, —v,) + By (pr —w)] - %
2
(1-96) —¢—w)f+w-c
+(p2—w—C2) [(pl 21 ) ]:|
| €
Considering the first-order partial derivatives of
E,(U, )and E,(U,) in p, and p,, respectively, we can get
the related equations in the following equation:
9E, (U, )
Tlm =G+ X,py +Bip
(13)
9E,(U, )
T op, =G+ Xopy + Xsp0
where
o _ 2
G, =0a+byv, - Byv, +9[( q-wfrw-c| +bl(c+c1)—M
2¢ 2¢
0(1-6) -0c+06w-0c, -Fw d(c+c)
+B(w—-c)+(w-c) e e + R
_ (-, —w)f+w-c (w+¢)d3
G, =(1-0)a+byv,—v,f,+(1-0) +b2(w+cz)+T,
2
(14)

6> o
X, =-2b, + — -1,
2¢e R
2
o
X, = -2b, -2,
2 27 R,

0
X3—[32+(1—6)£.

In multistage game process, participants cannot grasp
the perfect market information of the current market, and
the grey forecasting model is a good way for the nonlinear
system [36], but in this paper, we make price forecasting by
bounded rational expectations to obtain profit

maximization. As the current marginal utility is more than
zero, decision makers would improve price p; (i = 1,2) in the
next period; otherwise, they would reduce them. Then, the
dynamic decision-making process of participants can be
expressed as follows:



{ pi(t+1) = p,(t) +8,p, (1) (G, + X, p, (t) + By p, (1)),

P (t+1) = p, () + 8,0, (1) (G, + X, p, () + X5y (1)),
(15)

where 8, and §, represent the price adjustment speeds of
decision makers.

3. Equilibrium Points, Conditions for Existence,
and Local Stability

For the system disturbed by weak noise, its variation can be
seen as the random factors around the deterministic system
and transformation between them [33]. When interference
factors are very small, the motion state of the system would
not be affected by the disturbance term; when interference
factors are very large, the state of the system would be
changed. Therefore, we first explore the Nash equilibrium
solution and the local stability of dynamic system (15).

Based on the theory of the fixed point [37], letting
p; (t +1) = p;(t), the four possible Nash equilibrium points
are obtained as follows:

P] = (0> 0))

(16)

Pa= (ST>S;)>

where  §7 = (3,G, -G, X,/X, X, -$,X;) and S =
-(X,G, -G, X,/X X, - B X5).

Proposition 1. Nash equilibrium point p, is an unstable
equilibrium point.

Proof. See Appendix.

Proposition 2. Nash equilibrium point p, and p; are un-
stable saddle points.

Proof. See Appendix.

Economically, zero price means nothing to manufac-
turers and retailers. Next, we will study the stability char-
acteristics of equilibrium solutions (p,).

The Jacobian matrix of dynamic system (15) at p, can be
written as follows:

- 1+8, (G +2Y,5] +5;S;)
](SI’SZ):( Y.S,S*
3029,

B16:S7 )
140,(Gy +2Y,8; +Y,8%) )
(17)

The feature equation of the Jacobian matrix can be
written as follows:

F(A) =A% = tr ()A + det ()), (18)

Complexity

where tr(J)A =68,(G, +28;Y,+ J,S;) +0,(G, +S]Y3+
285Y,) +2; det(J) = [6, (G, +287Y, + 5,S5) + 1] [6,(G, +
SiY5+285Y,) + 1] - B,SiSiY58,8,, A = (tr()))* — 4det())
be its discriminant.

In (18),  setting A=1, we can  get
F(1) =1-tr(J) + det(J). Therefore, Lemma 1 can be
employed to study the eigenvalues of J(S7,S3).

Lemma 1 (see [38]). Suppose that F(1)>0 and A, and A,
are two roots of F(A) = 0. Then,

(1) |Ml<1 and M| <1 if and only if F(-1)>0 and
det(J) <1

(2) IM1<1 and [A,|>1 (or |\ |>1 and |A,| < 1) if and
only if F(-1)<0

(3) IM1>1 and M| >1 if and only if F(-1)>0 and
det(J)>1

(4) |M |1 = -1 and A, #1 if and only if F(-1) =0 and
det(J) #0,2

(5) A, and A, are complex and |A|| = |A,| = 1if and only if
A<0 and det(]) =1

If all eigenvalues of J(S},S;) are less than one in the
modulus, dynamic system (15) will run stably at this equi-
librium point. If not, the bifurcation behavior or chaos
phenomenon appears in dynamic system (15). Concretely,
that flip bifurcation happens as a single characteristic root is
equal to —1, while Neimark-Sacker (N-S) bifurcation emerges
as two characteristic roots equal one.

4. The Stable Region of Dynamic System (15)

Next, we adopt numerical simulation to indicate how key
factors affect the complex dynamical behaviors of dynamic
system (15). Taking the current situation and distinguishing
the feature of the dual-channel green supply chain into
account, parameter values are set as follows: a = 120,60 =
04,b,=3,b,=35p,=1p0,=1Le=12,v; =1.5v, =2,
1, =0.6,1, = 0.5,c=6,w=10,R, = 70, R, = 60,0, = 0.05,
and 0, = 0.05. Thus, the Nash equilibrium solution is p, =
(15.3102, 18.8588) and the optimal innovation input is
7.553.

4.1. The Influence of Key Parameters on Stable Region of
Dynamic System (15). In dynamic system (15), price ad-
justment speed is regarded as a key factor, which can reflect
the type of a decision maker. Radical players prefer to exert a
larger adjustment speed to get more benefits in a short time.
However, prudent players prefer to choose smaller adjust-
ment speed to avoid risks and obtain stable profits.

Figure 2 shows the stable range of dynamic system (15) as
the parameters take the above values; as the adjustment
speed is within the light purple scope, dynamic system (15)
will return to the Nash equilibrium point after several game
cycles. If §, >0.0212 or &, >0.01483, dynamic system (15)
would enter a bifurcation or chaotic state, and it means that
the manufacturer or retailer would face the risk of with-
drawing from the market.
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FIGURE 2: The stable region of dynamic system (15).

Figure 3(a) shows the stable regions of dynamic system
(15) when R, = 60 with R, = 10, 35, 60, respectively, it can
be seen that, as R; = 10, the range of price adjustment speed
on the x-axis is 0 < §; <0.01948; when R, = 35, the range of
the price adjustment parameter on the X-axis is
0<d, <0.0204; when R, = 60, the range of price adjustment
speeds on the X-axis is 0 < §; <0.02121. We conclude that
the larger the risk-aversion level of the manufacturer is, the
larger the stable range of the price adjustment of the
manufacturer is, and the stable range of the price adjustment
of the retailer remains unchanged. That is to say, the increase
of the manufacturer’s risk-aversion level has no effect on the
stable range of the retailer’s price adjustment but enlarges
the stable scope of the retailer’s price adjustment.

Figure 3(b) shows that the stability regions of dynamic
system (15) decrease gradually in the direction of §,, while
the stability regions hardly change in the direction of §,
when v, takes different values. Figure 3(c) shows that the
stability scope of dynamic system (15) decreases in the di-
rection of §,. However, the stability regions hardly change in
the direction of §,. That is to say, the service values of the
manufacturer and retailer only affect the stable ranges of
price adjustment of their own channels but have no effect on
other channels.

For understanding better the change process of dynamic
system (15), Figure 4 displays the 2D diagram of dynamic
system (15) using the parameter basin, which indicates the
route of dynamic system (15) to chaos. In Figure 4, different
periods are represented by different colors: for a single-cycle
state, period-1 (green), period-3 (red), period-5 (purplish
red), and period-7 (orange); for a period-doubling state,
period-2 (pink), period-4 (blue), period-8 (purple), chaos
(grey), and divergence (white). We can see that dynamic
system (15) goes through period-doubling bifurcation and
goes into a chaotic state. The stable region in Figure 4 is
consistent with that in Figure 2.

Figures 5(a)-5(c) show the change process of dynamic
system (15) in the (J;, §,) plane with R, having different
values, and green areas represent the stable regions of dy-
namic system (15). The stable scope of dynamic system (15)
enlarged with the direction of §, in the increase of risk-
aversion level of retailers and almost unchanged in the
direction of §,. Figures 6(a)-6(c) show the change process of
dynamic system (15) in the (v, v,) plane with §, and 6,
having different values, and areas represent the stable re-
gions of dynamic system (15). We can see that the stable
regions of dynamic system (15) shrink in the direction of v,
and v, with price adjustment speeds of participants in-
creasing; that is to say, as the price adjustment speeds are
relatively large, the manufacturer and the retailer can choose
a smaller service level to make dynamic system (15) stable.

From the above analysis, a conclusion can be drawn that
the stability region of dynamic system (15) shrinks with the
increase of service values, enlarges in risk-aversion level,
when the price adjustment speeds are relatively large. Par-
ticipants can choose a smaller service level to keep dynamic
system (15) stable.

If participants improve their service levels in order to
obtain the best utilities, they will consume a lot of manpower
and material resources of the dual-channel green supply
chain. At this time, the ability of the dual-channel green
supply chain system to resist risks will be weakened, which
will lead to the decrease of system stability and the increase
of vulnerability. Therefore, from the point of view of the
supply chain, decision makers should make their own ser-
vice decisions and price adjustment decisions prudently to
make the dynamic system stable.

4.2. Global Stability of Dynamic System (15). The variation of
the key parameter affects the stability of system (15). The
influence of parameter variation on global stability can be
analyzed by the basins of attraction, which includes the
attraction domain and escaping area. If the initial values of
parameters are set in attraction scope, dynamic system (15)
will appear the same attractor after several iterations. If the
initial values of parameters are not in the basins of attraction,
which is marked by red, dynamic system (15) will evolve
from a stable state to a divergent state.

With the same values for parameters, the basins of at-
traction about initial price p, and p, are showed in Figure 7,
where the red range represents the stable domain of at-
traction and the white range represents the escape area. We
find that the attraction range shrinks as 8, and §, increase.
Figure 8 indicates the basins of attraction of dynamic system
(15) with v, and v, changing as §, = 0.005 and §, = 0.005.
Compared with Figure 7, the stable attraction domain of
initial value of p, enlarges with v, increasing and that of p,
enlarges with v, increasing. If the initial values of p, and p,
are taken in the attraction scope, dynamic system (15) will
appear the chaotic attractor after several iterations. Other-
wise, dynamic system (15) will fall into divergence at last.
From economic perspective, the participant should choose
the initial prices in basins of attraction to ensure that the
market enters a stable state.
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5. The Effect of Parameters on Dynamic
System (15)

5.1. The Effect of Price Change on Dynamic System (15).
Since the influence of the price adjustment parameters of
participants on system behavior is similar, the evolution of
system behavior is discussed by taking the price adjustment

parameter of the manufacturer as an example. Figure 9(a)
shows the effect of §; on price evolution of dynamic system
(15) when &, = 0.005. When &, <0.0207, dynamic system
(15) returns to the Nash equilibrium point after several
games from the initial state; as §; = 0.0207, dynamic system
(15) appears the first bifurcation; after that, dynamic system
(15) appears four periodic bifurcations and eight periodic
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Ficure 5: Continued.
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bifurcations and then gradually falls into chaos with &,
increasing.

Figure 9(b) shows the entropy change of dynamic system
(15) with 8, increasing. When the system entropy equals to
zero, dynamic system (15) is in the stable state; when the
system entropy is greater than zero, dynamic system (15) is
in the unstable state.

In order to visually show the effect of service values on
the behavior of the system, Figures 10(a)-10(c) indicate that
the system evolution process as v, has different values. From
Figure 10, we can see that, with v, varying, the Nash

equilibrium value increases, the stability of dynamic system
(15) decreases, and market spillover effect appears ahead of
time, which is consistent with Figure 3(b).

Figure 11 shows the forming process of the chaotic
attractor as dynamic system (15) is in the chaotic state.
Figure 11(a) shows the chaotic state of dynamic system (15)
in its initial stage, and the orbit of dynamic system (15) is
composed of scattered points. When the adjustment pa-
rameter increases, the trajectory of the system in the chaotic
state presents a preliminary outline shown in Figure 11(b)
when 8, = 0.0285. From Figure 11(c), it can be found that
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when §; = 0.03, there are countless points in the trajectory of
dynamic system (15), and the distribution of countless
points is attracted to a certain region.

Figure 11(a) shows the path of the initial chaotic system
in phase space. With &, increasing, in Figures 11(c) and
11(b), the chaos degree of dynamic system (15) increases,
which can be called as the chaotic attractor.

Sensitivity to the initial value is also an important
characteristic of chaotic systems. Figure 12(a) shows the
running trend of dynamic system (15) as the initial value of
p, only changes 0.001. Figure 12(b) shows the running trend
of dynamic system (15) as the initial value of p, only changes
0.001. We can see that there is almost no difference in the
retail prices between participants before 20 time iterations.
After 20 time iterations, retail prices began to fluctuate

sharply, which indicates that the small difference in the
initial value will lead to system instability.

From this, it can be drawn that the sensitivity of the
dynamic system in the unstable state is just like the butterfly
effect. With the small change of initial conditions, the
chaotic system will fluctuate violently with time. In for-
mulating market strategies, decision makers should choose
the initial values carefully.

Thus, the excessive price adjustment parameter and
larger service value can easily make dynamic system (15)
enter the chaotic state and cause disorderly fluctuations.
Therefore, managers should reasonably formulate market
price strategies in the market competition and should not
adjust prices too quickly in order to maximize short-term
utility.
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5.2. The Effect of Chaos on the System Efficiency.
Figure 13 shows the expected utility of dynamic system (15)
and goes into the chaotic state with §, increasing, which is
similar to the price evolution process. Figure 14 shows the
utility changing of participants over time. As §; = 0.005, the
expected utility of the system is a fixed value with time; when
8; = 0.024, the expected utility of the system changes pe-
riodically; when &, = 0.029, the expected utility fluctuates
sharply in Figure 14(c). The expected utility of the system
fluctuates in the doubling period and chaotic state, which
makes it impossible for two firms to make the next decision
according to the current expected utility. In the chaotic state,
the expected utility of dynamic system (15) is difficult to
measure.

In Figure 15, the red points denote the manufacturer’s
the expected average utility and the blue line indicates the
retailer’s expected average utility. With the increase of §,, it
can be seen intuitively that the average utility of the man-
ufacturer in the unstable state is significantly less than that in
the stable state, which means that chaos destroys the ef-
fectiveness of the manufacturer; on the contrary, the average
efficiency of the retailer in the unstable state is higher than
that in the stable state. So, chaos is beneficial for the retailer
to achieve high expected utility.

6. Chaos Control

The above research states clearly that the average utility of
the manufacturer is higher than that in the stable state, and
the one of the retailer is lower than that in the unstable state.

In this uncertain situation, it brings great suffering to the
participants in making the next price decision. If the chaos
phenomenon is not controlled, it will lead to a vicious circle
in the market and even lead to the withdrawal of participants
from the market competition. In order to restore market
stability, it is necessary to control the chaotic market
effectively.

Some chaos control methods have been applied to the
supply chain, such as modified straight-line stabilization
method [39], time-delayed feedback method [40], OGY
method [41], and the parameter adaptation method [42] In
this section, the parameter adaptation method is adopted to
control the market prices of participants. Based on dynamic
system (15), the controlled system can be expressed as
follows:

{ pi(t+1)=(1 =), p, (1) (G, + X, p, + By p,) +ap, (b),

pa(t+1) = 8,p, (1) (G, + Xyp5 + X5p1) + P (1)
(19)

Figures 16(a) and 16(b) show the dynamic process of
control system (19) with the adjustment parameter ¢, in-
creasing when « = 0.1 and « = 0.4, respectively. It can be
seen that controlled system (19) appears the first bifurcation
at §, =0.024 when a =0.1; and the first bifurcation of
controlled system (19) is delayed again when « = 0.4.

When §, = 0.03 and §, = 0.005, the market is in a
chaotic state. As «a increases, the game evolution of con-
trolled system (19) is shown in Figure 17(a). When a = 0,
controlled system (19) is chaos; as 0 <a < 0.31, controlled
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system (19) gets rid of the chaotic state and enters a period-
doubling bifurcation state; as « > 0.31, the dynamic system is
completely controlled in the stable period. Correspondingly,
Figure 17(b) indicates the entropy of system (19); as
0 < a < 0.31, the entropy value is larger than one and system
(19) is in the state of chaos and periodic doubling state; when
a>0.31, the entropy value is equal to 0.5 or 0 and controlled
system (19) is in the stable state.

In market competition, chaos has an important effect on
the utility of participants. However, due to the market
complexity and the difference of decision makers, the be-
havior of the decision makers may make the stable
market into a bifurcation state or even chaotic state in
pursuit of maximizing their utilities. At this time, it is
necessary for participants to cooperate and coordinate to
hold the system in a stable state, or for the government to
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(b) Entropy.

control the chaotic market and create a good market
competition environment.

7. Conclusions

Considering the innovation input for green products and
channel service, this article establishes a dynamic game
model under the optimal innovation input and focuses on
the influence of key factors on the pricing decisions and
complexity of the dynamic system. Firstly, equilibrium
points, conditions for existence, and local stability of the
dynamic system are discussed. Secondly, the complexity
dynamics of the dynamic system (the influence of param-
eters on prices, utilities, and global stability of the dynamic
system) are studied by employing dynamic theory. Finally,
the parameter adaptation method is employed to restrain
chaos of the system. The results are summarized as follows:

(b)

(19) with « varying. (a) The price bifurcation diagram.

(1) The stable range of the dynamic dual-channel green

supply chain system enlarges with the increase of
risk-aversion levels of participants, shrinks with
service value increasing. In addition, the retailer’s
channel service will only decrease the stable scope of
its own channel price adjustment speed and brings
no influence on the manufacturer’s decision range of
channel price adjustment speed.

(2) The dynamic system experiences flip bifurcation and

enters into chaos as the adjustment speed increasing.
In stable range, the retail prices and the utilities of
participants are fixed values, and the entropy value of
the dynamic dual-channel green supply chain system
is low. In the chaotic state, the average utility of the
manufacturer declines and that of the retailer im-
proves. The entropy value of the dynamic dual-
channel green supply chain system is high. So, chaos
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is beneficial for the retailer and is harmful to the
manufacturer to achieve high expected utility.

(3) The attraction domain of initial prices shrinks with
price adjustment speed increasing and enlarges with
the channel service values increasing. The dynamic
system, from chaos, can run to a stable state again
using the parameter adaptation method.

There are some shortcomings in this paper, and we can
study from the following aspects in the future: (1) one can

(P> p2) =(

X36,p,

Substituting the values of p, into the Jacobian matrix, the
two eigenvalues of the Jacobian matrix of dynamic system
(15)areA; =1+ 9,G, and A, = 1 + §,G,. Because G, >0 and
G, >0, we can verify that all the eigenvalues of the Jacobian
matrix are more than 1, so p; is an unstable equilibrium
point.

The proof of Proposition 2. substituting p, = (0,-
(G,/X,))and p; = (-(G,/X,),0) into the Jacobian matrix,
the Jacobian matrix of dynamic system (15) can be
expressed, respectively, as follows:

G
1+ 61(61 - ﬁlx—z) 0
](Pz) = >
X,0,G
P 1m0,
(A.2)
1-6,G, _/3151G1
Xl
J(ps) =
X3G1
0 1+ 62<G2 e )

1

The eigenvalues of the matrix ] (p,) are A| = 1-8,G,
and A, =1+ 8,G; — (B,G,0,/X,). The eigenvalues of the
matrix J(p3) are A =1-6,G, and
A =1+468,G, - (b,G, X5/X),).

According to the previous restrictions on the parame-
ters, it can deduce that A <1, ,;>1, 1/ <1, and A, > 1. The
eigenvalues of the Jacobian matrix J(p,) and ] (p;) are not
less than 1. So, p, and p; are unstable saddle points.
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consider the nonlinearity of market demand, which is more
in line with the market competition environment. (2) One
can consider the cost sharing of innovation input based on
the cooperation of participants.

Appendix

Proof of Proposition 1. the Jacobian matrix of dynamic
system (15) can be expressed as follows:

)
Bid:p, ) (A1)
1+68,(G, +2X,p, + X5p,)
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In this study, we analyze the term structure of credit default swaps (CDSs) and predict future term structures using the Nelson-Siegel
model, recurrent neural network (RNN), support vector regression (SVR), long short-term memory (LSTM), and group method of data
handling (GMDH) using CDS term structure data from 2008 to 2019. Furthermore, we evaluate the change in the forecasting
performance of the models through a subperiod analysis. According to the empirical results, we confirm that the Nelson-Siegel model
can be used to predict not only the interest rate term structure but also the CDS term structure. Additionally, we demonstrate that
machine-learning models, namely, SVR, RNN, LSTM, and GMDH, outperform the model-driven methods (in this case, the Nel-
son-Siegel model). Among the machine learning approaches, GMDH demonstrates the best performance in forecasting the CDS term
structure. According to the subperiod analysis, the performance of all models was inconsistent with the data period. All the models were
less predictable in highly volatile data periods than in less volatile periods. This study will enable traders and policymakers to invest

efficiently and make policy decisions based on the current and future risk factors of a company or country.

1. Introduction

A credit default swap (CDS) is a credit derivative based on
credit risk, similar to a bond. The prices of both CDSs and
bonds change depending on the risk of the reference entity.
If the reference entity has a higher risk, then the CDS spread
is set higher. To manage credit risk, we can use a CDS
contract. The CDS seller (protection seller) insures the
protection buyer’s risk in the event of a credit default, such as
bankruptcy of the reference entity, debt repudiation, or, in
the case of a sovereign bond, a moratorium. There are two
ways for a protection seller to compensate the protection
buyer’s loss. The first is to buy the underlying asset at face
value; the second is to pay the difference between the
remaining value and the face value. In this way, the pro-
tection buyer can hedge his or her credit risk and give the
CDS spread to the protection seller.

A CDS spread is an insurance fee that a protection buyer
pays to the protection seller, often quarterly. Its value is

determined by factors such as the probability of credit de-
fault and recovery rate. The recovery rate is the percentage of
the bond value that the reference entity offers to the pro-
tection buyer when a credit default happens. Therefore, if the
recovery rate is high, the CDS spread will be low. The CDS
spread will be high if the default rate is high, which indicates
a high probability of credit default. Because the CDS spread
indicates the bankruptcy risk of institutions or countries, it is
an important economic index that is being actively traded.
According to the Bank for International Settlements, the
total outstanding notional amount of CDS contracts was
$7809 billion in the first half of 2019.

To date, numerous studies have been conducted on the
prediction of financial asset values. For example, Li and Tam
[1] forecasted stock price movements of different volatilities
using a recurrent neural network (RNN) and support vector
machine (SVM). Chen et al. [2] predicted the movement of
the Chinese stock market using a long short-term memory-
(LSTM-) based model. Gao et al. [3] also used LSTM to
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predict stock prices. However, few studies have been con-
ducted on forecasting the CDS term structure. Shaw et al. [4]
used the Nelson-Siegel model to make 1-, 5-, and 10-day
forecasts of the CDS curve and compared its efficiency with
that of the random-walk method. They showed that, al-
though the 1-day forecast was not very effective, the accuracy
of the 5- and 10-day forecasts outperformed those of the
random-walk model. Avino and Nneji [5] predicted daily
quotes of iTraxx Europe CDS indices using linear and
nonlinear forecasting models, such as autoregressive (AR)
and Markov switching AR models. They found that the AR
model often outperforms Markov switching models, but
Markov switching models offer a good in-sample fit for
iTraxx index data. Sensoy et al. [6] used permutation entropy
to test the weak-form efficiency of CDS markets in some
countries. They found that CDS markets could be efficient
during crisis periods, which implies that the impact of a
crisis on CDS market efficiency is limited, and Asian markets
outperformed the other tested markets in terms of efficiency.
In addition, they showed a negative linear correlation be-
tween a country’s CDS efficiency and daily CDS levels. Neftci
et al. [7] asserted that CDS markets provide unique infor-
mation on default probability. They showed that the in-
formation provided by a CDS regarding the default risk of a
sovereign bond is more accurate than the information from
a bond spread provided by the corresponding treasury using
a stochastic differential equation based on the Markov
process. Duyvesteyn and Martens [8] used the structural
model for a sovereign bond from Gray et al. [9] to predict
how exchange rate returns and volatility changes affect
market CDS spread movements. The model results, such as
default probability and spreads, were strongly correlated
with CDS spreads. Their results also rejected their hypothesis
that changes in sovereign credit spreads are correlated to
changes in sovereign market spreads.

As mentioned above, several studies have attempted to
predict various financial market indices with machine-
learning methods; however, research on CDS term structure
is limited. CDS term structure reflects the conditions for
monetary policy and companies’ future risk expectations.
CDS spread can be classified into two types. The first one is
sovereign CDS, which has a country as its reference entity.
Sovereign CDS spreads reflect the creditworthiness of a
country. That is, the sovereign CDS spread can be considered
as a measure of the sovereign credit risk [10]. Furthermore,
the sovereign CDS spreads contain some components that
are attributed to global risk, according to Pan and Singleton
[11] and Longstaft et al. [12]. Studies on sovereign CDS
include Pan and Singleton [11], Longstaff et al. [12],
Blommestein et al. [10], Galariotis et al. [13], Srivastava et al.
[14], Ho [15], and Augustin [16]. The other type of CDS is
written with respect to one single reference entity, the so-
called single-name CDS. In addition, CDS sector indices are
based on the most liquid 5-year term, are equally weighted,
and reflect an average midspread calculation of the given
index’s constituents. However, single-name CDS spreads are
much less liquid than indices [17-19]. In several studies, the
creditworthiness of individual industries was investigated
using CDS sector data [19-22].
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The CDS term structure is important because it inte-
grates the future risk expectations of both markets and
companies by offering CDS spreads over time. Thus, we can
confirm various types of information from the CDS term
structure, such as firm leverage and volatility, as shown by
Han and Zhou [23]. Furthermore, understanding the im-
plications of the term structure also provides us with a
method of extracting this information and predicting the
effect of financial events and risk on it. Despite the large
number of studies on CDS, studies that attempt to forecast
its term structure remain few.

In this study, we analyze the CDS term structure,
particularly sovereign CDS, forecast it using machine-
learning models, and identify the most suitable model for
predicting CDS term structure. We consider model-
driven and data-driven methods: the Nelson-Siegel
model, RNN, SVR, LSTM, and GMDH. The Nel-
son-Siegel model, as a model-driven method, was devised
to fit the yield term structure; however, in this study, it
was fitted to the CDS term structure to extract the term
structure parameters and forecast the CDS term structure
with the AR(1) model. RNN, SVR, LSTM, and GMDH are
machine-learning models that specialize in predicting
time-series data. RNN memorizes previous information
and uses it to predict future information. LSTM is ba-
sically the same as RNN; however, it memorizes only
significant information based on some calculations. SVR
is derived from the structural risk minimization principle
[24] and has been used for prediction in many fields
[25-27]. Among the machine-learning methods, a
GMDH network is a system identification method that
has been used in various fields of engineering to model
and forecast the nature of unknown or complex systems
based on a given set of multi-input-single-output data
pairs [28-30].

Machine learning is widely used in various fields to
analyze data and forecast future flow. For example, Yan
and Ouyang [31] compared the efficiency of the LSTM
model in predicting financial time-series data with that of
other machine-learning models, such as SVM and
K-nearest neighbor. Baek and Kim [32], Yan and Ouyang
[31], Cao et al. [33], and Fischer and Krauss [34] also
analyzed and forecasted financial data using machine
learning. Machine learning is widely used in medical
research. Thottakkara et al. [35], Motka et al. [36], Boyko
et al. [37], and Tighe et al. [38] studied and predicted
various illnesses and clinical data with machine-learning
models. Many studies have also been performed to predict
weather conditions using machine learning. Choi et al.
[39], Haupt and Kosovic [40], Rhee and Im [41], and
James et al. [42] conducted research on forecasting
weather conditions. Ma et al. [43] and Li et al. [44] used a
convolutional neural network (CNN) to predict a trans-
portation network. Furthermore, GMDH has been widely
used for time-series prediction [45-47]. As in these
studies, we will apply machine-learning methods to
forecast the CDS term structure and identify the most
efficient method. There are not many studies on financial
data using machine-learning methods compared to other
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areas, and to the best of our knowledge, this work is the
first to present a forecasting model for CDS data.
Therefore, although there are many prediction methods,
we especially focus on methods which are generally used
in the prediction of time-series data, such as LSTM, RNN,
SVR, and GMDH.

Methodologically, we adopt Nelson-Siegel as a model-
driven method and RNN, LSTM, SVR, and GDMH as data-
driven methods to predict the CDS term structure for the
period (2008-2019). We optimize the data-driven models
using a grid search algorithm with the Python technological
stack. Furthermore, these tests are explored using subperiod
analyses to investigate changes in the model performances
over the experimental period. Specifically, we split the entire
sample period into two subperiods: January 2008-December
2011 (subperiod 1) and January 2012-December 2019
(subperiod 2), because subperiod 1 contains financial market
turbulence due to the global financial crisis and European
debt crisis. Through this subperiod analysis, we investigate
the change in the forecasting performance of all methods in
both high-variance and relatively low-variance data. This
kind of subperiod analysis is common in other studies
[48-51].

In time-series forecasting, sequence models, either RNN,
LSTM, or a combination of both, are frequently used owing to
considerations of time. The sequence model recognizes time as
an order and can check how it changes according to the order;
therefore, it can be applied to data, such as weather and finance.
According to Siami-Namini and Namin [52] and McNally et al.
[53], neural network (NN) models, such as RNN and LSTM,
outperformed conventional algorithms, as measured by their
autoregressive integrated moving averages (ARIMAs), when
using financial data or bitcoin prices. McNally et al. [53] also
evaluated the performance of LSTM using volatile Bitcoin data,
and Cortez et al. [54] used data from the Republic of Guatemala
to predict emergency events. Furthermore, LSTM is known to
be better than RNN because it is modified to correct the
disadvantages of RNN; however, it appears to depend on the
dataset. For example, Samarawickrama and Fernando [55]
demonstrated that LSTM exhibited higher accuracy than RNN
when predicting stock prices. However, Selvin et al. [56] also
compared RNN with LSTM in forecasting stock prices and
found that RNN outperformed LSTM. Therefore, in this study,
we used both RNN and LSTM to confirm whether LSTM
outperforms RNN when forecasting CDS spreads. Ultimately,
the motivation for conducting this study is to compare the CDS
forecasting performance between the Nelson-Siegel model and
the RNN, LSTM, SVR, and GDMH models, to determine the
difference between model-driven and data-driven methods.

This paper is organized as follows: in the next section, we
review our dataset and present a statistical summary of the
CDS term structure; we describe our methods: Nel-
son-Siegel, RNN, SVR, LSTM, and GMDH, and we explain
hyperparameter optimization and its application to the CDS
term structure; Section 3 presents our forecasting results on
CDS term structure with various error estimates and
demonstrates the performance of each model; and Section 4
provides a summary and concluding remarks.

2. Data Description and Methods

2.1. Data Description. The CDS spread can be classified into
several categories. The classification method usually depends
on the frame of the credit event. The full restructuring clause
is the standard term. Under this condition, any restructuring
event could be a credit event. The modified restructuring
clause limits the scope of opportunistic behavior by sellers
when restructuring agreements do not result in a loss. While
restructuring agreements are still considered as credit
events, the clause limits the deliverable obligations to those
with a maturity of less than 30 months after the termination
date of the CDS contract. Under the modified contract
option, any restructuring event, except the restructuring of
bilateral loans, could be a credit event. Additionally, the
modified-modified restructuring term is introduced because
modified restructuring has been too severe in its limitation
of deliverable obligations. Under this term, the remaining
maturity of deliverable assets must be less than 60 months
for restructured obligations and 30 months for all other
obligations. Under the no restructuring contract option, all
restructuring events are excluded under the contract as
“trigger events.”

For this type of CDS, we will use a full restructuring
sovereign CDS spread dataset because other datasets are
unavailable for long periods. Sovereign CDS spread reflects
the market participants’ perceptions of a country’s credit
ratings. Our data cover the period from October 2008 to
October 2019 and maturities of six months and 1, 2, 3,4, 5, 7,
10, 20, and 30 years. All data were sourced from Datastream
and correspond to the daily closing price of the CDS spread.
The term structure of the CDS spread normally shows
upward sloping curves, as seen in Figure 1. Furthermore,
CDS spreads seem to be lower as they get closer to the
current date with no exceptions. Table 1 provides summary
statistics of the CDS data. We can also verify that spreads
with longer maturities have higher prices in terms of both
mean and percentile. It is interesting to note that the
standard deviation is also higher when the maturity is
longer, which implies that the market predictions are highly
unstable for longer periods.

2.2. Nelson-Siegel Model. Nelson and Siegel [57] proposed a
parsimonious model, and it is widely used to predict the
interest rate term structure. The formula is as follows:

1-—eh? 1-eb? .
ft(T)=ﬁ1t+ﬁ2t AtT +ﬁ3t( AtT —-e h >’ (1)

where A, is the time-decay parameter; 7 is the maturity; and
Bio> Bop> and B, are the three Nelson-Siegel parameters. 3, is
the long-term component of the yield curve as it does not
decay to 0 and remains constant for all maturities. f3,, is the
short-term factor, which starts at 1 but quickly decays to 0.
Finally, f;, starts at 0 and increases before decaying back to
0; hence, it is medium term, which creates a hump in the
yield curve.
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F1GURE 1: CDS term structure from 2008 to 2019.
TaBLE 1: Summary statistics for the historical CDS term structure.

Index Mean Std. dev. Ist per. 10th per. 25th per. Median 75th per. 90th per. 99th per.
CDS6M 12.081 9.995 1 4.745 6.263 9.122 13.688 22.98 58
CDS1Y 12.305 9.718 2 4.84 6.54 9.715 14.158 23.39 57.43
CDS2Y 14.117 10.126 4.02 6.21 7.5 11.406 16.49 23.54 62
CDS3Y 16.083 10.838 5.2 7.29 9.063 13.35 19.48 26.57 68
CDS4Y 19.038 11.557 6.29 8.57 11.33 16.005 23.04 30.743 73
CDS5Y 22.154 12.35 7.91 10.38 13.88 19.16 27.783 35.561 78
CDS7Y 26.715 11.819 11.95 14.95 18.8 23.57 32.499 40.731 78
CDS10Y 31.02 11.813 14.12 17.695 23.790 27.963 36.783 44.774 80
CDS20Y 33.903 11.986 17.83 18.77 24.33 34.01 39.597 47.952 80
CDS30Y 34.709 12.214 16.788 19.04 24.159 35.485 40.493 49.265 80

per.: percentile.

The Nelson-Siegel model is a simple but effective
method for modeling a term structure, and various studies
have used the model to predict the yield curve or other term
structures. For example, Shaw et al. [4] forecasted CDS using
the Nelson-Siegel model to fit the CDS curve. Guo et al. [58]
used the Nelson-Siegel model to model the term structure of
implied volatility. Gr@nborg and Lunde [59] used it to
model the term structure of future oil contracts and forecast
the prices of these contracts, while West [60] determined the
future price of agricultural commodities. In particular, the
CDS term structure has a strong relationship with the in-
terest rate term structure. For example, Chen et al. [61]
found that interest rate factors not only affected credit-
spread movements but also forecasted future credit risk
dynamics. They claimed that the different frequency com-
ponents of interest rate movements affected the CDS term
structure in various industrial sectors and credit rating
classes. Specifically, worsening credit conditions tend to lead
to future easing of monetary policy, leading to lower current
forward interest rate curves. On the contrary, positive shocks
to the interest rate narrow the credit spread at long matu-
rities. Tsuruta [62] tried to decompose the yield and CDS
term structure into risk and nonrisk structures and found
that credit risk components have a negative relationship to
the local equity market.

In this study, we attempted to fit the CDS curve to the
Nelson-Siegel model by estimating the time-decay param-
eter A, and Nelson-Siegel parameters f3;,, ;> and f35,. We
can estimate Nelson-Siegel parameters using various
models, such as autoregressive-moving-average (ARMA)
and ARIMA, and select the most accurate model. For ex-
ample, Shaw et al. [4] used the AR(1) process to estimate f3,,
B> and B5,. Here, we used the AR(1) process to estimate
Nelson-Siegel parameters and time-decay parameters. The
error measures mean squared error (MSE), root MSE
(RMSE), mean percentage error (MPE), mean absolute
percentage error (MAPE), and mean absolute error (MAE)
to compare the efficiency of this method with that of other
methods, such as RNN or LSTM.

2.3.SVR. SVRis a field of machine-learning models derived
from SVM. SVM is an algorithm that returns a hyperplane
that separates the training samples into two labels, positive
and negative. We refer to the distance between the closest
point and the hyperplane as the “margin,” and the goal of
SVM is to identify the hyperplane that maximizes the
margin. There are two types of margin. The first type is a
hard margin, which is for linearly separable datasets,
meaning that every point does not violate its label. In other
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words, all the points can be classified into their labels with a
hyperplane. The second one is a soft margin, which is for
nonseparable cases. In this case, some points in the dataset,
called “outliers,” are incorrectly classified. There are two
ways to select a soft margin hyperplane. On the one hand, we
can make the margin larger and take more errors (outliers).
This is usually used for datasets that have only a small
number of outliers. On the other hand, we can choose a
hyperplane that has a small margin and minimize the
empirical errors. This is useful for datasets with dense point
distributions, where it is difficult to separate the data
explicitly.

Additionally, the kernel trick can be used for linearly
nonseparable datasets. Kernel represents a function that
maps origin data points to a higher dimensional dataset that
is separable. The reason it is called the “kernel trick” is that,
although the dimension of the dataset is increased, the cost
of the algorithm does not increase much.

SVM originated from the statistical learning theory
introduced by Vapnik and Chervonenkis. The characteristic
idea of SVM is to minimize the structural risk, while artificial
neural networks (ANNs) minimize the empirical risk.
Furthermore, SVM theoretically demonstrates better fore-
casting than articular neural networks, according to Gunn
et al. [63] and Haykin [64].

SVR s derived from SVM. It is a nonlinear kernel-based
approach, and the main idea is to identify a function whose
deviation from the actual data is located within the pre-
determined scale. SVR is applied to a given dataset

n n n
maximize : L; = eZ((xi +ag) - Z Z
i=1 i

j=1

subject to

z< a)

=0,0<a;,qa <C.

To solve the above problem, we do not identify the
nonlinear function ¢( -). The solution can be obtained as

flx) = Z<cx

K (x,x;) + b, (6)

where K(x,x;) is called the kernel function, defined as
K(x,-,xj) = (¢(x;)- gb(xj)). Any kernel function satisfying
Mercer’s condition can be used as the kernel function (see
Mohri et al. [66]).

The selection of the kernel has a significant impact on its
forecasting performance. It is a common practice to estimate
arange of potential settings and use cross-validation over the
training set to determine the best one. In this research, we
use three kernel functions: polynomial, Gaussian, and Sig-
moid, as presented in Table 2.

Cao and Tay [67] provided a sensitivity of SVMs to the
parameters C and €. C and € play an important role in the
performance of SVR. Therefore, it is necessary to choose
these parameters properly.

{(x;, ¥}, where x; is the input vector, y; is the output, and
n is the total number of data points. The following for-
mulation was introduced by Pérez-Cruz et al. [65]. SVR
assumes that the function is a nonlinear function of the form
f(x) = (w'¢(x)+b), where w and b are the weight and
constant, respectively. ¢ (x) denotes a mapping function in
the feature space. Then, weight vector w and the constant b
are estimated by minimizing the following optimization
problem:

{ lw’? +cZ((+c )} (2)

4 x

subject to y; —(quS(xi) + b) <e+(;, (3)

(wT¢(xi) + b) -yise+ (],
(p(,'* 20,

where C > 0 is the prespecified value and {; and {;" are slack
variables indicating the upper and lower constraints, re-
spectively. Setting {; = 0and {;" = 0, equations (3) and (4)
become the e-loss function introduced by Vapnik. C is the
regularization parameter, and ¢ (-) is a nonlinear transfor-
mation to a higher dimensional space, also known as feature
space.

Using  Lagrange multipliers and the Kar-
ush-Kuhn-Tucker condition, the dual problem for the
optimization problem (2)-(4) can be obtained:

(4)

o) - ] )¢" ()¢ (x),
5)

2.4. RNN. An ANN is a classification or prediction
process that imitates human neurons. The output of a
simple ANN model is generated by multiplying weights
assigned to input data. After comparing the output data
and the real values to be predicted, we create new weights
adjusted according to the error. The step in which weights
are multiplied by the input data is called forward
propagation, and the step in which the error is calculated
and weights are adjusted is called backpropagation. The
final goal of the ANN model is to determine the weights
that minimize the error between the predicted and target
values.

A CNN is a machine-learning method that uses a neural
network algorithm. It consists of convolution layers, pooling
layers, and neural network layers. A convolution layer uses a
“filter” to analyze data, typically vectorized image data. The
filter analyses small sections while moving over the entire
dataset, and each section expresses a “feature” of the data
with pooling layers.



TABLE 2: Summary of kernels.

Kernel K (u,v)
(u-v)*
exp (~[lu — v|[*/26%)
tanh (yu - v +v)

Types of kernel

Polynomial kernel
Gaussian kernel
Sigmoid kernel

An RNN is another representative neural network
model that has a special hidden layer. While a simple
neural network has a backpropagation algorithm and
adjusts its weights to reduce prediction errors, the RNN
has a hidden layer that is modified by the hidden layer of
the previous state. Each time the algorithm operates, the
RNN hidden layer affects the next hidden layer of the
algorithm. Because of its characteristics, RNN is an op-
timized method to analyze and predict nonlinear time-
series data, such as stock prices. It is an algorithm op-
erating in sequence with input and output data. It can
return a single output from one or more input data and
return more than one output from one or more input data.
One of its characteristics is that it returns the output in
every hidden time-step layer and simultaneously sends it
as input data to the next layer; we demonstrate the
simplified structure in Figure 2. RNN has a memory cell in
the hidden layer, which returns the output through var-
ious activation functions, such as the sigmoid and softmax
functions. The memory cell memorizes the output from
the previous time-step and uses it as input data recur-
rently. For instance, at a specific time t, the output of the
previous time-step t — 1 and input of time-step t are used
as input data, and the output is among the input data of
the next time-step t + 1.

The greatest difference between RNN and CNN or
multilayer perceptron (MLP) is that CNN and MLP do not
consider previous state data in later steps, but RNN con-
siders both the output of the previous state and the input of
the present state. Furthermore, as it is optimized to deal with
sequential data, it is used in text, audio, and visual data
processing.

However, RNN has a vanishing gradient problem in
long backpropagation processes. The algorithm of an RNN
is based on gradient descent and modifies its weights in
each time-step after one forward propagation process.
Weights are modified with error differentials so that these
rapidly converge to zero with repetitive back-
propagation—this is called the vanishing gradient problem.
To solve this problem in long-term time-series data, LSTM
is widely used.

2.5. LSTM. To solve the vanishing gradient problem of
RNN, Hochreiter and Schmidhuber [68] proposed LSTM,
while Gers and Schmidhuber [69] added a forget gate to
improve it. RNN considers all previous time-step memories,
whereas LSTM chooses only the necessary memories to
convey to the next time-step, using an algorithm in a special
cell called the LSTM cell. Each of the cells has a forget gate,
input gate, output gate, and long short-term memory (c,, h,)
that pass these cells, as shown in Figure 3.
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Input data x, are deleted, filtered, and added to the
long-term memory in the forget gate. The forget gate
generally uses a sigmoid function as an activation function
that transposes input data and short-term memory into
numbers ranging from zero to one. This implies that if the
output of the forget gate is close to zero, then most of the
information will not pass through; if the output is close to
one, then most of the information will pass to the next cell.
Next, the input gates decide which data from input x, and
short-term memory must be added after substitution to g,
and i,.

g, generates new candidate vectors that could be added
to the present cell state, and i, decides the amount of the
information that g, generated to save. 7, uses the sigmoid
function in the same way as the forget gate with the same
meaning, i.e., if the value of 7, is close to one, then most of g,
will pass through, and if it is close to zero, then most g,
would not be taken in this cell. ¢, is computed with the input
gate value and forget gate value. By multiplying f, with ¢, ;,
the amount of information from the previous time-step cell
that will be memorized is determined. Finally, the output
gate decides which data will be the output y, of each cell,
considering the memory term and o,.

The processes performed by each gate are expressed as
follows:

Inputactivation : g, = tanh(W,-x, +U, -out,_; +b,)
Inputgate : i, = (W, - x, + U, - out,_; + b;)
Forgetgate: f, =o(W;-x,+Ujf-out,_; +by)
Outputgate: o, =0(W,-x,+U, -out,_, +b,)
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W and U are the weights of x and out, respectively. For
example, W; is the weight of input data x to input gate i.

To develop an LSTM model, we must assign the initial
values of ¢, and h,. As mentioned by Zimmermann et al.
[70], we set both initial memory term values as zero. LSTM is
broadly applied to forecast time-series data; however, owing
to its complexity, Chung et al. [71] designed a simpler model
called a gated recurrent unit (GRU) while adopting the
advantages of LSTM. GRU consists of a reset gate, which
decides how to add new input data to the previous cell
memory, and an update gate, which decides the amount of
memory of the previous cell to save. However, as our dataset
is not very large, we used the LSTM model and compared its
performance in forecasting the CDS term structure with
RNN.

2.6. GMDH. GMDH is a machine-learning method based on
the principle of heuristic self-organizing, proposed by
Ivakhnenko [72]. The advantage of GMDH is that various
considerations, including the number of layers, neurons in
hidden layers, and optimal model structure, are determined
automatically. In other words, we can apply GMDH to model
complex systems without a priori knowledge of the systems.

Suppose that there is a set of n variables consisting of
X1,%,,...,X, and one y variable. The GMDH algorithm
represents a model as a set of neurons in which different
pairs in each layer are connected via quadratic polynomials,
and they generate new neurons in the next layer [28, 73].
Figure 4 shows the simplified structure. The formal iden-
tification problem of the GMDH algorithm is to identify a
function f that can be used to forecast the output y for a
given input vector X = (x,x,,...,x,) as close as possible to
its actual output y instead of actual function f. Therefore, we
can describe the M observations of multi-input and single
output data pairs as follows:

Vi=f (x> %X Xi)s i=1,2,..., M. (7)

We train a GMDH network to predict the output y for
any given input vector X = (x;,, X, . - ., X;,,), Which is given
as

Vi=f (x> X5 - X)), i=1,2,..., M. (8)

Now, the GMDH network is determined by minimizing
the squared sum of differences between sample outputs and
model predictions, that is,

M
minz [?(xil’xiz’ e Xiy) — J’i]z- (9)
i=1

The general connection between input and output
variables can be expressed by a series of Volterra functions:

n n n n n n
y=wy+ Z a;x; + Z Z wy;xx; + Z z Z Wy XX Xt s
i=1 i=1 j=1 i=1 j=1 k=1
(10)
where X = (x,x,,...,x,) is the input variable vector and
A= (w,w,,...,w,) is the weight vector. Equation (10) is

known as the
(28, 45, 72, 74, 75].

In this study, we use the second-order polynomial
function of two variables, which is written as

Kolmogorov-Gabor  polynomial

~ 2 2
y= G(x,-,xj) = Wy + WX + WyXj + W3X;X ) + WX + WsX.
(11)

The main objective of the GMDH network is to build the
general mathematical relation between the inputs and
output variables given in equation (10). The weights a; in
equation (11) are estimated using regression techniques so
that the difference between actual output (y) and the cal-
culated output (y;) is minimized, described as

e=Y (3~ y) — min. (12)

Il
—

These parameters can be obtained from multiple re-
gression using the least squares method, and we can com-
pute them by solving some matrix equations. Refer to
[28, 29, 46, 76] for a detailed description of the parameter
estimation process. The GMDH network can be associated
with various algorithms, such as the genetic algorithm
[77, 78], singular value decomposition [28], and back-
propagation [29, 46, 73, 79-81]. We also improved the
GMDH network using backpropagation.

2.7. Hyperparameter Optimization. Hyperparameter opti-
mization refers to the problem of determining the optimal
values of hyperparameters that must be set up in advance to
perform training and that can complete the generalized
performance of the training model to the highest level. In the
deep-learning model, for example, the learning rate, batch
size, etc. can be regarded as hyperparameters, and in some
cases, they can be added as targets for exploration as
hyperparameters that determine the structure of the deep-
learning model, such as the number of layers and the
convolution filter size. Hyperparameter optimization typi-
cally includes manual search, grid search, and random
search.

Manual search is a way for users to set hyperparameters
individually and compare performances according to their
intuition. After selecting the candidate hyperparameter
values and performing training using them, the performance
results measured against the verification dataset are recor-
ded, and this process is repeated several times to select the
hyperparameter values that demonstrate the highest per-
formance. This is the most intuitive method; however, it has
some problems. First, it is relatively difficult to ensure that
the optimal hyperparameter value to be determined is ac-
tually optimal because the process of determining the op-
timal hyperparameter is influenced by the user’s selections.
Second, the problem becomes more complicated when
attempting to search for several types of hyperparameters at
once. Because there are some types of hyperparameters that
have mutually affecting relationships with others, it is dif-
ficult to apply an existing intuition to each single
hyperparameter.
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Grid search is a method of selecting candidate hyper-
parameter values within a specific section to be searched at
regular intervals, recording the performance results mea-
sured for each of them, and selecting the hyperparameter
values that demonstrated the highest performance (see Hsu
et al. [82]). The user determines the search target, length of
the section, interval, etc., but more uniform and global
search is possible than in the previous manual search. On the
contrary, the more the hyperparameters to be searched that
are set at one time, the longer the overall search time, and it
increases exponentially.

Random search (see Bergstra and Bengio [83]) is similar
to grid search but differs in that the candidate hyper-
parameter values are selected through random sampling.
This method can reduce the number of unnecessary repe-
titions and simultaneously search for values located between
predetermined intervals so that the optimal hyperparameter
value can be determined more quickly. Random search has
the disadvantage that unexpected results can be obtained by
testing various combinations other than the values set by the
user.

The grid search and random search algorithms are il-
lustrated in Figure 5. In this study, we use the grid search
algorithm because it is the simplest and is most widely used
for determining optimal hyperparameters [84]. Although a
random search can perform much better than grid search for
high-dimensional problems, according to Hutter et al. [85],
our data are simple time-series data, and the candidate
parameter set is limited; thus, we use the grid search al-
gorithm [86, 87]. The Python technological stack was used
for experiments. We implemented the machine-learning
algorithms and grid search via “Keras,” “TensorFlow,” and
“GmdhPy.”

3. Empirical Results

We used 2886 daily time-series data points on CDS term
structure from October 2008 to October 2019. Because in-
ternational financial markets from 2008 to 2011 were un-
stable, we divided these data into two subperiods, and we
measured the forecasting performance of the five methods
we used in both high-variance and relatively low-variance
data. The first training dataset is from 1st October 2008 to
22nd January 2019 (full period), the second one is from Ist

October 2008 to 9th September 9th 2011 (subperiod 1), and
the third one is from 2nd January 2012 to 22nd January 2019
(subperiod 2). We selected our test dataset as the last 200
days (from 23rd January 2019 to 29th October 2019, test
dataset 1) for each maturity in the full period, the subperiod
2, and last 80 days (from 12th September 2011 to 30th
December 2011, test dataset 2) for the subperiod 1. There is a
gap between subperiod 1 and subperiod 2 because of the test
dataset 2 for subperiod 1 training set. These all cases are
summarized in Table 3. Summary statistics for the test
dataset are provided in Tables 4 and 5. Test dataset 2 has
higher standard deviations than test dataset 1. Through this
subperiod analysis, we compared the prediction power of the
models in a relatively volatile period (subperiod 2) and a less
volatile period (subperiod 1). We used grid search to op-
timize the parameters in RNN, LSTM, SVR, and GMDH and
calculated the RMSE, MSE, MAPE, MPE, and MAE to
compare the performance of these five models. Figures 6-11
show the performance of the Nelson-Siegel, RNN, LSTM,
SVR, and GMDH models with the test datasets for each
maturity.

Our main findings can be summarized as follows: first, as
shown in Figures 6-11, every model provides accurate
predictions of CDS term structure. Figures 12-14 also show
that machine-learning methods have similar accuracy and
outperformed the Nelson-Siegel with AR(1) model. This
proves that machine-learning models can be applied to
forecasting CDS time-series data and that the Nelson-Siegel
model fits both the interest rate term structure and CDS
term structure. Furthermore, GMDH, SVR, and RNN have
very similar accuracies in all periods and maturities. Second,
comparing the Nelson-Siegel model with the four machine-
learning methods in predictive power, the Nelson-Siegel
model shows the poorest performance for all test sets. That
is, machine-learning algorithms are more effective in pre-
dicting CDS spread than the Nelson-Siegel model, based on
interest rate term structures, which play an important role in
determining CDS spread levels. Third, among the machine-
learning methods, GMDH presents the best prediction re-
sults. The error of the GMDH was found to be the lowest
among the five methods, as shown in Tables 6-8. In addition,
we expected LSTM to outperform RNN, but the RNN model
slightly outperformed the LSTM model. However, this result
remains debatable, as mentioned in Introduction.
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FIGUure 5: Comparison between (a) grid search and (b) random search.

TaBLE 3: Descriptions of the training and test datasets.

Case Training set Test dataset

Case 1 Full period (2008/10/01-2019/01/22) Test dataset 1 (2019/01/23-2019/10/29)
Case 2 Subperiod 1 (2008/10/01-2011/09/09) Test dataset 2 (2011/09/12-2011/12/30)
Case 3 Subperiod 2 (2012/01/02-2019/01/22) Test dataset 1 (2019/01/23-2019/10/29)

TaBLE 4: Summary statistics for test dataset 1 for the full period and subperiod 2 training sets.

CDS6M CDS1Y CDS2Y CDS3Y CDS4Y CDS5Y CDS7Y CDS10Y CDS20Y CDS30Y

Mean 5.18 5.07 5.42 6.32 7.52 9.25 13.22 15.93 18.39 18.76
Std. dev. 1.84 1.85 1.92 1.86 1.78 1.56 1.21 1.52 1.43 1.89

TaBLE 5: Summary statistics for test dataset 2 for the subperiod 1 training set.

CDS6M CDS1Y CDS2Y CDS3Y CDS4Y CDS5Y CDS7Y CDS10Y CDS20Y CDS30Y

Mean 13.99 14.44 19.74 25.55 30.83 35.83 40.10 44.76 48.17 49.23
Std. dev. 3.77 4.02 3.85 3.73 3.79 4.44 4.98 4.63 3.42 3.20
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FIGURE 6: Predictions of each model and target CDS term structure from six months to five years maturity for test dataset 1 with the full

period training set (case 1).

Performance comparisons between machine-learning al-
gorithms are finding different conclusions in different
studies [55, 56, 88-91]. Fourth, the periods with higher
standard deviations are generally harder to predict accu-
rately, as seen in Tables 7 and 8. Additionally, the maturities
with higher standard deviations are generally harder to
predict accurately, as seen in Figures 12-14. The changes in
the standard deviation and in the forecasting error are
similar for most error measures except MAPE and MPE, as
shown in Figure 13.

4. Summary and Concluding Remarks

The purpose of this study is to compare the prediction of
CDS term structure between the Nelson-Siegel, RNN,

LSTM, SVR, and GMDH models. We determined the most
suitable model to predict time-series data, especially the CDS
term structure. The CDS spread is a default risk index for a
country or company; hence, this study is useful because it
not only offers the best time-series forecasting model but
also predicts future risk.

Existing studies on the prediction of CDS term
structure and other risk indicators using machine-
learning models remain few; most focus on stock price
prediction. This study is significant because it demon-
strated that various machine-learning models can be
applied to other time-series data, and further research on
various time-series data using machine-learning models is
expected. This study also confirmed that data-driven
methods, such as RNN, LSTM, SVR, and GMDH,
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FIGURE 7: Predictions of each model and target CDS term structure from seven years to 30 years maturity for test dataset 1 with the full

period training set (case 1).

outperform the model-driven Nelson-Siegel method,
which is usually used in analyzing the CDS term structure.
The performance of model-driven methods could decline
if the data have a significant number of outliers because it
is dependent on the assumption that the dataset can be
formalized on a specific formula. In our dataset, the
presence of outliers made it difficult to make predictions
with model-driven methods. On the contrary, data-driven
methods were not affected by outliers (see Solomatine
et al. [92]), as these consider only datasets that include
outliers. As most data available today have many outliers,
it is not surprising that data-driven methods outperform
model-driven ones.

Some studies show that linear models such as AR are
better than ANNs [93-95] for forecasting time series.
However, CDS series data are not persistent and volatile, as
shown in Figure 1, so Nelson-Siegel based on the AR process
performs more poorly than the machine-learning methods.
In other words, because of the nonlinearity, machine-
learning techniques can be successfully used for modeling
and forecasting time series [96-100].

Based on the empirical findings given in Section 3, we
have three implications. The first is that the data-driven
method is more effective in predictive power than the
theoretical model consisting of theoretical variables that
influence a financial asset’s price. Of course, the data-driven
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method has a much larger number of parameters than the
model-driven method and a much slower implementation
speed. However, it is acceptable to use a machine-learning
algorithm without the need for prior knowledge, such as
interest rate period structure, to predict CDS term structure
more accurately. Second, we need to improve the existing
Nelson-Siegel model. We showed that the machine-learning
models outperform the Nelson-Siegel model for all three
cases, which implies both that the machine-learning
methodologies excel at this task and that there is a factor in
the CDS term structure that the Nelson-Siegel model does
not reflect. Nelson-Siegel still has room for improvement in
its performance, especially in forecasting applications. Third,
the performance of all models was inconsistent depending

on the data period. In the highly volatile data period
(subperiod 1), all models were less predictable than in the
less volatile data period (subperiod 2). In both approaches,
the model performance is not stable when the data are highly
volatile. Figure 1 shows that the CDS term structure from
2012 to 2019 seems regular but has some unpredictable
points related to the financial turbulence from 2008 to 2011.
This unusual volatility is one of the things that reduced the
forecasting performance of all models. Therefore, it is
necessary to consider a new approach that can achieve solid
forecasting performance regardless of the volatility of the
data.

Our findings can help investors and policymakers an-
alyze the risk of companies or countries. The CDS spread is
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FIGURE 11: Predictions of each model and target CDS term structure from seven years to 30 years maturity for test dataset 1 with the

subperiod 2 training set (case 3).

an index that represents the probability of credit default;
thus, this study offers a measure to predict future risk. For
instance, Zghal et al. [101] showed that CDS can function as
a strong hedging mechanism against European stock market
fluctuations, and Ratner and Chiu [19] confirmed the
hedging and safe-haven characteristics of CDS against stock
risks in the U.S. Researchers can also apply machine-
learning models to forecast financial risk time-series data.

Future studies should apply this same experiment to
datasets other than CDS data for comparing the forecasting
performance of model-driven and data-driven methods,
such as the implied volatility surface. The implied volatility
surface is a fundamental concept for pricing various fi-
nancial derivatives. Therefore, for a long time, many

researchers have been working on it, and various models
have been developed [102-106]. Because it is a key part of the
evaluation of financial derivatives, comparisons of perfor-
mance between existing volatility models and data-driven
models in predicting implied volatility should draw atten-
tion from academics and practitioners. GMDH showed the
best predictive performance for the CDS term structure used
in this study. It is now necessary to ensure that GMDH
performs best for other term structures as well, such as for
volatility term structures and yield curves, or other CDS
contracts, for example, corporate CDS and CDS index. As a
possible future study, extended Nelson-Siegel models
can be used, such as regime-switching [107] and the
Nelson-Siegel-Svensson model [108], to forecast CDS term
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TaBLE 6: Error statistics of each method for all maturities for test dataset 1 with the full period training set (case 1).
Type Method 6M 1Y 2Y 3Y 4Y 5Y 7Y 10Y 20Y 30Y Average
N-S 2.33 2.06 2.54 3.07 3.30 2.88 1.39 1.47 1.97 1.92 2.29
RNN 1.70 1.71 1.83 1.76 1.66 1.45 0.95 1.10 1.10 1.64 1.49
RMSE LSTM 2.09 1.89 2.31 2.71 1.91 1.28 0.87 1.10 1.08 1.70 1.69
SVR 1.75 1.78 1.87 1.81 1.72 1.49 0.99 1.19 1.15 1.70 1.55
GMDH 1.63 1.67 1.73 1.68 1.59 1.35 0.90 1.08 1.08 1.61 1.43
N-S 5.41 4.22 6.45 9.45 10.88 8.32 1.94 217 3.86 3.68 5.64
RNN 2.88 2.93 3.34 3.09 2.77 2.09 0.90 1.21 1.21 2.71 2.31
MSE LSTM 4.38 3.58 533 7.33 3.68 1.63 0.76 1.22 117 2.89 3.20
SVR 3.08 3.17 3.50 3.27 2.97 2.22 0.99 1.41 1.31 2.89 2.48
GMDH 2.67 2.80 2.98 2.81 2.53 1.82 0.81 1.16 1.16 2.60 2.13
N-§ 37.30 32.47 46.24 48.08 43.09 29.50 7.89 6.82 8.95 6.51 26.69
RNN 12.56 12.59 12.38 9.65 8.07 6.18 3.40 3.50 2.81 4.33 7.55
MAPE (%) LSTM 15.94 11.40 31.72 30.77 14.62 5.98 3.56 3.64 3.75 3.89 12.53
SVR 12.18 12.89 11.93 9.78 8.50 6.34 3.47 3.81 3.09 3.67 7.57
GMDH 11.88 12.28 11.03 9.63 7.96 5.90 3.48 3.44 3.06 4.11 7.28
N-S -19.03  -29.26  -43.62 -4540 -4038 -26.86 -3.79 -013 -2.76 -1.55 -21.28
RNN -1.91 —4.32 -1.39 —-2.44 -1.49 -0.77 —-0.41 0.13 -0.77  -2.26 -1.56
MPE (%) LSTM 3.57 —2.54 —-6.23 -0.68 2.90 1.16 0.43 -042 -087 -1.22 -0.39
SVR -5.53 -6.23 -5.29 -3.94 -3.43 -2.04 -099 -1.72 0.08 -0.90 -3.00
GMDH -1.05 -2.94 -2.38 -0.15 -0.37 -0.02 0.47 0.19 0.54 0.98 -0.47
N-S 1.76 1.39 2.26 2.84 3.08 2.67 1.07 1.10 1.67 1.27 1.91
RNN 0.70 0.67 0.75 0.69 0.68 0.62 0.46 0.56 0.52 0.82 0.65
MAE LSTM 1.08 0.74 1.22 1.63 1.11 0.61 0.48 0.57 0.69 0.75 0.89
SVR 0.67 0.67 0.70 0.69 0.70 0.63 0.47 0.60 0.58 0.71 0.64
GMDH 0.68 0.66 0.68 0.70 0.68 0.60 0.48 0.56 0.58 0.81 0.64
N-S: Nelson-Siegel.
TaBLE 7: Error statistics of each method for all maturities for test dataset 2 with the subperiod 1 training set (case 2).
Type Method 6M 1Y 2Y 3Y 4Y 5Y 7Y 10Y 20Y 30Y Average
N-S 3.75 4.10 4.11 4.00 4.29 5.27 5.29 4.95 4.03 3.71 4.35
RNN 2.78 4.25 3.71 3.48 3.99 4.92 5.63 5.18 3.69 3.20 4.08
RMSE LSTM 3.89 4.20 3.71 3.50 3.57 4.56 5.64 5.19 3.68 3.36 413
SVR 4.04 4.39 3.77 3.46 4.02 5.10 5.85 5.37 3.63 3.30 4.29
GMDH 3.92 4.18 3.63 3.30 3.78 4.70 5.44 5.00 3.62 3.36 4.09
N-S 14.03 16.80 16.90 16.00 18.36 27.82 27.99 24.51 16.25 13.75 19.24
RNN 7.74 18.07 13.78 12.13 15.90 24.20 31.69 26.86 13.59 10.27 17.42
MSE LSTM 15.10 17.65 13.74 12.24 12.74 20.82 31.77 26.93 13.53 11.27 17.58
SVR 16.33 19.30 14.22 11.95 16.16 25.98 34.26 28.86 13.18 10.87 19.11
GMDH 15.36 17.43 13.19 10.88 14.30 2211 29.62 25.03 13.07 11.32 17.23
N-§ 28.13 20.83 13.93 11.42 12.08 13.47 11.50 9.20 6.08 6.83 13.35
RNN 19.36 28.14 16.36 11.69 11.16 11.68 11.62 9.71 6.26 5.19 13.11
MAPE (%) LSTM 26.75 26.79 16.36 11.79 10.41 10.59 11.61 9.82 6.32 5.51 13.60
SVR 27.32 28.52 16.40 11.48 11.14 12.07 12.27 10.11 6.19 5.36 14.09
GMDH 26.44 26.58 15.65 10.83 10.48 11.16 11.48 9.44 6.16 5.46 13.37
N-S —-14.07 6.80 6.03 0.59 -3.99 -7.69 -3.05 -0.41 3.37 —4.72 -1.72
RNN -13.08 -8.39 —4.84 -3.65 -3.37 -2.35 -1.26 -1.28 -0.74 0.27 -3.87
MPE (%) LSTM —-6.75 —4.96 -5.07 —-3.58 -4.29 -1.35 -1.20 -1.85 -1.26 -0.71 -3.10
SVR -7.37 —-8.40 —4.46 -3.08 -2.58 -2.49 -2.40 -1.82 -0.71 -0.49 -3.38
GMDH -5.89 —6.42 —4.03 -2.44 -2.42 -2.49 -2.38 -1.75 -0.60 -0.36 —-2.88
N-S 318 330 307 304 362 446 452 416 309 315 3.56
RNN 2.28 3.58 3.02 2.84 3.34 413 4.68 4.34 2.99 2.54 3.37
MAE LSTM 3.33 3.57 3.01 2.86 3.11 3.76 4.68 4.36 3.00 2.66 3.43
SVR 3.41 3.67 3.05 2.81 3.39 4.27 4.88 4.50 2.96 2.60 3.55
GMDH 3.32 3.47 2.93 2.67 3.18 3.92 4.54 4.19 2.95 2.65 3.38
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TaBLE 8: Error statistics of each method for all maturities for test dataset 1 with the subperiod 2 training set (case 3).
Type Method 6M 1Y 2Y 3Y 4Y 5Y 7Y 10Y 20Y 30Y Average
N-S 2.50 2.18 2.57 3.06 3.26 2.83 1.39 1.54 1.96 1.94 2.32
RNN 1.69 1.72 1.78 1.71 1.61 1.40 0.93 1.13 1.05 1.70 1.47
RMSE LSTM 2.11 1.74 2.07 2.00 1.59 1.46 1.06 1.10 1.04 1.32 1.55
SVR 1.76 1.78 1.84 1.77 1.69 1.48 0.97 1.14 1.09 1.68 1.52
GMDH 1.45 1.58 1.63 1.65 1.57 1.24 0.84 1.00 1.04 1.56 1.36
N-S 6.24 4.75 6.60 9.36 10.62 8.00 1.93 2.37 3.83 3.75 5.74
RNN 2.86 2.96 3.18 2.94 2.59 1.95 0.87 1.28 1.10 2.88 2.26
MSE LSTM 4.44 3.02 4.29 3.99 2.54 213 1.13 1.21 1.08 1.74 2.56
SVR 3.11 3.18 3.41 3.14 2.84 2.19 0.95 1.31 1.20 2.84 2.42
GMDH 2.11 2.51 2.64 2.73 2.47 1.55 0.71 1.00 1.09 2.42 1.92
N-S 3077 2206 3104 3176 2936 2211 747 749 908 622 19.74
RNN 13.60 13.46 12.23 10.25 7.84 6.14 3.29 4.04 2.96 5.45 7.93
MAPE (%) LSTM 19.34 12.80 29.63 15.97 7.25 6.69 5.65 4.03 3.23 3.42 10.80
SVR 12.32 13.05 11.73 9.49 8.05 6.28 3.68 3.39 2.84 3.97 7.48
GMDH 10.88 10.80 9.69 9.11 7.94 5.25 3.22 3.34 2.69 3.60 6.65
N-S 440 1704 2721 2827 2598 1884 188  -195 003 -139 12,03
RNN 100 -1.82  -1.04 059 -136 -015 -075 124 047 323 0.14
MPE (%) LSTM 068 -377 -1635 706 -0.69 -096 242  —066 054 -107 142
SVR  -549 —674 555  -333  -207 -092 -152 -066 -028 -156  -2.81
GMDH 114  -417  -301  -382 -324 —073 034 -166 -029 019 -1.53
N-S 1.96 1.48 2.29 2.82 3.04 2.60 1.05 1.15 1.69 117 1.93
RNN 0.77 0.72 0.74 0.74 0.66 0.62 0.45 0.66 0.56 1.09 0.70
MAE LSTM 1.01 0.73 0.95 1.19 0.64 0.69 0.75 0.62 0.60 0.68 0.79
SVR 0.67 0.67 0.69 0.68 0.68 0.63 0.49 0.54 0.53 0.76 0.63
GMDH 0.64 0.60 0.61 0.66 0.66 0.53 0.44 0.52 0.50 0.71 0.59

structure. Optimized through grid search for machine-
learning algorithms, we expect to increase the forecasting
power of the Nelson-Siegel model using extended models
rather than by optimizing parameters for the Nelson-Siegel
model.
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With the background of aging, ensuring the deep integration of pension and medical services and effectively integrating pension
resources and medical resources are hot issues that must be addressed in the current mode of integrating health and care services
for older people. Thus, we use game theory to construct the utility model of resource allocation between pension and medical
institutions. We apply this model to explore how pension institutions and medical institutions invest resources into the in-
tegration of health and care services, analysis of influencing factors, and conducting incentive mechanism research by using
MATLAB 2016b software. Through theoretical deduction and experimental analysis, the following conclusions are drawn. First,
the income distribution coeflicient of pension institutions is positively correlated with the level of labor input, and its growth rate
has a marginal diminishing effect on the level of labor. Second, in early investment, the income distribution coefficient of pension
institutions is positively correlated with fixed asset investment regardless of the different effort coeflicients between medical
institutions and pension institutions. With a high income distribution coefficient, pension institutions are negatively correlated
and marginally decrease. Third, in early investment, the income distribution coeflicient of pension institutions is positively
correlated with medical institutions’ labor input level. When the income distribution coeflicient of pension institutions reaches a
certain value, it is negatively correlated with the labor input level of medical institutions, thereby showing a marginal

diminishing effect.

1. Introduction

China has become an aging society since 2000, and its
population is rapidly aging and becoming disabled.
According to the Statistical Communique on National
Economic and Social Development in 2017, the number of
people aged 60 and over has reached 241 million, ac-
counting for 17.3% of the total population. Among them,
the number of people aged 65 and above reached 158
million, accounting for 11.4% of the total population.
China’s aging population is expected to reach 487 million
in 2050, accounting for about one-third of the total pop-
ulation. The number of elderly people and the proportion
of the total population will reach a peak. With the back-
ground of aging, the number of disabled elderly is bound to
increase, and their dual demands for life care and medical

rehabilitation are increasingly becoming prominent. At
present, China’s old-age care work is facing the problem of
serious separation of medical care and old-age resources,
and the pension service system cannot meet the medical
service needs of the elderly. Most pension institutions are
only responsible for the daily life care and cannot meet the
elderly’s need for medical and health services. On the
contrary, medical institutions mainly aim to provide
medical and health services for residents, which prevent
them from also giving elderly care services. Therefore,
health and care service integration was born. How to ensure
the deep integration of elderly care services and medical
services and how to effectively integrate elderly care re-
sources with medical resources are hot issues that need to
be solved urgently in the current situation of integrated
elderly care services.
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Theoretical exploration about health and care service
integration started late in China, and it needs further un-
derstanding. The integrating of health and care services for
elder people is a new concept with Chinese characteristics
for a new era. It refers to the integration of medical resources
and old-age care resources, which can not only meet the
basic care needs of the elderly but also meet certain medical
needs of the elderly, so as to maximize the utilization of
social resources. Health services include medical rehabili-
tation services, health consultation and examination ser-
vices, disease diagnosis and care services, serious illness
rehabilitation services, and hospice care services. Old-age
care service refers to housing, life care, rehabilitation
nursing, spiritual comfort, and cultural entertainment ser-
vices. The health and care service integration is a new type of
health and old-age care service mode, which is based on the
basic old-age care service. This mode provides good life care,
spiritual comfort, and other services for the elderly, and it
focuses on improving the quality of medical services such as
disease diagnosis, treatment and nursing, health examina-
tion, serious illness rehabilitation, and hospice care [1]. To
achieve this purpose, the government actively promotes the
combination of medical and old-age care services and ad-
vocates multiple integrations of medical and old-age care
resources to solve the current problem about the separation
of health and care. At present, the main problems in the
elderly care work are that the number of beds and profes-
sional staff are far less than the demand. In addition, the
elderly care service projects and facilities are relatively
simple and cannot meet the diversified medical and care
needs of the elderly. Therefore, realizing the integration of
medical care and old-age care services and fully utilizing
separated medical and old-age care resources are the focus of
old-age care work.

Upon reviewing extensive literature, the findings show
that traditional family care resources are gradually reduced
with the acceleration of aging, thereby resulting in the in-
creasing contradiction between supply and demand of long-
term care services. In recent years, the population of elderly
with disabilities, chronic diseases, and terminal diseases has
increased rapidly. China’s population is aging seriously, and
the social pension security burden is heavy [2, 3]. From the
perspective of big health, the goal of integrating health and
care services is to develop and maintain the healthy life of the
elderly and realize healthy aging [4, 5]. Hence, long-term
care services have become an important part of medical and
care services. Jacobzone and Jenson [6] mentioned that long-
term care services rely on a partnership among formal care
institutions, the state, and families. Ikegami and Campbell
[7] believed that an effective long-term care system should be
public, comprehensive, independent, primarily community-
based, and separate from medical and social services. The
model of integrated health and care services for the aged was
an important measure to solve the global pension problem
and improve the level of social services in the new era.
Hartgerink et al. [8] compared the situational awareness,
nursing coordination, and integrated care in different
hospitals in the Netherlands and proved that integrated care
could improve the care quality and health status of elderly
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patients. Fabbricotti et al. [9] used a quasi-experimental
method to evaluate the effect of combined medical and
nursing services on the improvement of the quality of life
and medical effects of frail elderly people. Bao et al. [10] used
13 nursing homes in Wuhan, China, as an example to ex-
plore the influence of medical-nursing combined care on the
health status and service satisfaction of the elderly. Reuben
[11] said that providing health care to older patients alone is
unlikely to produce good results. Wendy et al. [12] argued
that focusing on the daily care of elderly patients is more
important than curing the disease itself.

The first countries to realize the presence of an aging
population were the Western industrialized nations.
Therefore, foreign scholars began to study pension problems
early on, and the Western pension model gradually emerged.
Powell [13] believed that social pension services should be
personalized to meet the living needs of different elderly
people. This kind of personalized pension service will in-
crease the participation of elderly people and promote
pension service that fits the actual situation to eliminate the
cost of social pension service. After controlling for age,
gender, years of education, and other factors, Zunzunegui
et al. [14] found that emotional and material support from
children were significantly correlated with self-rated health.
People who live with their children after the death of a
spouse are in better health than those who live alone after.
Hughes and Waite [15] argued that a clear correlation exists
between pension patterns and self-reported health, mor-
tality, and depression. Lund et al. [16] found that older adults
who lived with other people had significantly lower death
rates than those who lived alone. Therefore, the health and
longevity of the elderly can only improve by combining the
government, children, and the elderly.

Since the 1980s, many countries began to carry out
theoretical research and practice of integrated care for the
elderly. Britain first put forward the concept of “integrated
care.” Glendinning [17] combined two integrated care
promotion plans about the integration of family doctors
with community medical institutions and integration of
social services and medical institutions; he concluded that
structural integration helps transform the decentralized
system into a service planning and supply system with
synergistic amplification effect. Michel [18] believed that
integrated care aimed to provide multidimensional, com-
prehensive, and detailed care services for the elderly with
similar problems or needs. Many scholars have also carried
out numerous analyses on policy implementation and its
effects. Leichsenring and Alaszewski [19] summed up the
general situation of the nine EU member states’ integration
care and pointed out that horizontal integration is the most
extensive practical idea. Reed et al. [20] divided the inte-
grated care into system, institution, and individual levels.
The system level was the overall integration of different
regions and management departments. The institutional
level was the division of labor and cooperation within or
between pension service institutions. The individual level
involves enhancing the comprehensiveness of the individ-
ual’s care. Fisher and Elnitsky [21] pointed out that inte-
grated care aimed to take the elderly as the center and family
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and community as the carrier and integrate health, service,
and social care resources to provide care, assessment, and
supervision for the elderly in life, physiology, and psy-
chology. The development of elderly care services in the
United States could be divided into three stages, namely,
preparatory, development, and mature stages. Sultz [22]
introduced the basic situation of these three stages. The
preparatory phase was the establishment of Medicare and
Medicaid in 1965. The development period was 1965 to
1990, whereas the maturity period was from 1990 to present.
In the research on the model of medical and nursing care,
Carson et al. [23] pointed out that LTAC was the typical
representative of the new nursing mode that combines
medical treatment and nursing in America. Long-term
acute-care hospitals, which provide care to patients suffering
from prolonged critical illness, are exempted from the
Medicare prospective payment system. The PACE (Program
of All Inclusive Care for the Elderly) proposed by the United
States aims to provide the elderly with a full range of services,
including daily life care, medical rehabilitation, spiritual
comfort, and emergency rescue. Chatterji et al. [24] found
that PACE can effectively reduce the frequency and time of
hospitalization in the long run, and it can help improve the
elderly’s physical and mental state and quality of life in the
short run. Laura and Gadsby [25] also thought that indi-
viduals must be at least 55 years old, state-eligible for nursing
home care, and living in the program’s geographical
catchment area. Segelman et al. [26] pointed out that PACE
provides continuous services, including primary care, di-
agnosis, treatment, nursing, and daily care. Integrating the
financial resources for Medicare and Medicaid, the entrusted
unit must achieve a certain quality of service under a fixed
amount of per-person billing and bear its own financial
losses. Fretwell et al. [27] found that 104 PACE service
centers had opened in 31 states by the end of 2013. Polska
[28] pointed out that PACE is directly managed by the
government, based on community, guaranteed by public
finance and commercial resources, and characterized by
integration of medical and nursing care. It aims to provide
continuous elderly care services to the frail and high-risk
elderly. In Germany, the mode of integrated care for the
elderly is provided by social institutions. According to
Geraedts et al. [29], older people receive financial com-
pensation by buying long-term care insurance. The new
models of choice of care have recently been introduced in
Sweden’s health care. Ahgren [30] stated that citizens act as
purchasers; they can choose the primary care center or
family physician they want to be treated by, which in turn
generates a capitation payment to the chosen unit.
According to the abovementioned research, it can be
found that the theoretical research on the mode of inte-
grating health and care services is mostly limited to eco-
nomics, management, sociology, and demography. Scholars
tend to make more qualitative analysis, while there are few
researches on quantitative analysis. The new pension mode
combines medical and pension resources. In the process of
mutual cooperation between pension and medical institu-
tions, their own benefits and costs will be involved. Both are
driven by their own interests and form the game theory of

intersecting interests among subjects. Maruthappu et al. [31]
proposed that integrated care projects can achieve the in-
tensification of health resources and the maximization of
service efliciency, but the allocation, management, and use of
funds as well as service personnel need to be further im-
proved. Shimizutani [32] also studied the cost-effectiveness
and incentive mechanism of combining medical care with
old-age care. Game theory is an important subject of op-
erational research and can study the multisubject interest in
the mode of integrating health and care services for elder
people. In existing studies, scholars used game theory to
explore the competition and cooperation between economic
entities. Ji et al. [33] proposed that suppliers and manu-
facturers are multistakeholders. They should establish a
long-term green purchasing relationship. In addition, they
established the evolutionary game model to observe the
trend of multistakeholder cooperation to guide stakeholders
in making better choices in the future. Li et al. [34] estab-
lished the cooperative game model of benefit distribution in
the supply chain to enhance the stability of partners in the
VMI model. The high inventory cost of VMI members will
lead to increasing the surplus value of other members under
fair distribution. Alavi and Zhou [35] mentioned that co-
operative game theory can be applied to positive frequency
division multiple access network to realize fair allocation of
resources.

Resource integration is also very important in inte-
grating care. Through literature review, we found that re-
source integration researchers often start from the
perspective of social resource integration. They then inte-
grate and innovate information, technology, products, and
other resources while creating value together and realizing
the maximization of social benefits. Zhang et al. [36] studied
the service system of bilateral resource integration by
combining the service of providers with the personalized
needs of customers; this work aimed to transform the ser-
vitization of real resources into service resources by studying
service resources. Wan and Zhang [37] explored how the
resource integrators cocreate value closely under the rubric
of S-D logic and systems and further proposed a conceptual
model for deeply understanding the roles of focal actors and
others in a service ecosystem. Siltaloppi and Vargo [38]
provided that reconciling resource integration and value
propositions is the dynamics of value cocreation and
propositions as the cocreated forms of shared resources and
understanding, which constitutes service systems. Singaraju
et al. [39] mentioned that actor interaction is the basis of
value cocreation through resource integration. Information
transforms social media platform’s technological functions
into resources, and the social media platform is a “systems
resource integrator.” Guan et al. [40] studied the resource
integration of virtual industry cluster; he used the complex
network model to analyze the virtual industrial cluster and
promote its resource integration and development. To re-
alize value cocreation, Koskela-Huotari et al. [41] proposed
to innovate and reform the rules of resource integration in
the service ecosystem based on service-dominant logic and
institutional theory. Based on the study of China’s express
market, Wang et al. [42] found that the express industry was



fragmented, and the service quality was poor. He then
proposed the service network cooperation model of hori-
zontal resource integration to maximize the benefits of the
network cooperation model.

Literature review also showed that existing scholars have
explored the mode of integrating health and care services
and its operation mechanism. However, only a few of them
have applied quantitative methods to study the resource
allocation problem under this mode. Therefore, we use game
theory to construct the utility model of resource allocation
between pension and medical institutions and explore how
pension institutions and medical institutions invest re-
sources in the integration of health and care services. We
also analyze the influencing factors and conduct incentive
mechanism research and solve the dilemma in the current
pension problem. This is also the innovation and motivation
of this article.

The remainder of this work is organized as follows.
Section 2 builds the utility model of resource allocation
between pension and medical institutions. Section 3 analyzes
the influencing factors and conducts incentive mechanism
research on pension institutions and medical institutions via
simulation. Section 4 summarizes and concludes the
research.

2. Constructing the Utility Model of Resource
Allocation between Pension and
Medical Institutions

2.1. Model Assumption. The resource input in integrating
health and care services for older people mainly involves
intangible human resources, tangible monetary capital, and
fixed assets. Effective integration of these resources can
result in high level of pension services. We make the fol-
lowing assumptions so that the model is more realistic:

Assumption 1. Pension institutions and medical insti-
tutions cooperate to provide integrating health and care
services. Pension institutions are the dominant pro-
vider of integrating health and care services, whereas
medical institutions are the suppliers.

Assumption 2. In the process of providing integrating
health and care services for older people, a certain
number of elderly users will continue to purchase this
new type of pension services.

Assumption 3. In the process of providing integrating
health and care services for older people, pension in-
stitutions invest in staff and infrastructure equipment,
while medical institutions only invest in staff.

Assumption 4. There is a quadratic function relation-
ship between the service effort cost and the level of staff
input between the pension institution and medical
institution.

Assumption 5. Both pension institutions and medical
institutions aim to maximize their own income.

The notations for variables and parameters are given in
Table 1.
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2.2. Model Construction. Cobb-Douglas production func-
tion is used to build the input and output model, which is
about the cooperation between pension institutions and
medical institutions to build a new type of pension service
combining health and care for older people:

Y = A(L, +L,)°K?, (1)

where L, mainly reflects the professional ability and working
time input of nursing staff in pension institutions; L, mainly
reflects the professional ability and working time of the
medical staff involved in the integrating health and care
services; K mainly reflects their capital investment in
nursing beds, basic medical facilities, and equipment; and
a+f=1

In income distribution, pension institutions and medical
institutions aim to maximize their own income, and the
absolute income functions of pension institutions and
medical institutions are as follows:

1
P, = AIY—EalLf -K, (2)

1
P, =Y - EazLﬁ, (3)

where A, + A, = 1. The effort cost of nursing staff invested in
pension institutions is (1/2)a;L?, whereas the effort cost of
medical institutions’ staff participating in integrating health
and care services is (1/2)a;L%. The medical staff invested in
medical institutions have professional medical aid skills, and
the nursing staff invested in pension institutions need to
undergo certain medical organization training. Thus, the
medical staff in medical institutions can provide nearly the
same service value as the nursing staff in pension institutions
with less effort. Hence, assume that a, > a,.

To explore the relationship among absolute benefits,
labor force, and fixed asset investment of pension and
medical institutions, two types of economic actors are
considered. The first partial derivative of formula (2) on the
labor level of pension institutions can be obtained as follows:

0P,

oL =M Aa(A, +1,) 'K —a L, (4)

The first partial derivative of formula (2) on the fixed

asset investment of pension institutions can be obtained as
follows:

9P, _

g =MAG T 1) BKF 1, (5)

The first partial derivative of formula (3) on the labor
level of medical institutions can be obtained as follows:
oP,

—2 =L Aa(d, + 1) 'K —a,L,. (6)
oL,

2.3. Model Analysis. To find the optimal value of resource
input when the absolute benefits of the two types of eco-
nomic actors about the pension and medical institutions
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TaBLE 1: Variables and notations.
Notations Meaning
Y The total revenue from integrating health and care services
P, The absolute income functions of pension institutions
P, The absolute income functions of medical institutions
L, The labor input level of pension institutions in the cooperation between pension and medical institutions
L, The labor input level of medical institutions in the cooperation between pension and medical institutions
K The asset input level of pension institutions
o The output elasticity of labor input
B The output elasticity of fixed asset input
A The profitability or marginal output efficiency of the integrating health and care services
M The income distribution coefficient of pension institutions
A The income distribution coeflicient of medical institutions
a, The effort coefficients of pension institutions
a, The effort coefficients of medical institutions
reach the maximum value, set formulas (4)-(6), which can I p B
1_4 (@ a-2
be solved as follows: —=—"2(=] («=1)LT " <0. (11)
N o4 (3) -
* o 41/« 1o
Li=47a a, f F @) Formula (11) reflects the influence of labor input level on
the growth rate of pension institutions’ income distribution
. Aa o el & e coefficient. (BzAl/aLf) <0 shows that the income distribu-
K ={1+ La. A a. Eﬁ > (8)  tion coefficient of pension institutions decreases marginally
. ! with the change of labor level.
* /o 4 Bla l « o
L, = )‘ZAIIS A a, Bﬂﬁ ‘ (9 Theorem 1. When the benefits of pension institutions are

Formulas (7)-(9) show that a certain correlation exists
between the income distribution coefficient of pension and
medical institutions and their investment. To a certain ex-
tent, the income distribution coefficient has a positive in-
centive and constraint effect on the resource investment of
the two types of economic actors. Under the mode of in-
tegrating health and care services for older people, pension
institutions are the leading providers and operators of the
pension services, whereas medical institutions are the
providers of medical services. Therefore, this work mainly
explores the incentive relationship between income distri-
bution coefficient of pension institutions, labor level of
pension institutions, fixed asset investment level of pension
institutions, and labor level of medical institutions.

2.3.1. The Effect of Income Distribution Coefficient on the
Level of Labor in Pension Institutions. According to formula
(7), the first partial derivative of 1; with respect to L, can be
obtained as follows:

oA _affa ’ a-1
LAz 10
L, A(ﬂ> Ly >0. (10)

Formula (10) reflects the impact of pension institutions’
labor input level on the income distribution coefficient of
pension service institutions. (dA;/0L;)>0 shows that the
income distribution coeflicient of pension institutions will
increase along with the labor input level. According to
formula (10), the second partial derivative of 1; with respect
to L, can be obtained as follows:

maximized, the income distribution coefficient of pension
institutions increases with the improvement of labor input
level, and the growth rate decreases marginally with the
improvement of labor input level.

Therefore, pension institutions can recruit more pro-
fessionals, carry out vocational training for nursing staff,
cooperate with medical institutions to learn, improve the
treatment of nursing staff, and stimulate work enthusiasm to
improve the quantity and quality of labor level. Medical
institutions reduce the income distribution coefficient when
the pension institutions’ income distribution coefficient
increases because the sum of income distribution coeflicient
of pension and medical institutions is 1. Hence, to prevent
medical institutions from having a low income distribution
coefficient and refusing medical cooperation, pension in-
stitutions’ labor input needs relaxation and not blindly.

2.3.2. The Effect of Income Distribution Coefficient on the
Level of Fixed Assets Investment in Pension Institutions.
According to formula (8), the first partial derivative of A,
with respect to K can be obtained as follows:

oA -2/ —(2/a)y 2B/ a N
a_Kle(z Ja,pi- ) P 5 a—j—l A+1+p] .

(12)

Formula (12) reflects the influence of pension institu-
tions’ fixed assets investment on the income distribution
coefficient of pension institutions. According to formula
(12), the second partial derivative of A, with respect to K can
be obtained as follows:
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Formula (13) reflects the influence of fixed asset in-
vestment level on the growth rate of the income distribution
coefficient of pension institutions. According to formulas
(12) and (13), the incentive relationship between the income
distribution coefficient of pension institutions and the level
of fixed assets investment of pension institutions is related to
the value of the effort coefficient about pension and medical
institutions.

To study the influence of fixed asset investment level on
the income distribution coefficient of pension institutions,
according to formula (12), let 2((ay/a;) - 1)A; + 1+ =0,
and we obtain A| = (1 + f)a,/2(a, — a,).

According to formula (13), let ((a,/a,;) - 1)A, +5=0,
and we obtain A = Ba,/a, — a,.

The results show that A} <1,. Because 0< 1, <1 and the
size of 1| and A, cannot be determined, compare A;, 1, and
1, then discuss them separately. The following three cases
emerge:

Case 1. When A/ <A <1, that means (1+B)a,/
2(a, — a,) < 1. Hence, we obtain 0<a, < («/2)a;.

® When 0<A, <A/, (91,/0K)>0 can be obtained
from formula (12). Thus, the income distribution
coefficient of pension institutions will increase with
increasing pension institutions’ fixed assets in-
vestment. According  to formula (13),
(aZAI/aKz) <0 can be obtained. Hence, the income
distribution coeflicient of pension institutions de-
creases marginally with increasing fixed asset
investment.

® When | <A, <A, (01,/0K)>0 can be obtained
from formula (12). Hence, the income distribution
coefficient of pension institutions will increase with
increasing pension institutions’ fixed assets in-
vestment. According  to formula 13),
(az)tl/aKZ) <0 can be obtained. Thus, the income
distribution coefficient of pension institutions in-
creases marginally with increasing fixed asset
investment.

® When A/ <A, <1, (01,/0K)<0 can be obtained
from formula (12). Therefore, the income distri-
bution coefficient of pension institutions will de-
crease with increasing pension institutions’ fixed
assets investment. According to formula (13),
(BZ)LI /0K?) < 0 can be obtained. Hence, the income
distribution coeflicient of pension institutions de-
creases marginally with increasing fixed asset

investment.
Case 2. When A/<1<}{, that means
Hence, we  obtain

(Ba,la; —a,) <1
(1+pa,/2(a;—a,)>1"
(a/2)a, <a, < aa;.
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%—1)/11+1+/3] [(%—1)Al+ﬁ]. (13)

® When0< A, <A/, (31,/0K) > 0 can be obtained from
formula (12). Therefore, the income distribution
coefficient of pension institutions will increase with
increasing pension institutions’ fixed assets invest-
ment. According to formula (13), (az)tl/aK 2)<0can
be obtained. Thus, the income distribution coefficient
of pension institutions decreases marginally with
increasing fixed asset investment.

® When A/ <1, <1, (91,/0K)>0 can be obtained
from formula (12). Therefore, the income distri-
bution coeflicient of pension institutions will in-
crease with increasing pension institutions’ fixed
assets investment. According to formula (13),
(BZ)LI/E)KZ) <0 can be obtained. Thus, the income
distribution coeflicient of pension institutions in-
creases marginally with increasing fixed asset
investment.

Case 3. When 1 <| < |, that means (Ba,/a, — a,) > 1.
Hence, we can obtain aa, <a, <a,.

® (0A,/0K) >0 can be obtained from formula (12).
Therefore, the income distribution coeflicient of
pension institutions will increase with increasing
pension institutions’ fixed assets investment.
According to formula (13), (9*1,/0K?) <0 can be
obtained. Thus, the income distribution coefficient
of pension institutions decreases marginally with
increasing fixed asset investment.

Theorem 2. The effort coefficient of pension institutions and
medical institutions is significantly different for pension in-
stitutions in the early stage of the cooperation. Thus, as
pension institutions increased fixed assets investment, pension
institutions will have bigger income distribution coefficient,
which reaches a certain value. Pension institutions’ income
distribution coefficient will decrease with increasing fixed
asset investment. When the difference of the effort coefficient
between pension and medical institutions decreases gradually,
the income distribution coefficient of pension institutions
increases with increasing fixed asset investment.

Therefore, pension institutions can increase their income
distribution coefficient by expanding the fixed assets in-
vestment regardless of the difference between the effort
coefficient of medical and pension institutions. When the
effort coefficient of medical institutions is relatively low, then
medical institutions are not highly motivated to participate
in integrating health and care services. Therefore, if pension
institutions want to continue to obtain increased income
distribution after their income distribution coeflicient rea-
ches a certain value, then they need to appropriately reduce
the fixed assets investment.
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2.3.3. The Effect of Income Distribution Coefficient on the
Level of Labor in Medical Institutions. According to formula
(9), the first partial derivative of A, with respect to L, can be
obtained as follows:

o\,

oM o
oL,

M-8

Formula (14) reflects the influence of medical institu-
tions’ labor input level on the pension institutions’ income
distribution coefficient. According to formula (14), the

second partial derivative of A; with respect to L, can be
obtained as follows:

azh 2~ B ’ (2~ oMy ’ A a-B
Lo A = M -1 )
oL? %2 o Fh M=B) \a e

(15)

A—(l/(X) ‘x— lﬁ—(/j/a)/\z(ﬁ/“) (14)

= _aZ

Formula (15) reflects the influence of medical institu-
tions’ labor input level on the growth rate of pension in-
stitutions’ income distribution coefficient.

Formulas (14) and (15) show that the incentive rela-
tionship between the distribution income coeflicient of
pension institutions and the labor level of medical institu-
tions is directly related to the size relationship between a and
p. Therefore, the value of pension institutions’ distribution
income coefficient is discussed below in the two cases of § —
a<0and f—a>0:

Case 1. When f — 2 <0,0<3<0.5,0.5 <« < 1. Thus, the
input of labor has a greater influence on the total output
than the input of fixed assets.

® When0<A, <f<0.5, (0,/0L,) > 0 can be obtained
from formula (14). Therefore, the income distri-
bution coeflicient of pension institutions will in-
crease with increasing medical institutions’ labor
input level. According to formula (15),
(az)tl/aLg) >0 can be obtained. Thus, the income
distribution coefficient of pension institutions in-
creases marginally with increasing medical insti-
tutions’ labor input level.

® When B<A;<1, (04,/0L,)<0 can be obtained
from formula (14), and (aZ/\l/aLg) <0 can be ob-
tained from formula (15). Therefore, the pension
institutions’ income distribution coefficient and its
growth rate decrease with increasing medical in-
stitutions’ labor level.

Case 2. When f-a>0, 0<a<0.5, 0.5<f<1. Thus,
the input of fixed assets has a greater influence on the
total output than the input of labor.

® When 0< A, < —«a, (01,/0L,) >0 can be obtained
from formula (14). Therefore, the income distri-
bution coeflicient of pension institutions will in-
crease with increasing medical institutions’ labor
input level. According to formula (15),
(aZAl/aLg) <0 can be obtained. Thus, the income
distribution coeflicient of pension institutions de-
creases marginally with increasing medical insti-
tutions’ labor input level.

® When - a<A, <f3, (0A,/0L,) >0 can be obtained
from formula (14) and (62A1/8L3)>0 can be ob-
tained from formula (15). Thus, the pension insti-
tutions’ income distribution coefficient and its
growth rate increase with increasing medical in-
stitutions’ labor level.

® When <A, <1, (0A,/0L,)<0 can be obtained
from formula (14) and (82/\1/8L§)<0 can be ob-
tained from formula (15). Thus, the pension insti-
tutions’ income distribution coefficient and its
growth rate decrease with increasing medical in-
stitutions’ labor level.

Theorem 3. Even if the labor level input or fixed asset input
has a greater impact on the total output, the impact will
increase with increasing labor input in medical institutions
when the income distribution coefficient of pension institu-
tions is relatively low. However, when the income distribution
coefficient of pension service institutions increases to a certain
high value, it will decrease with the improvement of the
medical institutions’ labor level.

To obtain a high income distribution coeflicient, pension
service institutions can actively negotiate and cooperate with
medical institutions and formulate detailed cooperation
rules when the income distribution coefficient of pension
institutions is low, thereby encouraging medical institutions
to improve their labor level. When pension institutions’
income distribution coefficient is high, medical institutions
accounted for a relatively low income distribution coeffi-
cient. Pension institutions’ income distribution coefficient is
then negatively related to labor input levels of medical in-
stitutions. Therefore, medical institutions can increase the
labor input level to reduce the pension institutions” income
distribution coefficient and increase their own income
distribution coefficient to obtain additional profits.

3. Analogue Simulation

Numerical simulation analysis is the most effective way to test
real-time dynamic data without numerous empirical valida-
tions. Hence, we analyze the impact of factors, such as the effort
coeflicient, the output elasticity of labor input, and fixed asset
input on cooperative production input through simulation. We
then study the incentive mechanism of labor level input and
fixed asset input on income distribution of institutions.

3.1. The Effect of Labor Input Level on Income Distribution
Coefficient of Pension Institutions under the Integrating Health
and Care Services. In studying the effect of labor input level
on the income distribution coefficient of pension institu-
tions, we found that the output elasticity of labor input and
fixed asset input and the profitability of the integrating
health and care services have certain influence on the labor
input of pension institutions. Let a=0.3,5=0.7,
a=05=0.5 and a=0.7[=0.3. On this basis, let
A=5a,=2,A=8,a, =2, and A =10,a, = 2. The simu-
lation results are shown in Figure 1.
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FiGure 1: The influence mechanism of labor input level on the income distribution coeflicient of pension institutions. (a) A = 5,a, = 2. (b)

A=8,a,=2.(c) A=10,a, =2.

As shown in Figure 1, pension institutions’ income
distribution coeflicient will increase when the labor level of
pension institutions is improved. Thus, the elderly groups
who need integrating health and care services will pay
increased attention to daily care, spiritual comfort, and so
on. In addition, the income distribution coefficient of
pension institutions will increase. By comparing
Figures 1(a)-1(c), we found that the profitability of the
integrating health and care services has little impact on the
labor input level of pension institutions when the input of
labor has greater influence on the total output than the
input of fixed assets. However, when the input of fixed
assets has a greater influence on the total output than the
input of labor, the profitability of the integrating health and
care services is better, and the more labor must be input for
pension institutions to achieve a high income distribution
coeflicient.

3.2. The Effect of Fixed Assets Level on Income Distribution
Coefficient of Pension Institutions under the Integrating Health
and Care Services. In studying the effect of fixed assets level
on the income distribution coefficient of pension institu-
tions, we found that the effort coefficient of pension insti-
tutions and medical institutions, the output elasticity of
labor input and fixed asset input, and the profitability of the
integrating health and care services have certain influence on
the fixed assets input of pension institutions. The numerical
simulation is carried out under the different value relations
of a, and a,, which mainly include the following cases:

Case 1. When 0<a, < (a/2)a,, analyze the effect of
fixed assets investment on the income distribution
coeflicient of pension institutions.

When « > f3, the input of labor has a greater influence
on the total output than the input of fixed assets. Let
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a=0.7,=0.3,A =5. The simulation result is shown
in Figure 2(a). When « < 3, the input of fixed assets has
a greater influence on the total output than the input of
labor. Let &« = 0.3, 3 = 0.7, A = 5. The simulation result
is shown in Figure 2(b).

As shown in Figure 2, in early investment, the income
distribution coeflicient of pension institutions is posi-
tively correlated with their fixed assets investment.
When the pension institutions’ income distribution
coefficient reaches a certain high value, it is negatively
correlated with their fixed assets investment. When the
fixed assets investment of pension institutions is certain
and the effort coefficient of pension institutions and
medical institutions is higher, the income distribution of
pension institutions will increase. By comparing
Figures 2(a) and 2(b), we found that the fixed assets
input of pension institutions is relatively low when the
input of fixed assets has a greater influence on the total
output than the input of labor. The income distribution
coefficient of pension institutions will then increase fast.
As the fixed assets investment continues to increase, the
income distribution coefficient will gradually slow down.
In addition, under the condition that the profitability of
the integrating health and care services remains un-
changed and the input of fixed assets has a greater in-
fluence on the total output than the input of labor,
pension institutions should invest additional fixed assets
to obtain a high income distribution coefficient.

Case 2. When (a/2)a, <a, <a,, analyze the effect of
fixed assets investment on the income distribution
coefficient of pension institutions.

O If (a/2)a, <a, < aa,, when a > f3, then the input of
labor has greater influence on the total output than
the input of fixed assets. Let « = 0.7, = 0.3, A = 5.
The simulation result is shown in Figure 3(a). When
a < B, the input of fixed assets has a greater influence
on the total output than the input of labor. Let
a=0.3,=0.7,A=5. The simulation result is
shown in Figure 3(b).

® If aa, <a, < a,;, when a > 3, the input of labor has a
greater influence on the total output than the input
of fixed assets. Let a«=0.7,$=0.3,A=5. The
simulation result is shown in Figure 3(c). When
a < f3, the input of fixed assets has a greater influence
on the total output than the input of labor. Let
a=0.3,=0.7,A=5. The simulation result is
shown in Figure 3(d).

As shown in Figure 3, the income distribution coefficient
of pension institutions is positively correlated with their fixed
assets investment. If the fixed assets investment of pension
institutions is certain and the effort coefficient of pension
institutions and medical institutions is high, then the income
distribution of pension institutions will increase. In comparing
Figures 3(a)-3(d), we found that the input of fixed assets has a
greater influence on the total output than the input of labor. In
addition, the fixed assets input of pension institutions is
relatively low, and the income distribution coeflicient of

pension institutions increases at a faster speed. As the fixed
assets investment continues to increase, the income distri-
bution coefficient gradually slows down. Under the condition
that the profitability of the integrating health and care services
remains unchanged and the input of fixed assets has a greater
influence on the total output than the input of labor, pension
institutions need to invest more fixed assets.

3.3. The Effect of Labor Input Level of Medical Institutions
on Income Distribution Coefficient of Pension Institutions
under the Integrating Health and Care Services. In studying
the effect of labor input level of medical institutions on the
income distribution coefficient of pension institutions, we
found that the output elasticity of labor input and fixed asset
input and the profitability of the integrating health and care
services have certain influence on the fixed assets input of
pension institutions. The numerical simulation is carried out
under the two cases about <« and > «a. When < a, the
input of labor has a greater influence on the total output than
the input of fixed assets. Let « =0.7,8=0.3,a, = 1. The
simulation result is shown in Figure 4(a). When > a, the
input of fixed assets has a greater influence on the total
output than the input of labor. Let « = 0.3, =0.7,a, = 1.
The simulation result is shown in Figure 4(b).

As shown in Figure 4, the income distribution coeflicient
of pension institutions will increase with increasing labor
input level in medical institutions. When the labor input
level of medical institutions reaches the maximum, the
income distribution coefficient of pension service institu-
tions is negatively correlated with the labor level of medical
institutions. By comparing Figures 4(a) and 4(b), we found
that the maximum value of labor input in medical insti-
tutions increases if the profitability of the integrating health
and care services is good. In addition, when the input of fixed
assets has a greater influence on the total output than the
input of labor, the maximum value of labor input in medical
institutions is greater, and the income distribution coeffi-
cient of pension institutions is relatively higher when the
labor level of medical institutions reaches the maximum
value. However, when the input of labor has a greater in-
fluence on the total output than the input of fixed assets, the
income distribution coefficient of pension institutions is
relatively lower when the labor input level of medical in-
stitutions reaches its peak.

4. Conclusion

Considering the increasing aging problem, pension has
become a hot topic of social concern. By using game theory
and on the premise of the maximization about pension and
medical institutions’ own benefits, we constructed the utility
model of resource allocation between pension and medical
institutions under the integrating health and care services.
We also explored the mutual incentive relationship between
resource input and income distribution coefficient of pen-
sion and medical institutions. We then used computer
numerical simulation technology to analyze and draw the
following conclusions:
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FiGURE 2: When 0<a, < (a/2)a,, the influence mechanism of fixed asset investment on the income distribution coefficient of pension
institutions. (a) a>f. (b) a<p.
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FiGgure 3: Continued.
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FIGURE 3: When (a/2)a, <a, <a,, the influence mechanism of fixed asset investment on the income distribution coefficient of pension
institutions. (a) (a/2)a, <a, <aa; Ba>p. (b) (a/2)a, <a, <aa,Ba<p. (c) aa, <a,<a,Ba>p. (d) aa, <a,<a;Ba<p.

(a)

(®)

F1GURre 4: The influence mechanism of labor input level in medical institutions on the income distribution coefficient of pension institutions.

(a) B<a. (b) p>a.

(1) As can be seen from the relationship between the
labor input level of pension institutions and the
income distribution coefficient of pension institu-
tions, due to the mutual influence of pension in-
stitutions and medical institutions, the income
distribution coefficient of medical institutions de-
creases with increasing income distribution coeffi-
cient of pension institutions. To prevent medical
institutions from refusing medical cooperation due
to the low income distribution coeflicient, the labor

input of pension institutions should be relaxed and
not be increased blindly.

(2) The relationship between the fixed asset investment

and the income distribution coefficient of pension
institutions shows that pension institutions can in-
crease the income distribution coefficient by
expanding their investment in fixed assets. If the
elderly who need the integrating medical and care
services prefer more nursing beds, basic medical
facilities, and other medical equipment, then pension
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institutions should invest in fixed assets. However,
when elderly population shows an increased de-
pendence on services, such as daily life care and
spiritual comfort, the income distribution coeflicient
of pension institutions can be greatly affected by the
fixed assets invested less.

(3) As can be seen from the relationship between the
labor input level in medical institutions and the
income distribution coefficient of pension institu-
tions, when medical institutions account for a rel-
atively low income distribution coefficient, they
increase the labor input to reduce the income dis-
tribution coefficient of pension institutions and to
improve their income distribution and obtain ad-
ditional benefits. In addition, medical institutions are
short on excellent doctors and nurses. If some
medical staff were allocated to take care of the el-
derly, then their workload will increase significantly,
and the service quality of medical institutions will
decrease. Hence, pension institutions can actively
negotiate, cooperate, and formulate detailed coop-
eration rules with medical institutions to encourage
the latter to improve the labor level input when they
offer integrating health and care services.

The main contribution of this paper is that we use game
theory to construct the utility model of resource allocation
between pension and medical institutions to explore how
pension institutions and medical institutions invest re-
sources into the integration of health and care services.
However, there are still some limitations in our work. For
example, the elderly service industry covers medical treat-
ment, health, education, finance, tourism, etc., with a wide
range of related branches and few relevant data, which is
difficult to conduct in-depth research. Moreover, the rela-
tionship between the service demand of the elderly and the
resource input of pension institutions and medical insti-
tutions has not been studied in depth. These questions can be
topics of further research in the future. Through the study of
time series, we further explore the relationship between each
subject and each variable.
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Green innovation for supply chain has attracted much academic attention. Yet, there is no adequate understanding of how
spillover and cooperation can impact the enterprises’ green innovation decisions in the presence of free-rider. Besides, the
dynamic impact of green innovation on emission is still lack of attention. We develop a differential game model that explicitly
considers a supply chain with two types of manufacturers (i.e., green innovation and free-riding) to examine the dynamics of green
innovation. The analysis reveals that under the noncooperation mode, the emissions and profits of free-riding manufacturers are
found to be lower than that of innovating manufacturers, but technology spillovers will narrow the gap between them. Under the
cooperation mode, there would be greater innovation efforts of green manufacturers and lesser efforts of green suppliers.
Moreover, technology spillovers will have less impact on optimal decision changes. The profit of free-riding manufacturers is
higher than that of innovating manufacturers, but the initial market power will affect the changes in their sales and profits.
Meanwhile, cooperation will increase the total emission amount and long-term profits of the green supply chain, and technology
spillovers of green manufacturers will help narrow the emission gap and broaden the profit gap, while that of the suppliers will
have the opposite effect. The present study provides a new perspective for research on green innovation decisions for supply chain.

1. Introduction

With rapid industrialization, innumerable resources are
leading to insurmountable pollution generated by human
activities, in particular, fossil fuel combustion producing
greenhouse gases, which leads to global warming and thus
seriously threatening the global natural ecological balance
[1]. Owing to the devastating effects of enterprise behavior
on the environment, cleaner production has garnered much
attention [2]. To reduce emissions arising from the pro-
duction process, clean manufacturers will also compel up-
stream suppliers to reduce emissions by mandating
disclosure of green development information and to orga-
nize green information for the full product life cycle. In this

case, the entire supply chain has an incentive to implement
the green strategy.

Evolution of green technology is vital for improving the
enterprises’ environmental performance without sacrific-
ing economic benefits [3, 4]. Therefore, more and more
enterprises invest in green technology to address the
growing environmental needs. In addition, green tech-
nology innovation is more dependent than other types of
technology innovation on external sources of knowledge
and information [5]. Innovation cooperation [6, 7] and
technology spillovers [8] are two important means of ac-
quiring technical capacity (knowledge capital). The internal
access to more knowledge draws out green innovation
[9, 10], which can ease the vulnerability under the demands
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of new environmental regulations [11], as well as respond
to the market’s green demands [12]. Therefore, several
researchers analyzed the impact of enterprises’ green in-
novation [13, 14].

Supply chain enterprises recognize that the innovation
cooperation between upstream and downstream enterprises
favors integration of internal and external innovation re-
sources to earn greater profit margins. As majority of en-
terprises are still without green innovation, technology
spillovers will improve the influence of innovation within
the green chain but would undermine the effect outside. In
other words, when the free-riding enterprises suffer from
both horizontal and vertical technology spillovers, they will
also reduce pollution emission. So, we call these enterprises
that do not innovate free-riders, whose existence severely
hinders the reform of green management [15]. Cappelli [16]
empirically analyzed the impact of the source of technology
spillover on innovation and found that technology spillovers
from companies in the same industry are easy to induce
competitors to imitate, and the transfer of innovation ad-
vantages has a negative impact on the innovating manu-
facturers. Therefore, the free-riders’ consequent on
technology spillovers are very unfavorable to innovating
enterprises.

However, the existing research shows that free-riding
enterprises are rarely considered within the research
framework. The research on technology spillover focuses on
the bidirectional (or unidirectional) spillover of the par-
ticipants in innovation decision-making, disregarding the
free-ride behavior, and the spillover consequences for
competitors are disregarded in the decision model. There-
fore, the present study, assuming that technology spillovers
(one-way flow) exist in free-riding manufacturers, com-
plements the existing research by addressing the following
issues:

(1) Whether the enterprise will transform from free-
riding to innovation based on the impact on the
optimal innovation decision of green manufacturers
and green suppliers and by comparing the emissions
and profits of the two types of manufacturers.

(2) Whether chain innovation cooperation will lead
manufacturers to switch from free-riding to inno-
vation when the green manufacturer and green
supplier engage in innovation cooperation based on
the impact on their optimal innovation decision and
by comparing the emissions and profits of green
innovation manufacturers before and after
cooperation.

(3) Whether innovation cooperation in the green supply
chain can improve supply chain profits and reduce
emissions.

To address these issues, a supply chain model with two
types of manufacturers (green innovation and free-riding)
and a shared green supplier was established. The green
manufacturer and the green supplier reduced emissions in
the production process. The demand for products pro-
duced by these manufacturers is determined by the
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amount of emissions, and their products compete in the
same product market. In the case of vertical innovation
noncooperation and cooperation in the green supply
chain, the impact of asymmetric technology spillover on
the optimal innovation decision of the green manufac-
turer and the green supplier is considered. In the profit-
maximizing decision, the cost of innovation as well as that
of the emission treatment is considered in the present
study, which makes it unique from other studies. Given
that the long-term impact of corporate innovation input
on emissions, the static analysis framework is extended to
dynamic situations. We use differential game theory to
describe the dynamic characteristic. The essence of this
theory is to solve the optimal control problem of two or
more participants, which can better address the dynamic
game problem between supply chain members, such as
supply chain cooperation advertising [17], the coordi-
nation mechanism of supply chain cooperation [18], and
supply chain emission reduction strategy [19]. Using the
emissions of supply chain enterprises as state variables to
build a differential game model, the dynamic trend of
emissions and corporate profits over time are examined,
and conclusions are offered from a long-term steady-state
perspective.

This study is presented as follows. Section 2 presents
the literature, and Section 3 provides a differential game
model as well as an explanation of some parameters and
assumptions to examine the optimal innovation decision
and steady-state equilibrium of green supply chain en-
terprises under noncooperation and cooperation. Section
4 indicates the impact of innovation cooperation and
technology spillovers on enterprise innovation decisions,
and Section 5 compares the two situations through nu-
merical analysis. Finally, Section 6 presents the results and
conclusions.

2. Literature Review

Green supply chain innovation has been extensively
studied. This field is basically an intersection of two
research fields: green supply chain management and
technological innovation. Some empirical studies have
found that green innovation has a favorable influence on
the supply chain. For example, Lee et al. [20] used data
from 133 Malaysian manufacturing enterprises to con-
firm that technological innovation not only improves the
environment but also favors eco-design, investment re-
covery, and technological innovation. De Marchi [21]
used the data of Spanish manufacturing enterprises to
study the relationship between corporate innovation
cooperation and green innovation and argued that the
focus should be more on external cooperation, such as
suppliers and universities, than on other innovations. It
also found that there is a substitution effect between
cooperation and internal R&D efforts. Green innovation
cooperation with upstream suppliers can lead to higher
environmental performance [22]. When enterprises need
to change their inputs to create new products, estab-
lishing a strong cooperative relationship with suppliers
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may be the best strategic choice [23, 24]. Dai et al. [25]
studied the R&D cooperation behavior of upstream and
downstream enterprises in the green supply chain,
compared the three scenarios of cartelization, cost-
sharing contract, and a benchmark of noncooperation,
and introduced the technical differences between the
members of the supply chain and consumers’ green
awareness as well as the influence of government subsidy
parameters on cooperative behavior. The results showed
that upstream enterprises are always likely to adopt cartel
rather than noncooperation models, which favors the
cartel. The downstream enterprises generally prefer the
cooperation model. However, if the market is more
sensitive to green and government subsidies which are
strong, downstream enterprises can earn more revenue
through a cartel. From the perspective of the overall
supply chain, cooperation has more benefits than non-
cooperation. Upstream suppliers are the best partners for
green innovation in supply chain enterprises. However,
majority of studies have focused on the cooperation
problem of green innovation enterprises in the chain and
rarely included innovative enterprises. Therefore, the
present study addresses this gap and considers the en-
terprises that do not include green innovation into the
decision-making framework.

Several studies have examined the impact of tech-
nology spillovers [26, 27]; D’Aspremont and Jacquemin
[28] first studied the duopoly two-stage game model (A]
model). They highlighted that the spillover effect favors
improved social welfare and increased research and de-
velopment (R&D) investment of enterprises. Several other
researchers extended the study on this model and applied
it to multiple fields. Steurs [29] combined different
technology spillover parameters within and between in-
dustries to achieve effective R&D investment levels. From
the perspective of increasing sales, vertical spillovers
between industries can increase product output more than
horizontal spillovers within industries that can increase
social welfare. From the technological innovation per-
spective, Ge et al. [9] discussed vertical innovation and
cooperation behavior of supply chain enterprises that can
reduce the production cost based on endogenizing
technology spillover and cartelization as two means of
cooperation. Considering the impact of spillovers on
production costs, Shibata [30] studied the issue of in-
novation investment in different market structures and
found that, in a duopoly market, noncooperation inno-
vation investment, in contrast with innovation coopera-
tion, is likely to exhibit less technology spillover. When
the market tends to be perfectly competitive, technology
spillover has no effect regardless of cooperation. Several
studies contend that technology spillovers can improve
supplier’s reliability [31].

The common factor in the aforementioned studies is
the positive externality to economic activities. However,
the supply chain decisions resulting from various man-
ifestations also differ. Green innovation results in

emission reduction through technology spillovers,
thereby increasing the demand in green-sensitive markets
and increasing revenues. Besides, unlike other spillovers,
owing to the external impact on the environment, the cost
of emission treatment for enterprises reduces. Therefore,
this spillover effect is affected by the type of market and
the extent of environmental regulation. Therefore, the
present study considers the two aspects of the spillover of
green innovation technology, which provides an accurate
reference for enterprises to make green innovation
decisions.

Extant literature analyzes the horizontal and vertical
technology spillovers of supply chain enterprises, and it is
inevitably associated with innovation cooperation to
examine the impact of technology spillovers on the co-
operation model. However, from the supply chain
structure perspective, majority of extant literature focuses
on a “one-to-one” type supply chain, and a “one-to-many”
or “many-to-one” type supply chain is more consistent
with the real situation. Results of past research are
combined to examine the “one-to-two” (i.e., one supplier
and two manufacturers) supply chain, of which, two
manufacturers (green innovation and free-riding) con-
stitute a duopoly market. For a green manufacturer, the
technology spillover with suppliers is bidirectional and
that with free-riding manufacturers is unidirectional. A
free-riding manufacturer enjoys both vertical and hori-
zontal technology spillovers. In this case, technology
spillovers are asymmetrical. Therefore, it is important to
analyze the green innovation decisions and cooperation
strategies of enterprises.

3. The Model

A model that contains a green manufacturer (H), a free-
riding manufacturer (L), and a shared green supplier (S)
which is considered in the present study. The green man-
ufacturer and the green supplier reduce pollutant emissions
in the production process through green innovation activ-
ities. At the same time, the green supplier has provided green
raw materials or components for undertaking technology
spillovers to the downstream, assuming similarities between
the manufacturers. The green manufacturer also spills over
technology to the supplier and the free-riding manufacturer.
For convenience, it is also assumed that there is no difference
in the extent of spillovers. Because of the technology
spillover, the pollutant emissions from the free-riding
manufacturer will also be impacted by the innovation ac-
tivities of the upstream supplier and the green manufacturer.
The game participants (i.e., the green manufacturer and the
green supplier) make green innovation decisions in time
t € [0,+00); z (¢) and u (t) are the degree of green innovation
efforts at the moment f, assuming the green innovation
efforts are all positive. The amount of pollutant emissions
can be altered periodically by adjusting the degree of green
innovation efforts e;(t) [32] at the moment ¢, where
i=H,LS, e;(0) = ¢



4
D g -2~ pu - ney 0, ()
decLit(t) =q,.(f) —az () = Pu(t) - ne, (t), (2)
decslt(t) = Q~az(t) —u(t) - nes(t), (3)

where a € [0,1] and f3 € [0, 1] are the technology spillovers
of the green manufacturer and the supplier. 7 > 0 denotes the
natural mitigation rate, which implies that when there is no
green innovation, the emission is reduced because of the
technological progress, assuming that the three enterprises
are at the same level of technological progress. q;; and g; are
denoted as the manufacturer’s production volume, assuming
that one unit of parts can produce one unit of final products;
therefore, the total number of components ordered from
retailers is Q = gy + q;. Assuming that the total market to
maintain a certain Q is given constant, the manufacturer
does not have inventory, that is, sell as much as you produce.
The products by both the green and the free-riding man-
ufacturer are homogeneous and can be partially substituted.
Given that the production process of both the products yield
varying pollutant emissions, consumers could identify them
through green labels, etc., which will affect the demand for
green products. Therefore, the production volume of the two
manufacturers can be assumed to be

qy = 0Q +5[eL (t) —ey (t)]>
qr = (1 - 0)Q + s[ey (t) — e (1)],

where 6 € (0,1) is the initial market share of green man-
ufacturers. s € (0, 1) denotes the green-sensitive coefficient.
In the perfectly competitive market, the total sales volume of
an enterprise often depends on its market share and the sales
scale of similar products in the market. Therefore, under a
duopoly game model, we propose that the sales of two types
of manufacturers are affected by market share and com-
petitor emissions, and the green sensitivity coefficient reg-
ulates the relationship between market demand and product
emissions differences.

Through the aforementioned assumption, the profit
margin of the green supply chain members p; >0 is given,
i=H,L,S, and the instantaneous profit is given by

(4)

2

my (t) = ppqu () - @ - geg (1),

mp (t) = prqp (t) — ger (t), (5
2

75 (1) = psQ - "’S”Z(t) - ges ().

Among them, the square of the green innovation effort is
the cost of innovation [28], g is the processing cost per unit
of emissions, considering the processing costs of pollutant
emissions, which implies that enterprises must examine the
targets of minimizing impact on the environment as well
when making a green innovation decision.
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FIGURE 1: Supply chain structure.

Within an unlimited time frame, the manufacturer
and the supplier have the same discount factor r > 0 at any
time. The long-term profits of the green manufacturers,
the free-riding manufacturer, and the green supplier are as
follows:

Jy= Jme*”nH(t)dt,
0

J. = ro e ", (H)dt, (6)
0

[00)
I = j e g (1)L
0

Figure 1 illustrates the logic framework of this study. The
parameters in the model are independent of time and are
constant. For the convenience of writing, the time ¢ is not
listed below.

Notations and definitions are explained in Table 1.

4. Equilibrium Analysis

4.1. Noncooperation Innovation Mode (N). In this model, the
green manufacturer and the green supplier make decisions
on optimal green innovation efforts to maximize long-term
profits, and the decision process is distinguished by su-
perscript N. Therefore, the decision-making problems of the
green manufacturer and the green supplier are as follows:

0 [ 2
mZaXIﬁ = Jo e pr (6Q + sep —sey) - %‘ geH]dt’
(7)
0 _, [ u2
m;ax]?’ = JO e pSQ—(pST—ges]dt. (8)

In order to have unique continuous solutions ey (t) and
eg(t) for (1) and (3), a set of bounded, continuous, and
differentiable value functions V'} (e, e;) and V¥ (eg) should
be constructed first to maximize (7) and (8), that is, to solve
the equilibrium solution of the noncooperation innovation
game. Then, Proposition 1 can be obtained.
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TaBLE 1: Notations and definitions.

Notations Definitions

Decision variables

z (1) Green innovation effort of the green manufacturer

u(t) Green innovation effort of the green supplier

Parameters and other
variables

ey (1), ep (1), eg(t)

o p
1
Q

9u> 91

0

s

PH> PL> Ps
P> Ps

g
e

nH (t)) 7TL (t)) T[S (t)

Pollutant emissions of green manufacturer, free-rider, and green supplier at time ¢, with initial emissions
e (0)=eq i=H,LS
Technology spillovers of the green manufacturer and the supplier, « € [0,1] and f € [0, 1]
Natural mitigation rate, 17>0
Market capacity
Production volume
Initial market share of green manufacturer, 6 € (0,1)
Green -sensitive coefficient, s € (0, 1)
Profit margin of green manufacturer, free-rider, and green supplier
Cost parameter associated with green innovation efforts by green manufacturer and supplier, ¢ >0 and
$s>0
Processing cost per unit of emissions
Discount factor, r >0
Instantaneous profit of green manufacturer, free-rider, and green supplier for t € [0, +00)

Proposition 1. Under the noncooperation innovation mode,
the steady-state equilibrium of the green manufacturer and

the green supplier is

N N N
*)eH *)eL aes

(ZN*,M N*):

i N _gn+r+s+as)+pys(l—a)(n+r)
ou(n+r)(n+r+2s) ’
MN* — 7’[ + g’
Psr
1 1—
Ly = o {smnmao| ST a9 S (o Q0] PIOED) sy g 220, ©
n og(n+r)(n+r+2s) gt
1 1-—
el :_2{(S_an_a$)[g(11+r+s+as)+pHs( 0 (n+7) —ﬁﬂ(l/l+g)+Q(s+11—170—259)},
n ou(n+r)(n+r+2s) Qs
N s 1[ n+g (xg(11+r+s+0cs)+ocpHs(1—(x)(f1+r)]
eg " =—-(Q- - .
| 1 pst oy (m+r)(n+r+2s)
Proof. According to the optimal control theory, VN (e;;,e;) ~ the Hamilton-Jacobi-Bellman (HJB) equation; let
and VY (eg), for any e;; >0, e; >0, and eg >0, would satisfy V,{J: 0V,/0e;, i,j = H,L,S,
2 r !
rVg (epper) = max[pH (6Q + se; — sey) — Puz _ gey + VszeZit(t) ngeét(t) , (10)
4
u? rdeg (t
rvg(es):mfx[psQ—(Psz - eS+V§\]S (Sit( ) (11)



Consider the first-order partial derivative of (10) and (11)
with respect to z and u and make them equal to zero to
derive

NI N/
7VHH +aVi
bl

Pu

Z =
(12)
VN

Ps

u=
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Substitute (12) into (10) and (11) and simplify to derive

"Vg (emrer) = <_PHS -9- SVIIYI;-I - sz;J + SVZ,L)eH +<PH5 + SVZ;—I - SVZ,L - WVZ’L>@L + Q(PH9 + Vg,L - GVZ,L + GVZ,H>

(VB aViy)” BV (Vi + Vi)

204 Ps

>

2 NN v
v . avl (VHH + ocVHL)

(13)

(14)

1V (es) = —(n + gles + psQ + Vg Q +
205 Py

According to the structure of (13) and (14), it can be
assumed that the linear analytical formulas of the optimal
value  function rVQ’ (es) = —(n + gles + psQ + VvEQ+
(VE21295) + (aVR (VR +aVE ) gy), VY (eg) with re-
spect to ey and e; are, respectively,

{ VN (ey.e) = ajey +ase; + as,

(15)
Vé\] (es) =bies + by,

where a,, a,, a;, b, and b, are the constants; substitute (20)
and its first-order partial derivative with respect to ey, e;,
and eg into fd18(13) and (14)fd19 to obtain

. pus+g+(gs/(r+m)
! r+n+2s
. _ S(pun—g+pur) (16)
2 (r+n)(r+n+2s)
l * * 2 * *
a; ==|Q(py0+a, —6a; +0aj) + (af +aa3)” Bln+g)(a+a3) ,
r 29 pst
f br = _’7+_g)
r
17
14 _Qes+bi) b abi(ai +aa) 1)
5 = + + '
L r 2r¢q Py

Substituting fd21(16) and (17)fd22 into (12) can derive
the optimal innovation efforts of the green manufacturer
and the supplier under the independent innovation model.
Meanwhile, into fd1(2)-(3), invoking the steady-state
ey
L
€s
obtain the stable value of pollutant emissions, that is,

conditions (d/dt)( ) =0, solve the linear equations to

t — 0. Suppose the market capacity is very large to ensure
that the stability of pollution emissions is positive, QED.

Furthermore, the optimal profit function of the green
manufacturer and the green supplier under R&D nonco-
operation mode and the profit function of free-riding
manufacturers are obtained: JN*(ey,e;) = e TVRN*
Ve er), J¥*(es)=e"VY*(eg), and N (ey,ep) =
e "V (ey,e;), where
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Vi\l (eper) = Lep + ey +15,
_(n+1)(g+pis)+9s
(s+11)2+52—r2

;. S(gtpun—puir+2p.5)
| 2 (s+17)2+52—r2

>

l *
Iy = - [Q(l -0 (p 0+1,) +QOL, — (o, +1,)2Y

-+ lz)ﬁ”N*]-

L

(18)

The calculation of the profit function of the free-riding
manufacturer is consistent with the proof derived earlier,
and the profit under the situation of noncooperation in-
novation of the green manufacturer and the green supplier
can be obtained by bringing in the optimal control variable.
From the value function, aj, a5, and b} are in fact the profit
margins of the green manufacturer and the supplier in terms
of pollution emissions. aj <0 explains that pollution
emissions have a negative impact on the green manufac-
turer’s profit, while the positive and negative judgments of
a; are related to py (7 +71) — g. If pyy (7 + 1) > g, increasing
emissions from the free-riding manufacturer can increase
profits for the green manufacturer, while decreasing emis-
sions can decrease the profits. a and b; are the profits when
the pollutant emissions are 0. The expression of green in-
novation efforts shows that optimal innovation efforts are
guaranteed to be larger than zero. Static optimal control can
be obtained by solving the HJB equation, which is the result
of solving the linear value function. Such a strategy is more
functional in enterprise innovation practice, and the optimal
strategy in the continuous time range is not related to time,
fairly demonstrating the management significance of the
model.

According to Proposition 1, Propositions 2 and 3 can be
obtained by analyzing the influence of related factors on the
equilibrium strategy. O

Proposition 2

(1) Under the noncooperation innovation mode, the
optimal innovation efforts of green suppliers are
positively related to the treatment cost per unit of
emissions, negatively related to the cost coefficient and
discount factor, and not related to technology
spillovers.

(2) Under the mnoncooperation innovation mode, the
optimal innovation efforts of green manufacturers is
independent of the initial market share and are
positively related to the marginal revenue per unit
product and emission treatment cost per unit.

(3) Under the noncooperation innovation mode, when

py(n+r)>g, (0zN*/0a)<0 and (9zN*/3s)>0,
and when py(n+r)<g, (0zN*/0a)>0 and
(02N */9s) < 0.

Proposition 2 (1) and (2) illustrate the relationship be-
tween optimal innovation efforts and parameters of green
suppliers and manufacturers under the noncooperation in-
novation mode. Proposition 2 (3) explains that the impact of
technology spillovers and green sensitivity coefficients on
green manufacturers’ innovation efforts is related to unit
marginal revenue and unit emission process cost. The unit
marginal revenue considering the natural emission reduction
rate and the discount factor is still greater than the unit
emission process cost; the greater the horizontal technological
spillover of green manufacturers to free-riders is, the lower the
innovation efforts would be. As technology spillover will
weaken the difference between the emissions of the two types,
it is not conducive to green manufacturers’ exclusively
extracting the high profits of innovation, due to lower mo-
tivation to innovation. In this case, most green manufacturers
will file for patent application and other technical blockades to
raise technical barriers and reduce technology spillovers as
possible. Meanwhile, the greater the green sensitivity of the
market is, the higher the innovation efforts would be because
the increased sensitivity will increase the sales of innovation
products, and consumers are willing to pay for low-emission
products even for higher prices, which will stimulate green
manufacturers increase the level of green innovation efforts,
increase the green difference between alternatives, and thus
increase revenue.

When the unit product revenue is lower than the unit
emission process cost, the greater the horizontal technology
spillover of green manufacturers to free riders is, the higher
the innovation efforts would be. This is because the inno-
vation result of green manufacturers is to be less economical
than ecological. To reduce emissions and the cost of treat-
ment, it is more likely to set new innovation standards in the
same industry and encourage enterprises to become setters.
From the government’s point of view, the manufacturer’s
unit processing cost can be regarded as the government’s
environmental regulation measures. When the government
promotes a certain green technology, it can promote the
enterprise’s technological exchange by increasing the reg-
ulation cost. Meanwhile, the greater the green sensitivity of
the market is, the lower the innovation efforts would be.
Because the profits of green products are smaller, consumers
are reluctant to pay for green innovation. The increasing
sales owing to the improvement of green sensitivity cannot
compensate for the additional cost, so innovation efforts for
green manufacturing cannot have a positive impact.

Proposition 3. As the technological spillovers of green
manufacturers increase, the gap between the steady emission
of green manufacturers and free-riding manufacturers
gradually narrows, and when py(n+1)>g, the rate of
shrinkage slows down; when py(n+r1)<g, the rate of
shrinkage increases.

Proposition 3 shows that when the margin revenue far
outweighs the treatment cost of unit emissions, in the long
term, a smaller technology spillover can reduce the eventual
emissions of free-riding manufacturers significantly. How-
ever, when the margin revenue per unit product is



significantly lesser than the treatment cost of unit emission, a
large technology spillover can reduce the final emission of
free-riding manufacturers. In contrast with the conclusion of
Proposition 2, in the initial stage of the green technology
innovation, the government can reduce the cost of emission
treatment, such as relaxing regulations and encouraging
green enterprises to strengthen innovation, while the lateral
technology spillover to the competitors is small. However, in
the long term, the amount of pollutants discharged by
competitors will also significantly narrow the gap between
green enterprises and competitors. When the green tech-
nology is in the mature stage, the government can enhance
the treatment cost by imposing a more stringent environ-
mental protection tax and encouraging enterprises to in-
crease the spillover. After long-term stability, the amount of
emission discharged by free-riding manufacturers will be
almost similar to that of green manufacturers.

N *
=ey t

(e

ey (1)

where A= ((s+1)(0Q —zy — Pu))/ ((s+ 11)2 —s?). Fur-
thermore, the emission trajectory of the free-riding man-
ufacturer can be solved as follows:
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where B = (1 - 0)Q — azy, — Buy;. Similarly, the trajectory of
pollutant emissions from the green supplier can be obtained
as follows: ey (t) = e} * + (e, — el *)e ™. O

4.2. Green Supply Chain Cooperation Mode (V). The green
manufacturer and supplier cooperate in innovation and
jointly determine the extent of green innovation efforts to
maximize the profit of the green supply chain, which is
indicated by the superscript V. At this time, the profit of the

e _gn+r+s+an+ar+3as)+pys(l-a)(n+r)
oy(n+r)(n+r+2s) ’

_gla+p)
ps(n+1)

Vo
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Proof. Let f(a) =eN* —eN* and of (a)/0a = —(ng +rg +
2ags + 2spy (1—a)(y+ 1)) (noy (n+1)(r+n+2s)) <0;
f(a) is judged to be monotonically decreasing, and
(azf((x)/aocz) = (2s(pgn + pur — PV (e (n+1)(r+n+
25))); when py(n+71)>g, f(a) is convex; when py (1 +
r)>g, f(a) is concave.

The calculation of the trajectories of pollutant emis-
sions of both the green and the free-riding manufacturer
can refer to Proposition 1, take derivative of formula (1)
with respect to time to obtain (dzeH/dtz) = s(de;/dt) — (s +
1) (dey/dt) and combine it with (2) to obtain e; (¢), and
then substitute (1) and resolve to obtain the second-order
differential ~equation: —(1/(s + 1)) (d*ep/dt?) + 2 (dey,/
dt) + (s+1— (s*/(s+n))ey = 0Q -z} — Put; according
to the boundary conditions ey (0) = e, and ey (00) = eN*,
the green manufacturer’s optimal emission trajectory can
be obtained:

N *
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(19)

N
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— A)e_Z(H—n)( v - (SZI(S-”/I)Z)t ) ] (1 - e_(qﬂ)t),

(20)

green supply chain at time ¢ is 7, (t) = 7y () + 7, (t), and
the innovation decision of the green supply chain is

[ee]
max]g = j e "nsdt. (21)
Zu 0

Proposition 4. Under the green supply chain cooperation
mode, the steady-state equzlzbrzum existing in the green supply
chain is (2V*,u"*,e};", e} el *):
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The proof is the same as Proposition 1 and hence omitted.

Furthermore, the optimal value function of the profit of
the green manufacturer and the green supplier and the profit
function of the free-riding manufacturer can be obtained:

v —rt Vv
]G* (empepes) = e i VG* (ex-er-es)s
VV* _
G (eH,eL) =CGeg t e tCzegtCy,

(Mg +gr+gs+npys+rpys
‘= (n+r)(n+r+2s)

pus(n+71)—gs
(n+7r)(n+r+2s)

) =

g

Cy=—2—
T on+r

1 P vi2 Ps Vs
i PsQ+PH9Q_7HZV Z_ES”V ’
+6Q - 2¥* — pu¥*)c,

+Q-6Q - az"* - pu¥*)c,

+Q-z"*

—MV*)Cs ,

L

]Y (eH>eL) = eirtvg (eH’ eL)’

Vg (er>er) = myep + myey +ms,
(23)

where the shadow price of the free-riding manufacturer’s unit
emissions is not impacted under these two innovation models;
therefore, m; =1, m, = 1,, and m; = (1/r)[Q(1 - 0) (p 0 +
1)+ QOL, — (ady +1,)2V* — (I, + 1,)pu¥ *1; substituting the
steady-state equilibrium solution of Proposition 2 into the
steady-state equation can also find the trajectory of pollution
emissions under the cooperation innovation model, eg(t),
ey (t), and e} (t), and the formula is identical, except that the
best green innovation efforts are replaced, and so it is not
repeated here.

5. Comparison and Analysis

Based on the equilibrium analysis of the two models, three
problems are solved through a comparative analysis: (1)
whether competing in the homogeneous product market can
encourage enterprises to change from free-riding to inno-
vation; (2) whether the green supply chain members are
willing to innovate and cooperate; and (3) the impact of
technology spillover on the enterprise’s green innovation
decision and cooperation strategy. Owing to the high
complexity of the earlier analytical solutions, numerical
methods are preferred. The baseline values of parameters are
shown in Table 2.

5.1. Green Innovation Decision of a Free-Riding Manufacturer.
The impact on the free-riding manufacturer under the two
models is analyzed from the perspective of dynamic emis-
sions, demand, and dynamic profit. Figure 2 shows that,
under the benchmark parameter setting, the emission tra-
jectories in both the modes have a time-stable trend, which
indicates that even if the emission amount deviates from the
stable state because of the interference from factors such as
green technology, it would return as time evolves. Mean-
while, the upward trend shows that the emissions of the free-
riding manufacturer and the green manufacturer are greater
than the initial emissions. A comparison of the emission
trajectories of the two types of manufacturers shows that the
green manufacturer’s emissions are always greater than
those of the free-riding manufacturer in the early stage, but
quickly stabilize as time evolves, while that of the free-riding
manufacturer gradually exceed those of the green manu-
facturer and gradually stabilize. When the free-riding
manufacturer experiences vertical supply chain innovation
cooperation, the emissions are higher than that in the
noncooperation model. From the perspective of emissions,
free-riding manufacturers are encouraged to enhance their
issues of emission reduction through technological inno-
vation. The innovative cooperation model of green supply
chain is also attractive for innovation for free-riding
manufacturers.

Figures 3(a) and 4(a) show that cooperation innovation
will reduce sales of the free-riding manufacturer;
Figures 3(b) and 4(b) show that cooperation innovation will
increase profits. A comparison with the green manufacturer
shows that when the free-riding manufacturer dominates the
market; the innovation efforts of the green manufacturer is
likely to increase the market share of new products, but the
effect is insignificant, and they are still not the dominant
products in the market. In this case, from the profit per-
spective, the free-riding manufacturer will choose green
innovation when challenged by independent green inno-
vation from competitors and not when confronted by green
supply chain cooperation innovation. When the green
manufacturer has the same market position as the free-
riding manufacturer, the sales volume of the green manu-
facturer is lower than the latter at the initial stage, but after
rapid growth, it eventually surpasses the free-riders. The
green manufacturer’s profit will be much higher than the
free-riding manufacturer’ profit to stay abreast with the
market changes, and the free-riding manufacturer will
choose green innovation. From another perspective, man-
ufacturers who rely on green differences of a product would
delay in opening the market, and many short-sighted
manufacturers will disregard green production or product
R&D activities to earn early profits, while farsighted man-
ufacturers can choose to improve market influence in ad-
vance and then promote green innovation strategies to gain
competitive advantage for green products.

5.2. Effects of Spillover and Cooperation on the Decision of
Green Manufacturers. Calculate the difference between
green innovation efforts in two modes:
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The degree of innovation efforts of the green manu-
facturer in the cooperation mode is higher than that in the
noncooperation mode because the discount factor is small,
and it can be determined that Au(t) < 0; the degree of in-
novation efforts of the green supplier in innovative coop-
eration is lesser than that in noncooperation. When
maximizing innovation efforts for goal decision-making, the
innovation efforts of manufacturers are higher than those of
suppliers. Figures 5(a) and 5(b) show that the green man-
ufacturer’s innovation efforts decrease with the increase of
their own technology spillovers, and the innovation coop-
eration with suppliers slows down this reduction rate, in-
dicating that, under the cooperation model, if manufacturers
are willing to actively share fully technical information

(perfect knowledge share) and still maintain a high degree of
innovation efforts and if the green manufacturer does not
share technical information with suppliers and competitors,
innovation cooperation does not affect the innovation ef-
forts. Under the cooperation mode, green suppliers will
increase their innovation efforts with the increase of tech-
nology spillovers (including outward spillovers f and inward
spillovers «), but there is still a large gap compared with the
noncooperation model. This indicates that as the only shared
supplier in the product competition market, following in-
novative cooperation with green manufacturers, and it does
not favor suppliers’ innovation efforts. This is because
suppliers do not need to reduce emissions to increase
product sales. There are only two constraints: innovation
cost and processing cost. Given the technology spillover
from green manufacturers to suppliers, suppliers will pass on
the pressure of innovation to manufacturing, which can
reduce not only their own emissions but also the cost of
innovation.

It is worth noting that the result is the reduction of green
innovation spillover on downstream free-riders, and the
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FIGURE 3: (a) Comparison of dynamic sales of the free-riding manufacturer and the green manufacturer under different modes (6 =0.3). (b)
Comparison of dynamic profits of the free-riding manufacturer and the green manufacturer under different modes (6=0.3).

emissions of free-riders are seriously affected, which is
consistent with the conclusion of Section 5.1, that is, the
emissions of free-riders in the cooperation mode are higher
than those in the noncooperation mode.

5.3. Effects of Spillover and Cooperation on the Green Supply
Chain Emission and Profit. The impact of cooperation on
green supply chain emission reduction and profit is analyzed
by comparing the trajectory of emissions and profits before
and after the green supply chain cooperation. Let

Aeg (t) = efy (1) + ey (t) — ey (t) —e§ (1),

N N (25)
AV () = Vi () - VN (8) = VY (1),

Ao = PTong + Brgw (ng + nr — agr) + agegr (1 - &) (n +5) + frgepur (1~ )
G~ .

Figure 6 shows that the emissions under the noncoop-
eration model are higher than that under the cooperation
model. It will stabilize gradually in about 10 periods, and
green suppliers will increase their emissions after cooper-
ation. Figure 7 shows that the degree of technology spillover
of green manufacturers and the emissions of the green
supply chain after cooperation are inversely proportional.
This is the result obtained on the basic parameters set in
Table 2, simplified and resolved:

(26)

W euepsr (1 +7)

Ael (t) >0 and 0Aef/0f >0 can be intuitively judged,

that is, the larger the extent of the technology spillover of

green suppliers, the higher the green supply chain emissions
after cooperation.

Based on an analysis, the stable emission reduction is
closely related to the innovation efforts. Based on earlier
conclusion, the innovation efforts of green suppliers
under the cooperation mode are observed to have
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Comparison of dynamic profits of the free-riding manufacturer and the green manufacturer under different modes (6=0.5).

dropped sharply, and the increased innovation efforts of
green manufacturers are not enough to offset the impact
of the sharp reduction of supplier innovation efforts, and
the low level of technological spillovers does not favor
green suppliers achieving innovation results from man-
ufacturers, so it is reflected in the increase in emissions
after cooperation innovation. It is concluded that the
existence of green supply chain innovation cooperation
with shared suppliers does not reduce emission, and
technological spillovers can well compensate for the gap
in emissions.

As shown in Figures 8(a) and 8(b), a comparison of
the changes in profit of the green supply chain before and
after cooperation shows that gradually the profit is
greater than that in the noncooperation model and the
gap is gradually widened, and finally stabilizes. Tech-
nology spillovers from green manufacturers will widen
this gap, while that from green suppliers will narrow this
gap. This indicates that, in the case of asymmetric
technology spillovers, the innovative cooperation model
is more inclined to green manufacturers with high
technology spillovers and green suppliers with low
technology spillovers. When a =1 and f3 =0, a research
cartel comprising green manufacturers was formed, that

is, a green supply chain formed a cartel with perfect
technology spillovers from manufacturers. This is the
organizational form adopted by cooperation innovation
trends, which is slightly different from the conclusions by
Shibata [30] and Ge et al. [9] on symmetric vertical and
horizontal technology spillovers. The research on in-
novation cooperation on the different roles of technology
spillover is extensive.

A comparative analysis of the marginal profit of unit
emissions shows that, in the two models of the optimal
value function of the supply chain profit, the marginal
profit of the emissions of green manufacturers and free-
riding manufacturers is equal, while the margin profit of
the green suppliers increases (b; <c;). It shows that the
effect of cooperation and noncooperation on the emis-
sions of the two manufacturers remains unchanged, but
under the innovative cooperation model, green suppliers
have reduced the profit loss per unit of emissions under
the innovative cooperation model. There are fewer con-
straints, which has reduced innovation efforts and used
emissions in exchange for profits. Therefore, green sup-
pliers are more inclined to adopt innovative cooperation
models, which is consistent with the conclusion of Dai
et al. [25].
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6. Conclusion and Discussion

Given those market players that do not implement green
strategies, technology spillovers allow such competitors to
enjoy innovations at no cost, which will not only disin-
centive innovation but also weaken the green innovation
effect of the enterprise. Meanwhile, the green innovation
behavior of the upstream monopoly enterprises will also be
passed on to the downstream enterprises, in which case the
company’s green innovation decision becomes particularly
complicated. When enterprises attempt to reduce emissions
in the production process through green innovation, two
issues must be considered: (1) the impact of green inno-
vation enterprise’s technology spillovers on the emissions of
different entities and (2) the impact of green innovation
efforts on emissions is dynamic, and the innovation efforts
the enterprise at various times have different adjustments to
emissions. The present study examined the green innovation
decision-making problem of green supply chain enterprises
under the green innovation noncooperation and coopera-
tion modes when there is an asymmetric technology spill-
over in the “one-to-two” supply chain structure and
obtained the optimal solution and steady-state equilibrium
by the differential game model.
The main conclusions are as follows:

(1) The optimal green innovation efforts of green sup-
pliers and green manufacturers are independent of
time. Under the noncooperation mode, the optimal
innovation efforts of green suppliers ignore tech-
nology spillovers and that of green manufacturers
are independent of their technology spillover; the
greater the technology spillover, the smaller the gap
between emissions from free-riding manufacturers.

(2) Under the noncooperation model, free-riding
manufacturers have the incentive to change to green
manufacturers, which cannot only reduce emissions
but also increase profits. Under the cooperation
model, different choices exist under different initial
market forces. When free-riding manufacturers have
market advantages, they still have greater profits and
will not choose green innovation; when the initial
market strengths of the two types of manufacturers
are equal, nongreen manufacturers are motivated to
change to green manufacturers.

(3) Under the cooperation model, green manufacturers
will increase green innovation efforts, but green
suppliers will significantly reduce green innovation
efforts, resulting in increased emissions, and lower
technological spillovers of green manufacturers will
exacerbate this trend. However, the profit of the
green supply chain has been greatly improved, and
the technology spillovers of green manufacturers
have a positive impact on profits, while that of green
suppliers have a negative impact.

Existing literature on green innovation always considers
profit as the only positive measure, and the impact on the
direct results of innovation is always ignored. Yenipazarli
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[14] defines the role of eco-efficiency in improving the unit
product environmental impact and reduction of production
costs. The established objective function only reflects the
environmental impact on the sales volume. Chen et al. [33]
also only reflect the green innovation efforts on the sales
volume. Such assumptions are generally that innovation
cannot be distinguished. Therefore, when green innovation
is examined, the effect of reducing emissions or the negative
impact on the environment must also be considered. The
present study draws on the practices of Feichtinger et al. [34]
and Ni et al. [35], uses differential game models, and uses
emissions as state variables to study the dynamic impact of
green supply chain enterprises’ innovation decisions and
technology spillovers on them to be more targeted to provide
green innovation suggestions for enterprises.

This study has certain limitations. It is assumed that
green suppliers have the same technology spillovers for both
types of manufacturers, and that green manufacturers have
the same vertical and horizontal technical spillovers. In fact,
the extent of spillover is affected by the company’s technical
strength, learning ability, or intellectual property protection
policies. Therefore, it is necessary to examine the impact of
different spillover levels on the stability of innovation co-
operation and innovation decisions. In addition, from the
perspective of green management in the entire life cycle of
the supply chain, green innovation can also be manifested as
cost savings (e.g., saving water and energy in green process
innovation). However, considering the study focus and
simplicity of the solution, the impact on cost is not con-
sidered separately. Our analytical framework can be gen-
eralized into investigating cooperation among the
manufacturer and other stakeholders, such as the retailer,
customer, or government. Also, the social welfare and other
forms of green innovation should be considered with a
holistic modeling framework in the future study.
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Telehealth, as an indispensable means of technical support in the Healthy China Strategy, currently has less than 20 percent
adoption rate in China despite a great deal of government policies and investments. In the current study, to analyse the influencing
factors behind doctors” and patients’ adoption of telehealth, an asymmetric dynamic evolutionary game model of doctor-patient
behaviour selection was established. Based on the model solution, the evolutionarily stable strategies that emerge in different
situations were analysed. The results show that it is difficult for the adoption of telehealth in China to keep pace with coverage due
to the “dual low” nature of telehealth: both doctors’ utility from telehealth and patients’ telehealth cost threshold are too low to
incentivize adoption. The strategy to promote the adoption of telehealth in China should include providing adequate training for
doctors and patients on the use of telehealth technology, rewarding doctors who provide telehealth services and raising the

threshold cost of patient’s telehealth adoption.

1. Introduction

Telehealth is the provision of medical services remotely
through the internet via mobile phones, smartphones,
computers, tablets, or other wireless mobile devices
[1, 2]. Telehealth can overcome the limitations of geo-
graphical distance and allow the provision of profes-
sional technical guidance in si