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Cell death is a crucial process involved in a variety of bio-
logical mechanisms controlling development, homeostasis,
and immune regulation of multicellular organisms and its
imbalance is associated with numerous pathologies. Accord-
ing to the literature, it is undeniable that the field of cell
death research has been continuously growing and novel cell
death modalities have been also described. Cell death can
be classified according to morphological criteria identifying
modalities such as apoptosis, necrosis, autophagy, or death
associated with mitotic catastrophe. Additionally, cell death
can be identified on the basis of biochemical mechanisms
which include, for instance, the activation of different class of
proteases (proteases, nucleases, and caspases) and according
to the presence of specific cell surface molecules or the release
of soluble mediators (immunogenic or nonimmunogenic cell
death). The field of cell death is so complex that The Nomen-
clature Committee on Cell Death (NCCD) has recently
proposed unified criteria which define the different types of
cell death, while providing recommendations facilitating the
communication among scientists involved in this field.

The main purpose of this special issue is to cover the
field of cell death with themes focusing on pathways and
mechanisms that specify active forms of cell death in health
and disease. The topics therefore span apoptotic signaling
networks (e.g., Bcl-2 family proteins, caspase control, novel
molecular players of apoptotic control in immune regulation,
and epigenetic regulation of apoptosis) and noncanonical
cell death pathways, including necroptosis, pyroptosis, and
autophagy, with a particular attention on the relationship
between these mechanisms.

More specifically, M. E. Morrison et al. describe a novel
role for the proapoptotic protein Bim in modulating cellular

functions such as migration and extracellular matrix protein
expression in retinal endothelial cells and pericytes. This
study therefore provides additional regulatory mechanisms
linking apoptosis control to vascular function.

M. Garg et al. focus on the regulation of apoptosis during
the immune response. Their work highlights the role of the
linker histone H1.2 trafficking in inducing T-effector lym-
phocytes apoptotic response after cytokine withdrawal. They
demonstrate the well-controlled association between HI1.2
and the proapoptotic mitochondrial resident Bak following
metabolic stress.

M. N. Rossi and E Antonangeli review our current
knowledge of the role of long noncoding RNAs in apoptosis
control. The authors highlight the altered expression pattern
of specific IncRNAs in cancer cells when compared with
normal cells and tissues. They also underline that overexpres-
sion or downregulation of different long noncoding RNAs in
specific types of tumors may sensitize cancer cells to apoptotic
stimuli. The authors discuss the new perspectives of using
long noncoding RNAs as tumor biomarkers and as possible
therapeutic targets.

M. D. King et al. show the novel role for the necropto-
sis inhibitor necrostatin-1 in limiting neurovascular injury
in hemorrhagic injury models. This study emphasizes the
potential clinical utility for necroptosis inhibitors as an
adjunct therapy to reduce neurological injury after intracere-
bral hemorrhage.

C. Fabrizi et al., in the existing debate between pro- and
antitumoral role of autophagy, draw attention on its signif-
icance in protecting cancer cells from death. The authors
in fact demonstrate that pharmacological stimulation of
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autophagy may protect pheochromocytoma cells in stressful
conditions such as high-density cultures and toxins exposure.

S. W. Ryter et al. give an exhaustive overview of the
autophagic process. Furthermore, the authors discuss the
impact of autophagy on the different cell death modalities
(apoptosis, necroptosis, and pyroptosis). They underline the
importance of strategies modulating autophagy for therapeu-
tic interventions in diseases where cell death is deregulated.

A. Micera et al. investigate NGF and Reelin crosstalk in a
genetic model of Reelin deprivation, namely, E-Reeler. Their
results demonstrate that the loss of normal Reelin expression
leads to early retinal impairment and loss of Rod Bipolar Cells
in E-Reeler animals, damaging signaling from rod to ganglion
cells. Altogether, their data propose Reelin as an important
regulator in the retina which can be of great interest for
studying mechanisms regulating retinal disorders.

C. Giampietri et al. give an overview of the molecular
signalling of necroptosis. The authors focus on FLIP and IAP
proteins that regulate the complex balance between apoptosis
and necroptosis in particular in the immune system and in
other physiological and pathological conditions. Finally, they
discuss the deregulation of the necroptotic mechanisms in
specific pathological conditions.

J.-R. Hong et al. reviewed the role of reactive oxygen
species (ROS) in apoptosis and ROS induction by viral
infection. They report how virus-mediated oxidative stress
can participate to the etiopathology of several diseases by
affecting immune cells and other tissues.

R. McFarland et al. employ the Lurcher animal model,
which carries a mutated form of the glutamate receptor
(GIuRS2L) in order to show that the over activation of the
Na/K pump in response to the chronic Na* leak is responsible
for ATP consuming, leading to Purkinje cell death.

In summary, though cell death represents a major bio-
logical phenomenon, our understanding of its regulation in
health and disease is far from being complete. The study
of the multiple pathways driving to cell death has become
increasingly complex and multidisciplinary, requiring exper-
tise from all fields of the modern biology. Investigating the
role of cell death and its regulation in the development of
disease demands a constant update of our knowledge and the
broadest interplay among both basic and clinical investiga-
tors. Therefore, better understanding of molecular signaling
taking place during different types of cell death would not
only foster the comprehension of disease pathogenesis but
might be of crucial interest to develop new therapeutic
strategies for treatment of cell death-related conditions. We
believe that this special issue, due to the novel data presented
and accurate reviews reported, will be appropriate for the

broad readership interested in the new progress in the cell
death field.

Claudia Giampietri
Alessio Paone
Alessio D’Alessio
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Reactive oxygen species (ROS) are well known for being both beneficial and deleterious. The main thrust of this review is to
investigate the role of ROS in ribonucleic acid (RNA) virus pathogenesis. Much evidences has accumulated over the past decade,
suggesting that patients infected with RNA viruses are under chronic oxidative stress. Changes to the body’s antioxidant defense
system, in relation to SOD, ascorbic acid, selenium, carotenoids, and glutathione, have been reported in various tissues of RNA-
virus infected patients. This review focuses on RNA viruses and retroviruses, giving particular attention to the human influenza
virus, Hepatitis ¢ virus (HCV), human immunodeficiency virus (HIV), and the aquatic Betanodavirus. Oxidative stress via RNA
virus infections can contribute to several aspects of viral disease pathogenesis including apoptosis, loss of immune function, viral
replication, inflammatory response, and loss of body weight. We focus on how ROS production is correlated with host cell death.
Moreover, ROS may play an important role as a signal molecule in the regulation of viral replication and organelle function,

potentially providing new insights in the prevention and treatment of RNA viruses and retrovirus infections.

1. Introduction

Cellular metabolisms produce different varieties of reac-
tive oxygen species (ROS) as byproducts. These ROS play
an important role in cell signaling and regulate hormone
action, growth factors, cytokines, transcription, apoptosis,
ion transport, immunomodulation, and neuromodulation [1,
2]. They lend fundamental aid to the normal functioning of
the body’s immune system and proliferate T-cells that provide
immunological defense (adaptive immunity) 3, 4]. However,
when the same ROS are produced by activated neutrophiles,
macrophages destroy microbes/viruses and neighboring cells
via oxidative bursts [5]. Any imbalance in the production
of ROS and the body’s inability to detoxify these ROS is
referred to as oxidative stress [6]. SOD and catalases are the
major defense against the ROS produced in cells [7, 8]. The
research has shown that children suffering from hepatitis
B or C exhibit increased levels of lipid peroxidation, which
indicates weak antioxidant defense due to low catalase and
SOD activity [9]. Earlier and recent studies have suggested

that ROS induces apoptosis [10-12], and that the agents
that cause apoptosis are either oxidants or generate the
ROS. This hypothesis was later shown to be correct when
researchers demonstrated the role of proto-oncogene BCL-2
in preventing apoptosis in an antioxidant way [13].

Peterhan and his coworkers were the first to demonstrate
that a virus could generate ROS from phagocytes [14]. Later
research showed that many retroviruses, DNA viruses and
RNA viruses can cause cell death by generating oxidative
stress in infected cells [15-17]. In 1994, the scientific commu-
nity held its first conference to discuss the possible interaction
between viral infection and ROS in detail [18]. RNA viruses
generally use RNA as their genetic material, and those that
use DNA intermediates in their replication cycle are known
as retroviruses. These viruses posses the highest mutation
rates among every living creature [19-22]. Therefore, it is not
always easy to develop successful and effective vaccines and
drugs against these viruses. Oxidative stress always plays a
dominant pathogenic role in HIV and hepatitis infections.
AIDS is the end phase of HIV infection. This pandemic is
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caused by the HIV-1 and HIV-2 groups of cytopathic viruses,
wherein the levels of GSH, cystine, vitamin C and SOD are
decreased and the MD and HNE levels are elevated in patients
infected with HIV-1 [23-25]. A decrease in antioxidants
indicates the weakening of the immune system, as immune
cells require more antioxidants to maintain their function
and integrity. The CD4+ T-helper cells that form important
components of the immune system are the main targets of
the HIV virus. The virus production decreases to begin with,
as about 5% of the T-cells are destroyed and replaced each
day via the apoptotic process. This in turn leads to decreases
in zinc and vitamin E (antioxidants). The decrease in zinc
results in the inhibition of intracellular virus replication [26],
and the selenium decrease indicates the progression of HIV
toward AIDS. After suffering the primary illness, patients do
not show any symptoms for up to more than 10 years, during
which the virus load falls but the virus does not stop replicat-
ing. This in turn leads to a higher decrease in the CD4+ T-
cell count, which ultimately leads to AIDS and the terminal
stage of the infection. HIV-2 infection is slow compared
with HIV-1infection. In hepatitis patients, HIV preferentially
infects CD4+ T-lymphocytes and macrophages. The hepatitis
C virus belongs to the flaviviridae family of RNA with
a positive strand RNA genome [27] at a size of 9,400 bp
[28]. About 150 million people are infected, and have a
higher chance of developing liver cancer/cirrhosis [29]. The
World Health Organization reported that 80% of patients
with acute hepatitis C progress toward chronic hepatitis,
with 2% developing liver cirrhosis and 1-5% developing
hepatitis C carcinoma [30, 31]. Researchers first exhibited
the occurrence of oxidative stress during chronic hepatitis
C in 1990 [32]. This OS is associated with hepatic damage,
a decrease in GHS, an increase in serum malondialdrhyde
(MDA), 4-hydroxynonenal (HNE) and caspase activity, and
decreases in plasma and hepatic zinc concentrations [33-
35]. Zinc therapy increases the functioning of surviving
liver tissue [35]. However, zinc and selenium deficiencies
affect DNA repair and the immune system, increasing the
chances of chronicity and malignancy [36]. HCV replication
takes place in hepatocytes, which potentially attack and
propagate in immune system cells. The infection of different
influenza viruses presents different clinical scenarios [37].
The influenza A virus is highly active, causing infection of the
upper and lower respiratory tract. It can be divided into 16 dif-
ferent HA and NA combinations, with three HA (HA1, HA2
and HA3) and NAI and NA2 being prevalent in humans [38].
Studies conducted in 19 different countries have shown that
HINA and H3N2 are the most dominant influenza A viruses
[39]. Influenza viruses and parmoviruses have been shown
to activate monocytes and polymorphonuclar monocytes to
generate ROS in vitro [15]. Activated phagocytes release not
only ROS but also cytokine and TNE The pro-antioxidant
effect of TNF may be relevant to influenza virus infection
because children with Rey’s syndrome [40] exhibit increased
levels of pro-oxidants and lipid peroxides. OS ultimately leads
to a decrease in antioxidant levels and indicates a decrease
in the functioning of the immune system. Immune system
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cells generally require a higher concentration of antioxidants
than other cells to maintain the system’s rodex balance and
preserve its integrity and function.

2. Apoptosis

Apoptosis, the process of programmed cell death, involves
a sequence of events that lead to various morphological
changes in a cell including cell shrinkage, changes to the cell
membrane such as the loss of membrane asymmetry and
attachment, nuclear fragmentation, chromatin condensation,
and genomic DNA fragmentation. Apoptosis has a key role in
the pathogenesis of many diseases including cancer, inflam-
mation and neurodegenerative diseases. Different modes of
cell death are defined by morphological criteria. The term
“apoptosis,” which was coined by kerr et al. [41], makes no
clear reference to a precise biochemical mechanism, and is
rather used to explain a special mode of cell death that is char-
acterized by the rounding-up of cells, reduction in cell volume
(pyknosis), condensation of chromatin, fragmentation of the
nucleus (karyorrhexis) and maintenance of the intact plasma
membrane until the very late stages of the process [42]. The
process of programmed cell death is controlled by different
ranges of cell signaling pathways originating from either the
external surroundings of a cell (extrinsic inducers) or from
within the cell itself (intrinsic inducers). Extrinsic inducers
include heat, radiations, toxins [43], nitric oxide [44] and
hormones. They must either pass into the cell or interact
with the specific receptors present on the cell membrane
to initiate the specific signal transduction pathway inside.
This action leads the cell to undergo apoptosis. Thus, any
external or internal disturbance in the signal transduction
pathways within a cell, such as heat, radiation, viral infection,
lack of nutrients or an increase in calcium concentration
[45], leads the cell to undergo continuous proliferation or
necrosis. Different kinds of cellular components such as
polyADP ribose polymerase may also help regulate apoptosis
[46]. Thus, any disturbance in the regulation of the apoptotic
process either inside or outside a cell can lead to excessive
apoptosis causing hypotrophy, such as in the form of ischemic
damage, or result in an unchecked cell proliferation such as
cancer. However, more than 139,000 research articles have
been published in relation to the molecules involved in the
activation of intrinsic and extrinsic apoptotic pathways such
as BCL-2, TNF, NF-xB and P53 [43]. Genetic studies related
to the nematode Caenorhabditis elegans have shown that the
molecules Ced-3 and Ced-4 (“Ced” for cell death abnormal)
are important for the apoptosis of 131 cells during worm
development [47]. These two molecules have been found
to be the same as caspases. Caspases are the 30-60 KDa
proenzymes inside cells. They are made continuously and
activated by proteolytic processing either auto catalytically or
in a cascade by enzymes with similar characteristics [48, 49].
This indicates that the apoptosis process is highly conserved.
However, in the case of cell injury where an injured cell
swells and bursts, the cell leaks its contents and attracts
different immune cells such as lymphocytes by engaging in
an unwanted inflammatory response [50].
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3. Necrotic Cell Death

The term “necrosis” is currently used to describe accidental
cell death, which mostly occurs due to cell injury resulting
in the early death of cells in the affected area [51]. Therefore,
necrosis is always detrimental and can even prove fatal. In the
case of cell injury where the injured cell swells and bursts, the
cells leaks its contents out and attracts different immune cells
such as lymphocytes by engaging in an unwanted inflamma-
tory response [50]. Nearby phagocytes are prevented from
engulfing the dead cells [52], which in turn results in the
formation of dead tissue. There is often no explanation for
how a necrotic cell death occurs [53]. Therefore, necrosis lacks
some of the features of apoptosis and autophagy. In addition,
the clearance of necrotic cells operates differently from that
of apoptotic cells [54].

4. Apoptosis in Virus Infected Cells

The perforin/granzyme pathway is often examined and highly
involved in virus infection studies, which have found that
CTLs and NK cells can eradicate virus-infected target cells
via the apoptosis process [55]. Another important apoptosis-
related host defense mechanism involves CTL, and recog-
nizes and kills target cells by sending signals through cell sur-
face death receptors [56]. Death receptors are a special type
of receptor belonging to the tumor necrosis family (TNF).
They contain specific homologous amino acid sequences in
their cytoplasmic tails, referred to as the death domain (DD).
The most well-studied death receptors include CD95/FAS and
TNEFRI, although additional death receptors such as DR3, 4
and 5 have been examined [56, 57]. In addition to killing
virus-infected cells, death receptors aid in killing mature T-
cells at the end of immune responses.

In the case of FAS-mediated apoptosis, the interaction
between the receptor and legend needs the help of adaptor
proteins to signal the target cell to undergo the apoptosis
process (Figure1). The interaction between the two cells
results in a clustering of intracellular DDs on the target
cell. However, to be effective, this in turn activates the
FADD adaptor protein within the target cell. In addition to
interacting with the receptor [58], the FADD also contains
a caspase-recruiting domain (CARD) that is responsible for
activating the caspases (caspase-8). Upon oligomerization,
the caspase-8 activates itself and the cascade of caspases
(caspase-3) to begin the apoptosis process [58].

TNFRI- and DR3-type death receptors require FADD
in addition to the TNFR-associated DD (TRADD) adaptor
protein. TNFRI- and DR3-mediated cell deaths rarely occur
unless and until protein synthesis is inhibited [59]. When the
TNF-a pathway is activated, it can also suppress the apoptosis
process inside the cell using different signaling pathways,
which in turn stimulates the expression of antiapoptotic
genes such as JAP, BCL-2, and BCL-XL and TNFR-associated
factors that do not allow the activation of caspase family
proteins [59-61]. The NF-xB signaling pathway has proved to
be important in cell death studies. Although a P53-mediated
cell death requires the activation of the NF-«xB signaling
pathway, the activation of NF-«B by P53 is quite different

because it requires MEKi (MEK inhibitor) and pp90rsk [62].
Recent research carried out on the Epstein Bar virus has
shown that NF-«B plays an important role in virus-mediated
cell death compared with other signaling pathways. The
activity of NF-«xB can be regulated by a number of viruses
such as EBV through latent membrane protein-1 (LMP-1),
which in turn enhance cell survival upon virus infection
[63-65].

5. ROS Friend and Foe of Cells

There are many different types of free radicals, but those
of the greatest concern in biological systems are derived
from oxygen. Excessive ROS production in a cell can lead
to the oxidation of macromolecules and has been found to
be responsible for causing mtDNA mutations, aging, and
cell death. Any imbalance in the production of ROS is often
referred to as oxidative stress [66, 67]. The effect of ROS on
the cellular functions inside a cell depends on the amount
of ROS and how much time the cell has been exposed to
ROS (Figure 2). It has been confirmed multiple times that
ROS act as both friend and foe to a cell. Oxidative stress has
been found to play a role in various pathological conditions
such as cancer, diabetes, and neurological disorders [68-
71]. ROS include both the free radicals and nonradicals
produced during various metabolic processes, mostly in
the electron transport chains in mitochondria, peroxisomes,
and ER stress and in nuclear and plasma membranes in
aerobic cell metabolism. ROS are typically also produced
during normal metabolic processes inside the cells. They
are neutralized by the antioxidant defense system, including
enzymes such as SOD, free-radical scavengers, and metal
chelates. However, nutrition makes the most significant
contribution to the body’s antioxidant defense system. It is
widely believed that diet-derived antioxidants play a role in
the prevention of human diseases. These antioxidants work
in a coordinated manner, where a deficiency in one may
affect the efficiency of another. Semba and Tang reported
that the low plasma or serum levels of vitamins A, E, B6,
B12, and C; carotenoids; selenium; and zinc are common in
many HIV-infected populations and may contribute to the
pathogenesis of the HIV infection via increased oxidative
stress and compromised immunity [72, 73]. Another research
team showed that a deficiency of vitamin E or selenium allows
the conversion of the normal benigh coxsackievirus virus B3
to virulence via a change in the nucleotide sequence in the
genome of the benign virus and causes heart damage [74].
However, Evans and Halliwell showed that iron deficiency
may serve as protection for malaria or Yersinia infections and
that iron overload may make patients susceptible to infection
by supplying enough iron for multiplying bacteria [75].
Therefore, the oxidative stress generated by micronutrient
deficiencies becomes significant when disease or infection
occurs. Any imbalance in the body’s antioxidant defense
system results in oxidative stress leading to cell damage. ROS
and free radicals are generated in various human infectious
diseases caused mostly by viruses in addition to bacteria and
other parasites [71]. After entering a cell, a virus disturbs
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the cell’s normal functioning by using the cell’s machinery to
replicate itself. This in turn leads to an imbalance in the cell’s
ROS system. Oxidative stress has been found to enhance viral
replication in different viral infections [76-78].

ROS are usually generated during allergic and nonallergic
inflammation in the body’s inflammatory cells [79, 80].
Because they can act on the proteins and lipids in addition
to other cell organelles, ROS can be considered part of the
defense system against viral/bacterial infections. The ROS
produced must be specific and also produced in limited
amounts, as they can destroy the cell for which they are
generated in addition to the cell’s neighboring surroundings
during highly inflammatory reactions [81, 82]. However, the
ROS produced during the normal metabolic process vanish
in the body’s antioxidant pools such as catalases and SOD. In
the case of bacterial and viral infections, ROS are produced by
phagocytes to generate the respiratory burst [83-85] resulting
from the NADPH oxidase activity. In addition, ROS can act

as chemical messengers. Research has shown that ROS take
part in both signaling pathways [86-88] and transcriptional
activation [86-88].

5.1. Mitochondria: Source and Target of ROS. Although mito-
chondria are known as the powerhouses of a cell, they are
the most suitable targets of the ROS produced inside a
cell. These ROS mostly target the mtDNA, which encodes
13 polypeptides, 2 ribosomal RNA, and 22 tRNA [89]. All
of these byproducts of mtDNA are essential components
in electron transport chains for the generation of ATP via
the oxidative phosphorylation process [90]. ATP generation
requires proteins from both the nuclear genome and mito-
chondria. Therefore, the oxidative production of the ATP
required for cellular function also generates ROS that can
damage the mtDNA, membrane lipid permeability, release
of cytochrome C into the cytosol, and activation of the
key effector protease caspase-3 via proteolytic cleavage that
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FIGURE 2: Effects of reactive oxygen species on different areas.

ultimately results in the mitochondrial-mediated apoptosis
pathway [91, 92]. Thus, any injury to mitochondria DNA can
result in serious cell damage. The mtDNA is more suitable for
ROS due to its lack of protective histones and its proximity
to the electron transport chain, which is the main center of
ATP production in mitochondria. Therefore, mitochondria
are the major source of ROS production inside a cell, and
Mother Nature has provided them with their own antioxidant
defense system, the most important component of which is
the glutathione GSH (reduced glutathione). Although there
is no proof that glutathione biosynthesis occurs inside mito-
chondria, these organelles have their own distinct glutathione
polls [93].

In the case of mitochondrial dysfunction, when released
into cytoplasm, cytochrome C interacts with the apop-
totic release factor (Apafl) to initiate apoptosis (the mito-
chondrial-mediated apoptosis pathway). The proapoptotic
gene Bax from the BCL family can cause mitochondria
to release cytochrome C directly [94]. Along with other
members of the BCL-2 family, Bax has the ability to create
ion channels on the outer membrane of mitochondria,
through which cytochrome C is released easily into the
cytoplasm. Although how ROS act on mitochondria to
release cytochrome C remains unknown, the ROS could
cause MMP loss [93, 94], which can allow pore formation
and the release of cytochrome C into cytoplasm, acti-
vating the cell death mechanism. However, it is unclear
how ROS are initially released from mitochondria into the
cytoplasm.

5.2. ROS in Endoplasmic Reticulum. Endoplasmic reticulum
is mainly responsible for protein folding and assembly. It also
acts as a primary storage house of calcium, which is required
for the proper folding of proteins [95]. Any change in the nor-
mal function of endoplasmic reticulum results in the accu-
mulation of misfolded and unfolded proteins, and changes in

calcium homeostasis cause endoplasmic reticulum stress that
finally leads to apoptosis [96]. Researchers currently believe
that the oxidation of proteins in endoplasmic reticulum,
which is associated with protein folding, is responsible for the
generation of ROS that cause oxidative stress. This oxidative
stress results in the leakage of calcium from endoplasmic
reticulum lumen into cytoplasm [97-100]. Therefore rising
Ca®* concentration in the cytoplasm causes Ca** entry into
mitochondria and nuclei [96]. In mitochondria Ca** cause
the activation of mitochondrial metabolism that can switch
from a physiological beneficial process to a cell death signal
whereas in nuclei Ca®" modulate gene transcription and
nucleases that control cell death. Moreover Stout et. al.
have experimentally shown that increased levels of Ca** in
the cytoplasm are not necessarily toxic if the Ca** uptake
by mitochondria is inhibited. [101]. Therefore this indicates
that mitochondria are important targets for switching nor-
mal Ca®" signaling to signals for cell death during severe
oxidative stress.

6. Antioxidant Defense System

Several defense mechanisms have been developed to protect
against exposure to different free radicals [102], such as
physical, repair, and preventive mechanisms. The antiox-
idant defense mechanism comprises two components: (1)
enzymatic components including catalases, SOD, and glu-
tathione peroxidase and (2) nonenzymatic components
including vitamin C, vitamin E, carotenoids, glutathione,
and flavonoids, among others. Various reviews and research
papers have indicated the role and mechanism of both enzy-
matic and nonenzymatic components in protecting against
oxidative stress [103-116].

Consider the case of GSH, which acts as a redox buffer
inside a cell [117]. GSH is found in almost every cell



compartment, including the cytosol. GSSG represents the
oxidized form of GSH inside a cell. Therefore, measuring
the ratio of GSH to GSSG can provide a good indication of
the oxidative stress [118, 119]. The GSH inside the nucleus
helps maintain the redox of sulthydryl proteins, which are
important for repair and expression. When a cell is treated
with GSH, it is readily taken by the mitochondria against
the concentration gradient. GSH also plays an important role
[117] in activating vitamin C and vitamin E and transporting
amino acids through the plasma membrane. It scavenges
singlet oxygen and hydroxyl radicals, detoxifies hydrogen,
and lipid peroxide and is a cofactor in several detoxifying
enzymes.

7. Oxidative Stress in Human
Immunodeficiency Virus (HIV)

Oxidative stress has been found to occur in various viral
infections [120-123] that may enhance viral replication. In an
in vitro condition, oxidative stress has been found to enhance
HIV replication [124-126]. The nuclear transcription factor
NF-«B, which is necessary for viral replication, is activated
when oxidative stress is present [124, 127]. The other role of
NF-xB is to activate many of the immune system’s inflam-
matory cytokines [128, 129]. Many antioxidants have been
examined to determine their antiviral activities. However,
due to unknown reasons, they have been shown to have
varying effects in different cell culture systems and have
shown no improvement even when examined in vitro at
higher concentrations. HIV-infected and AIDS patients have
exhibited elevated serum levels of hydroperoxides and mal-
ondialdehyde, which are the byproducts of lipid peroxidation
[130-133], in addition to membrane damage. They have also
exhibited an increase in resting oxygen consumption, as free-
radical formation is linked to oxygen metabolism [133]. This
information is supported by the production of ROS in the
neutrophiles of HIV-infected patients [134], whose antiox-
idant defense systems undergo dramatic changes. Children
suffering from HIV infection have exhibited decreased SOD
levels and activity [135]. Antioxidant enzyme catalase activity
increases as AIDS progresses in HIV-infected patients [136].
The level of glutathione peroxidase in RBCs and plasma
also decreases. This clearly shows that the body antioxidant
system becomes weaker as HIV progresses. The imbalances
inside and outside the cell influence the cell to undergo
a programmed cell death. The weakening of the body’s
antioxidant components such as catalase and glutathione
leads to an excess storage of H,0,, which further increases
the hydroxyl radicals and lipid peroxide that signal the
cell to undergo a programmed cell death [137]. In in vitro
conditions, the additions of H,0, and antioxidants result in
a respective increase and decrease in apoptosis in the cell
culture system. AIDS, which is characterized by a decrease
in the CD4 lymphocytes, is currently believed to be the
main culprit of this apoptosis [138, 139]. The imbalance in
the ROS seems to contribute to the progression of AIDS in
different ways, including the apoptosis of CD4 cells and the
functioning of other immune system components [140].

International Journal of Cell Biology

71 Envelop Glycoprotein “Gp120” of Human Immunodefi-
ciency Virus-1 in ROS Production. HIV-1 uses glycoprotein
(gp120) to enter host cells (T-cells and monocytes). Infected
monocytes can cross the blood-brain barrier (BBB) and
finally replicate in astrocytes and microglia [141, 142]. Recent
work has shown that HIV-1 induces ROS production (oxida-
tive stress) in astrocytes and microglia [143, 144] and that
gp120 can directly induce apoptosis in neurons [145]. It has
also been shown recently that the involvement of P450 (CYP)
in neurotoxicity may be due to the generation of ROS or other
reactive metabolites [146]. Furthermore, gp120 along with
the drug methamphetamine (MA) involves CYP and NOX
pathways in apoptotic cell death. Both gp120 and MA have
been found to cause oxidative stress due to the production
of ROS concentrations in a time-dependent manner [147].
The ROS-mediated BBB damage in the HIV-1 infection has
been shown to cause a loss of cell tight junction proteins
and lipid per oxidation [148, 149]. MA and gp120 together
cause a loss of tight junction proteins in BBB and make it
leaky, facilitating the entry of infected monocytes [149]. MA
increases oxidative stress through dopaminergic and gluta-
matergic mechanisms [150], and gpl20 increases oxidative
stress through glutathione and lipid per oxidation [144, 151].
A combination of cocaine and gpl20 results in an excess
production of ROS that in turn activate caspase-3 and NF-«xB
to force the astrocytes to undergo apoptosis [152]. In addition
to considering the role of ROS in different diseases [153],
recent reports have shown that oxidative stress is involved
in the pathology of HIV-associated neurocognitive disorders
[154]. The role that CYPs play in different tissues/organs
including the brain [155] has also been confirmed. Astrocytes
have been shown to express many CYPs at variable levels,
and the roles of CYP2EI and CYP2A6 in alcohol- and
nicotine-mediated oxidative stress have been demonstrated
[147, 156, 157]. MA has been shown to cause increased
expressions of CYP2A6, 2B6, and 2D6; gp120 has been shown
to cause increased expressions of CYP2E1, 2B6, and 2D6
[158]. These overall additive increases suggest that CYP may
be involved in oxidative stress. The interaction between CYPs
and NADPH is tightly regulated by NOX enzymes [159],
which are currently being used as therapeutics in various CNS
disorders such as Alzheimer’s disease and strokes [159, 160].
Studies have shown that NOX 2 and NOX 4 increase oxidative
stress in astrocytes [161, 162]. Others have shown that when
NOX2 and NOX4 expression is blocked in astrocytes, the
level of oxidative stress decreases, indicating that NOX could
be used as a therapeutic agent in the treatment of neuro-
AIDS. Such studies of oxidative stress in astrocytes caused by
MA/gpl20 have examined the use of antioxidants in HIV-1
pathogenesis and considered the potential of CYP pathways
to be a target of new drugs.

8. ROS in the Hepatitis C Virus (HCV)

HCV infection cases have been reported around the world
and are increasing at an alarming rate, especially in devel-
oping nations. Reports have shown that 3% of the world’s
population is infected with HCV [163]. Although acute
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hepatitis caused by HCV is naturally cleared in 20-30% of
patients [164], 70-80% of cases involve chronic hepatitis. No
effective vaccine was available until recently, and the current
treatment is not very effective [165, 166]. Reports have shown
that HCV gene expression in the host cell increases the level
of ROS through the mediation of calcium signaling [167].
This release of calcium from the ER results in ER stress. The
released calcium is taken by the mitochondria, resulting in
increased ROS production and oxidative stress. Oxidative
stress is the main contributor to a number of diseases such
as cancer [168], diabetes, and even viral infections [169].
The livers of patients with HCV infections show elevated
levels of ROS and decreased antioxidant levels [170]. It has
been reported that the two core proteins of HCV, NS3 and
NS5A, are responsible for oxidative stress in culture cells
[171]. However, the host cell Cox-2 gene, which is the main
regulator of prostaglandins, is activated by the excess ROS
produced [172]. This activation involves NF-«B, which is
present in cells in an inactive form but becomes activated
and migrates to the nucleus in HCV-infected cells due to
ER stress and ROS [173]. NF-xB controls the expression of
the genes responsible for apoptosis and inflammation. This
elevated level of ROS activates another transcriptional factor
(STAT-3) that is responsible for cell proliferation, survival,
and ontogenesis [174]. This coactivation of both NF-xB and
STAT-3 as a result of the oxidative stress created by excessive
ROS in HCV-infected cells has an equal role in both acute and
chronic liver diseases [169, 173, 175].

8.1. HCV Genome in ROS Production. The liver plays an
important role in the detoxification and metabolism of
harmful substances and is the main target of HCV. HCV
replicates in cytoplasm, causing hepatitis cirrhosis and hep-
atocellular carcinoma [176, 177]. ROS-induced viral genome
heterogeneity has been considered in terms of viral escape
from the immune system [178]. The core nucleocapsid protein
of HCV is responsible for increasing oxidative stress in the
liver [179]. Although this core protein is considered the
main contributor of oxidative stress [180, 181], other proteins
such as NS3 and NS5A are also involved in generating
oxidative stress [182-184]. Recent studies have shown that
many other proteins such as E1 [180], E2 [185, 186], and NS4B
(182, 187] are also involved in generating oxidative stress.
The nonstructural protein NS5A is a membrane integral
protein that is important not only for viral replication but
also for apoptosis and immune responses such as interferon
resistance [188] and changes in calcium levels. NS5A and NS3
increase the calcium uptake and cause glutathione oxidation
in mitochondria, thereby increasing the ROS production
[189-191]. The mitochondria thereby activate and translocate
the transcriptional factors NF-xB and STATS3 to the nucleus,
leading to oxidative stress. The NS5A activation of NF-xB
and STAT3 is opposed by antioxidants [192, 193]. NS4B
also translocates NF-«B to the nucleus in a PTK-mediated
pathway. ROS and NO® not only cause oxidative damage but
also affect the DNA repair machinery [194-196] that leads to
cell apoptosis. ROS are believed to be the main culprits of liver
inflammation in HCV infections [197, 198].

9. ROS in Influenza Virus

The influenza virus induces the production of ROS in host
cells that can damage the virus genome [199]. ROS enhance
the pathogenesis ability of infections such as influenza [200,
201]. One study of mice infected with the influenza virus
showed that although the spread of infection remained
confined to the airways and lungs [201], systematic effects
such as weight loss and a decrease in body temperature
were clearly visible. The mice used in the experiment
died after 5 or 6 days. The cells taken from the dead
mice showed elevated levels of O, and xanthine oxidase
(an enzyme synthesizing O,”), indicating enhanced ROS
production [202]. Furthermore, analysis of the antioxidant
content revealed an overall decrease in the concentration
of antioxidants during infection. The study suggested that
influenza infection is associated with oxidative stress. In
another study, influenza intravenously injected into mice
with pyran-copolymer-conjugated SOD was found to protect
the mice from the effects of influenza. This observation was
not immediately apparent because pyran copolymers are
well-known antiviral agents [203]. The localized effects of the
influenza virus make it difficult to detect the redox content
of tissues because the analysis methods are based on whole-
tissue homogenates. The infected mice released cytokines
and lipid mediators that could have caused the systematic
symptoms [204]. To determine the cause of the systematic
symptoms, the mice injected with the influenza virus were
given cytokine injections (mostly interferon) and showed
symptoms resembling influenza [205]. ROS are known for
their antiviral activity [206] and can also increase the titer of
the influenza virus. Influnza virus carrying glycoprotein on
its surface is know as hemagglutinin which is responsible for
binding the virus to cells with sialic acid on their membranes,
like cells in the upper respiratory tract or erythrocytes [207].
The hemagglutinin protein is synthesized in an inactive
form (HOA) and activated by specific proteases into HAI
and HA2. The cleavage of HOA into HAl and HA2 is an
important determinant of influenza virulence [207, 208]. If
the influenza virus released from the cell contains inactive
HOA, it may still be activated by some of the proteases
present in the pulmonary surfactants [209]. However, these
antiproteases can be inactivated by the ROS, converting a
noninfectious influenza virus into an infectious one. Further
studies have shown that an oxidant-treated antiprotease is
unable to prevent trypsin from converting HOA to HAI and
HA2, resulting in a 10,000-fold increase in virus infection
[207]. However, how the influenza virus induces apoptosis is
still not clearly understood.

ROS production enhances the molecular pathogene-
sis of the influenza virus infection. Previous research has
proved that although ROS are involved in damaging lung
parenchyma, that damage can be repaired by taking an
appropriate dose of antioxidants [209, 210]. ROS are impor-
tant in the overall normal development of whole organisms
[211, 212], are important components of adaptive immune
responses, and are involved in the normal function of many
transcription factors. The production of ROS (superoxide’s) is
an important defense against microbial infections. However,



the excess production of superoxide’s in the influenza A
virus infection is detrimental. The downregulation of the
superoxide achieved by targeting specific enzymes such as
NADPH oxidase-2 markedly alleviates lung injuries caused
by the influenza virus and viral replication, irrespective
of the infected viral strain [213]. One study showed that
influenza infection leads to the thymus-specific elevation
of the mitochondrial superoxide, which interferes with the
normal functioning of T-cell lymphocyte damage in influenza
A virus infections [214]. A further knockdown of SOD2
indicates that T-cells begin the apoptosis process and take on
many developmental defects, resulting in overall weakening
of the adaptive immune system and an increased susceptibil-
ity to the influenza A virus (HINI). Keeping the use of ROS as
specific targets in mind, ROS inhibitors and other therapeutic
agents may prove useful in controlling such a disease [215].

10. ROS Production in Fish Virus Infections

10.1. Betanodavirus (Mitochondria as the ROS Production
Houses in Infected Cells). The Betanodavirus is an RNA
virus belonging to the Nodaviridae family, which mostly
infects fish. The virus causes virus nervous necrosis (VNN)
disease, which is characterized by the necrosis of the central
nervous system, including the brain and retina. The common
symptoms shown by infected fish are abnormal swimming
behavior, darkening of the skin, and weight loss [216]. The
viral capsid protein [217] is involved in the postapoptotic
necrotic cell death via a cytochrome C release-dependent
pathway [218]. Research has shown that the majority of RNA
viruses, DNA viruses, and retroviruses cause ROS-mediated
cell death. The Betanodavirus genome encodes protein alpha
and B2, both of which are death inducers. Protein alpha
causes mitochondria-mediated cell death involving caspase-
3 [219], and B2 does the same via a Bax-mediated pathway
[220]. Another protein, Bl, acts as an antinecrotic death
gene [221]. Our research shows that the production of ROS
partly causes mitochondria-mediated cell death in RGNNV-
infected cells [94]. This supports previous research related to
the involvement of oxidative stress in cell deaths caused dur-
ing RNA virus infection. It opens doors for the development
of new drugs by making the enzymes or other key factors
involved in ROS production the main targets. Mitochondria
are the main production houses of ROS during RGNNV
infection, which ultimately leads to mitochondria-mediated
cell death [94, 222]. Mitochondria complexes I and II of the
electron transport chains are the major sites of ROS pro-
duction [222, 223]. The inhibition of complexes I (rotenone)
and II (antimycin) and the oxidation of either complex both
lead to increased ROS production [222, 224-226]. However,
ROS are also important in the activation of the body’s
antioxidant enzymes such as SOD and glutathione peroxidase
[127, 227]. RGNNV-infected cells were found to produce
ROS at 24h after infection, with a gradual regulation of
catalase and Nrf2 transcription factors [228] and autophagy
(unpublished data). However, it remains unclear whether
Nrf2 upregulates ROS production. We used antioxidants such
as NAC and DPI and overexpressed zfcatalase to further
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explore our hypothesis and found a decrease in RGNNV-
induced ROS production and an increase in cell viability. The
cell death mechanism influenced by the novel antinecrotic
cell death protein Bl remains unknown. To determine which
cell death mechanism is influenced by Bl, we examined
how the Betanodavirus nonstructural protein Bl regulates
oxidative stress and p53 expression in fish cell lines [94].

11. Conclusion and Future Perspective

Viral infections are becoming more common daily around
the world. People living in the poorest countries represent the
most infected population due to their unhygienic food condi-
tions, illiteracy, and lack of basic health care. Identifying the
main culprit of new epidemics is the most important factor in
controlling the outbreak of disease. Many host mechanisms
have been shown or are suspected to contribute to the
pathogenesis of viral infections, such as ROS and cytokines.
Current studies of ROS are based on the lethal effects of
ROS in various diseases such as cancer, HIV, hepatitis, and
diabetes. The discovery of “respiratory bursts” revealed that
ROS are only produced by phagocyte cells to protect against
microbial invasions and are thus considered toxic molecules.
However, recent cellular ROS studies have shown that ROS
are produced in all types of cells and serve as important
messengers in cell signaling and various signal transduction
pathways. The ROS produced inside cells are maintained by
complex intracellular regulatory systems. Cells respond to the
ROS they produce according to different parameters such as
intensity, duration, and amount. Therefore, the combination
of several mechanisms described in this review could be
exploited to find new solutions for combating oxidative stress
in different viral infections. However, the role of oxidants in
viral diseases is more complex because it includes metabolic
regulations for both host metabolisms and viral replication.
A number of different additional host mechanisms have been
shown or are suspected to contribute to the pathogenesis of
viral infections, including excessive cytokine, lipid peroxida-
tion, lipid mediator release, and compliment activation [15,
229]. Therefore, more deep and detailed research is needed
to interfere with the activation or stop the undesired effects
of these pathways. The limitations of interfering with such
viral disease mechanisms are similar to those involved in
interfering with oxidant generation, as these pathways are
associated with normal host physiology and pathology. It is
clear that any useful approach to solving this problem will
require a variety of drugs rather than two or three drugs
according to modern pharmacotherapy. Clarifying the role of
oxidation stress in apoptosis could lead to a discovery of novel
therapeutic strategies and pathogenetic insights into different
viral diseases, particularly given that ROS-mediated mech-
anisms are responsible for apoptosis during viral infections.
ROS were initially detected based on simple absorbance mea-
surements. Due to the discovery that ROS act as intracellular
messengers and regulators, the absorbance-based detection
was replaced by fluorescence- and luminescence-based forms
of detection that are more specific and accurate and less
time consuming. The present-day cellular ROS research faces
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great difficulty in detecting ROS due to the lack of reporter
agents against these molecules. Because ROS molecules are
highly reactive with most other molecules, designing reporter
agents has been difficult. Some of the challenges involved
in researching cellular ROS in different diseases include the
following.

(i) Although much of the available evidence supports
the involvement of ROS in lung injuries caused by
the influenza A virus, the molecular mechanism and
enzymes for ROS production remain unclear. Thus,
knowing the enzymes and other key factors could
be the main aim in designing new drugs against the
influenza infection.

(ii) Studying the oxidative stress in HIV-infected patients
has opened new doors for cellular ROS researchers
to use antioxidants as novel drugs to decrease HIV-
1 pathogenesis in humans.

(iii) The current cellular ROS research does not provide
enough proof to show the exact relationships among
mitochondria functions, ROS production, ROS dam-
age, and the development of clinical phenotypes.

(iv) Research has shown that ROS are the main regulatory
factors in a number of molecular pathways, especially
those linked to the development and spreading of
tumors. Thus, studying ROS as the main therapeutic
targets could be made a focus for controlling disease.

(v) The role of ROS and mitochondria in neurodegener-
ative diseases and aging is also a matter of interest, as
the oxidative stress generated by an ROS imbalance
can be a consequence rather than a cause of the
disease process.

(vi) Studying the detailed mechanisms of NO"/redox-
mediated signaling will help in the development of
novel therapeutic approaches to addressing heart
failure.

(vii) It remains unknown how much of the mitochondrial
damage in Parkinson’s disease cases is of genetic
origin and how much is caused by the H, O, generated
in the dopamine produced by neurons.

As discussed previously, much of the available evidence
indicates that free radicals play a complex role in different
viral diseases, beginning with their influence on the host
cell's metabolism and viral replication and extending to
their desired inactivation effects on viruses and less-desired
toxic effects on host tissues. The use of antioxidants in viral
disease therapy could therefore be applied at many levels
and replace the old symptomatic therapy, which would not
alter the viral replication. The new therapy should also target
additional mechanisms that contribute to the symptoms
and pathology of viral diseases such as cytokines, lipid
peroxidation, and NO'. Most virus-induced ROS generation
is linked to the activation of different signaling molecules
and transcription factors such as NF-xB, STAT (STAT],
STAT3), and JAK (JAK2). However, the intracellular signaling
events that lead the viral-induced gene expression are mostly

unknown. Some ROS researchers have described ROS as
secondary messengers that influence a number of different
molecular processes, including the apoptotic, antiapoptotic,
and proapoptotic expression of a number of genes. The
physiological role played by ROS is important because viruses
depend on the biosynthetic mechanisms of their host cells as
intracellular parasites. The activation of ROS production in
viral infections in the absence of antiviral antibodies could
play a role in the generation of symptoms and pathologies
such as the induction of fever in the influenza virus and
could also lead to internal organ hemorrhages. Therefore,
the main challenge for present-day molecular virologists
is to understand the pathophysiological functions of ROS,
which would provide deep understanding of the many
aspects of viral infectious diseases. The effect of ROS on
the host's immune response is another important factor of
viral pathogenesis and mutation. The toxicity and reactivity
of ROS, which are produced in excess amounts by the
overreactions of immune responses against the organs or
tissues in which viruses replicate, may explain the tissue
injury mechanisms observed in the different viral diseases
involving immunological interactions. Understanding of the
host pathogen interactions at the molecular level requires
the characterization of host-derived small radical molecules,
which appear to play an important role in the pathogenesis
of viral infection. An energizing concept related to free
radicals would contribute to the insights into the molecular
mechanisms of pathological events that occur as a result of
the interaction between viruses and their hosts. Therefore,
more deep and detailed research must be conducted to better
understand the molecular mechanism and specific apoptotic
pathways involved in ROS-mediated cell death. The growing
interest shown by cellular ROS researchers should provide
answers for many of these unsolved questions.
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Intracerebral hemorrhage (ICH) is the most common form of hemorrhagic stroke, accounting for 15% of all strokes. ICH has the
highest acute mortality and the worst long-term prognosis of all stroke subtypes. Unfortunately, the dearth of clinically effective
treatment options makes ICH the least treatable form of stroke, emphasizing the need for novel therapeutic targets. Recent work by
our laboratory identified a novel role for the necroptosis inhibitor, necrostatin-1, in limiting neurovascular injury in tissue culture
models of hemorrhagic injury. In the present study, we tested the hypothesis that necrostatin-1 reduces neurovascular injury after
collagenase-induced ICH in mice. Necrostatin-1 significantly reduced hematoma volume by 54% at 72 h after-ICH, as compared to
either sham-injured mice or mice administered an inactive, structural analogue of necrostatin-1. Necrostatin-1 also limited cell death
by 48%, reduced blood-brain barrier opening by 51%, attenuated edema development to sham levels, and improved neurobehavioral
outcomes after ICH. These data suggest a potential clinical utility for necrostatin-1 and/or novel necroptosis inhibitors as an adjunct

therapy to reduce neurological injury and improve patient outcomes after ICH.

1. Introduction

Spontaneous intracerebral hemorrhage (ICH) accounts for
~15% of all strokes and induces a 30-day mortality rate
of ~40% [1-5]. The rupture of small vessels damaged by
chronic hypertension or amyloid angiopathy induces primary
ICH, creating a space-occupying hematoma within the brain
parenchyma. Hematoma volume directly correlates with
neurological deterioration and patient mortality [2, 6-9]
and neurosurgical clot evacuation produces more favorable
outcomes in subsets of ICH patients; however, many patients
are not amenable to surgical intervention due to hematoma
location or concurrent intraventricular hemorrhage [10]. As
such, conservative management remains a clinical mainstay;,
reinforcing the notion that ICH is the least treatable form
of strokes and stressing the need for novel therapeutic
approaches.

Vascular injury and inflammatory activation are pre-
dictive markers of hematoma enlargement, development of
vasogenic edema, and acute neurological deterioration [11,

12]. Apoptosis of cerebral endothelial cells increased blood-
brain barrier (BBB) permeability, vasogenic edema, and
neurological impairment after hemorrhagic stroke [13, 14].
Furthermore, activation of the proinflammatory transcrip-
tion factor, NFxB, correlated with apoptotic cell death within
perihematomal blood vessels after ICH [15]. Thus, a reduction
in neurovascular injury may improve outcomes after ICH;
however, the underlying mechanisms remain poorly defined
and contribute to the lack of medical treatment options after
ICH.

Inflammation is a conserved immune response to tissue
injury. Hemolysis of extravasated erythrocytes triggers the
release of proinflammatory mediators in and around the
hematoma core. Along these lines, inflammatory activation
correlates with increased hematoma expansion, neurological
deterioration, and a poor functional recovery after ICH [12,
15-17]. Notably, elevated plasma concentrations of the proin-
flammatory mediator, tumor necrosis factor-o (TNF-«), clin-
ically correlated with acute hematoma enlargement, edema
development, and patient outcome following ICH [18-22].
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Similarly, TNF-«a expression was acutely increased within
the perihematoma tissue using multiple species and models
of experimental ICH [23-28]. Coupled with our finding
that neurovascular injury directly correlated with TNF-«
expression after ICH in mice, TNF-a may induce acute
neurological injury after ICH; however, the mechanisms
underlying TNF-a-induced neurovascular injury after ICH
remain poorly defined.

Recent evidence suggests that TNF-« induces necrop-
tosis, a novel form of cell death that exhibits features of
apoptosis, necrosis, and type 2 autophagic death [29-32].
Although the role of necroptotic cell death after ICH remains
unexplored, we first reported that hemin, a hemoglobin
oxidation byproduct that accumulates within intracranial
hematomas [33], induced TNF-« expression and promoted
necroptotic cell death in cultured astrocytes [34]. Receptor
interacting protein kinase 1 (RIPK1) is a multifunctional
protein kinase that interacts with TNF-« receptor (TNFR)
to promote NF«xB and to activate necroptotic cell death [35-
37]. Thus, RIPK1 may represent a novel therapeutic target
after ICH. Herein, we hypothesized that necrostatin-1 (Nec-
1), a novel and highly selective RIPK1 inhibitor, improves
neurological outcomes following ICH.

2. Materials and Methods

2.1. ICH Model. Animal studies were reviewed and approved
by the Committee on Animal Use for Research and Education
at Georgia Regents University (Protocol number 2008-0166),
in compliance with NIH guidelines. Male CD-1 mice (8-
10 weeks old; Charles River, Wilmington, MA, USA) were
anesthetized with a cocktail of 8 mg/kg xylazine and 60 mg/kg
ketamine. Throughout all surgical procedures, body tem-
perature was maintained at 37°C by using a small-animal
temperature controller (David Kopf Instruments, Tujunga,
CA, USA). Mice were placed into a stereotactic frame and
a 0.5mm diameter burr hole was drilled over the parietal
cortex, 2.2 mm lateral to the bregma. A 26-gauge Hamilton
syringe, loaded with 0.04 U of bacterial type IV collagenase in
0.5 puL saline, was lowered 3 mm deep from the skull surface
directly into the left striatum. The syringe was depressed at
a rate of 450 nL/min and left in place for 10 minutes after
the procedure to prevent solution reflux and excess diffu-
sion. Sham animals underwent the same surgical procedure,
except that saline was stereotactically injected rather than
collagenase. After the syringe was removed, bone wax was
used to close the burr hole, the incision was surgically stapled,
and mice were kept warm until recovery of the righting
reflex. This entire procedure was detailed previously by our
structural analog (Nec-1;,,v.) (Tocris, Ballwin, MO, USA;
see Figure 1), or saline (placebo) was administered via the
intracerebroventricular (icv) route at the time of injury. This
dose of Nec-1 and route of administration were based on
previous studies showing efficacy in preclinical models of
stroke and traumatic brain injury [37, 38].

2.2. Hematoma Volume. Hematoma volume was spectropho-
tometrically quantified by the QuantiChrom Hemoglobin
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FIGURE 1: Chemical structures of Nec-1 and Nec-1;, ive-

Assay Kit (Bioassay Systems, Hayward, CA, USA), as per
the manufacturer’s recommendations and as routine to our
laboratory [39]. The amount of hemoglobin in each hemi-
sphere was calculated using the following: [(optical density
of sample/optical density of calibrator)=100].

2.3. BBB Permeability. BBB permeability was quantified fol-
lowing administration of Evans blue (20 mg/mL in PBS,
iv.) 2h prior to sacrifice. Blood (100 L) was obtained by
cardiac puncture and centrifuged, and then the plasma
was diluted in N,N-Dimethylformamide (1:1000). Following
perfusion with saline, brains were weighed, solubilized in
N,N-Dimethylformamide, and then incubated at 78°C for
18 h. Absorbance was then determined in brain and blood
samples at 620 nm using a Synergy HT plate reader (Bio-
Tek, Winooski, VT, USA). The concentration of Evans blue
(ug/uL) in each sample, a measure of BBB permeability,
was calculated using a standard curve, and permeability
was equal to [(Evans blue concentration of brain/weight
of brain)/(Evans blue concentration of plasma/circulation
time)], as reported previously by our group [39, 40].

2.4. Assessment of Cerebral Edema. Brain water content, an
established measure of cerebral edema, was quantified in
2 mm coronal tissue sections of the ipsilateral or correspond-
ing contralateral striatum, as routine to our laboratory [39-
42]. Tissue was immediately weighed (wet weight) and then
dehydrated at 65°C. Samples were reweighed 48 h later to
obtain a dry weight. The percentage of water content in each
sample was calculated as follows: % Brain water content =
[((wet weight—dry weight)/wet weight) %100].
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2.5. RNA Isolation and qRT-PCR. Total RNA was isolated (SV
RNA Isolation kit, Promega, Madison, WI, USA) and qRT-
PCR was performed on a Cepheid SmartCycler II (Cepheid,
Sunnyvale, CA, USA) using a Superscript III Platinum
SYBR Green One-Step qRT-PCR kit (Invitrogen, Carlsbad,
CA, USA), as per our laboratory [34, 39, 41-43]. Product
specificity was confirmed by melting curve analysis and
visualization of a single, appropriately sized band on a 2%
agarose gel. Gene expression levels were quantified using a
cDNA standard curve and data was normalized to RPS3, a
housekeeping gene that is unaffected by the experimental
manipulations. Data is expressed as fold change versus sham.

2.6. Immunohistochemistry. Deeply anesthetized mice were
perfused with saline followed by 4% paraformaldehyde in
PBS. Brains were removed and postfixed in 4% paraformalde-
hyde overnight at 4°C and then transferred into 30% sucrose.
Tissue sections (20 um) were direct-mounted onto glass
slides and stained using a primary antibody against glial
fibrillary acidic protein (GFAP; Dako, 1:200), as detailed
by our laboratory [41, 44]. After labeling with an Alexa-
Fluor tagged secondary antibody, immunoreactivity was
determined using a Zeiss LSM510 confocal microscope.

2.7 Propidium lodide Staining. Propidium iodide (PI, 150 ng)
was administered via tail vein five hours prior to sacrifice.
Following tissue sectioning, brain sections were imaged by
confocal microscopy. The number of PI positive cells was
quantified by cell counts in three specified regions within the
perihematomal regions. Counts were normalized to placebo-
treated mice after ICH.

2.8. Neurological Outcomes. Neurological injury was deter-
mined using a modified 24-point scale, as detailed previously
by our laboratory and others [39, 40, 45, 46]. This scale com-
prised six behavioral tests, each of which was graded from 0
(performs with no impairment) to 4 (severe impairment). A
composite score was calculated as the sum of the grades on
all six tests.

2.9. Statistical Analysis. One-way analysis of variance
(ANOVA) followed by Student-Newman-Keuls or two-way
ANOVA followed by Tukey’s post hoc test was used for
multiple group comparisons. Data are expressed as mean +/—
SEM. A P value of <0.05 was considered to be significant.

3. Results

3.1. Necrostatin-1 Reduces Hematoma Volume after ICH.
Administration of Nec-1 significantly reduced hematoma
volume within the ipsilateral hemisphere at 72 h after ICH
(Figure 2). Specifically, hemoglobin content was increased
within the injured hemisphere from 26.5 + 2.6 mg/dL in
sham-operated mice to 80.8 + 9.9 mg/dL following ICH (P <
0.001 versus sham). Intrastriatal delivery of Nec-1 at the time
of ICH reduced hemispheric hemoglobin content to 37.3 +
8.1mg/dL (P < 0.001 versus ICH, not significantly different

from sham). Administration of Nec-1; ... also reduced
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FIGURE 2: Nec-1 attenuates hematoma size after ICH. Nec-1 admin-
istration at the time of injury reduced hematoma size at 72 h after
ICH. Coronal brain images were prepared and digitally captured to
visualize hematoma size (top panels). Hematoma volume was quan-
tified by determining the hemoglobin content of each hemisphere
at 72 hours after ICH (bottom panel). Data are expressed as mean +
SEM (*P < 0.05, ***P < 0.001; n = 10-14 per group). Nec-1 and
Nec-1;,.ive Were not significantly different from sham group.

hemoglobin content after ICH (48.6 + 7.2mg/dL; P < 0.05
versus sham-, ICH-, and Nec-1-treated mice).

3.2. Cell Death Is Attenuated by Necrostatin-1 after ICH.
The effect of Nec-1 on hematoma volume was mirrored by
brain lesion volume, as assessed by hematoxylin and eosin
staining (data not shown). Consistent with this finding,
Nec-1 reduced the number of propidium iodide positive
(PI*) cells within the perihematomal tissue by 48%, as
compared to ICH only mice (P < 0.01) (Figure 3). In
contrast, Nec-1,, .. reduced the number of PI* cells by 6.3%
(not significantly different from placebo treated after ICH).
Astrogliosis, a conserved response to brain injury [47, 48],
was similarly reduced by Nec-1 treatment. Administration of
Nec-1 reduced GFAP expression after ICH, as assessed by
Western blotting and by immunohistochemistry, consistent
with the attenuation of cellular injury (Figure 4). Coupled
with our observation that Nec-1 attenuated proinflammatory
gene expression, including reduced TNF-« expression (MEK
and KMD, unpublished observations), these findings suggest
that necroptosis contributes to glial reactivity after ICH.

3.3. Necrostatin-1 Reduces Neurovascular Injury after ICH.
Cerebral edema is a major cause of patient deterioration after
ICH. Over the first 24 h after ICH, a significant increase in
Evans blue extravasation, a sensitive measure of blood-brain
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FIGURE 3: Nec-1 reduces cell death after ICH. Nec-1 administration at the time of ICH reduced perihematomal cell death, as assessed by PI
staining. Top panels are representative images from placebo- or Nec-I-treated mice following ICH. Bottom panel depicts the quantification

of PI staining following treatment with Nec-1 or Nec-1; . ive-
as mean + SEM (** P < 0.01 versus placebo; n = 5 per group).

barrier disruption, is observed. This breach in the blood-
brain barrier was maximal between 3 and 12 h after injury,
with spontaneous resealing observed at 24 h. Administration
of Nec-1 at the time of injury significantly reduced Evans
blue extravasation at all time points (Figure 5). In contrast,
Nec-1,,,ciive did not significantly reduce blood-brain barrier
opening at any time point, as compared to placebo-treated

mice, suggesting a specific effect of Nec-1.

BBB opening contributes to the development of vasogenic
edema; thus, the effect of Nec-1 on edema development was
next assessed. As was observed with Evans blue extravasation,
Nec-1 reduced brain water content at all time points up to
5 days after ICH. The maximal effect of Nec-1 was noted
at 24 h after ICH whereby brain water content was reduced
from 80.3 + 0.2% in placebo-treated ICH mice to 76.8 + 0.4%
following Nec-1 administration (P < 0.05 versus placebo)
(Figure 6). As was observed with BBB opening, Nec-1; . e
was without effect on brain edema development after ICH
(82.7 £0.7%; P < 0.05 versus Nec-1, not significantly different
from placebo). No significant differences were observed
between groups in the contralateral hemispheres.

3.4. Necrostatin-1 Improves Neurological Outcomes after ICH.
In line with a reduction in cell death and reduced edema
development, necrostatin-1 improved neurological outcomes
after ICH. Specifically, necrostatin-1 significantly improved
the outcomes using a 24-point scale across the first 72 h after
injury, as compared to either placebo- or Nec-1;, .-treated
mice after ICH (P < 0.001 versus placebo-, Nec-1,,, iive-
treated ICH mice) (Figure 7). Mice treated with necrostatin-1

Cell counts were normalized to placebo-treated ICH mice. Data are expressed

were behaviorally not significantly different from sham-
operated mice.

4. Discussion

ICH, the most common form of hemorrhagic stroke, is
associated with the highest mortality and the worst long-
term neurological outcomes of all stroke subtypes [6]. One-
year mortality rates are >60% and of the ~67,000 Americans
suffering an ICH annually, <20% recover functional indepen-
dence after six months [1, 2, 49]. Notably, the incidence of
ICH is expected to double over the next several decades due
to an aging population and to changes in racial demographics
[3]. These data emphasize the devastating nature of ICH and
indicate the need for improved treatment options.
Extravasation of erythrocytes creates a space-occupying
hematoma within the brain parenchyma [6-9, 50-54].
Hematoma growth continues over the ensuing hours due
to rebleeding from the ruptured arteriole, bleeding in sur-
rounding compressed vessels, and/or local clotting defects
after vessel rupture [6, 8, 50]. The persistent or recur-
rent bleeding exacerbates the mass lesion, induces local
compression of the microvasculature, and contributes to
subsequent neurovascular dysfunction [3, 6-8, 50-53, 55,
56]. Hemolysis promotes spontaneous hematoma resolution;
however, the concurrent production of hemoglobin degra-
dation metabolites induces the release of proinflammatory
mediators within and around the hematoma core. Along
these lines, acute increases in TNF-« within the cerebrospinal
fluid and plasma of spontaneous ICH patients correlated with
patient mortality [22]. Furthermore, increased expression of
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FIGURE 4: Effect of Nec-1 on ICH-induced reactive gliosis. Reactive astrogliosis was visualized by (a) Western blotting or (b) immunohisto-
chemistry for glial fibrillary acidic protein (GFAP) at 72 h after ICH. GFAP immunoreactivity was increased and exhibited a characteristic

stellate morphology after ICH. Administration of Nec-1 significantly reduced these effects whereas Nec-1

representative of 5 mice per group. Scale bar = 20 ym.

FasL and a corresponding decrease in s-Fas (an inhibitor of
Fas activation) were detected in perihematomal brain tissue
from ICH patients, as compared to control patients [57].
Although the functional significance of the inflammatory
response remains incompletely understood, acute expression
of both FasL and TNF-« was associated with cellular injury
and with edema formation after ICH [19, 57, 58]. These
findings suggest a detrimental role for the early inflammatory
response after ICH, yet the precise mechanisms whereby
inflammation contributes to poor patient outcomes remain
elusive.

Cell death is an important component of neurological
injury after ICH, although the form(s) of cell death after
ICH remain poorly defined. Features of both apoptotic and
necrotic cell death appear within six hours of injury in
perihematomal neurons and glia in preclinical ICH models
and in postmortem human studies, with peak injury noted at
three days [59-62]. Similarly, loss of plasmalemma integrity,

inactive Was without effect. Data are

a phenotypic hallmark of necrotic cell death, increased over
the first three days after collagenase-induced ICH in mice
[63], further suggesting a prominent role for necrosis after
ICH. In contrast to the view of necrosis as a passive, irre-
versible form of cell death, necroptosis is a newly described
form of programmed necrosis that is induced by FasL
and/or TNF-« [64]. As activation of the proinflammatory
transcription factor, NFxB, was associated with cell death
after ICH, we hypothesized that necroptosis may contribute
to neurovascular injury after a brain hemorrhage. To test
this possibility, we investigated whether Nec-1, a novel small
molecule inhibitor of necroptosis [64], could reduce neuro-
logical injury after ICH.

Herein, we identified a novel role for Nec-1 in reducing
cell death, attenuating hematoma expansion, limiting blood-
brain barrier disruption, and restricting edema development
after ICH. Our findings, which are in agreement with a recent
report showing Nec-1 on apoptotic and autophagic cell death
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FIGURE 5: Nec-1 maintains blood-brain barrier integrity after
ICH. Mice were administered Nec-1 or Nec-1, . at the time
of collagenase-induced ICH. Evans blue extravasation, a sensitive
measure of BBB disruption, was assessed at (a) 3h or (b) 12 h after
ICH. Data are expressed as mean + SEM and were analyzed by one-
way ANOVA followed by Student- Newman-Keuls post hoc test

(""P < 0.01, """ P < 0.001, n = 7-8 per group).

after collagenase-induced ICH [65], extend these findings
using clinically relevant endpoints and suggest a potential
role for targeting cell death pathways after ICH. Although
the mechanism(s) whereby Nec-1 limited neurological injury
were not explored in this study, it is notable that the biolog-
ically inactive, structural analog of Nec-1 did not exert the
same protective effects of Nec-1 with respect to BBB opening,
edema development, and behavioral outcomes; however, it
is noteworthy that Nec-1; ... attenuated hematoma volume
to a similar magnitude as compared to Nec-1. Whereas
these data suggest that the actions of Nec-1 may be selective
rather than due to a nonspecific antioxidant effect, it remains
unclear how Nec-1,, e Selectively exerted this effect on
hematoma volume. Notably, a recent report suggested that
Nec-1;,.iive €xerts biological activity on some necroptosis
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FIGURE 6: Nec-1 reduced edema development after ICH. Mice
were administered Nec-1 or Nec-1,,, . at the time of collagenase-
induced ICH. Brain water content, a measure of cerebral edema,
was assessed in the ipsilateral hemisphere at (a) 24h or (b) 72h
following ICH. Comparisons within each hemisphere between
different treatment groups were done using a one-way ANOVA
followed by Student-Newman-Keuls post hoc test ("P < 0.05,
“**P < 0.001). Data are expressed as mean + SEM from 10 mice

per group.

assays and sensitizes mice to lethality during systemic inflam-
matory response syndrome [66]. These interesting results
suggest that caution should be taken in the use of Nec-1
as a true biologically inactive control to Nec-1.
Receptor interacting protein 1 (RIP1), the proposed
molecular target of Nec-1 [36], is a serine/threonine protein
kinase implicated in NFxB activation as well as in the initia-
tion of necroptotic cell death [67]. Inflammatory activation at
the time of admission was associated with early neurological
deterioration in ICH patients [12] and NF«B activation
was sustained over the first several days in a preclinical
ICH model [17]. We and others reported that NF«xB acti-
vation stimulates the expression of inflammatory mediators

inactive
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FIGURE 7: Nec-1 improves neurological outcome after ICH. Mice
were administered Nec-1 or Nec-1; .. at the time of collagenase-
induced ICH. Neurological outcomes were assessed at 24 h, 48 h, or
72 h following sham or ICH. Data are expressed as mean + SEM (n =
10/group) and were analyzed using a repeated measures ANOVA
followed by Bonferroni’s post hoc test (P < 0.05, P < 0.01,

***p < 0.001).

associated with necroptosis (e.g., TNF-«), induces blood-
brain barrier permeability, increases edema development,
and exacerbates neurobehavioral deficits after experimental
ICH [15, 17, 39]. Furthermore, we reported that the NF«xB
inhibitor, curcumin, promoted hematoma resolution and
improved neurological outcomes after collagenase-induced
ICH in mice [39]. Taken together, these results raise the
unexplored possibility that RIP1 mediates acute neurological
injury after ICH. Future work by our laboratory will charac-
terize this interesting mechanism in further detail.

Nuclear blebbing and karyorrhexis were observed in glial
cells within the white matter after intraventricular hemor-
rhage in preterm infants [68]. Astrocytic loss temporally
preceded vascular injury after experimental ICH [28, 62]
and focal astrocyte loss increased microvascular damage
and induced transient BBB opening [69]. Although the
cellular targets of Nec-1 after ICH were beyond the scope
of the present study, these findings raise the possibility
that the beneficial effects of Nec-1 observed herein may
involve, at least in part, maintenance of glial function.
Astrocytes are the primary source of the nonenzymatic
antioxidant, glutathione, within the brain. We first reported
that hemin rapidly depleted intracellular glutathione and
induced caspase-independent cell death in murine astrocytes
via an inflammatory mechanism [34]. Interestingly, this
cellular injury was reversed by Nec-1, suggesting a role
for necroptosis after hemorrhagic injury [34]. Our finding
is consistent with a subsequent report demonstrating that
glutathione depletion enhanced the release of neurotoxic
substances, including TNF-« from human astrocytes [70].
Similarly, Nec-1 prevented glutamate-induced glutathione
depletion and caspase-independent cytotoxicity in HT-22

cells [71]. Coupled with our recent finding that astrocyte-
derived glutathione reduced hemorrhagic injury in cerebral
microvessels [72], Nec-1 may improve neurological outcomes
by limiting astrocytic dysfunction.

Necroptosis is a novel form of programmed cell death
that is initiated by proinflammatory mediators, such as
TNF-a. The model of ICH utilized in this study involves
the intrastriatal injection of bacterial collagenase. Although
this model best recapitulates the spontaneous intracerebral
bleeding and evolving hematoma expansion observed in
patients, collagenase may induce an exaggerated inflamma-
tory response. Thus, the beneficial effects of Nec-1 may be
overestimated. Nonetheless, cells exhibiting both apoptotic
and/or necrotic phenotypes characteristic of necroptosis are
observed in postmortem human brain sections, suggesting
the validity of the protection observed in this study. Another
limitation of the present study is that the mechanisms of Nec-
1 protection remain undetermined. Although regarded as a
highly specific RIP1 inhibitor [36], several in vitro studies sug-
gest a possible direct antioxidant role for Nec-1. Furthermore,
Nec-1 also may block indoleamine-2,3-dioxygenase (IDO),
which catabolizes tryptophan into kynurenine. The inclusion
of Nec-1;,ive 1 consistent with a selective effect of Nec-
1 as this analogue does not reportedly exhibit antioxidant
activity nor does it inhibit mouse IDO [73], although a recent
conflicting report suggests that Nec-1; . .. may attenuate
human IDO activity [66]. Thus, the possibility that some or
all of the beneficial actions of Nec-1 are mediated via RIP1-
independent mechanisms after ICH cannot be excluded.
Future work by our laboratory will further characterize
the specific therapeutic role of RIPI targeting after brain
hemorrhage. Regardless of the precise cellular mechanism,
these studies suggest a novel protective role for Nec-1 after
ICH.

5. Conclusions

The necroptosis inhibitor, Nec-1, reduced neurovascular
injury and improved outcomes when administered at the
time of injury in a preclinical model of ICH. These data
suggest that therapeutic targeting of programmed necrosis
may improve patient outcomes after a brain hemorrhage.
Future work with more selective necroptosis inhibitors will
establish the therapeutic window for improving neurovascu-
lar outcomes after ICH, providing a framework for potential
clinical translation of these findings.
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A common assumption of excitotoxic mechanisms in the nervous system is that the ionic imbalance resulting from overstimulation
of glutamate receptors and increased Na™ and Ca™" influx overwhelms cellular energy metabolic systems leading to cell death. The
goal of this study was to examine how a chronic Na* channel leak current in developing Purkinje cells in the heterozygous Lurcher
mutant (+/Lc) affects the expression and distribution of the a3 subunit of the Na*/K™ ATPase pump, a key component of the
homeostasis system that maintains ionic equilibrium in neurons. The expression pattern of the catalytic «3 Na*/K* ATPase subunit
was analyzed by immunohistochemistry, histochemistry, and Western Blots in wild type (WT) and +/Lc cerebella at postnatal days
P10, P15, and P25 to determine if there are changes in the distribution of active Na"/K" ATPase subunits in degenerating Purkinje
cells. The results suggest that the expression of the catalytic a3 subunit is altered in chronically depolarized +/Lc Purkinje cells,
although the density of active Na"/K" ATPase pumps is not significantly altered compared with WT in the cerebellar cortex at P15,

and then declines from P15 to P25 in the +/Lc cerebellum as the +/Lc Purkinje cells degenerate.

1. Introduction

The Na*/K" ATPase pump (Na/K pump) in neurons plays
a key role in maintaining the transmembrane electrical
gradient that is critical for normal function. The mature
pump resides in the plasma membrane and exports 3 Na™ ions
for every two K ions it imports at a cost of 1 ATP molecule,
resulting in a net outward, hyperpolarizing current [1]. In
healthy cerebellar Purkinje cells, increases in the expression
levels of the Na/K pump during postnatal development are
associated with the gradual hyperpolarization of the Purkinje
cell membrane potential [2, 3]. All Na/K pumps contain an
alpha («) and a beta (f8) unit, though in some cell types
the pump contains an additional FXYD protein [4, 5]. There
are at least 4 isoforms of the alpha subunit and 3 isoforms

of the beta subunit. The « subunit is the catalytic unit and
is responsible for binding of Na* and K' ions, ATP, and
ouabain (an inhibitor). The 3 subunit plays a crucial role in
the structure and maturation of the Na/K pump, including,
for example, aiding in the tracking of the « subunit from
the ER to the plasma membrane [6]. Cerebellar Purkinje
cells exclusively express the a3 and f1 subunits, but some
other cerebellar neurons (e.g., basket cells) or structures (e.g.,
granule cell layer glomeruli) also express the «3 subunit [7].
The FXYD family protein, FXYD1 (Phospholemman), is also
expressed in Purkinje cells and the molecular layer of the
cerebellum [8], but this protein was not analyzed in this study.

Na/K ATPase activity in neurons may contribute as much
as 240pA to the resting membrane potential and pump
activity is increased as a function of neuronal activity [3].
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Changes in Na/K pump activity are also associated with the
adaptive responses of neurons to hypoxia, ischemia, and cell
death [5, 9]. However, whether pump activity is increased
or decreased in response to acute models of cellular injury
appears to depend on the cell type or injury model [10-
13]. There is evidence that Na/K pump activity is directly
regulated by a variety of cellular second messenger signaling
systems. For example, nitric oxide (NO)/cGMP intracellular
signaling can downregulate Na/K pump activity [10]. Con-
versely, in cerebellar Purkinje cells, carbon monoxide (CO)
and glutamate can act through cGMP to promote persistent
increases in Na/K pump activity [14]. Under excitotoxic
conditions, peroxynitrite and reactive oxygen can react with
the Na/K pump to deactivate it [15, 16]. In general, excitotoxic
mechanisms in neurons are associated with overstimulation
of glutamate receptors resulting in an increased Na* and Ca™"
influx that overwhelms cellular energy metabolic systems
leading to cell death [17, 18]. Both increases and decreases in
Na/K pump activity may be theoretically associated with neu-
roprotective or cell-death promoting activities. In chronically
depolarized neurons, increased Na/K pump activity could be
seen to reduce intracellular Na* levels to help restore cellular
homeostasis, but the increased demand for ATP could be
deleterious. Alternatively, decreased Na/K pump activity in
injured cells may allow for increased intracellular Na*, but
the decreased demand for ATP from less active Na/K pumps
may be neuroprotective.

A recent study of HEK293 cells expressing 62 glutamate
receptors (GluRd2) with the Lurcher mutation, GluRs2%,
found that ectopic expression of the mutant receptor in
cultured cells causes a decline in ATP levels [19]. The Lc
mutation in GluRd2 turns the receptor into a constitutively
open membrane channel that chronically depolarizes the
cells expressing the mutant receptor [20]. In the HEK293 in
vitro studies, the authors speculate that over activation of
the Na/K pump in response to the chronic Na' leak may
consume cellular ATP levels leading to cell death [19, 21].
The purpose of this study is to examine how a chronic Na*
leak current mediated by the mutant GluR82" receptor in
developing Purkinje cells in the heterozygous Lurcher (+/Lc)
mouse mutant affects the cellular distribution of &3 subunits
and active Na/K pumps.

The gene for the GluR&2 receptor was first identified
based on its homology to NMDA and AMPA glutamate
receptors, but the receptor does not bind to most gluta-
mate agonists or antagonists, nor does it appear to carry a
membrane current under normal circumstances. GluRé2 is
preferentially expressed in cerebellar Purkinje cells, and in
the +/Lc mutant, cerebellar Purkinje cells become chronically
depolarized at the end of the first postnatal week when
GluRd2 receptors are inserted at Purkinje cell-parallel fiber
synapses. The majority of +/Lc Purkinje cells degenerate
during the first month of postnatal life starting at the end
of the first week via pathways that have been described as
either apoptotic, autophagic, or necrotic [19, 20, 22, 23].
Granule cell death follows as a consequence of the loss of their
primary neuron target population, the Purkinje cells: by the
end of the second postnatal month, almost all Purkinje cells
and 90% of the granule cells have degenerated in the +/Lc
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cerebellum [24]. We have previously hypothesized that before
cell death pathways are activated in +/Lc Purkinje cells, the
chronic depolarization caused by the constitutive cation leak
current from the GluR32™ channel stresses the neuron’s ion
exchange and energy production systems [25, 26]. In support
of this hypothesis, we have previously shown that cytochrome
oxidase activity is dramatically increased in +/Lc Purkinje
cells through P25 [26] and calcium levels are elevated in
+/Lc Purkinje cells in vitro [27]. In addition, the distal
dendrites of +/Lc¢ Purkinje cells contain numerous dilated
mitochondria, suggesting mitochondrial dysfunction [28].
+/Lc Purkinje cells also contain significantly higher levels of
nitric oxide synthase (NOS) activity and protein nitration
[25]. Stimulation of mitochondrial activity in response to the
chronic depolarization is likely to increase the production of
reactive oxygen species (ROS) and increases in intracellular
Ca™" will stimulate NO production. NO and O, free radicals
will react to form peroxynitrite, a highly reactive oxidizing
agent which can damage and kill cells by tyrosine nitration of
critical proteins and membrane lipid peroxidation [29, 30].
The results of this study demonstrate that the expression of
the Na/K pump catalytic «3 subunit is increased, or at least
more concentrated, in individual +/Lc Purkinje cells through
P25. However, as +/Lc Purkinje cells degenerate by P25, total
expression levels of a3 and its 40 kD breakdown product in
the +/Lc cerebellum declines compared with WT cerebella.
The density of active Na/K pumps assayed ex vivo is not
altered at P15, near the peak of +/Lc Purkinje cell death, and
decreased at P25 when there are relatively few remaining
+/Lc Purkinje cells. Our interpretation of the results is that
while the expression of the a3 subunit may be increased
within individual +/Lc¢ Purkinje cells in response to the
chronic stress, potential increases in overall ATPase pump
activity and ATP consumption due to increased expression
of the a3 subunit may be limited by the deactivation and/or
degradation of many «3 subunits.

2. Experimental Procedures

2.1. Animals. GluR82""" mutant and GluR62"/* wild type
(WT) pups were generated by mating BECBACa A“7//A-
Grid2%/] males with WT females (C57BL/6]), both from
Jackson Laboratories. All animals were housed in standard
conditions (14 hours light, 10 hours dark) in the animal
facilities at the Maryland Psychiatric Research Center and
provided with food and water ad libitum. Males were harem
mated with one male per two females. The day of birth was
counted as postnatal day 0 (P0). The animal facilities are fully
accredited by the American Association for the Accreditation
of Laboratory Animal Care (AAALAC) and the studies were
conducted in accordance with the Guide for Care and Use of
Laboratory Animals provided by the NIH.

Mice were either euthanized by cardiac perfusion with
0.9% saline followed by 4% paraformaldehyde (while deeply
anesthetized with Euthasol, >100 pg/g) or by decapitation.
Following the perfusions with 4% paraformaldehyde, brains
were removed from the skull, postfixed for 2 hours, and
then cryoprotected with 20% sucrose in 10 mM phosphate
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buffed saline (PBS). At least 48 hours later, the fixed brains
were embedded in OCT and frozen in isopentane. Following
decapitation, freshly dissected brains were either bisected and
frozen in aluminum foil for Na/K pump activity assays or
the cerebellum was isolated and frozen in crushed dry ice for
Western blot analysis.

2.2. Immunohistochemistry. Fixed, frozen brains were cut
at 12um on a Leica cryostat, collected directly on slides,
and stored at —70°C until stained. For immunofluorescence
studies, slides were rinsed in 10mM PBS, followed by
incubation in two changes of 0.1M glycine for 5min each.
Endogenous fluorescence was reduced by incubating the
sections in 50 mM ammonium chloride for 1 hour. The
sections were then rinsed three times in 10 mM PBS and
then incubated for an hour in blocking solution containing
3% normal goat serum and 0.3%Triton X-100. Sections were
then incubated in the primary antibodies overnight at 4°C.
Sections were double labeled with either rabbit polyclonal
anti-al (gift of Dr. M. Blaustein) or rabbit polyclonal anti-
a3 Na/K ATPase (Upstate, now Millipore, 1/500: and mouse
monoclonal anti-calbindin (Sigma, 1/5000) or rabbit poly-
clonal anti-activated caspase-3 (R&D, 1/500) and monoclonal
mouse anti-a3 Na*/K" ATPase (ABR Affinity BioReagents,
Thermo Scientific Pierce Antibodies, 1/250). The sections
were rinsed 3 times in PBS and then incubated for 2 hours
with fluorescent-labeled secondary antibodies (anti-mouse
or anti-rabbit Alexa 594 and Alexa 488, Molecular Probes,
1/200). After incubation, they were rinsed once in 10 mM
PBS and incubated with 300 nM DAPI, then rinsed 3 times
in 10 mM PBS, once in distilled water, and coverslipped with
gel mount. The finished slides were then photographed using
either an Olympus FV500 laser scanning confocal micro-
scope or a Zeiss Axioplan fluorescence microscope. Confocal
digital images were cropped and adjusted using Adobe Photo-
shop for color balance and intensity. All immunofluorescence
experiments included slides (WT and +/Lc) with no lanti-
body incubation as a control for nonspecificimmunolabeling.
The specificity of both the mouse monoclonal (ABR Affinity
BioReagents) and the rabbit polyclonal (Upstate/Millipore)
anti-a3 antibodies was also tested with Western blots using
homogenized cerebellar tissue from WT and +/Lc¢ mutant
mice (data not shown). The ABR mouse monoclonal antibody
labeled a single 110 kD band that represents the unbound,
native a3 isoform, while the Upstate rabbit polyclonal anti-
body labeled two bands, the 110 kD a3 isoform and a 40 kD
band that has been shown to be a byproduct of a3 isoform
cleavage by calpain activity [31].

For the semiquantitative comparison of Na/K ATPase
immunolabeling in WT and +/Lc cerebella, digital images
of a3 isoform and calbindin immunolabeling of Purkinje
cells were taken at 40x on a Zeiss Axioplan with an
Olympus DP70 CCD camera within the first two days
after staining all of the sections (to avoid uneven fading
artifacts). The raw, unprocessed images were then analyzed
using Metamorph Version 7.0rl. Threshold and colocalization
functions were used to selectively measure the intensity of
a3 isoform immunolabeling in areas that colocalized with

calbindin-stained Purkinje cells in the same section. At least
3 molecular layer regions per cerebellum were selected from
vermal sections in each WT or +/Lc cerebella and the mean
value calculated for each cerebellum. The number of WT and
+/Lc cerebella analyzed at each time point was P10,n = 5 W,
4 +/L¢; P15, n = 5WT, 5 +/L¢; P25, n = 4W'T, 5 +/Lc. The
intensity of the a3 isoform fluorescence signal at P10, P15, and
P25 is expressed as a percent change from labeling intensity
in control Purkinje cells at P10.

2.2.1. Western Blot Analysis. WT and +/Lc cerebella were
collected from freshly dissected brains, rapidly frozen in
dry ice and stored at —70°C until processed. Each cerebel-
lum was homogenized in a buffer containing 50 mM Tris
(pH8.0), 150 mM NaCl, 5mM EDTA, 1%SDS, 10 uL/mL
Protease inhibitor cocktail (Sigma), I mM PMSEF, and 1 mM
NaVO,. The homogenate was centrifuged at 15,000 rpm
for 15 minutes. Protein concentration in the supernatant
was measured using a BioRad protein assay kit. Protein
extracts were diluted in Laemmli sample buffer with -
mercaptoethanol and denatured at 37°C for 5 min and 10 ug
of protein per well was resolved on a Tris-glycine gel. Protein
was transferred overnight at 4°C onto a PVDF membrane.
The membrane was rinsed with 5% nonfat dry milk dissolved
in 1 x TBS. It was then incubated in the anti-a3 Na/K
ATPase (ABR, 1/1000 or Upstate, 1/5000), diluted in TBS/0.1%
Tween (TBS-T) with 1% milk overnight at 4°C, and then
rinsed 3 x 10 min each with PBS-T. The sample membrane
was incubated in alkaline phosphatase-conjugated secondary
antibody (diluted 1/1000) and the protein was detected using
Bio-Rad immun-Star chemiluminescence kit. Film exposed
to the chemiluminescent signal was digitized using a light
box and Pixera Prol50ES digital camera connected to a Power
Macintosh. The optical density of the images was calibrated
using a photographic calibration step tablet (Kodak) so that
data is collected in the linear range of the O.D. The relative
density of the labeled protein bands was determined using
densitometric measurements with Image]. In all studies, once
data from the antigen of interest had been collected, the
membrane was stripped and labeled for total protein with
India ink as a loading control. The density of a3 isoform
protein bands was corrected for the total amount of protein
by calculating the ratio of the density of the a3 isoform band
and the total protein. Changes in the density of the corrected
«3 isoform band were expressed as a percent of the averaged
density of the a3 isoform bands from P25 controls within the
same gel.

2.3. In Situ Na/K ATPase Activity Assay

Histochemistry. The density of active Na/K pumps was mea-
sured in frozen tissue sections using a procedure modified
from previously published protocols [32, 33]. WT and +/Lc
brains were bisected and rapidly frozen in dry ice for 2 min.
The brains were then cut the same day in parasagittal sections
at 20 um. A kidney from one of the wild type animals was
also frozen and a 20 ym section of kidney was placed on each



slide as a positive control. Two slides with 2 sections per slide
from each brain were used in the assay. The sections were
fixed for 10 min in 2% paraformaldehyde, rinsed 3 times each
in PBS, rinsed twice in 50 mM Tris/100 mM sucrose (pH 7.4),
and then rinsed 3 times for 15 min each time in Tris/sucrose
buffer. They were then incubated for 20 min at 37°C in a
lead citrate mix pH 8.8 of 4mM Potassium Citrate, 4 mM
Lead Nitrate, 250 mM Glycine, 25 mM potassium hydroxide,
20% DMSO, 10mM para-Nitrophenylphosphate (p-NPP),
and 2.5 mM Levamisole. Sections were then rinsed in distilled
water, rinsed for 10 min in TRIS/sucrose buffer, and rinsed
again 2 times in distilled water. Sections were developed for
2min in 1% ammonium sulfide, rinsed 2 times in distilled
water, rinsed for 10 min in PBS on a rocker, rinsed in distilled
water, covered in crystal mount, and allowed to dry at room
temp. As an assay for ouabain insensitive activity, one slide
from each brain was treated with 10 mM Ouabain during the
final Tris/sucrose incubation and the lead citrate incubation.

Quantification of Enzyme Activity. Stained slides were pho-
tographed at 5x on a Leica DMR microscope with a 24-
megapixel Power Phase Scanning camera (Phase 1, Inc.). To
decrease variations in background illumination, images of
both the sections and adjacent blank areas of slide were
photographed. The background images were subtracted from
the section images using MatLab. Because of the large num-
ber of sections to analyze in each histochemical experiment,
digital images were collected over three consecutive days. To
calibrate for any potential differences between images taken
in different sessions (e.g., changes in light levels), the change
in average density of a selected section that was imaged all
three days was subtracted from the respective day. Using
Image], a systematic random set of points was selected to
measure optical densities. The density for the molecular layer
and granular cell layers was averaged for each brain from
measurements of two sections per brain per experiment. The
ouabain-specific activity was calculated by subtracting the
density of the ouabain treated tissue from the density of the
untreated tissue.

3. Statistical Analyses

Statistical comparisons between experimental and control
groups were made using two-way or one-way analysis of
variance (ANOVA) and post hoc comparisons were made
using Bonferroni/Dunn (Statview 5.01).

4. Results

4.1. Cellular Distribution of a3 Na/K Pump Isoforms in
WT and +/Lc Purkinje Cells. A previous study has shown
that in an adult mouse cerebellum, the al Na/K pump
subunit is expressed in granule cells and glomeruli, a2
subunits are expressed in astrocytes, and a3 subunits are
expressed in Purkinje cells, basket cell processes, and mossy
fiber glomeruli [7]. Since both Purkinje and granule cells
degenerate in the +/Lc¢ mutant, the «1 and a3 subunits were
initially selected for study as the most likely isoforms to
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show altered expression patterns. A preliminary immuno-
histochemical survey did not show any evidence of changes
in the distribution or intensity of immunolabeling of the al
subunit (results not shown), but there was evidence of distinct
changes in the pattern of immunolabeling for the a3 subunit
in the +/Lc cerebellum from P10 to P25. Vermal cerebellar
sections from at least 4 WT and +/Lc cerebella at P10, P15,
and P25 were double immunolabeled for calbindin and the
«3 subunit using the Upstate rabbit polyclonal antibody
that recognizes both the 110kD full length «3 isoform and
the 40kD byproduct of «3 isoform cleavage in Western
blots. In both WT and +/Lc cerebella from P10 to P25,
the a3 subunits appear to be expressed in Purkinje cells,
the molecular layer, and granule cell layer glomeruli in a
similar pattern to that described by Peng et al. [7] in the
cerebellum of adult rats. a3 expression in WT Purkinje cells
is diffusely distributed throughout the dendrites and cell
body as shown for P15 WT Purkinje cells in Figures 1(b)
and 1(c) (green labeling). In contrast, the immunolabeling
for a3 is qualitatively different at all three ages in +/Lc
Purkinje cells. From P10, the a3 isoform labeling becomes
more intense and less diffuse within +/Lc¢ Purkinje cells. As
shown for P15 +/Lc¢ Purkinje cells in Figures 1(e) and 1(f),
immunolabeling for the a3 subunit (green) is more punctate
and concentrated around the primary dendrites and cell
bodies so the labeling appears more intense, though there is
some variation between different Purkinje cells. For example,
the a3 labeling is particularly intense in the two left most
+/Lc Purkinje cells in Figures 1(d)-1(f) (white arrows), where
the a3 isoform appears to surround the stunted primary
Purkinje cell dendrites especially in the lower two-thirds of
the molecular layer. a3 immunolabeling is also seen around
the Purkinje cell bodies but not as much within the cell body
in comparison with WT Purkinje cells. 3 immunolabeling
in the granule cell layer glomeruli is indicated by white
asterisks in Figures 1(e) and 1(f). While we cannot rule out
the possibility that some of the increased &3 immunolabeling
in the Purkinje cell and molecular layers in the +/Lc cerebellar
cortex may be in climbing fibers, it is clear that the intensity
and distribution of «3 immunolabeling is altered in the +/Lc
cerebellar cortex.

+/Lc Purkinje cells that appear to be in the final stages
of degeneration express activated caspase-3 [34, 35]. To
determine if &3 subunit expression persists in dying Purkinje
cells, cerebellar sections from P15 and P25 +/Lc cerebella
were double labeled with antibodies to activated caspase-
3 and the a3 isoform and counterstained with DAPI. The
distribution of a3 isoform labeling in activated caspase-
3 positive +/Lc Purkinje cells was examined in cerebellar
sections from three +/Lc mutants at P15. Confocal images
of two such degenerating +/Lc Purkinje cells are shown in
Figures 2(a) and 2(b), illustrating that +/Lc Purkinje cells
continue to express the a3 isoform even as they degenerate.
The stunted dendrites and cell body of the activated caspase-
3 positive (red) +/Lc Purkinje cell shown in Figure 2(a) show
punctate labeling for a3 (green and yellow) throughout the
remaining dendritic tree and cell body. The +/Lc Purkinje cell
shown in Figure 2(b) appears to be at an advanced stage of
degeneration with only a few retracted dendrites remaining
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FIGURE 1: Confocal images of immunohistochemistry for the &3 isoform of Na/K pumps in the cerebellar cortex of wild type (A)-(C) and
+/Lc mice (D)-(F) at P15. The cerebellar sections in (A)-(F) were double labeled for calbindin (red) and the a3 isoform (green) with overlaid
images in (C) and (F). The white arrows in (E) and (F) indicate calbindin labeled +/Lc Purkinje cells with particularly intense a3 isoform
immunostaining. The asterisks in (E) and (F) indicate a3 isoform labeling in the granule cell layer. Scale bars: 20 ym.

(®)

FIGURE 2: Confocal images of immunohistochemistry for activated caspase-3 (red), the «3 isoform (green), and DAPI (blue) in +/Lc cerebellar
sections at P15. The white arrows in (a) and (b) indicate degenerating +/Lc Purkinje cells that are also immunolabeled for the «3 isoform. The
red arrowheads indicate what appear to be the degenerating dendrites of the +/Lc Purkinje cell surrounded by «3 immunolabeling. The white
arrowheads indicate the cell bodies of +/Lc Purkinje cells that have not yet started to express activated caspase-3. The nuclear DAPI labeling
is faint and diffuse in the neighboring +/Lc Purkinje cells that do not yet express activated caspase-3. The monoclonal mouse anti-«3 isoform
specific only for the full 110 kD «3 isoform was used in this case and a similar labeling pattern is observed compared to the rabbit polyclonal

a3 antibody. Scale bars: 20 ym.



as detached spherical blebs or tubes (red arrowheads). Yet the
remaining parts of the degenerating Purkinje cell dendrites
are surrounded by a3 immunolabeling. DAPI labeling (pur-
ple) in the nuclei of both activated caspase-3 positive neurons
shows the condensation of the nuclei in the degenerating +/Lc
Purkinje cells (white arrows). Nuclear DAPI labeling is found
in the neighboring +/Lc Purkinje cells that have not yet begun
to express activated caspase-3 (white arrowheads).

The qualitative descriptions of the developmental changes
in immunolabeling for the a3 isoform suggest that it is
diftusely distributed throughout the Purkinje cell dendritic
tree from P10 to P25 in the WT cerebellum. In contrast,
in +/Lc¢ Purkinje cells, 3 immunolabeling becomes more
intense from P10 to P25 with punctate labeling concentrating
along the Purkinje cell primary dendrites and cell bodies. As
an assay for developmental changes in «3 immunolabeling,
the intensity of the a3 (green) fluorescence signal coincident
with calbindin labeling in WT and +/Lc Purkinje cells was
measured using MetaMorph (Figure 3). Two-way ANOVA
analysis of the fluorescence intensity measurements indicates
that there are significant age- and genotype-dependant effects
in &3 subunit immunofluorescence between WT and +/Lc
Purkinje cells (Figure 3: Age: ANOVA F,,, = 73, P =
0.0038; genotype: ANOVA F,,, = 7.3, P = 0.0128), but
the age x genotype interaction does not reach significance
(ANOVA F,,, = 1.85 P = 0.18). Post hoc analyses
of the complete data set suggest that there are significant
increases in a3 fluorescence intensity between P10 and P15
and between P10 and P25 and an overall significant difference
between fluorescence intensity in +/Lc and WT Purkinje
cells (Bonferroni/Dunn; P < 0.0167). A further exploratory
post hoc one-way ANOVA analysis separating the data set
by age suggests that while differences between «3 isoform
immunofluorescence in +/Lc and WT Purkinje cells at P10
and P15 may contribute to the main effect, they are not
significantly different when analyzed separately (P10 one-way
ANOVA F, ; = 2.22, P = 0.18; P15 one-way ANOVA F, g =
0.48, P = 0.5). However, there is a significant difference
between the intensity of a3 isoform immunolabeling in +/Lc
and WT Purkinje cells at P25 with higher levels in the +/Lc
Purkinje cells (ANOVA F, ; = 7.45, P < 0.03).

4.2. Analysis of a3 Isoform Protein Expression Levels. The
increase in a3 immunofluorescence in +/L¢ Purkinje cells
from P10-P25 may be due to a variety of reasons, including
either a redistribution of existing a3 isoforms or an increase
in the expression levels of the a3 isoform. To distinguish
between these possibilities, protein extracts of cerebellar
tissue were prepared from WT and +/Lc cerebella at P10, P15,
and P25 and the relative levels of a3 isoform expression were
quantified by Western blot (Figure 4). Western blots were
performed with both the mouse monoclonal (ABR Affinity
BioReagents) and the rabbit polyclonal (Upstate/Millipore)
anti-a3 antibodies. The ABR mouse monoclonal antibody
labeled a single 110 kD band that represents the unbound,
native a3 isoform, while the Upstate rabbit polyclonal anti-
body labeled two bands, the 110 kD a3 isoform and a 40kD
band that has been shown to be a byproduct of a3 isoform

International Journal of Cell Biology

Fluorescence intensity (% P25 WT)

P15 P25
Postnatal age (days)

Wild type
W +/Lc

FIGURE 3: Densitometric measurements of the intensity of
immunofluorescent labeling for the «3 subunit in the WT and
+/Lc cerebellar cortex. The graph illustrates the relative changes
in fluorescence intensity relative to the intensity of Purkinje cell
immunolabeling in the P25 WT cerebellum (P10, n = 5WT, 4 +/Lc;
P15,n = 5W'T, 5 +/Lc; P25,n = 4W'T, 5 +/Lc).

cleavage by calpain activity [31]. The Upstate rabbit polyclonal
110 kD band showed more background than the ABR mouse
monoclonal, so the mouse monoclonal antibody was used to
measure &3 isoform levels and the rabbit polyclonal antibody
was used to measure levels of the 40 kD «3 isoform calpain
degradation product. Representative images of Western blots
for the 110kD a3 isoform are shown for +/Lc and WT
cerebella at P10, P15, and P25 in Figure 4(a). Figure 4(b) shows
representative a3 40 kD degradation product bands for WT
and +/Lc cerebella at P10, P15, and P25.

Quantitative changes in the relative optical densities of
the 110 kD «3 isoform protein and 40 kD degradation product
are shown in the graphs in Figures 4(a) and 4(b), respectively.
Two-way ANOVA of the 110 kD protein density data indicates
that there is a significant effect of age (ANOVA F,;;, =
10.241, P = 0.003), but there are no significant effects
of genotype (ANOVA F,;;, = 132, P = 0.26) or age x
genotype interactions (ANOVA F, ;; = 1.83, P = 0.18). Post
hoc exploratory analyses indicate that in the +/Lc and WT
cerebella, a3 isoform protein levels at P25 are significantly
higher than at P10 and P15 (Bonferroni/Dunn, P < 0.0167).
A separate one-way ANOVA analysis of the data separated
by age indicates that a3 isoform protein levels are only
significantly different between WT and +/Lc cerebella at P25
(ANOVA F, |, = 5.18, P = 0.042). The results indicate that
a3 isoform levels in the WT and +/Lc cerebellum increase
with age after P15, but by P25 the increase in o3 levels in +/Lc¢
cerebella is not as great as in WT cerebella.

Two-way ANOVA of the 40 kD a3 isoform protein levels
(Figure 4(b)) indicates that there are significant effects of age
(ANOVAF, 4; = 6.33, P = 0.004), genotype (ANOVAF, ,; =
8.61, P = 0.0053), and age x genotype interactions (ANOVA



International Journal of Cell Biology

+/Lc p10
+/Lc p15
+/Lc p25
+/+ p10
+/+ pl5
+/+ p25

o3 110KD band MR S s S

120

~ 100 —

Optical density (% of P25 WT
()]
(=}
1 I

40 —
20 4
o
P10 P15 P25
Postnatal age (days)
Wild type
B +/Lc

()

+/Lc pl0
+/Lc p15
+/Lc p25
+/+ p10
+/+ pl5
+/+ p25

a3 40kD band [ I S

®
S
|

Optical density (% of P25 WT)
3
L

40 -]
20
0]
P10 P15 P25
Postnatal age (days)
Wild type
W +/Lc

()

FIGURE 4: Expression levels of the a3 subunit 110 kD and 40 kD protein bands at P10, P15, and P25 in WT and +/Lc cerebella as determined by
densitometry of Western blots. Representative Western blots are shown for the «3 110 kD (a) and 40 kD bands (b) at P10, P15, and P25, along
with graphs of the relative density of the bands expressed as a percentage of the mean band intensity for P25 WT cerebella.

F, 4, = 3.8, P < 0.028). Post hoc analyses indicate that group
levels for the a3 40 kD fragment are significantly higher at P25
compared with P10 levels (Bonferroni/Dunn, P < 0.0167) but
not between P25 and P15 or P15 and P10 (Bonferroni/Dunn,
P > 0.0167). One-way ANOVA separated by age suggests that
the genotype effect is primarily due to a significant difference
between the amount of a3 40 kD fragment at P25 (ANOVA
F, 14 = 15.33, P = 0.0016), with significantly lower levels in
+/Lc cerebella. There are no significant differences between
levels of the 40 kD fragment at P10 or P15. The results suggest
that by P25 there is a dramatic increase in the 40kD a3
fragment in WT cerebella, but this age-related increase is not
matched in the +/Lc cerebella.

4.3. Histochemical Measurements of Active Na/K Pump Den-
sity. Since the GluR82™ channel mediates an Na® leak
current we hypothesized that the density of active Na*/K"
ATPase pumps would be increased from P10 through P25
in +/Lc Purkinje cells in response to increased intracellular
Na" levels. Furthermore, the changes in the distribution of
the catalytic &3 subunit of the Na/K pump also suggest that
the distribution and density of pump activity would be altered
in +/Lc Purkinje cells. To assay changes in the distribution
of active Na/K pumps in the +/Lc cerebellum, p-NPP was
used as a substrate in an in situ histochemical assay to
detect ouabain-sensitive, potassium-dependent activity of the
Na/K pump complex. Representative images of histochemical
labeling for Na/K pump activity in WT and +/Lc cerebellar

cortex at P15 and P25 are shown in Figure 5. The images
of both the wild type and +/Lc cerebella are taken at the
same magnification, but the +/Lc cerebella is smaller at P15
and dramatically reduced in size by P25 compared to WT
because of ongoing (and by P25, extensive) +/Lc¢ Purkinje and
granule cell death. Quantitative analysis of in situ ouabain-
sensitive Na/K pump activity in histological sections of wild
type and +/Lc cerebellar sections at P15 and P25 shows that
the overall density of active Na/K pump in the molecular and
granule cell layers is within WT levels at P15 (ML; ANOVA
F,g = 0467, P > 0.1; GCL; ANOVA F, 4 = 047, P > 0.1)
but decreases by P25 in both the +/Lc molecular layer ( ML:
ANOVA F; | = 11.9, P < 0.003) and granule cell layer (GCL:
ANOVAF; 4 = 19.4, P < 0.001; Figures 5(e) and 5(f)). In situ
active Na/K pump density is expressed as a percent of WT
values at either P15 or P25. Cerebellar slices from WT and
+/Lc mice at P15 and P25 were processed on separate days so
it was not possible to compare densitometric density between
P15 and P25.

At PI5, significant numbers of +/Lc Purkinje cells are
still present, so we assume that the Na/K pump activity
measurements in the molecular layer reflects pump activity in
Purkinje cells dendrites in addition to other cellular elements
in the molecular layer. Therefore, at P15 all of the measure-
ments were made in the molecular and granule cell layers of
lobes IITand IV as representative areas. However, by P25 most
+/Lc Purkinje cells have degenerated in anterior and central
lobules, but approximately 40 to 50% of the +/Lc¢ Purkinje
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FIGURE 5: Histochemical assay for ouabain-sensitive Na/K pump activity in P15 (a), (b) and P25 (c), (d) WT and +/Lc cerebellar sections. The
results of densitometric measurements of the molecular (ML) and granule cell layers (GCL) are expressed as a percent of wild type activity
levels either at P15 (e) or P25 (f). At P25, densitometric measurements were made in both anterior lobules of the cerebellum and the nodulus.

Scale bars: 200 ym.
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cells persist in the nodulus [36]. To determine if there is a
difference in Na/K pump activity between cerebellar regions
with few Purkinje cells versus regions with surviving Purkinje
cells, Na/K pump activity measurements at P25 were made
in the molecular and granule cell layers of lobules III and IV
versus X (the nodulus) in control and +/Lc mutant cerebella
(Figure 5(f)). Following the activity measurements, the same
sections were stained with cresyl violet to verify the presence
of +/Lc Purkinje cells. While only a few Purkinje cells were
found throughout lobules IIT and IV, the density of surviving
Purkinje cells in the regions of the nodulus analyzed for
Na/K pump activity was noticeably higher (data not shown).
However, the preferential survival of +/Lc Purkinje cells in the
nodulus did not appear to affect the overall decline in Na/K
pump activity observed at P25 in the +/Lc cerebella in both
the molecular and granule cell layers.

5. Discussion

The Lurcher mutation in GluRd2 converts this enigmatic
glutamate receptor into a constitutively open cation channel
that chronically depolarizes +/Lc¢ Purkinje cells as they
mature following the first week of postnatal development
[20, 22]. The cation leak in +/Lc¢ Purkinje cells is thought
to initiate excitotoxic cell death pathways [19]. One assump-
tion of excitotoxic mechanisms is that the ionic imbalance
resulting from overstimulation of glutamate receptors and the
resulting influx of Na™ and Ca*" ions places overwhelming
stress on cellular energy metabolism systems [17, 18]. In
+/Lc Purkinje cells, in particular, mitochondrial cytochrome
oxidase activity is significantly increased, possibly in response
to increased cellular energy requirements [26]. The goal of
this study was to test the hypothesis that Na*/K" ATPase a3
isoform expression and the density of active Na/K pumps are
increased in +/Lc Purkinje cells. This increase would be con-
sistent with an increased demand for ATP production (and
increased cytochrome oxidase activity) to counterbalance the
GIluRS2" Na* and Ca'" leak current. However, the results
indicate that while the expression of the catalytic a3 isoform
may be increased in individual +/Lc Purkinje cells, the density
of active Na/K pumps is not significantly increased above wild
type levels in the cerebella of younger +/Lc mutants (P10 to
P15). Furthermore, by 25, overall expression levels of the a3
isoform and its 40 kD breakdown product are decreased in
the +/Lc cerebellum compared to WT, along with a decrease
in the density of active Na/K pumps. The lower cerebellar
expression levels of the a3 isoform and decreased density of
active Na/K pumps by P25 in the +/Lc cerebellum may simply
reflect the substantial loss of +/Lc¢ Purkinje and granule cells
by this age. While the results indicate that the density of
active Na/K pump units are not significantly increased in +/Lc¢
Purkinje cells in response to the leak current, it is important
to note that in this study we have not analyzed the in vivo unit
activity of Na/K pumps in living +/Lc Purkinje cells.

5.1. Expression of the Na/K Pump «3 Subunit in Depolarized
+/Lc Purkinje Cells. In this study, initial immunohistochem-
ical studies of the expression pattern of the primary subunits

of the Na/K pump expressed in cerebellar Purkinje cells, the
a3, and f1 isoforms suggested that only the expression of the
catalytic a3 subunit is altered in the +/Lc cerebellar cortex.
The change in expression of the a3 isoform in +/Lc Purkinje
cells was subsequently analyzed by fluorescent immunolabel-
ing to provide information about subunit localization. The
significant increase in the intensity of immunofluorescence
for the a3 subunit from P10 through P25 (Figure 3) in +/Lc
Purkinje cells indicates either that there is an increase in
the density of the protein or that the localization of the
subunit is altered within each +/Lc Purkinje cell as their
dendrites and cell bodies degenerate. The Western blot data
shows that the total cerebellar levels of both the native a3
subunit and its 40 kD cleavage product are not significantly
altered from P10 to P15 in the +/Lc cerebella compared to
WT and their levels do not subsequently increase through
P25asin WT cerebella. While both immunofluorescence and
Western blot techniques provide important complementary
qualitative and quantitative information about the pattern of
protein expression, the results need to be interpreted with
caution because of their inherent limitations. The significant
increase in the intensity of immunofluorescence for the
a3 subunit in +/Lc¢ Purkinje cells suggests that there is
an increase in the density of the protein within individual
Purkinje cells. However, it is not possible to distinguish
between the possibilities that there is an increase in the
expression of the a3 subunit or that the localization of the
subunit is altered as +/Lc Purkinje cells fail to differentiate
(especially their dendrites) and eventually degenerate. The
Western blot data appears to favor the latter hypothesis
since the only significant difference in «3 expression is a
relative decrease at P25 in +/Lc cerebella when 70-90% of
the +/Lc Purkinje cells and 60% of the granule cells have
degenerated [24, 36]. It is also important to consider that +/Lc
Purkinje cells are degenerating from at least P10 onwards with
approximately 50% of the +/Lc Purkinje cells missing by P13
to P15 [24]. Given that the intensity of immunolabeling for
the subunit within each +/Lc Purkinje cell steadily increases
from P10 through P25 (Figure 3), it is possible that «3 protein
levels may actually steadily increase within individual +/Lc
Purkinje cells, but the overall expression levels in the cere-
bellum may not significantly change because of the ongoing
loss of +/Lc Purkinje cells. Thus, even at P25, a3 subunit
expression levels may be significantly increased within the
stunted dendritic trees characteristic of +/Lc Purkinje cells,
but overall cerebellar a3 levels may have declined overall
because most Purkinje cells have died by this time.

While the immunohistochemistry and Western blot data
are consistent with a change in the density of Na/K pumps
within individual Purkinje cells, these results do not indicate
how these changes may translate into alterations in pump
activity. A previous study of adult acutely dissociated rat
thalamic neurons depolarized by exposure to veratridine or
monensin found that the resulting Na™ influx resulted in an
increase in Na/K pump density and in the level of phospho-
rylated pump molecules (implying increased pump activity;
[37]). In the chronic Na* leak in developing +/Lc Purkinje
cells in this study, the evidence suggests that the density of
active Na/K pumps is not altered in the +/Lc cerebellar cortex
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until after P15. At P15, there is no significant difference in
the density of histochemically measured, ouabain-sensitive
active Na/K pumps between the molecular layers of wild type
and +/Lc cerebella. By P25, there is a significant decrease
in the density of molecular layer active Na/K pumps, both
in anterior lobules with virtually no Purkinje cells or the
nodulus with relatively higher numbers of surviving +/Lc
Purkinje cells.

The diffuse pattern of Na/K pump activity in the +/Lc
cerebellar cortex is in stark contrast to the distribution of
cytochrome oxidase (COX) histochemical staining at the
same ages [26]. Individual +/Lc Purkinje cells at P15 and
P25 stain darkly for COX, filling the entire Purkinje cell
body and dendritic tree. The dramatic increase in COX
activity suggests that the mitochondrial respiratory pathway
is upregulated to produce more ATP. If the density of active
Na/K pumps had been increased in response to the chronic
Na" influx in +/Lc Purkinje cells it seems reasonable to expect
that the intensity of the histochemical labeling would have
increased along Purkinje cell dendritic membranes. However,
the staining pattern for Na/K pump activity remained diffuse
in the +/Lc cerebellar cortex, with no evidence of discrete
patches of labeling corresponding to the patchy labeling
for a3 subunit observed in fluorescently labeled sections.
The discrepancy between the distribution of «3 subunits
detected by immunofluorescence and the pattern of Na/K
pump histochemical activity could be due to limitations in
the spatial resolution of the histochemical staining or some of
the &3 immunolabeling labeling could represent deactivated
Na/K pumps, including the 40kD «3 cleaved isoform. In a
mouse model of focal cerebral ischemia, no changes were
found in protein or mRNA levels for Na/K pump isoforms
[12], but the level of Na/K pump activity was decreased
along with a change in ouabain sensitivity, indicating that the
decrease in activity was due to intrinsic modifications of the
ATPase pump.

There are a number of mechanisms that can reduce or
irreversibly block Na/K pump activity. Na/K pump isoforms
are routinely recycled by internalization in lysosomes and
degradation by lysosomal cathepsin D [31, 38]. However,
the membrane bound Na/K pump complex can also be
inactivated by the calpain-mediated cleavage of the scaf-
folding protein, ankyrin, that binds the Na/K pump to
the membrane skeleton [39] or by degradation of Na/K
pump isoforms themselves [31]. When oxidized, Na/K pump
isoforms become more sensitive to intracellular proteinases
and activated calpain will cleave the a3 isoform into a 40 kD
degradation product [31]. In this study, the amount of the
10kD native a3 subunit and 40kD degradation product
increases in WT cerebella through P25 suggesting that a
significant fraction of the native a3 subunit is oxidized and
degraded by calpain in normal cerebellar tissue. Calpain has
recently been shown to be active in individual, isolated +/Lc
Purkinje cells at P14 based on immunolabeling for the 136 kD
fragment of a-spectrin cleaved by calpain [19]. In this study,
despite the loss of significant numbers of +/Lc Purkinje cells at
P15, there is no significant reduction in the levels of the 40 kD
band in +/Lc cerebella until P25, when most Purkinje and
granule cells have degenerated. As in the case of the 110 kD
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native a3 subunit, it is possible that the amount of the 40 kD
degradation is increased in individual +/Lc Purkinje cells at
P15 and P25, but total amounts are within control levels at
P15 and significantly decreased at P25 because of the ongoing
+/Lc Purkinje cell loss. +/Lc Purkinje cell degeneration is
associated with an increase in oxidative stress, including an
increase in mitochondrial cytochrome oxidase activity, which
may generate more reactive oxygen species as a byproduct
of increased respiratory activity. The results do not indicate
that there is a dramatic increase in oxidized forms of the
«3 subunit by P15 in the +/Lc cerebellum since there is not
a significant increase in levels of the 40 kD byproduct, but
the results are consistent with sustained proteolysis of the
«3 subunit by calpain in +/Lc¢ Purkinje cells until most have
degenerated.

Na/K pump activity is also regulated by nitric oxide
(NO)-cGMP [10] or NO-PKG pathways [40] and inhibited
by peroxynitrite through the formation of nitrotyrosine or
the modification of cysteine residues [15, 16]. Previous studies
of +/Lc Purkinje cells have shown that their degeneration
is associated with increased expression of neuronal nitric
oxide synthase and nitrotyrosine [25]. Since the Na/K pump is
sensitive to peroxynitrite and NO, we hypothesize that while
the cation leak increases the expression of the catalytic «3
isoform, interactions with peroxynitrite, NO/PKG, and/or
NO/cGMP reduce the density of active Na/K pumps. A
reduction in the density of active Na/K pumps in +/Lc
Purkinje cells may contribute to a Na' overload in these
neurons and exacerbate the cell death process, since increases
in intracellular Na* have been associated with induction of
apoptosis [5, 41].

6. Conclusion

The analysis of the distribution and activity of the Na/K
pump in this study of degenerating +/Lc¢ Purkinje cells
demonstrates that while the expression and/or distribution
of the a3 subunit is disrupted in the cerebellar cortex of
the +/Lc mutant, there is no evidence to suggest that the
density of active pumps is increased in response to the
constitutive influx of Na* ions through the mutant GluR§2"
channels. We had hypothesized that Na/K pump activity
would be stimulated as a homeostatic response to the Na*
ion influx. The lack of evidence for an increased density
of functional Na/K pumps does not rule out the possibility
that the activity of individual pumps is increased within
each +/Lc Purkinje cell, thereby stimulating an increased
demand for ATP which would eventually lead to depletion
of cellular energy resources. The Na/K pump is estimated to
use up to 50% of the ATP produced by neurons [42]. Na* is
normally the rate-limiting factor in Na/K pump activity [43-
45] and elevations in the concentration of Na* within +/Lc
Purkinje cells may increase the activity of individual pumps
because of a more complete saturation of its Na* binding sites.
Thus, while there may be an increased ATP consumption
in +/Lc Purkinje cells because of the increased activity of
individual pumps, this study suggests that any increase in
Na/K pump activity and ATP consumption is not due to an
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overall increase in the density of active ATPase pumps in
chronically depolarized Purkinje cells.
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Tissue homeostasis is a dynamic process involving proliferation and the removal of redundant or damaged cells. This is exemplified
in the coordinated deletion—triggered by limiting trophic factors/cytokines in the extracellular milieu—of differentiated T cells
overproduced during the mammalian immune response. However, mechanisms by which extracellular cues are perceived and
transduced as apoptotic triggers remain incompletely understood. T-effectors are dependent on cytokines for survival and undergo
apoptosis following cytokine withdrawal. Here we report that leptomycin B (LMB), an inhibitor of nuclear export machinery,
protected T-effectors from apoptosis implicating a nuclear intermediate in the apoptotic pathway. Evidence is presented that the
linker histone H1.2 localizes to the cytoplasm, by a mechanism sensitive to regulation by LMB, to activate apoptotic signaling
culminating in nuclear and mitochondrial damage in T-effectors in response to cytokine deprivation. H1.2 is detected in a complex
with the proapoptotic mitochondrial resident Bak and its subcellular localization regulated by Jun-N-terminal kinase (JNK), an
intermediate in the apoptotic cascade in T-effectors. These data suggest that metabolic stressors may impinge on H1.2 dynamics

favoring its activity at the mitochondrion, thereby functioning as a molecular switch for T-effector apoptosis.

1. Introduction

Cells divide and differentiate to acquire distinct cell fates in
multicellular organisms. However, differentiation and prolif-
eration are balanced by the programmed deletion of excess
or damaged cells, which is critical for tissue homeostasis.
Core elements of the cellular machinery regulating cell death
are conserved in different phyla [1] and at least two major
pathways regulating apoptosis have been described in mam-
malian cells. Signaling cascades initiated by ligand-receptor
engagements of the TNFR (tumor necrosis factor receptor)
superfamily constitute the extrinsic pathway [2]. The intrinsic
pathway is activated by metabolic and genotoxic stressors
and integrated at the mitochondrion, with members of the
Bcl-2 family, which comprise both pro- and antiapoptotic
members emerging as dominant regulators of these responses

[1, 3, 4]. Cross talk between these two pathways is well docu-
mented. Cell-death pathways are variously deployed during
development and in adult tissues as seen in the nervous,
reproductive, and immune system where cells are overpro-
duced and then removed by apoptosis [5-9]. Competition
for limiting nutrients in the extracellular milieu is a widely
prevalent mechanism for the regulation of cell number [10-
12]. However, mechanisms by which cells perceive changes in
their microenvironment are not fully understood.

In this study, we sought to address this question in a well-
characterized model system that recapitulates the deletion of
differentiated T cells in cell culture. The mature T cell com-
partment is characterized by dramatic increase in cell number
in response to antigen challenge, followed by the eventual
elimination of antigen-reactive T-effector cells so generated,
a cycle repeated throughout adult life and necessary for
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immune functionality [13, 14]. T-effectors generated in the
immune response depend on cytokines or trophic factors for
nutrient uptake and experiments in vitro and in vivo model
systems indicate that the apoptotic response to nutrient dep-
rivation is mediated by reactive oxygen species- (ROS-)
dependent signaling that converges on the mitochondrion
[15-18]. While T-cell dependence on cytokines and the ROS-
Bcl-2 family signaling axis for survival and apoptosis, respec-
tively, is well established, the cellular machinery that senses
and integrates changes in the extracellular milieu remains
uncharacterized and forms the focus of this study.

A critical role for nuclear effectors in initiating apoptotic
signaling in T-effectors was indicated in our experiments
since blocking nuclear export machinery protected cells from
apoptosis. Building on a previously described role for the
linker histone H1.2 in propagation of apoptotic cascades we
followed the spatial dynamics of the linker histone H1.2 iso-
form in T-effectors. Our experiments show that the nuclear
export machinery and JNK activity regulate H1.2 translo-
cation and activity in T-effectors undergoing apoptosis. We
provide evidence of H1.2 interaction with the Bcl-2 family
proapoptotic protein Bak and propose that H1.2 converges on
apoptotic signaling cascades integrated at the mitochondrion.
Its role in apoptosis is indicated by the abrogation of apoptotic
damage in response to cytokine deprivation following H1.2
ablation in T-effectors. Finally, our experiments implicate the
Jun-N-terminal kinase (JNK) in regulating H1.2 dynamics,
suggesting a more expansive role for this signaling cascade
in tissue homeostasis.

2. Materials and Methods

2.1. Mice. C57BL/6 mice were obtained from The Jack-
son Laboratory (Maine, USA) and maintained at the Ani-
mal Facility at the National Centre for Biological Sciences
(NCBS), Bangalore, India. Manipulations involving animals
were approved by the Institutional Animal Ethics Commit-
tees of NCBS, Bangalore, India, and followed norms specified
by the Committee for the Purpose of Control and Supervision
of Experiments on Animals (CPCSEA), Government of
India.

2.2. Reagents. Antibodies were used at dilutions indicated
and procured from the following sources: H1 (1:1000) and
p38MAPK (1:1000) from Santa Cruz (Santa Cruz, CA); AIF
(1:500) from Chemicon (Billerica, MA); H1.2 (1:1000) from
Proteintech Europe (Manchester, UK); H3 (1:500), H3Ac
(1:500), and HPla (1:1000) from Upstate Biotechnology
(Lake Placid, NY); a-actin (1:500) and «-tubulin (1:250)
from Neomarker (Fremont, CA); and Bak (1:1000), Cox-1V
(1:250), and p-JNK/SAPK (1:500) from Cell Signaling Tech-
nology (Beverly, MA). The shRNA plasmids to HI.2 and the
scrambled control were from Origene Technologies (Rock-
ville, MD). TMRM (tetramethyl rhodamine methyl ester)
was obtained from Sigma (St. Louis); Annexin-V AlexaFluor-
488 was from Invitrogen (Carlsbad, USA); anacardic acid,
leptomycin B, and SP600125 were from Calbiochem (San
Diego, CA).
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2.3. Generation of T-Effectors. T-cells were isolated from
spleens of 6-8-week-old C57BL/6 mice, using mouse IgG
coated magnetic (GAMT) beads (NEB, USA) or using CD3+
T cell isolation kits (R&D Systems). T-effectors were gener-
ated as described [17]. Briefly, T-cells were stimulated using «-
CD3/a-CD28 bound beads (Invitrogen) at 2.0 x 10 cells/mL
or in some instances soluble anti-CD3 (500 ng/mL, clone
2C11; R&D Systems) at 2.5 x 10° T cells/mL in cultures spiked
with 10* splenic adherent cells. T-effectors generated after
48 hours were used for assays or continued in culture with
1pug/mL cytokine interleukin-2 (R&D Systems) for 24-36
hours. Activation was established by expression of CD69 and
CD25 along with the changes in morphology and increased
size of T-cells [19].

2.4. Assays of Apoptosis. Assays of cytokine deprivation were
performed as described [17]. 0.4 x 10%/mL T-effectors were
washed thrice in excess medium and phosphate buffered
saline (PBS) to remove bound cytokine and then continued
in culture with or without IL-7. Apoptosis was assayed at
different time points after cytokine deprivation as indicated
in the experiments. For assays of subcellular fractionation,
cells were typically harvested at 6 hours for the analysis of
H1.2 dynamics and at a delayed time point of 8 hours to
examine the translocation of AIF. In experiments where H1.2
and AIF translocations were examined together, samples were
harvested at the earlier time point of 6 hours.

To assess apoptotic nuclear damage, cells were stained
for 3 minutes with the Hoechst-33342 (1 ug/mL) at ambient
temperature and nuclear morphology scored in a minimum
of 200 cells in each sample, using a fluorescence microscope
equipped with a UV filter. For staining with Annexin-V, 0.3 x
10° T-effectors were incubated with Annexin-V (1:60/10°
cells) for 15 min at room temperature, washed once with PBS,
and analyzed immediately by flow cytometry following the
addition of propidium iodide. For the assessment of mito-
chondrial transmembrane potential, cells were incubated
with a 50 nM mitochondria-specific dye, TMRM, in medium
for 15 minutes at 37°C, followed by two gentle washes with
PBS and immediately analyzed by flow cytometry.

2.5. Retroviral Infections. For packaging murine retroviruses
with shRNA plasmids, 1ug of DNA was cotransfected with
1 ug of pClEco (packaging vector) in HEK293T cells. After 48
hours, the culture supernatant was concentrated and used for
infecting T-cells by previously described protocols [17, 20].
Infected T cells were maintained in RPMI complete medium
supplemented with 1ug/mL IL-2, 2ng/mL IL-7, and 1 yug/mL
puromycin for 3 days. Live cells were isolated using Ficoll and
continued in culture with IL-2 for 24 hours before being used
in cytokine deprivation assays. Protein levels were assessed by
Western blot analysis.

2.6. Western Blot Analysis. 0.3-0.5 x 10° cells were lysed in a
SDS lysis buffer (2% SDS, glycerol, bromophenol blue), 1M
DTT, and 1M Tris—HCI pH 6.8 supplemented with a pro-
tease inhibitor cocktail—aprotinin, leupeptin, and pepstatin
(2 ug/mL each), ImM PMSE 1 mM NaF, and 1mM Na;VO,



International Journal of Cell Biology

for 10 minutes at 100°C. Using previously established proto-
cols [17, 20], whole cell lysates were resolved by SDS-PAGE
and transferred to nitrocellulose membrane (GE Healthcare)
and incubated overnight at 4°C with primary antibodies at
concentrations recommended by the manufacturers. Mem-
brane was washed thrice with TBS-Tween20 followed by
HRP-conjugated secondary antibody (CST, 1:1000 dilution)
for 1 hour at RT. Membranes were developed either by
exposing to X-ray film using an Amersham Hyperprocessor
or an ImageQuant LAS 4000 Biomolecular Imager (GE
Healthcare).

2.7 Subcellular Fractionation. 10 x 10° T-effectors were used
for the subcellular fractionation protocol [21]. Cytoplasmic
and nuclear fractions were obtained using the NE-PER
nuclear and cytoplasmic extraction kit (Thermo Scientific)
following manufacturer’s instructions. Equivalent volumes of
nuclear and cytoplasmic fractions were boiled in SDS lysis
buffer for Western blot analysis.

2.8. Immunoprecipitation. 10 x 10° T-effectors cultured in the
absence of cytokine were lysed for 1 hour at 4°C in 1% CHAPS
lysis buffer supplemented with protease inhibitors (2 yg/mL
aprotinin, leupeptin, pepstatin, | mM PMSE, 1 mM NaF, and
1mM Na;VO,). 10 uL antibody was used for precipitating
immune complex for 2 hours at 4°C using protein G agarose
beads (Pierce Biotechnology) on a rotator. Beads were washed
five times with ice-cold PBS at 1700 rpm and then boiled
in SDS lysis buffer for 10 min for the Western blot analysis.
When the cytoplasmic fraction was used as an input for the
IP, 20 x 10° T-cells were subjected to subcellular fractionation
as described above and the cytoplasmic fraction obtained was
used for immunoprecipitation. True-blot HRP (Ebioscience)
has been used for immunoblots of Bak and H1.2.

2.9. Statistical Methods. All graphs show data presented as
mean * SD from a minimum of three independent exper-
iments. Statistical significance was calculated using the two
population Student’s t-tests, with the following confidence
intervals: *99% and **99.9%.

3. Results

3.1. Apoptosis in T-Effectors Is Regulated by Nuclear Events. T-
cells proliferate and differentiate in response to antigen, to
generate lineage-committed effectors, the bulk of which die,
marking termination of the immune response [14]. Key ele-
ments of this process can be recapitulated in vitro, permitting
investigations into the molecular regulation of T-cell apopto-
sis [16-18, 20, 21]. Using this experimental system we show
that cytokine withdrawal from T-effectors triggers apoptotic
damage characterized by nuclear fragmentation and exter-
nalization of phosphatidylserine (PS) at the cell membrane
(Figures 1(a) and 1(b)). Loss of mitochondrial integrity is
another feature of cells undergoing apoptotic duress and
is reflected in the spatial redistribution of the flavoprotein,
ATF (apoptosis inducing factor) [22]. AIF is a mitochondrial
intermembrane space resident protein, which is released from

mitochondria as a consequence of loss of outer mitochon-
drial membrane integrity and translocates to the nucleus to
mediate DNA damage [21, 23]. In T-cells cultured in cytokine
assessed prior to the onset of the deprivation protocol (T0),
ATF is detected in the cytoplasmic fraction consistent with its
localization to mitochondria (Figure 1(c)). Subcellular frac-
tionation of T-cells following cytokine withdrawal indicated
that a substantial signal for AIF is detected in the nuclear
fraction (Figure 1(d)). In these assays, we also probed for the
distribution of the nuclear heterochromatin binding protein
Hpla and the mitochondrial matrix resident Cox-IV to
establish purity of the fractions (Figures 1(c)-1(e)).

Leptomycin B (LMB), a Crml inhibitor that blocks
nuclear export, substantially reduced apoptotic damage in
T-effectors (Figures 1(a) and 1(b)), implicating a nuclear
intermediate in the cascade. LMB is typically used at con-
centrations that range from 0.3 to 10 ng/mL although lower
concentrations are also effective at blocking nuclear export
[24]. Since 0.3 ng/mL LMB was toxic to T-cells in culture, we
tested lower concentrations and found that 0.03 mg/mL or
0.003 ng/mL LMB was well tolerated by T-effectors cultured
with cytokine. Since both concentrations also protected from
apoptosis with comparable efficacy (not shown), the experi-
ments using the lower concentrations of LMB have been used
in the current study. The distribution of AIF in cells cultured
without cytokine but in the presence of LMB (Figure 1(e)) was
restored to the pattern of live cells (Figure 1(c)), indicating
that LMB prevented damage to the mitochondrial outer
membrane, a necessary step for the release of AIE These
observations suggested that events in the nucleus influence
early, premitochondrial steps of the apoptotic cascade. The
linker histone H1.2 has been shown to initiate apoptotic
cascades integrated by the mitochondrion, first reported in
the context of the DNA damage response in immature T-
cells [25]. Activation of H1.2 dependent apoptotic signaling is
associated with its displacement from the nucleus. Hence, in
subsequent experiments we assessed the cellular distribution
and possible involvement of H1.2 in T-effector apoptosis.

3.2. Changes in H1.2 Localization in T-Effectors Undergoing
Apoptosis. H1.2 is typically detected in the nucleus
as evidenced in the analysis of nuclear and cytoplasmic
fractions of cells cultured in conditions that promote
survival (Figure2(a)). In contrast to this distribution,
subcellular fractionation of cells following cytokine
withdrawal (within 6 hours of the deprivation protocol)
was characterized by the appearance of cytoplasmic pools of
H1.2 (Figure 2(b)). This positions the translocation of H1.2
at a relatively early time-point in the apoptotic process, well
before overt evidence of nuclear damage in experimental
conditions. The distribution of the mitochondrial resident
protein Cox-IV and the nuclear protein HPlx established
purity of the cytoplasmic and nuclear fractions, respectively,
in these assays. Consistent with the inhibition of apoptotic
nuclear damage, if LMB was included in cytokine-withdrawal
conditions, the distribution of HL2 was restored to the
pattern of live cells and only detected in the nucleus
(Figure 2(c)). To assess the functional implications of the
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change in H1.2 localization and elucidate its role, if any, in
apoptosis, RNA interference approaches were employed to
ablate H1.2 function in T-effectors.

T-effectors were transduced using retroviruses with
shRNA to H1.2 or a scrambled control and cultured in puro-
mycin containing medium, as described in materials and
Methods, in order to enrich for transfected cells [17]. Efficacy

of the shRNA for depletion of H1.2 was established in
the NIH3T3 fibroblast cell line (not shown) and as shown
demonstrably reduced protein expression in T-effectors
(Figure 2(d), inset). T-effectors treated with scrambled or
HI1.2 shRNA were assessed for their response to cytokine
deprivation in the experiments that follow. In contrast to
cells transduced with scrambled shRNA, cells with reduced



International Journal of Cell Biology

TO
cytoplasm nucleus No cytokine No cytokine + LMB
30 - ~ CH12 30— . 2
- . . ee= HPlax 25- - e
(a)
50 — shRNA -
30 Scramb HI1.2
] H1.2
s - w0l =L
=g
S i -~ 8
o X
8 s
>~
£ 30 Z
= * S 40+
CA i
g z
2 20 =
8 S
2 S
I g 20+
& =
& 10
0 | 0 T
No cytokine No cytokine
shRNA shRNA
O Scrambled [ Scrambled
W Hi12 W Hi2

(d)

(e)

FIGURE 2: H1.2 is an intermediate in the apoptotic cascade triggered by cytokine deprivation. (a)-(c) 10 x 10° T-effectors were cultured in the
indicated conditions (TO: freshly activated) and 6 hours later subject to subcellular fractionation. Immunoblots of nuclear and cytoplasmic
fractions were probed for H1.2, HPl«, Bak, or Cox-IV. Data are representative of three independent trials. (d)-(e) T-effectors transduced
using retrovirus expressing scrambled control or histone H1.2 shRNA, as described in Materials and Methods, were cultured with or without
cytokine for 10 hours. Cells were scored for apoptotic nuclear damage using Hoechst-33342 (d) or mitochondrial transmembrane potential
using TMRM (e) as described in Materials and Methods. Graphs show mean + SD from 5 experiments in (d) and 2 experiments in (e),
normalized to cultures with cytokine. Inset: Immunoblot for HI.2 protein and tubulin (parity in loading) in shRNA expressing T-effectors.

*P < 0.01.

HI1.2 protein levels were protected from nuclear damage
triggered by cytokine deprivation (Figure 2(d)). In order
to assess if loss of H1.2 also protected from mitochondrial
damage we used flow cytometry based analysis of intact cells.
Loss of mitochondrial transmembrane potential is a sensitive
indicator of damage to the organelle and characteristic of
cells undergoing apoptosis. Hence we tested if H1.2 ablation
protected T-effectors from mitochondrial damage triggered
by cytokine deprivation. In these experiments, changes in
mitochondrial activity were assessed by the uptake of the
potentiometric dye TMRM. In contrast to cells expressing the
control, scrambled shRNA, TMRM intensity was comparable
in the presence or absence of cytokine in cells with an ablation
of H1.2 consistent with protection from death (Figure 2(e)).
This strongly suggests that reduced H1.2 levels protected cells

from damage to mitochondria otherwise observed in cells
in conditions of cytokine withdrawal. We did not observe
deleterious effects of H1.2 depletion in T-effectors continued
in culture in cytokine, indicating a specific role for H1.2
in the response to apoptotic stimuli. These data positioned
HI1.2 translocation and activity at a step controlling events
culminating in compromised mitochondrial function and
nuclear integrity in the apoptotic cascades in T-effectors.

3.3. H1.2 Associates with Bak in T-Effectors. H1.2 has been
reported to localize to the mitochondrion and participate
in apoptotic cascades involving the mitochondrial resident
protein Bak [25, 26]. The experiments described in the
preceding sections indicated that H1.2 activity converged on
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mitochondrial function. Hence, we next tested for interac-
tions between Bak and H1.2 in T-effectors under cytokine
deprivation. The immune-precipitation (IP) of these pro-
teins as a complex is evidence of a physical association
(Figure 3(a)), which was confirmed using antibodies that
recognize the H1 family of proteins or with an antibody
specific to H1.2 (Figures 3(a) and 3(b)). Although the lysates
used as the input for IP analysis are a postnuclear supernatant,
we confirmed that core histone H3 was not detected in the
immunoprecipitated complex (IP) indicating that nuclear
pools of H1.2 were unlikely to be detected in the immunoblots
(Figure 3(a)). Mindful of the detergent sensitivities of Bcl-
2 family proteins [27], these experiments used the milder
detergent CHAPS to generate cell lysates to assess these
interactions. The association between Bak and HIL.2 in T-
cells was also confirmed by reverse immunoprecipitation
(Figure 3(c)). In order to rule out possible contamination
of the immunoprecipitated complex with nuclear proteins,
the cytoplasmic fraction of T-effectors in deprivation (purity

ascertained by the exclusion of the nuclear protein HPlx)
was used to immunoprecipitate Bak. H1.2 immunoprecip-
itated in the complex with Bak when the cytoplasmic
fraction was used as input as well, confirming that the
association is occurring outside the nucleus (Figure 3(d)).
The experiments thus far implicate H1.2 as key intermediate
in the apoptotic response of T-effectors. In previous work
[17], hierarchical interactions involving the Jun-N-terminal
kinase (JNK) have been demonstrated to regulate T-effector
apoptosis. Therefore, in the experiments that follow we
attempted to position H1.2 activity in the context of known
premitochondrial intermediates in the apoptotic cascade in
T-effectors.

3.4. JNK Activity Regulates H1.2 Dynamics in T-Effectors.
ROS-dependent activation of the JNK regulates deprivation-
induced apoptosis in T-effectors and apoptotic cascades in
other cell types [17, 28]. Hence we asked if JNK inhibited
the translocation of HI.2 in T-effectors. To modulate JNK
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activity we used the inhibitor, SP610025, demonstrated in
earlier experiments to regulate JNK activity in T-effectors
[17]. In the analysis of nuclear and cytoplasmic fractions, in
cultures where SP610025 was added at the onset of the depri-
vation protocol, the distribution of H1.2 was comparable
to control cells and detected only in the nuclear fraction
(Figure 4(a)). Confirming earlier reports and consistent with
its effect on the subcellular localization of H1.2, blocking JNK
(Figure 4(b)) also protected T-cells from apoptotic damage
(Figure 4(c)). Growing evidence of cross talk between signal
transduction pathways and the metabolic status of cells,
wherein evidence that metabolic stress triggers changes
in acetylation and consequently mitochondrial function

[29-31], prompted us to assess possible regulation of T-
effector apoptosis by cellular acetylation machinery.

3.5. Acetylation Dependence of T-Effector Apoptosis. Mount-
ing evidence of proteins modified by acetylation outside of
conventional chromatin targets suggest a broader array and
range of cellular processes regulated by this modification [32-
34]. As a first approximation, a possible role of acetylation
in the activation of the H1.2 mediated apoptotic cascade
in T-effectors was tested. Anacardic acid (AA), a broad-
spectrum inhibitor of lysine acetyl-transferases protected T-
cells from apoptotic damage as seen in assays of nuclear
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morphology (Figure 5(a)). To assess if AA delayed rather
than inhibited cell death, the uptake of propidium iodide
(PI) was also measured in these conditions. After 18 hours in
culture without cytokine, the coincident staining with PI and
Annexin-V indicated the occurrence of membrane damage,
which is in contrast to cells cultured in cytokine (Figure 5(b)).
In cells that were cultured with AA, PI and Annexin-V
staining was comparable (and low), indicating that AA pre-
vented the loss of membrane integrity (Figure 5(b)). Further,
the translocation of H1.2 (and AIF) was inhibited in cells
treated with AA relative to the group cultured without
cytokine (Figure 5(c)), supporting a possible role for changes
in acetylation states as a regulatory step in the apoptotic
response in T-effectors. The molecular target(s) of this

modification remains to be identified. Experiments discrim-
inating between the possibilities that H1.2 displacement may
be a response to acetylation-dependent changes of chromatin
organization vis-a-vis effects on histones or by the modula-
tion of nonhistone proteins would provide additional insight
into this regulation.

4. Discussion

Competition for limiting nutrients in the extracellular milieu
is a widely prevalent mechanism for the regulation of cell
number and mechanisms by which cells perceive these
changes in their microenvironment continue to be actively
investigated. Reduced availability of cell extrinsic growth
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factors frequently underlies the coordinated deletion of cells
overproduced during development or differentiation. We
address this question in a model system that recapitulates the
deletion (induced by cytokine withdrawal) of differentiated
T-cells in cell culture. We provide evidence that the nucleus
functions as a site for integration of extracellular nutritional
cues with significant consequences to T-cell survival. This was
indicated in the experiments wherein LMB blocked apoptotic
damage in T-effectors in response to cytokine deprivation
implicating a nuclear intermediate in the signaling cascade.
Involvement of nuclear events was confirmed in experiments
where, following cytokine withdrawal, we observed that
H1.2 was displaced from the nucleus to translocate to the
mitochondrion, initiating cascades culminating in cell death.
HL.2 translocation from the nucleus has been previously
reported in immature thymocytes and chronic lymphocytic
leukemic cells in response to genotoxic and nongenotoxic
drug treatment [25, 26, 35]. In support of this, we present
evidence for H1.2 interactions with the mitochondrial outer-
membrane resident, the proapoptotic protein Bak, and its
regulation of ensuing damage to mitochondria and the
nucleus in T-effectors undergoing apoptosis. These data open
up possibilities—not mutually exclusive—of H1.2 associated
molecules that regulate apoptotic outcomes or, modifications
to H1.2 itself that may be necessary for its activity at the
mitochondrion.

A hierarchy of interactions involving Bcl-2 family pro-
teins (Bax and Bak amongst others) and reactive oxygen
species are implicated in the apoptotic deletion of T-cells [3,
13-15, 17, 18]. Current understanding of apoptotic signaling
positioned molecules with well-characterized functions at the
mitochondrion as key intermediates in T-cell apoptosis. Since
ablation of HI1.2 protected cells from apoptosis in culture,
the data suggests an intriguing possibility of amplification
or reinforcing loop mediated by H1.2, which converges on
the mitochondrion to propagate the apoptotic cascade. We
speculated that if signaling resulting from H1.2 and ROS
activation converges on a single event/organelle, common
regulatory processes might be expected. Earlier work from
the laboratory had shown that Jun-N-terminal kinase (JNK)
was activated by NADPH-mediated ROS production and
regulated mitochondrial damage in the apoptotic response of
T-effectors [17]. Supporting the possibility of a hierarchy of
interactions, JNK activity controlled the subcellular distribu-
tion of H1.2, that is, its liberation from the nucleus following
growth factor deprivation. The underlying molecular features
and consequences of HI1.2 association with Bak remain to
be elucidated. Based on the observations in this study we
speculate that chromatin may execute a nontranscriptional
response to JNK activity to initiate the observed nonnuclear
functions of H1.2. This outcome may be linked to the
modulation of epigenetic states by JNK activity, which has
precedence in other systems [36-38].

The protective effect of AA is consistent with a role for
acetylation in the regulation of HI1.2 relocation and conse-
quent apoptosis. The possibility that lysine acetyl-transferases
form an instructive element in the apoptotic H1.2-dependent
cascade suggested by these observations, however, requires

more detailed analysis. Our attempts to track T-cell con-
traction following antigen challenge in mice injected with
AA were unsuccessful because of the inhibitory effects of
AA on T-cell activation responses in vivo (not shown).
Genetic manipulations of H1.2 levels in T-cell populations
are underway to directly envisage the role of H1.2 pathway
in promoting survival of T effectors in vivo.

Taken together, the experiments suggest that cytokine
inputs necessary for nutrient uptake and consequently sur-
vival in T-effectors are integrated in the nucleus. These
observations position H1.2 in the molecular coupling of
genomic integrity and mitochondrial function, demonstrated
here in the programmed deletion of T-effectors. It is tempting
to speculate that, since cellular responses to metabolic stres-
sors are conserved across cell types, the pathway described
here is likely activated in other cellular contexts involving
homeostasis of differentiated cells.

5. Conclusions

Competition for limiting nutrients in the extracellular milieu
is a ubiquitous mechanism for the regulation of cell number.
Intracellular signaling networks constituting the cellular
response to these changes remain an active area of investi-
gation. In this study we provide evidence that events in the
nucleus integrate extracellular nutritional cues in T-effector
populations and these events are intricately connected to the
apoptotic response elicited by nutritional deprivation. Specif-
ically, in response to cytokine withdrawal the linker histone
H1.2 is displaced from the nucleus to translocate to the
mitochondrion and associate with the mitochondrial resident
protein Bak to trigger T-effector apoptosis. Finally, H1.2
dynamics are regulated by JNK signaling and responsive to
changes in the acetylation status in T-cells.
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Autophagy represents a homeostatic cellular mechanism for the turnover of organelles and proteins, through a lysosome-dependent
degradation pathway. During starvation, autophagy facilitates cell survival through the recycling of metabolic precursors.
Additionally, autophagy can modulate other vital processes such as programmed cell death (e.g., apoptosis), inflammation, and
adaptive immune mechanisms and thereby influence disease pathogenesis. Selective pathways can target distinct cargoes (e.g.,
mitochondria and proteins) for autophagic degradation. At present, the causal relationship between autophagy and various forms
of regulated or nonregulated cell death remains unclear. Autophagy can occur in association with necrosis-like cell death triggered
by caspase inhibition. Autophagy and apoptosis have been shown to be coincident or antagonistic, depending on experimental
context, and share cross-talk between signal transduction elements. Autophagy may modulate the outcome of other regulated
forms of cell death such as necroptosis. Recent advances suggest that autophagy can dampen inflammatory responses, including
inflammasome-dependent caspase-1 activation and maturation of proinflammatory cytokines. Autophagy may also act as regulator
of caspase-1 dependent cell death (pyroptosis). Strategies aimed at modulating autophagy may lead to therapeutic interventions for

diseases in which apoptosis or other forms of regulated cell death may play a cardinal role.

1. Introduction

Macroautophagy (abbreviated as “autophagy”) is a genet-
ically regulated and evolutionarily conserved pathway for
the degradation of subcellular components [1-5]. This pro-
cess involves the de novo formation of cytoplasmic double
membrane-bound vacuoles termed autophagosomes, which
sequester cytosolic cargo for delivery to the lysosomes [5,
6]. Autophagic cargoes may include various subcellular
targets typified by ubiquitin-modified or long-lived pro-
teins and major cytosolic organelles (e.g., mitochondria and
peroxisomes) [7-9]. However, a number of other potential
substrates have been identified, including lipids, nucleic
acids, reticulocytes, and invading pathogens (e.g., intracel-
lular bacteria, viruses, etc.) [7, 10]. The autophagic pathway
proceeds through several defined steps: (i) the initiation
phase involving the formation of an isolation membrane
or phagophore, (ii) the elongation of the phagophore, (iii)
the maturation of an autophagosome with assimilation of a

cytosolic cargo, (iv) the fusion of the mature autophagosome
to the lysosome, and finally (v) the degradation phase
where the contents are digested by lysosomal proteases (e.g.,
cathepsins) and other hydrolytic enzymes [1-5] (Figure 1).
Autophagy has been recognized as an essential function
for cell homeostasis and adaptation to environmental stress
conditions including nutritional starvation, energy depletion,
endoplasmic reticulum stress, oxidative stress, and hypoxia
[11-14]. Furthermore, autophagy plays a vital role in innate
and adaptive immune mechanisms, including resistance to
pathogen infections [10, 15, 16]. The role of autophagy in dis-
eases is an emerging area of investigation, with recent studies
indicating that autophagy may exert multifunctional roles in
specific diseases, with the potential for both adaptive and
maladaptive outcomes. Furthermore, deficiency or absence in
autophagic function may also contribute to the pathogenesis
of human diseases [2, 12, 17-19].

The occurrence of autophagy in response to environ-
mental stress, most notably starvation, is generally regarded
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FIGURE 1: Autophagy pathway. Autophagy is a membrane-dependent pathway that involves a defined series of steps. The pathway is initiated
by the autophagosome nucleation step (formation of a preautophagosomal structure leading to an isolation membrane or phagophore). This
is followed by autophagosome membrane elongation. The next steps involve the formation of the mature autophagosome, which engulphs
cytosol or specific substrates such as mitochondria or ubiquitinated proteins. Subsequently, the autophagosome containing its cargo fuses with
the lysosome. In the autolysosome, the autophagosomal cargoes are digested by lysosomal hydrolases and the contents released for metabolic

recycling.

as a cell survival mechanism [20-22]. Due to the often
coincident appearance of morphological and biochemical
markers of autophagy in cells that are dying, the relationship
between autophagy and cell death has been both exten-
sively studied and speculated upon [23-26]. Autophagy has
previously been classified as a form of programmed cell
death, termed “autophagic cell death” to describe a form
of caspase-independent necrosis-like cell death associated
with accumulation of autophagosomes in cells [27]. This
classification is now controversial, and the casual relationship
between autophagy and cell death remains unproven [25, 26].
Nevertheless, many studies have pointed to intimate rela-
tionships between autophagy and cellular death programs,
which are not yet fully understood [28]. Recent studies have
also examined potential cross-talk between the signaling
pathways that regulate autophagy and those that regulate
distinct forms of regulated cell death such as apoptosis [29].
Current advances in these areas will be summarized in this
review.

LI Modes of Cell Death. The major types of cell death
which have been studied most extensively in the context of
autophagy research include apoptosis, necrosis, necroptosis,
and pyroptosis, as briefly summarized here.

111 Apoptosis. Apoptosis denotes a regulated form of cell
death that requires the coordinated action of proteases and
nucleases within an intact plasma membrane. Morpholog-
ical characteristics of apoptosis include DNA fragmenta-
tion, plasma membrane blebbing, cell shrinkage, and cellu-
lar decomposition into membrane-bound apoptotic bodies
which are removed by phagocytosis [30-33]. The cardi-
nal biochemical features of apoptosis include mitochon-
drial dysfunction, respiratory chain inhibition, loss of inner

mitochondrial membrane potential (AVY,,), increased mito-
chondrial membrane permeability, and externalization of
phosphatidylserine [30-33]. Apoptosis has a crucial function
in the maintenance of tissue homeostasis under physiological
conditions and also serves as a component of developmental
programs and furthermore may also contribute to disease
pathogenesis. Several intracellular signaling pathways may
activate apoptosis. The “intrinsic” (mitochondria-dependent)
apoptotic pathway represents a major mechanism by which
exposure to harmful extracellular stimuli triggers apoptosis.
This pathway is dependent on a proteolytic activation cascade
for both regulation and execution (i.e., caspases) and subject
to regulation by Bcl-2 family proteins. The extrinsic apop-
totic pathway, which shares common downstream features
with the intrinsic pathway, is defined by its dependence
on receptor-ligand (e.g., Fas-Fas ligand) interactions for
initiation.

1.1.2. Necrosis. Necrosis is a type of cell death that results
from acute, accidental, or nonphysiological injury [30-33].
This type of cell death is associated with cell lysis as the
consequence of membrane damage and subsequent leakage
of cell constituents into the extracellular space, which may
lead to local inflammation and damage to the surrounding
tissue. In certain cases, cell swelling or oncosis may precede
necrosis [33]. Necrosis and apoptosis differ in morpholog-
ical features, though the two processes are not necessarily
mutually exclusive. Both apoptosis and necrosis can occur in
response to treatment with many injurious stimuli, usually in
a dose-dependent fashion. Many agents that cause apoptosis
at low to moderate doses may ultimately cause necrosis at
relatively higher doses. A number of endogenous events can
determine the balance between apoptotic and necrotic death.
Cellular energy charge (i.e., ATP levels) may represent one
such factor that influences cell fate decisions. Whereas ATP is
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required for certain steps of caspase activation, rapid decline
of cellular ATP levels typically leads to necrotic cell death.

1.1.3. Necroptosis. The existence of necrotic cell death path-
ways regulated by an intrinsic death program distinct from
that of apoptosis has also been proposed. A regulated
Fas-dependent but caspase-independent nonapoptotic cell
death, termed “necroptosis;” that resembles necrosis has been
described [34, 35]. In this form of regulated necrosis, the
ligand binding of death receptors such as the tumor necro-
sis factor receptor 1 (TNFRI) can promote the formation
of a macromolecular complex (necrosome), involving the
receptor-interacting protein (RIP) kinase-1 and kinase-3 that
initiate necrosis [36, 37]. Increasing evidence affirms the
relevance of this mode of cell death in the pathogenesis of
various diseases [38-42].

1.1.4. Pyroptosis. Pyroptosis represents a form of cell death
that is triggered by proinflammatory signals and which is
associated with inflammation [32, 43, 44]. This type of
cell death occurs primarily in inflammatory cells such as
macrophages and may be triggered by bacterial or pathogen
infections. A major feature of pyroptosis is the requirement
for caspase-1 activation. Caspase-1 is responsible for the mat-
uration of proinflammatory cytokines such as IL-1f3 and IL-
18 through inflammasome-dependent pathways. Cells under-
going pyroptosis release increased amounts of IL-13 and IL-
18. The execution of pyroptosis may also require caspase-7.
Cells undergoing pyroptosis share some common features of
necrosis. Cell death occurs as a result of membranous pore
formation and cytoplasmic swelling and leakage of cytosolic
contents. Similar to apoptotic cells, pyroptotic cells may also
display DNA fragmentation and nuclear condensation.

1.2. Molecular Regulation of Autophagy. The autophagic path-
way is highly regulated by a genetic program. The molecular
machinery of autophagic regulation is the subject of recent
reviews [45, 46]. Subsequent to their identification in yeast, a
number of critical autophagy-related genes (Atg) have been
identified whose gene products regulate distinct steps in the
induction or progression of autophagy [45, 46].

In brief, the autophagy pathway responds to regulation
by nutrient status, including nutrient deficiency (starvation)
and loss of energy charge [47]. Starvation induces autophagy
through the inhibition of mammalian target of rapamycin
(mTOR), which resides in a multiprotein complex, mTORC1
[47]. In response to stimulation by nutrients or growth
factors, mTORC1 negatively regulates a macromolecular
substrate complex that includes ULK1, ATG13, ATGI101, and
FIP200 (RBICC1), which results in autophagy suppression
[48-54]. Energy depletion, which stimulates autophagy,
inhibits mTORCI, in part through activation of the AMP-
dependent protein kinase (AMPK), leading to the activation
of ULKI, an important initiating step in autophagy [47, 55,
56].

Autophagy is also coregulated by a multiprotein com-
plex consisting of Beclin 1 (homologue of yeast Atg6),
which associates with class III phosphatidylinositol-3-kinase

(VPS34) and a number of additional stimulatory or inhibitory
coregulatory proteins (e.g., ATGI4L, UVRAG, Ambral, and
Rubicon) [57]. In response to proautophagic stimuli, the
increased production of phosphatidylinositol-3-phosphate
(PI3P) by this complex regulates autophagosome formation
[57,58]. The Beclin 1 complex is subject to negative regulation
by the PI3 K/Akt pathway [59] as well by binding interactions
with antiapoptotic Bcl-2 family proteins [60]. Following
phagophore formation, the elongation of the autophagosome
membrane requires the action of two ubiquitin-like conju-
gation systems: the Atg5-Atgl2 conjugation system and the
microtubule-associated protein-1 light chain 3 (LC3, Atg8)
conjugation system [61, 62]. Atg4B converts the proform of
LC3B to its cytosolic free form (LC3-I). In mammals, the
conversion of LC3-I (and other Atg8 homologues) to its
phosphatidylethanolamine-conjugated and autophagosome-
membrane associated form (i.e., LC3-II) is an initiating step
in autophagy [63-66].

2. Autophagy in Cellular Homeostasis

Autophagy is now recognized to play multifunctional roles
in the maintenance of cellular homeostasis. Once thought to
be relatively nonspecific, it is now believed that autophagy
is a highly selective process in which distinct cellular
mechanisms are employed to identify and target cargo to
autophagosomes. Such selective autophagy pathways have
been identified for the turnover of mitochondria (mitophagy)
and other organelles and the turnover of denatured protein

(aggrephagy).

2.1 Cell Survival during Starvation. During starvation (e.g.,
deprivation of glucose or growth factors or depletion of cel-
lular energy charge) autophagy prolongs cell survival through
the degradation and recycling of cellular macromolecules.
This process replenishes pools of precursor molecules dur-
ing nutrient deficiency states [20]. Mice deficient in the
autophagy protein Atg5 are susceptible to the lethal effects
of starvation [21]. Inhibition of autophagy by Beclin 1 or
Atg5 knockdown, or by chemical inhibitors such as 3-
methyladenine, can promote apoptosis and caspase-3 activa-
tion in starved HeLa cells [22]. These studies have suggested
a role for autophagy as a means for prolonging cell survival
during starvation.

2.2. Mitophagy. Autophagy performs a cardinal homeostatic
function in the removal of damaged or dysfunctional mito-
chondria, in a selective process referred to as mitophagy [9].
Mitophagy plays an important role in erythrocyte maturation
and the maintenance of cellular homeostasis. The increased
turnover of mitochondria by mitophagy may occur as a result
of chemical or physical stress (e.g., hypoxia) [67]. Mitophagy
can regulate mitochondrial number to match metabolic
requirements. Mitochondria are removed during erythrocyte
maturation by the BH3-only protein, Nix/Bnip3L1. Nix local-
izes in the outer mitochondrial membrane and directly inter-
acts with mammalian Atg8 homologs through its LIR motif
[68]. Damaged or dysfunctional mitochondria are recruited



to the autophagosome for removal by mitophagy through a
process regulated by the phosphatase and tensin homolog
deleted in chromosome 10 (PTEN)-induced putative kinase
1 (Pinkl) and Parkinson protein-2 (Parkin) [9, 69, 70].
Mutations in the corresponding PINKI and PARK2 genes are
associated with recessive familial forms of Parkinson’s disease
[71]. In mice, PINKI and PARK2 deletions are associated with
mitochondrial dysfunction [72]. Loss of mitochondrial mem-
brane potential and the increased production of mitochon-
drial reactive oxygen species (ROS) may provide initiating
signals for mitophagy. Pinkl, a transmembrane protein, is sta-
bilized on damaged or depolarized mitochondria. Following
the decline of mitochondrial membrane potential, which can
be caused by chemical stress, Pinkl recruits cytosolic Parkin,
an E3 ubiquitin protein ligase, to the mitochondria [69, 70,
73]. Parkin initiates the formation of polyubiquitin chains
which identify depolarized mitochondria for degradation.
Parkin ubiquitinates mitochondrial outer membrane proteins
including porin, mitofusin, and Miro [74, 75]. Ubiquitinated
mitochondria are subsequently recognized and targeted to
autophagosomes by the autophagic cargo adaptor protein p62
[9, 69, 70].

2.3. Aggrephagy in the Maintenance of Proteostasis. Auto-
phagy can maintain cellular protein homeostasis (proteosta-
sis) by providing a mechanism for the removal of ubiq-
uitinated protein aggregates, in a selective process termed
aggrephagy [8]. Recent studies suggest that autophagy may
provide an alternative pathway to proteolysis in addition
to the ubiquitin proteasome system [76-78]. Aggrephagy
requires the selective autophagy cargo adaptor p62/SQSTM1
(p62) which can interact with ubiquitinated proteins through
a ubiquitin-associated (UBA) domain [76]. Furthermore,
p62 can interact with LC3 through its LIR (LC3-interacting
region) motif and thereby facilitate the targeting of ubiq-
uitinated proteins to autophagosomes [77]. The selective
autophagy adaptor, NBRI (neighbor of BRCAI gene 1), pro-
motes the formation of ubiquitin-positive protein aggregates,
facilitating their sequestration and removal by aggrephagy
[78]. This process involves the 400kDa, PI3P-binding
autophagy-linked FYVE domain protein (ALFY), a p62-
interacting protein [79].

2.4. Other Forms of Selective Autophagy. In addition to
mitophagy, other forms of organelle-specific or substrate-
specific autophagy have been identified and collectively may
contribute to the maintenance of cellular integrity under
stress. These include the selective autophagic degradation of
peroxisomes [80], ribosomes [81], and endoplasmic retic-
ulum fragments [82]. In addition to protein, autophagic
processes have been implicated in the degradation of diverse
cellular biomolecules, including lipids [83] and RNA [84].
Furthermore, autophagy can degrade exogenously derived
substrates, most notably bacteria, virus particles, and other
parasites, in a selective process termed “xenophagy” [10, 15,
16]. Although recent studies begin to unravel the role of
mitochondrial selective autophagy in cell death pathways,
the role of diverse selective autophagy pathways in the
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modulation of cell death programs remains largely uncharted
territory.

3. Autophagy and Apoptosis

Despite a widely accepted role for autophagy in cellular
survival, autophagy has also been associated with the regu-
lation of various cell death pathways, most notably apoptosis.
Autophagy is a regulated program associated with survival
or stress adaptation. However, increased autophagosome
formation is often coincident in cells that are dying. Thus,
autophagy may represent a failed adaptive mechanism that
may have prevented death under milder conditions. Hypo-
thetically, excess activation of autophagy may contribute to
apoptotic cell death through unchecked degradative pro-
cesses [23]. The morphological and biochemical features
of autophagy and apoptosis are distinct. Cells undergoing
autophagy display an increase in autophagic vesicles (i.e.,
autophagosomes and autophagolysosomes). While partial
chromatin condensation appears in autophagic cells, DNA
fragmentation does not occur. The distinctions between
autophagy and apoptosis remain incompletely delineated, as
the two processes are not always mutually exclusive and may
occur simultaneously in the same cell type.

3.1 Cross-Talk between Autophagy and Apoptosis Proteins.
Recent studies suggest that factors well known to regulate
apoptosis pathways also have the potential to exert regulatory
activity on factors that regulate autophagy and vice-versa
(Figure 2). How these regulatory events, termed “cross-talk’,
are integrated into a mechanism for the determination of cell
fate yet remains incompletely understood.

Antiapoptotic Bcl-2 family proteins, which downregu-
late apoptosis (i.e., Bcl-2) by antagonizing the activity of
proapoptotic proteins, can downregulate autophagy. Beclin 1
interacts with antiapoptotic Bcl-2 family members including
Bcl-2 and Bcl-X;. Binding of these Bcl-2 family proteins to
Beclin 1 inhibits autophagy by preventing the association of
Beclin 1 with the class III PI3K complex [57, 60]. Recent
studies have identified Bcl-B as a novel Beclin 1 binding
protein [85]. BNIP3 is a BH3-only protein that can trigger
apoptosis by sequestering antiapoptotic Bcl-2 family proteins
and promoting Bax/Bad dependent mitochondrial release of
proapoptotic mediators. BNIP3 also stimulates mitophagy
by disrupting the interaction between Bcl-2 and Beclin 1
[86]. These interactions suggest that autophagy and apoptosis
may be coordinately regulated by Bcl-2 family proteins.
Experimental evidence also suggests that, once activated,
apoptosis effector molecules may suppress autophagy; for
example, Beclin 1 may be cleaved and inactivated by caspases
during activation of apoptosis [87].

Further studies suggest that certain Atg proteins may play
dual roles in autophagy/apoptosis regulation; for example,
the autophagic protein Atg5 may affect extrinsic apopto-
sis pathways through interactions with the Fas-associated
death domain (FADD) protein [88]. Atg5 which regulates
autophagy can be subject to calpain-dependent cleavage to
generate a proapoptotic truncation product (tAtg5). This
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FIGURE 2: Autophagy is negatively regulated by the phosphatidylinositol 3-kinase (PI3 K)/Akt signaling pathway, which activates mammalian
target of rapamycin (mTOR) in response to growth factors and also phosphorylates Beclin 1. The adenosine 5'-monophosphate-activated
protein kinase (AMPK) negatively regulates mTOR thereby acting as a positive regulator of autophagy in response to AMP levels.
mTOR resides in the mTOR signaling complex (mTORCI1), which regulates the mammalian uncoordinated-51-like protein kinase (ULKI)
complex, consisting of ULKI, ATGI13, ATGI101, and RBICCI. Autophagy is also regulated by the Beclin 1 complex, consisting of Beclin
1, class III phosphatidylinositol-3-kinase (VPS34 or PI3KC3) and ATGI4L or UVRAG. Stimulation of the Beclin 1 complex generates
phosphatidylinositol-3-phosphate (PI3P), which triggers autophagosomal nucleation. Autophagosome membrane elongation is regulated
by ubiquitin-like conjugation systems. ATGI2 is conjugated to ATG5 by ATG7 and ATGI0 enzymes, which results in the formation of the
ATG5-ATGI2-ATGI6L1 complex. The Atg8 conjugation system involves microtubule-associated protein-1light chain 3 (LC3, ATG8). LC3 and
other Atg8 homologues are modified with the cellular lipid phosphatidylethanolamine. Pro-LC3 is cleaved by ATG4B to generate the LC3-I
form. ATG4D may similarly process other Atg8 homologs. Lipid conjugation of LC3-I occurs from the action of ATG7 and ATG3 activities.
The conversion of LC3-I (free form) to LC3-II (lipid-conjugated form) is a major step in autophagosome formation. Antiapoptotic Bcl-2
family proteins can interact with the autophagy machinery at the site of Beclinl, resulting in inhibition of autophagy. The tumor suppressor
protein p53 and activated caspases potentially interact with the autophagy machinery at the indicated sites. Caspase processing can result in
activation of autophagy (e.g., Atg4D) or inhibition of autophagy (e.g., Beclin 1, Atg3). Additionally, Atgl2 and a cleavage product of Atg5 can
act as proapoptotic mediators by antagonizing antiapoptotic Bcl-2 family proteins.

cleavage product promotes apoptosis by binding to and
inhibiting antiapoptotic proteins such as Bcl-X; [89]. Recent
studies also implicate Atgl2, the binding partner for Atg5
required for autophagosomal elongation, as an effector of
the intrinsic apoptosis pathway [90]. Atgl2 may bind to and
inactivate antiapoptotic Bcl2 family proteins (e.g., Bcl-2 and
Mcl-1), through an interaction involving a BH2 motif, and
thereby act as a proapoptotic regulator [90].

Recent advances have identified other regulatory targets
for caspase regulation among autophagy related molecules;
for example, Atg4D, a member of the Atg4 family of Atg8
processing enzymes, has been identified as a substrate for
proapoptotic caspase-3 [91]. Caspase processing of Atg4D
results in activation with respect to proautophagic activity.
The autophagic protein Atg3 has recently been identified as a
caspase-8 substrate, which is cleaved during TNFa-induced

apoptosis [92]. The antiapoptotic protein cellular Flice-like
inhibitory protein (c-FLIP) can act as a negative regulator
of autophagy [93]. The c-FLIP, an endogenous inhibitor of
caspase-8 processing and the extrinsic apoptotic pathway,
acts to prevent the binding of Atg3 to LC3, which impairs LC3
processing [93].

On the basis of what is known about the molecular cross-
talk between autophagy and apoptosis it currently remains
unclear whether autophagy and apoptosis are coregulated or
mutually exclusive processes. Antiapoptotic (e.g., Bcl-2) as
well as proapoptotic (e.g., caspase-3) molecules can down-
regulate autophagy by interacting with Beclin 1. Furthermore,
other caspase-dependent events have been implicated in anti-
autophagy or proautophagy events. For example caspase
processing of Atg4D is proautophagy, whereas caspase pro-
cessing of Beclin 1 is antiautophagy.



The definitive cellular mechanisms that control the deci-
sion to embark on each one or both of these pathways
in response to specific stimuli remain unclear. Analysis
of any single isolated regulatory component (using siRNA
knockdown for example) for its potential to cross-regulate
autophagy and/or apoptosis will be unlikely to answer
these questions. Thus, an integrative approach is needed to
understand how the entire molecular machinery of apop-
tosis and autophagy are coordinated to influence cell fate
decisions.

3.2. The Tumor Suppressor p53 Coregulates Autophagy and
Apoptosis. The p53 tumor suppressor protein is a well studied
regulator of cell cycle progression and apoptosis. p53 modu-
lates the expression of Bcl-2 family proteins (e.g., Bax, Bid)
and other apoptosis-related gene targets (e.g., Apafl). The
nuclear form of p53 targets the expression of DRAM (damage
regulated autophagic modulator), which can stimulate both
autophagy and apoptosis [94]. Alternatively, p53 can induce
autophagy through the upregulation of AMPK, which down-
regulates the mTOR pathway [95]. Recent studies have shown
that genetic or pharmacological inhibition of p53 can also
activate autophagy and have led to the identification of the
cytoplasmic form of p53 as an inhibitor of autophagy [96].
Chemical stimuli known to induce autophagy can promote
the proteasomal degradation of p53 [96].

Cellular stimulation with interferon-y (IFN-y) induces
the deacetylation of p53, leading to suppressed Bmf expres-
sion, reduced complex formation between Beclin 1 and Bcl2,
and enhanced autophagy [97]. Taken together these studies
suggest a complex role of p53 in the regulation of autophagy;,
with opposing roles for the cytosolic and nuclear forms of p53
[98, 99].

3.3. Autophagy as a Protagonist of Apoptosis. Several recent
studies, supported by genetic manipulation of the autophagy
program, have revealed that in select toxicological models,
autophagy may be associated with the promotion of apopto-
sis.

In our recent studies we have found that epithelial
cells subjected to cigarette smoke extract (CSE) exposure
die by activation of the extrinsic apoptosis pathway [100,
101]. CSE-induced cell death involved activation of the
Fas-dependent death-inducing signaling complex (DISC)
and downstream activation of caspases (-8,-9,-3). Epithelial
cells subjected to CSE exposure concurrently responded
with increased autophagosome formation and increased
processing of LC3B-I to LC3B-II in epithelial cells [100,
101]. Knockdown of autophagy proteins Beclin 1 or LC3B
inhibited apoptosis in response to CSE exposure in vitro,
suggesting that increased autophagy occurred in association
with epithelial cell death [100, 101]. Further studies revealed
that LC3B may act as a regulatory factor in extrinsic apoptosis
in this model [101]. LC3B was found to engage a complex with
Fas, the key component of the DISC, in a fashion dependent
on the lipid raft protein caveolin-1. CSE exposure caused
the rapid dissociation of LC3B from Fas, in association with
the activation of apoptosis signaling [101]. In conclusion,
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these results using genetic knockdown experiments have
implicated a proapoptotic role for LC3B, in a specialized
model of CSE-induced toxicity, though the relative role of
autophagic activity in promoting cell death in this model
remains unclear [100, 101].

It should be noted that CSE-induced autophagy may
differ from starvation-induced autophagy in that it occurs
in the presence of a complex mixture of foreign matter,
which may potentially alter the functionality of the autophagy
response. Thus, the concept of “toxic autophagy” may involve
altered function, which may be dependent not only on
whether its activation is physiological or excessive, but also
on the nature of foreign substrates (e.g., complex xenobiotics
such as tar or virus particles) and their interactions with
autophagosomes.

Further examples of coincident autophagy and apoptosis
include p53-dependent autophagy through upregulation of
DRAM, which is coincidental with upregulation of apoptosis
[93]. TNF« can induce autophagy in trophoblasts lead-
ing to activation of the intrinsic apoptosis pathway [102].
Knockdown of Atg5 prevented TNFa-dependent activation
of proapoptotic caspases in this model [102]. Deletion of Atg5
was also shown to protect cells from prodeath environmental
stimuli; however, the authors attributed this resistance to
compensatory activation of chaperone-dependent autophagy,
rather than inhibition of macroautophagy per se [103].

These studies raise an important issue in that genetic
knockdown of one specific autophagy-related factor cannot
establish whether autophagy was protective or not in any
context, as downregulation of the target may potentially affect
signaling pathways that are independent of autophagy, or
alternatively, promote compensatory mechanisms, such as
alternate forms of autophagy.

4. Autophagy, Necrosis, and Necroptosis

4.1. Autophagy Dependent Cell Death during Apoptosis Inhi-
bition. The terms “autophagic cell death” or type II pro-
grammed cell death have been previously used to refer to cell
death distinct from apoptosis that occurs in association with
increases in autophagosome formation and independently of
caspases [26]. Many studies that have implicated autophagy
as a cell death effector have been performed on apoptosis-
compromised or caspase-deficient cells; for example, cells
treated with z-VAD-fmk, a general inhibitor of caspases, or
with caspase-8 and calpain inhibitors, die essentially by a
nonapoptotic pathway characterized by dramatic accumu-
lations of autophagic vacuoles [104-107]. Genetic knock-
down experiments (e.g., Beclin 1) suggest that autophagy
contributes to cytotoxicity in these models [104]; however,
contrasting studies, also using knockdown of autophagy
proteins, have also suggested that autophagy can also pro-
tect in the context of nonapoptotic cell death induced by
caspase inhibition [108]. In Bax~/~Bak™'~ mouse embryonic
fibroblasts (MEFs), which cannot activate intrinsic apoptosis,
treatment with chemotherapeutic agents results in non-
apoptotic necrosis-like cell death accompanied by excessive
autophagosome formation [109].
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Currently it remains unclear whether the process of
autophagy acts as an effector or bystander of caspase-
independent necrosis-like cell death, though autophagic pro-
teins likely play an accessory role [25, 26].

4.2. Cross-Talk of Autophagy and Necrosis. Experiments in
tumor cells have suggested the possibility of cross-talk
between autophagy and necrosis in cells [110]. Autophagy
provides a protective function to limit tumor necrosis
and inflammation in response to metabolic stress. While
autophagy acts to buffer metabolic stress, the combined
impairment of apoptosis and autophagy promotes necrotic
cell death in vitro and in vivo [111]. Although it remains to
be determined what triggers necrosis in tumor cells, it is
likely that insufficient ATP production to maintain plasma-
membrane integrity results in metabolic catastrophe and cell
lysis [110, 112]. A rapid drop in ATP has been implicated
in necrosis [113]. Autophagy integrates a metabolic feedback
system to allow sufficient ATP generation to maintain cell
viability [114]. Enhanced autophagy by spermidine, a natural
polyamine, inhibits loss of membrane integrity and release
of chromatin protein high mobility group Bl (HMGBI), a
biomarker of necrosis [115].

Necrosis was once described as accidental cell death by
extreme physicochemical stress. However, recent consensus
agrees that specific genes can regulate necrosis, which is
termed necroptosis [35]. The kinases receptor-interacting
protein 1 (RIP1) and RIP3 are key signaling molecules in
necroptosis. Published studies have suggested that the treat-
ment with zVAD, a caspase inhibitor with broad specificity,
induced autophagy and the death of 1929 cells; and this
death process required RIP1, suggesting that autophagy is
involved in necroptosis [107]. In several models, autophagy
has been shown to regulate necroptosis [116, 117]. In endothe-
lial cells, inhibition of autophagy rescues palmitic acid-
induced necroptosis [118]. On the other hand, a recent
study has demonstrated that necrostatin-1 (Nec-1), a specific
necroptosis inhibitor, suppressed not only necrosis but also
autophagy [119]. These observations suggest that autophagy
may be induced by necroptosis [120], raising the possibility
that cellular stress during cell death may lead to the induction
of autophagy. The molecular mechanism underlying this
relationship remains elusive and controversial [121]. It is
tempting to speculate that so-called autophagic cell death
may involve elements of necroptosis, though further research
will be needed to clarify this relationship, as well as the
signaling pathways linking autophagy to necroptosis.

5. Autophagy, Inflammasome Activation,
and Cross-Talk to Pyroptosis

Recent observations have revealed a relationship between
autophagic proteins and inflammasome-associated proin-
flammatory cytokine maturation in macrophages [122-124].
Inflammasomes are cytosolic multiprotein complexes that
constitute a novel inflammatory signaling mechanism and
which govern the maturation and secretion of distinct proin-
flammatory cytokines, such as IL-153, IL-18, and IL-33 [125].

Cytosolic receptors of the Nod-like receptor (NLR) family
(i.e., NLRP3, NLRPI) interact with accessory proteins to form
inflammasome complexes. NLRP3 interacts with an adaptor
protein [apoptosis-associated speck like protein containing
CARD (ASC)], which recruits and activates the procaspase-1
by proteolytic cleavage [125].

Proinflammatory cytokine secretion (IL-1f3 and IL-18)
was enhanced in atgl6ll or atg7 deleted macrophages in
response to LPS [122]. In contrast, atgl6ll or atg7 deficiency
did not affect TNF and IFN-f3 production or NF-xB pathway
activation in macrophages stimulated with LPS [122]. Fur-
thermore, atgl6ll deleted mice displayed increased suscepti-
bility to a murine model of colitis, which could be ameliorated
by anti-IL-18 therapy [122]. Increased activation of IL-1/3 and
IL-18 has also been observed in macrophages and monocytes
isolated from mice genetically deficient in Beclin 1 and LC3B
[123]. Cytokine activation in response to LPS and ATP in
wild-type macrophages, as well as the amplification observed
in LC3B or Beclin 1 deficient macrophages, required the
NLRP3 inflammasome pathway [123, 124]. The mechanism
by which autophagy deficiency enhanced NLRP3 inflamma-
some pathway activation involved mitochondrial dysfunc-
tion, including the enhanced production of mitochondrial
ROS and increased mitochondrial membrane permeability
transition [122, 123]. The pathway to caspase-1 dependent
IL-18 secretion in macrophages was inhibited by mitochon-
drial targeting antioxidants [123]. These experiments suggest
that autophagic proteins dampen inflammasome pathway
activation by stabilizing mitochondria and/or maintaining
mitochondrial quality control through autophagy.

In contrast to negative regulation of autophagy by the
inflammasome, a recent study demonstrates that autophagy
induction by starvation enhances caspase-1 activation and
secretion of IL-1f3 and IL-18 [126]. Inflammasome-mediated
IL-1p secretion utilizes the autophagy-based unconventional
secretion pathway [126]. It is possible that a distinct type
of autophagy induction might differentially regulate the
inflammasome pathway.

Taken together these studies suggest an important role for
autophagic proteins in the dampening of proinflammatory
responses, which warrants further investigation in models of
inflammatory disease.

In addition to confirmed negative regulatory roles of
autophagy in inflammasome activation, it has been shown
that stimulation of inflammasome pathways can promote
autophagosome formation through activation of the GTPase
RalB [127]. Furthermore, p62-dependent selective autophagy
processes may regulate the turnover and degradation of ubiq-
uitinated inflammasome complexes [127]. Further studies
suggest that stimulation of plasminogen activator inhibitor-2
by Toll like receptor activation suppresses NLRP3-dependent
cytokines activation by promoting the autophagic degra-
dation of NLRP3 [128]. An important and unanswered
question is related to whether inflammasome activation and
the generation of inflammasome-associated cytokines exert
downstream consequences on autophagic processing.

Pyroptosis is triggered in inflammatory cells in response
to excessive inflammation by caspase-1-dependent processes,
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FIGURE 3: Autophagy has a complex relationship with various modes of cell death, including regulated (e.g., apoptosis, pyroptosis, and
necroptosis) and catastrophic (e.g., necrosis) types of cell death. Autophagy has been implicated in association with caspase-independent
cell death in apoptosis-compromised cells leading to necrosis and necroptosis. Furthermore, autophagy has been implicated as an inhibitor
of both apoptosis and necrosis by preserving cellular functions, removing toxic debris, and maintaining cellular energy charge. Nevertheless,
proapoptotic roles of autophagy have also been reported. Proinflammatory stimuli can activate inflammasome-dependent caspase-1 activation
leading to proinflammatory cytokines maturation. Excess activation of this pathway can lead to pyroptotic cell death. Mitochondrial
dysfunction plays a key role in both apoptosis signaling and the activation of the inflammasome pathway. Autophagy can influence these
pathways through modulation of the mitochondrial pool. The relationships between autophagy and necroptosis or pyroptosis require further

elucidation.

leading to release of proinflammatory cytokines (e.g., IL-
153, IL-18, and IL-33) from dying cells. Recent studies sug-
gest that macrophages activate autophagy in parallel with
inflammasome activation, as a means to delay the onset of
pyroptosis [129]. Chemical inhibition of autophagy using 3-
methyladenine or inhibition of the Atg4 protease resulted
in increased incidence of pyroptotic cell death in activated
macrophages [129]. The impact of autophagy modulation
on the regulation of pyroptosis, and the relevance of these
interactions in in vivo models of inflammatory disease and
sepsis, warrants further exploration.

6. Conclusions and Therapeutic Implications

Autophagy is generally defined as a cellular program that
ensures survival under conditions of stress. The ability of
autophagy to clear damaged or denatured subcellular con-
stituents such as aggregated protein (i.e., aggrephagy) as well
as to maintain mitochondrial homeostasis (i.e., mitophagy)
appears to play important roles in the cytoprotective and
homeostatic functions of autophagy [20]. Despite the home-
ostatic roles, autophagy is now recognized to play complex
and incompletely understood roles in cell death programs
(Figure 3). Furthermore, there is considerable cross-talk
between the molecular regulation of autophagy and other

regulated forms of cell death [23-26]. The role of autophagy
in diseases is an emerging area of investigation, with recent
studies indicating that autophagy may exert multifunctional
roles in specific diseases, with the potential for both adaptive
and harmful outcomes. Furthermore, deficiency or absence
in autophagic function may play a pathogenic role in select
human diseases [2, 17-19]. Additional studies are needed to
define the dynamic equilibrium between autophagy, apopto-
sis, regulated necrosis, and other modes of cell death in the
context of human disease pathogenesis [121]. Furthermore,
additional studies are needed to determine the relevance of
autophagic regulation of pyroptosis in inflammatory diseases
[130]. An increased understanding of these relationships
would be essential in the development of therapeutics target-
ing the autophagy pathway for the treatment of disease.
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Both Reelin and Nerve Growth Factor (NGF) exert crucial roles in retinal development. Retinogenesis is severely impaired in
E-reeler mice, a model of Reelin deficiency showing specific Green Fluorescent Protein expression in Rod Bipolar Cells (RBCs).
Since no data are available on Reelin and NGF cross-talk, NGF and trkAN®™®/p75N™ expression was investigated in retinas from
E-reeler versus control mice, by confocal microscopy, Western blotting, and real time PCR analysis. A scattered increase of NGF
protein was observed in the Ganglion Cell Layer and more pronounced in the Inner Nuclear Layer (INL). A selective increase
of p75™"® was detected in most of RBCs and in other cell subtypes of INL. On the contrary, a slight trend towards a decrease was
detected for trkAN™®, albeit not significant. Confocal data were validated by Western blot and real time PCR. Finally, the decreased
trkAN™® /p75NTR ratio, representative of p75™ '~ increase, significantly correlated with E-reeler versus E-control. These data indicate
that NGF-trkAN™ /p75N™® is affected in E-reeler retina and that p75™™® might represent the main NGF receptor involved in the
process. This first NGF-trkAN®™® /p75NT® characterization suggests that E-reeler might be suitable for exploring Reelin-NGF cross-

talk, representing an additional information source in those pathologies characterized by retinal degeneration.

1. Introduction

Reelin and Nerve Growth Factor (NGF) take part in retino-
genesis, and their increased levels occur in inflamed/degen-
erating retina [1-3]. Reelin is a highly conserved extracellular
glycoprotein, released by neurons/accessory cells and signals
via specific surface receptors belonging to the Apolipoprotein
E and the very low density lipoprotein families (ApoER2
and VLDLR) and via adaptor protein Dabl [4, 5]. Reelin
expression peaks during retinogenesis, allowing migra-
tion/positioning and differentiation of retinal cells (physio-
logical upregulation), returns to baseline levels in adulthood
(physiological downregulation), and increases again follow-
ing local injury/degeneration (pathological upregulation) [6,
7]. Reelin deprivation causes a macroscopic modification of
the retinal structure, with incorrect cells distribution and

synaptic circuitry alteration, including a decrease in Rod
Bipolar Cells (RBCs) density and an abnormal distribution
of their processes in the Inner Nuclear Layer (INL), as well
described in the reeler model [1, 8].

In the visual system, NGF exerts pleiotropic effects during
development and guarantees homeostasis during adulthood
[2, 3, 9-11]. NGF appears to exert multiple effects in both
the neurons and accessory cells (proliferation, migration, dif-
ferentiation, cytoskeletal reorganization, survival, apoptosis,
etc.) [2, 3, 11]. NGF plays a crucial role during retinogene-
sis, influencing neuritic outgrowth, survival, and apoptosis,
together with other neurotrophins and their related receptors,
while in adulthood NGF is involved in several pathophysio-
logical processes (homeostasis, ischemia, glaucoma, etc.) [2,
3,10,11]. NGF is produced and used in an autocrine/paracrine
fashion by Retinal Ganglion Cells (RGCs), Bipolar and other
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retinal cell types (horizontal and amacrine cells, Miiller glia)
[11]. The biological effects of NGF are directly dependent on
the specific binding to two different cell surface receptors,
the tyrosine kinase trkAN“"® and the glycoprotein p75™'®
[12, 13]. NGF/trkAN"™® promotes the survival and recovery
of RGCs, as observed in experimental models and after
intraocular injection of NGF [2, 11, 14, 15]. The crucial
contribution of the trkAN®™®/p75N™® ratio in the survival of
RGCs has been recently envisaged [13, 15]. Previous studies
showed an impaired NGF expression in Reelin-deficient mice
(16, 17].

In view of all these findings a possible cross-talk between
NGF and Reelin during retinal development might be
hypothesized, suggesting an abnormal NGF pathway in
Reelin-deficient retinas. To address this question, a homozy-
gous reeler mice model was developed from founder couples
and used to investigate both the biochemical and molecular
expression of NGF-trkAN® /p75NTR

2. Materials and Methods

2.1. Ethics Statement. All experiments were performed in
compliance with the ARVO Statement for the Use of Animals
in Ophthalmic and Vision Research. Animal care procedures
were conducted in conformity with the Intramural Commit-
tee and Institutional guidelines, in accordance with national
and international laws and policies (EEC Council Directive
86/609, OJ L 358, 1, December 12, 1987; NIH Guide for the
Care and Use of Laboratory Animals, NIH Publication 85-23,
1985). The experimental protocol was approved by the Ethical
Committee of “Tor Vergata” University (Rome, Italy).

2.2. Animals and Genotyping. Founder couples of reeler
strain (B6C3Fe-a/a-rl; Jackson Laboratories, Bar Harbor, ME,
USA), carrying the I/~ mutation in a C57BL/6] back-
ground, were purchased from Charles River (Calco, Italy).
The colony was housed at animal house facility (“Tor Ver-
gata” University) under standard conditions (12 hrs light/dark
cycle, temperature 21 + 1°C, and relative humidity 60 +
10%). Both water and food were freely available (Enriched
Standard Diet, Mucedola, Settimo Milanese, Italy). To obtain
the double-mutant reeler-L7-EGFP strain (referred to as E-
reeler in this study), B6C3Fe-a/a-rl and B6-FVB-Tg (Pcp2-
EGFP)2Yuza/] strains (Jackson Laboratories) were crossed
and then backcrossed, according to a standard procedure [18].
The offspring from the 8th generation were used as donors
that were hemizygotes for the Green Fluorescent Protein
(GFP) locus. The B6C3Fe-L7-EGFP mice were used as control
(wild-type rP**/* genotype; E-control). Since GFP expression
is under control of the L7 promoter, high levels of this live cell
marker (lacking toxicity) characterize RBCs and allow their
easy analysis at confocal microscopy (resistant to bleaching)
(19].

For the present study, a total of n = 62 eyes (31 mice) were
used and grouped as follows: n = 32 E-reeler eyes (21 + 1 days;
body-weight range: 9-11g) and n = 30 E-control eyes (21 + 1
days; body-weight range: 12-14 g). In a pilot study, RBCs were
quantified at P7, P14, P21, and P35, in order to choose the best
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time-point for analyses (n = 3/time-point;n = 9 E-reeler, and
n = 3 E-control).

EGFP expression and reeler genotype were assessed
as previously reported, with minor modifications [20, 21].
Briefly, 1 ug DNA was extracted from tails and placed in a
10x reaction buffer (100 mM Tris-HCI, pH 8.3, 500 mM KClI,
and 15 mM MgCl,) containing 10 mM dNTPs, 20 yM random
primers, and 5U/mL recombinant Taq polymerase (Euro-
clone, Milan, Italy). DNA amplification was performed in a
PTC-100 cycler (M] Research Inc., Watertown, MA). Specific
primers for GFP detection and genotyping studies were
synthesized by Invitrogen (Grand Island, USA). Detailed
primer sequences, gene accession number and amplification
profiles are reported in Table 1(A). DNA products and ladder
(100 bps molecular marker; Takara Bio Inc., Shiga, Japan)
were separated in 0.8-1.5% agarose gel containing ethidium
bromide (0.5 ug/mL; Appligene Oncor). Gels were acquired
by the Kodak EDAS 290 imaging system (Kodak, Tokyo,

Japan).

2.3. Tissue Sampling. E-reeler and E-control mice were deeply
anaesthetized by 2mg/mL ketamine (0.2mL/10gr body-
weight; Ketavet, Gellini Farmaceutici, Italy) and 0.23 mg/mL
medetomidine (0.24 mL/10 gr body-weight; Domitor, Orion
Corp., Espoo, Finland) intraperitoneal injection.

For confocal microscopy analysis, mice were perfused
through the left ventricle with saline solution (3 min), fol-
lowed by 4% buffered paraformaldehyde (PFA; 5 min). Enu-
cleated eyes (n = 10 eyes for E-reeler and n = 8 eyes for
E-control) were postfixed in the same fixative (48 hrs) and
cryoprotected in 10% sucrose (24 hrs).

For molecular and biochemical analysis, mice were sac-
rificed by cervical dislocation and the retinas were quickly
processed for biochemical (n = 8 eyes each, for both E-reeler
and E-control) or molecular (n = 14 eyes each, for both
E-reeler and E-control) analysis. The dissection of retinas
from fresh enucleated eyes was carried out under a dissector
microscope (SMZ645; Nikon, Tokyo, Japan), equipped with
cold-light optic fibers (PL2000 photonic; Axon, Vienna,
Austria).

2.4. Immunofluorescence and Digital Analysis. Postfixed and
cryoprotected eyes were quickly frozen in dry ice, embed-
ded in OCT medium (TissueTek; Leica, Heidelberg, Ger-
many), and sectioned (CM3050 cryostat; Leica Microsys-
tems, Rijswijk, The Netherlands). Serial sections (7 ym) were
placed (n = 3 sections/slide, n = 6 slides/retina) onto
gelatinized slides, preheated to increase tissue attachment,
and stored at —20°C. Both antigen retrieval (0.05% trypsin-
EDTA solution, 2min) and blocking/permeabilizing (1%
BSA and 0.5% Triton X100 in PBS, 15min) steps were
performed before the addition of specific antibodies: anti-
NGF (sc-549), anti-trkAN™® (sc-118), and anti—p75NTR (sc-
6188) antibodies, all from Santa Cruz Biotech (Santa Cruz,
CA). A quenching passage was also carried out to minimize
PFA background and slightly reduce the higher fluores-
cent expression of the E-construct. Cy3-conjugated donkey



International Journal of Cell Biology

TABLE 1: Primers for genotyping (A) and for real time PCR (B) used in the study.

*Gene access

number Sequence (For/Rev) Amplicon Annealing conditions

A: genotyping
PReeler (GM75) F:5'-TAA TCT GTC CTC ACT CTG CC-3' 380 bp 55°C,120's
PReeler (3W1) R:5'-ACA GTT GAC ATA CCT TAA TC-3' 280 bp
PReeler (3R1) R:5'-TGT ATT AAT GTG CAG TGT TG-3'
*GFP 1 F:5'-CGT AAA CGG CCA CAA GTT CAG-3' 500 bp 65°C,30's
*GFP 2 R:5'-ATG CCG TTC TTC TGC TTG TCG-3'

B: RT-PCR

‘GAPDH S: 5'-GTGGACCTCATGGCCTACAT-3' 100 bp 53°C,30's
BC059110 AS: 5'-GTTGGGATAGGGACTCCTCAC-3'
‘trkA S: 5'-AACAACGGCAACTACAC-3' 137 bp 58°C, 255
M23102 AS: 5'-CCTGTTTCTCCGTCCAC-3
cp75N R F: 5'-GAGGCACCACCGACAACCTC-3' 131bp 55°C, 255
AF187064 R: 5 -TGCTTGCAGCTGTTCCACCT-3'
‘NGF F: 5'-CTGGCCACACTGAGGTGCAT-3' 120 bp 53°C,30s
BCO11123 R: 5 -TCCTGCAGGGACATTGCTCTC-3'
Amplification profiles:

#1 cycle at 94°C/5 min, 30 cycles including 94°C/1 min, 55°C/2 min, and 72°C/3 min, and a final cycle at 72°C/10 min.

®1 cycle at 94°C/5 min, 35 cycles including 94°C/30 sec, 65°C/30 sec, and 72°C/30 sec, and a final cycle at 72°C/10 min,

‘1 cycle at 95°C/15min, 47 cycles of denaturation at 95°C/30 sec, annealing at 55-60°C/25 sec (primer’s Tm dependent), and elongation at 72°C/30 sec,
fluorescence monitoring at 60-90°C, 0.01°C for 0.3 sec, and final incubation at 72°C/5 min. Single melting curves always verified.

species-specific antibodies (1:500-700; Jackson ImmunoRe-
search Europe Ltd., Suffolk, UK) were used to bind all
primary antibodies. Nuclear counterstaining was performed
with TOTO3-Iodide (Molecular Probes, Eugene, OR) while
GFP expression specifically identified RBCs [19]. Isotypes
(negative controls) were carried out in parallel with the omis-
sion of primary antibodies and used for appropriate channel
series acquisition and related background subtractions. Slides
were coverslipped using a glycerol gelatin mounting medium
(Sigma-Aldrich, St. Louis, CA). Serial images were acquired
by C1 software connected to an inverted microscope (Eclipse
TE2000U, Nikon). Digital images (pixel size: 512 x 512 or
1024 x 1024 dpi) were saved, converted into 8-bit TIFF images,
and subjected to densitometric analysis (Image J v1.43; NIH-
http://rsb.info.nih.gov/ij/). Single integrated optical density
(IntDen) was registered for E-reeler and E-control retina
(n = 5 optic fields/slide/retina; x40/dry 0.75 DIC M/N2), in
terms of specific RBCs density and dendrite length (n = 5
sections/animal). IntDen data were collected: mean values
(+SD) were calculated and subjected to statistical analysis.
Quantification of RBCs in retinas was performed by evalu-
ating the number of the GFP-expressing RBCs in the INL.
A grid of 27 x 18 fields (field size: 25 ym x 27.5 ym) was
printed onto a transparent sheet and attached to the screen of
a15' LCD-display. Three representative regions were analysed
as follows: left, right, and across the optic nerve over five
consecutive slides/mice/experimental group. Cells outside
the region of interest were automatically ignored and the
results were averaged as a percentage of positive cells. All
counts were performed under blind conditions and presented
as mean * SD.

2.5. Western Blot. Dissected retinas were homogenized in
70 uL modified RIPA Buffer (50 mM Tris-HCI, 150 mM NaCl,
1% Triton-X100, 5mM EDTA, 100 mM NaF, and 1 mM PMSF;
pH 7.5) and briefly sonicated to shrink DNA (VibraCell
equipped with microtip; Sonics & Materials, Inc., Newtown,
USA) [22]. Total proteins were quantified with the DC protein
assay kit (BioRad Laboratories Inc., Hercules, CA), by using
the A1000 Spectrophotometer (Nanodrop, Celbio, Milan,
Italy). Normalized samples (50 pg) were subjected to 7.5% or
12% SDS-PAGE, under reducing conditions (130 V/frontline;
Miniprotean apparatus, Biorad). Electrophoresed proteins
were transferred onto Hy-Bond membranes (GE Healthcare,
Buckinghamshire, UK), in the presence of 48 mM Tris-Cl
(pH 6.8), 39 mM glycine, 0.0037% SDS, and 20% methanol
solution (10 V/55min; semidry condition, Transblotting
apparatus, Biorad). Membranes were stained with 0.5% Pon-
ceau S in acetic acid (ICN, Milan, Italy) to verify protein
transfer, washed twice in 0.5% Triton X100-Tris buffered
saline (TBS: 20 mM Tris-HCI and 150 m NaCl, pH 7.5) for
30 min, and blocked in 0.05% Tween-20 TBS (TW-TBS) con-
taining 5% nonfat dry milk for 1 hr. The membranes were then
probed (4°C/18 hrs) with the following primary antibodies:
anti-NGF (sc-549), anti-trkAN™® (sc-118), anti-p75~ ' * (sc-
6188) from Santa Cruz, and anti-Actin (ab-3280) from Abcam
(Cambridge, UK). Membranes were washed in TW-TBS
and subsequently incubated with POD-conjugated donkey
species-specific antibodies (1:30000; Jackson ImmunoRe-
search) for 90 min. Detection of specific signal was performed
by using an enhanced Chemi-Luminescent system (West
Femto Sensitivity Substrate; Pierce, Rockford, IL). Alterna-
tively, membranes were exposed to Hybond filters in appro-
priate cassette and developed in appropriate solutions. Both



membranes and filters were acquired by 1D Image Station
(Kodak). Data were saved as 8-bit TIFF files and exported
to be shown after Adobe Photoshop CS3 assembly (Adobe
System, San Jose, CA). Densitometric analysis was performed
using the 1D Image software (Kodak) and related Optical
Density (OD) values, referred to as normalized samples, were
shown in bar plots.

2.6. Real Time PCR Amplification. Dissected retinas were
pretreated with Proteinase K (20 mg/mL, 56°C/3 hrs; Finn-
zyme, Milan, Italy) in modified HIRT buffer (50 mM Tris-Cl,
pH 8, ImMEDTA, 1% Tween20). Total RNA was extracted
1:1 with TRIfast, according to a standard procedure
(EuroClone), and resuspended in 10 L fresh RNase free
water (Direct Q5, Millipore Corporation, Billerica, MA). To
eliminate any genomic DNA contamination, all total RNA
samples were treated with RNase-free DNasel, according to
the supplier’s protocol (2 U/uL; AM-1907; Turbo DNA free
kit; Ambion Ltd., Huntingdon, Cambridgeshire, UK). Total
RNA samples were checked for RNA quantity/purity (>1.8;
A280 program, Nanodrop) and for absence of RNA degra-
dation (1% agarose gel analysis). Equivalent amounts of RNA
(1ug) were used as template to generate cDNAs, according
to the IMPROM manufacturer’s procedure (Promega Corp.,
Madison, USA), in a one cycler programmable thermocycler
(PeqLab Biotech, Erlangen, Germany). The resulting cDNAs
were amplified using the SYBR Green PCR core reagent
kit (Applied Biosystems, Foster City, CA) in an Opticon2
programmable thermocycler (M] Research), according
to standard procedures [23]. Samples were amplified in
duplicate and in parallel with negative controls (either
without template or with mRNA as template). Real cycle
thresholds (Cts) were recorded during linear amplification
and normalized to those of referring genes run in parallel
(nCts = Cligrger — Clreferring)- Averages were calculated from
these replicates and expressed as normalized Ct or as
expression ratio of a normalized target gene (fold changes in
log2-scale), according to REST® analysis [24]. Both primer
sequence and amplification profile are accurately reported in
Table 1(B). The specific primers were designed using Primer3
software (http://www.primer3.com) and synthesized by
MWG Biotech (Ebersberg, Germany). GenBank software
was used to select the complete mRNA sequence of each gene
investigated (http://www.ncbi.nlm.nih.gov/ Genbank; pro-
vided by the National Center for Biotechnology Information,
Bethesda, MD). Primer specificities were confirmed by single
melting curves, monitored during amplification. In random
tests, PCR products were separated on 2.5% agarose gel and
acquired by 1D Kodak software to verify the presence of a
single amplicon.

2.7, Statistical Analysis. All data are shown as mean + SD (in
text) and mean + SEM (in bar plots). Parametric ANOVA
analysis followed by a Tukey-Kramer post hoc comparison
was used to estimate differences between groups [25]. The
statistical package used was StatView II for PC (Abacus
Concepts Inc., Barkley, CA). REST/ANOVA coupled analysis

. . E
was carried out for molecular comparisons. trkAN®/p75NTR
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ratio was calculated according to the single Cts values
recorded during linear amplification and normalized to those
of referring genes run in parallel (nCts), where Cts are
inversely proportional to mRNA expression [22]. Kendall’s
rank coeflicient (Tau) was also calculated to identify cor-
relation between GFP versus p75~ * and trkAN™® versus
p757 TR, A probability of P < 0.05 was presumed to reflect
statistical significant difference between groups.

3. Results

A preliminary observation of E-reeler mice was carried out
between P7 and P35 showing ataxia, eating complications
(typical of reeler mice), and survival difficulties for the
majority of animals, in the absence of appropriate handling
[1]. Accordingly, the P21 time-point was selected for the
following studies of characterization, and only E-reeler mice
carrying both the reeler mutation and EGFP expression were
included in the study. The genotyping is shown in Figure 1(a):
as depicted in (A), a 500 bp band was observed in E-reeler and
E-control DNA extracts, as compared to a negative control,
confirming the positive EGFP genotyping; as depicted in (B),
two DNA fragments were observed in DNA extracts: one
corresponding to the wild-type allele (280 bp; WT) and the
other to the reelin allele (380 bp; Rl). Both bands are visible in
the heterozygous mouse, not used in these studies.

According to Oberdick and coworkers procedure, both
E-reeler and E-control retinas express GFP-specific fluores-
cence mainly localized in the dendrites, soma, and axon
terminals of RBCs, allowing their easy recognition with
confocal microscopy [20]. As shown in Figure 1(b) (merge),
a decrease in the number (arrows) and dendrite length of
RBCs populating the INL, as well as their synaptic buttons
(arrowheads) in the GCL, was observed in E-reeler retinas.
Digital analysis carried out on serial images showed a 27.2%
decrease in GFP immunoreactivity in E-reeler retina (20899 +
4663 versus 28727 + 8134 IntDen, resp., E-reeler versus E-
control; P < 0.001). GFP-bearing RBCs were also counted
in serial sections, showing a 27.8% decrease in the E-reeler
retinas as compared to E-control ones (resp., 209 + 4 versus
287 + 81 cells/optic field; P < 0.001; Figure 1(c)).

3.1. NGF Expression. In order to understand whether NGF
is affected in E-reeler retina, serial sections were probed
with specific NGF antibody and NGF immunoreactivity was
evaluated in the INL and GCL. As shown in Figure 2(a),
NGF immunoreactivity was increased in RBCs, as well as in
both GCL and other INL cells (arrowheads) of E-reeler retina.
Therefore, the digital analysis carried out on these sections
showed a 13.9% increase of NGF immunofluorescence in E-
reeler retinas (32705+2197 versus 27756+ 1124 IntDen, resp.,
E-reeler versus E-control; P < 0.05). In line with this result,
Western blot and the related OD measurements showed a
374% NGF increase (both 12 and 15kDa bands) in the E-
reeler (P < 0.05; Figure 2(b)). Finally, the molecular analysis
of E-reeler mRNA extracts did not show a significant effect
on NGF mRNA expression (0.39,,, ratio; 7.21 + 1.05 versus
7.43 + 1.89 nCts, resp., E-reeler versus E-control; P > 0.05).
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FIGURE 1: E-reeler model. (a) Agarose gel representative of EGFP and Reelin gene amplification. (A) EGFP expression in E-control (E-ctrl) and
E-reeler (E-reln) tail genome, with respect to negative control (neg), not expressing GFP linked to L7-EGFP construct; (B) Reelin expression in
control (WT), heterozygote (Hz), and reeler (RI). The higher band (380 bps) represents reeler status while the lower one (280 bps) represents
control rank. (b) Representative confocal microscopy image showing GFP-expressing RBCs (green) and nuclei stained with TOTO3-Iodide
(blue). A decrease in the number of RBCs populating the INL is visible in E-reeler retina (arrows), as compared to E-control counterpart. Note
the reduction of GFP-fluorescence of both the dendrite length and synapses (GFP staining) indicated by arrowheads in the E-reeler retinas
(x400). (c) Number of GFP-bearing RBCs in E-reeler retinas, compared to the E-controls. Note the significant decrease of fluorescent cells
(P < 0.001). Abbreviations: GFP, Green Fluorescent Protein; RGCs, Retinal Ganglion Cells; INL, Inner Nuclear Layer; RBCs, Rod Bipolar
Cells.
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FIGURE 2: Expression of NGF in E-reeler retina. (a) Confocal microscopy showing images of GFP-expressing RBCs (green), NGF
immunoreactivity (red), and nuclear staining (blue). As indicated by arrowheads, in the merge and NGF single staining, INL cells strongly
immunoreacted with the NGF antibody. Some immunoreactivity was also observed in other structural and accessory cells (x400). (b)
Representative 12% SDS-PAGE and relative densitometric analysis of E-control and E-reeler retinal extracts probed with the NGF antibody
(OD values; P < 0.05). The size-marker was run between the two groups. Abbreviations: GCL, Ganglion Cell Layer; INL, Inner Nuclear Layer;
RGCs, Retinal Ganglion Cells; RBCs, Rod Bipolar Cells; GFP, Green Fluorescent Protein; OD, Optical Density.
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3.2. trkANSFR Expression. Since trkAN™® is widely con-
sidered the main NGF receptor involved in cell migration,
proliferation, and differentiation, trkANS™® protein expres-
sion was investigated by probing both E-reeler and E-control
retinas. As shown in Figure 3(a), trk ANCFR immunoreactivity
was detected in both the INL and GCL of control retinas
(merge). A trend towards a 5.64% decrease of trkANS®
immunoreactivity was quantified in the RGCs of E-reeler
retinas (22601 + 2391 versus 23953 + 1278 IntDen, resp.,
E-reeler versus E-control; P > 0.05). Accordingly, Western
blot and OD analysis did not show any significant trkANSF®
differences between the E-reeler versus the E-control protein
extracts (Figure 3(b)). These results were corroborated by
molecular analysis (=0.14, 4 ratio; 17.04+1.81 versus 16.63+
0.54 nCts, resp., E-reeler versus E-control; P > 0.05).

3.3. p75N™® Expression. Given that NGF binds to p75™ %,
the expression and localization of this glycoprotein were also
investigated. In E-reeler retinas, p75NTR immunoreactivity
increased in RBCs, RGCs, and other INL populating cells, as
highlighted by arrows in (Figure 4). Densitometric analysis
quantified a 44.7% increase of p75™ ' * immunoreactivity in
the E-reeler retina (19587 + 1916 versus 13539 + 1368 IntDen,
resp., E-reeler versus E-control; P < 0.05). In line, Western
blot analysis coupled to densitometric quantification showed
a significant 32.5% increase of p75™ '~ in E-reeler protein
extracts (P < 0.05; Figure 5(a)). The increased p75NTR protein
expression in E-reeler retinas was corroborated by real time
PCR (1.69;,, ratio; 4.29 + 1.77 versus 5.73 + 3.22 nCts; E-
reeler versus E-control; P < 0.05). The decrease of RBCs
(GFP" cells) did not correlate significantly with the increase
of p75™™ immunoreactivity (OD), as detected by Kendall
rank analysis between the E-reeler and E-control values (Tau
= -0.308; P > 0.05). Interestingly, the trkANGFR/p75NTR
ratio (from nCts values) was decreased in E-reeler mice as
compared to the E-controls, indicating a shift towards p75~ '~
expression (Tau = 0.867; P < 0.01, Figure 5(b)).

4. Discussion

This study was undertaken to verify the NGF-trkAN"®/
p75NTR expression in retinas from E-reeler mice, a Reelin-
deprived model showing severe structural and functional
changes in the retina, alongside the severe central nervous
system alterations. To date, no data are available on the NGF
pathway in Reelin deficient retina.

Retinogenesis is driven by a milieu of soluble factors, syn-
ergizing to obtain the final well-organized synaptic circuitry
[1, 8]. As observed in several experimental models, Reelin and
NGF take part actively during retinogenesis and continue all
over adulthood, contributing to retina homeostasis (synaptic
plasticity) [1, 3, 7, 8]. Structural and functional changes in the
retina have been detected in Reelin deficient mice, showing
an altered distribution of RBCs (both cell malpositioning and
reduced dendrite density) and impaired synaptic circuitry
[1]. RGC apoptosis has been quantified upon chemical NGF
deprivation, while the recovery of damaged structures and

particularly NGF/trkAN*® promoted RGC survival were
observed upon the intraocular NGF injection, as observed
in models of retinal degeneration (ischemia, glaucoma, and
diabetes) [11, 26-28].

Since emerging data lead to a possible cross-talk between
Reelin and NGF during retinogenesis and tissue remodeling,
the well-characterized reeler-L7-EGFP model was developed
(E-reeler) and Reelin-deprived retinas underwent NGE-
trkANGR/p75NTR  confocal microscopy and biomolecular
characterization [16, 17]. The morphological analysis of E-
reeler retina at P7-P35 showed structural changes charac-
terized by altered arrangement and significant decrease of
axon/dendrite density of residual RBCs (retina degenera-
tion), in line with previous studies [1, 6, 8]. Ataxia and eating
and survival difficulties were observed, and since the survival
was highly reduced over P27 in the absence of appropriate
management, the P21 was definitely selected for these studies.
According to the digital analysis and the conventional cell-
counting method, significant reductions in RBCs soma,
dendrites, and axons were quantified in E-reeler retina. This
observation is in line with previous studies indicating that
just RBCs represent the primary target of Reelin defect, even
though both RBCs and RGCs express/react to Reelin [1, 5].
Since RBCs carry the signal from the rod photoreceptors to
the RGCs (visual function), it is reasonable to hypothesize
that RBCs defect might interfere with the physiological
activity of RGCs in E-reeler retina.

The principal finding of this study is the significant
increase of NGF all over E-reeler retina, mainly localized
in the layers populated by RBCs (INL) and RGCs (GCL).
Indeed, NGF immunoreactivity was greatly expressed in
accessory/glial cells, representing certainly the main NGF
source in the damaged neighbourhood [29-32]. The obser-
vation of increased NGF protein, not corroborated by
the molecular data, might be explained as possible tran-
scriptional/posttranscriptional regulations (differential reg-
ulation, stability, and degradation of mRNA). In line with
the well-known NGF pleiotropic effects, this NGF increase
might be explained as an endogenous compensatory response
to Reelin deficiency, either to limit abnormal/impaired cell
distribution or counteract undesired apoptosis [12, 26, 33].

The statement that NGF exerts multiple effects depending
on the surface (co)receptor appearance strength suggests
the potential contribution of trkAN®™® and/or p75™™ in this
model. In the retina, p75~'® privileges Miiller glial cells
while trkANFR js mainly expressed by RGCs [30, 34]. While
trkANSF® tasks in neuronal survival, growth, and synaptic
modulation are well established, p75™ ™ ones are still an open
debate due to p75~N"™-trkAN™® coreceptor activity/complex-
ity 15,33, 35]. p75™ ' * mediates a widespread range of cellular
functions, depending on the cell-to-cell and/or cell-to-factor
milieu as well as the repertoire of surface (co)receptors
and can signal independently of trkAN“™® [12, 36, 37]. In

the nervous system, p75NTR

mediates neuronal survival by
facilitating trk ANCFR signal, increasing neuronal axon growth
and reducing neuronal cell death [37-42]. As a second

finding, a significant increase of p75" '~ and a trend towards
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FIGURE 3: Expression of trkAN™ in E-reeler retina. (a) Confocal microscopy showing images of GFP-expressing RBCs (green), trk AN
immunoreactivity (red), and nuclear staining (blue). A weak trkAN°™ immunoreactivity was observed at the RBCs (body and dendrites).
trkANGFR staining was less intense across the INL and in some cells inside the GCL of the E-reeler retina (x400). (b) Representative 7.5%
SDS-PAGE and relative densitometric analysis of E-control and E-reeler retinal extracts probed with the trkAN®™ antibody (OD values;
P > 0.05). The size-marker was run between the two groups. Abbreviations: GFP, Green Fluorescent Protein; RGC, Retinal Ganglion Cells;
GCL, Ganglion Cell Layer; INL, Inner Nuclear Layer; RBCs, Rod Bipolar Cells; OD, Optical Density.
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NGER . .
a decrease of trkA were observed in E-reeler retina,

as detected by confocal microscopy, Western blot, and real
time PCR analysis. Interestingly, p75™ " was mainly localised
in RBCs and cells populating the GCL, either RGCs or
accessory ones. In particular for GCL, whether p75N TR
is expressed by immature/migrating or mature/positioned
RGCs during retinogenesis (or in adult retina) remains to
be verified, as accessory cells processed tightly surround
RGCs [28, 42, 43]. This p75"'® expression would imply

that NGF from RGCs and nearby accessory cells might
promote the survival of interneurons (and likewise RBCs)
via NGF/p75™"®-dependent mechanism, favouring a “rescue
response” in an autocrine/paracrine fashion [11, 27, 28, 39].
The contribution of p75~"® in the regulation of RBCs survival
has been reported in an experiment of exposure to NGE
BDNE, or Neurotrophin 3 [44]. Therefore, the possibility that
p75"™® might exert the herein reported actions through other
growth factors cannot be excluded [12, 27].
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(Tau = 0.857; P < 0.01).

An attempt for cytoskeleton reorganization might be
also prospected for NGF and p75™'® overexpression, since
p75" R is strictly required for appropriate axonal morphol-
ogy/outgrowth and cell migration [38]. Actin reorganization
and cell migration as well as neurite outgrowth are common
properties of both NGF and Reelin [1, 4-7, 26, 27]. As
reported, the loss of RGCs might be an outcome of the
reduced crosstalk with the RBCs (synapses decline) [1]. NGF
overexpression in RGCs or accessory/Miiller cells might be
also viewed as an attempt to stimulate RBC dendrites/arbors
elongation, to (re)establish synaptic connections, or to pro-
vide a gradient for new dendrites [45-48]. As a support,
p75~™® binds both pro/mature forms of NGF and other
neurotrophins (NTs, BDNE, NT3, and NT5), takes part in
retrograde axonal transport of NTs (as survival or apoptotic
factor), and works as a shuttle molecule for BDNF and NT4
(RBC survival NTs) [44, 49]. As reported, NGF pathway
contributes to the cytoskeleton reorganization, at least in
structural cells as myofibroblasts [50].

By the way, the selective shift toward p75™'® expression
does not exclude the potential contribution of trkAN®™ sig-
nalling. As reported, p75"'® acts as neuroprotective mole-
cule, and trkAN"® might work as a death receptor [43, 51].
Upon NGF exposure, both homo- and heterodimerizations
of membrane bound trkAN®™® and p75~R occur on receptive
cells, and the ultimate signalling response is the result of

antibodies, showing a significant increase of p75
plot showing the correlation with the trkAN°™/p75N"™® ratio in the E-reeler versus E-control, highlighting a shift towards p75

NTR

in E-reeler protein extracts, as compared to the E-control. (b) Scatter

NTR expression

some predominant cascade pathways [12, 13]. The dogma
“trk AN'R mediates survival while p75™'® triggers apoptosis”
is strictly dependent on the cell type, microenvironment,
and trkAN*®/p75NTR surface-expression ratio [12,15]. In line
with our finding, a possible role of trkAN®/p75NTR ratio in
determining the fate of RBCs and RGCs might be prospected,
as supported by studies on degeneration rescue [11, 14, 15].
Therefore the p75™'™® increase in RGCs and RBCs might
also be interpreted as a proapoptotic effect. Studies aimed
at verifying/quantifying apoptosis of RGC and/or RBC are
actually under investigation.

As widely reported, a milieu of soluble factors synergize
to allow for the correct position and functional activity of
the RGCs, amacrine cells, RBCs, horizontal cells, Miiller
glial cells, and rod/cone photoreceptors during retinogenesis
[8, 52]. The possibility that upon Reelin deprivation other
factors (cytokines and growth and angiogenic factors) might
be upregulated to offset or facilitate the entire process cannot
be excluded. Beside NGEF, several other factors (such as
BDNF, NT4, and GDNF) have been reported to increase RGC
survival and regeneration [44, 53]. These activities might be
direct or indirect as observed for NGF-p75" ' *-induced TNF-
o and TGF- 8 activities in developing retina [54].

Any attempt to comprehend the mechanism underly-
ing the pathogenesis of some retinal disorders represents
a step forward in ophthalmology field characterized by
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severe, invalidating, and life-threatening diseases (glaucoma,
ischemia, retinopathies, etc.). One of the major challenges
of current eye-disease research is to develop models that
mimic eyes pathologies, useful tools for studying cell-to-cell
and cell-to-mediator mechanisms and providing the basis for
novel therapeutic approaches to offset retinal degeneration.
Despite recent advances, a clear comprehension of the mech-
anism underlying retinopathies is still needed and might
require the understanding of some “missing” aspects during
retinogenesis. For several decades, the reeler mutant has been
used as a model for studying neurological disorders [1,16]. In
line with recent and the herein presented data, we propose
E-reeler mice as a good “retinal disease” model to explore
the cross-talk between NGF and Reelin [16, 17]. Growing
data indicate that NGF provides a potential approach in
the treatment of retinopathies, characterized by RGCs death
and following optic nerve degeneration [2, 3, 10, 11]. Studies
are underway to discriminate p75™ “-induced cell rescue
or apoptosis and characterize the proNGF/NGF expression.
These studies will contribute to better understanding of the
relationship between NGF and Reelin in the retina under
normal and pathological conditions.
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The discovery that the mammalian genome is largely transcribed and that almost half of the polyadenylated RNAs is composed of
noncoding RNAs has attracted the attention of the scientific community. Growing amount of data suggests that long noncoding
RNAs (IncRNAs) are a new class of regulators involved not only in physiological processes, such as imprinting and differentiation,
but also in cancer progression and neurodegeneration. Apoptosis is a well regulated type of programmed cell death necessary for
correct organ development and tissue homeostasis. Indeed, cancer cells often show an inhibition of the apoptotic pathways and it
is now emerging that overexpression or downregulation of different IncRNAs in specific types of tumors sensitize cancer cells to
apoptotic stimuli. In this review we summarize the latest studies on IncRNAs and apoptosis with major attention to those performed
in cancer cells and in healthy cells upon differentiation. We discuss the new perspectives of using IncRNAs as targets of anticancer
drugs. Finally, considering that IncRNA levels have been reported to have a correlation with specific cancer types, we argue the

possibility of using IncRNAs as tumor biomarkers.

1. Introduction

Apoptosis is the most common type of programmed cell
death by which the body eliminates damaged or exceeding
cells without local inflammation. Thus, functional apoptotic
pathways are essential for organ development and tissue
homeostasis. DNA damage or growth factor’s withdrawal can
induce apoptosis through the socalled intrinsic pathway by
the release of cytochrome ¢ and other proteins from the
intermembranous space of mitochondria [1]. Alternatively,
the socalled extrinsic apoptotic pathway is triggered by
the activation of specific death receptors on the cellular
membrane [2]. Accordingly, deregulation of apoptosis is
implicated in a wide range of diseases. Low rate of apoptosis
can promote the survival and accumulation of abnormal
cells, leading to cancer development or autoimmune disease
[3, 4]. On the other hand, increased levels of apoptosis are
associated with neurodegenerative diseases, characterized by
progressive neuronal death, or with acute pathologies such

as cardiac ischemia [5, 6]. During last years, much effort
has been spent to study and possibly control apoptosis in
pathological conditions. To this aim it is of fundamental
importance to understand the molecular pathways and cel-
lular stimuli that regulate and trigger apoptosis.

Genomic studies conducted in the past decades high-
lighted the presence of a large amount of DNA that is
transcribed but not translated, leading to the formation of
RNAs that do not code for proteins (noncoding RNAs) [7-
9]. Some of these RNAs are associated with the translational
machinery, such as ribosomal and transfer RNAs, but for
many others a key role in the regulation of cell fate has
been demonstrated [10, 11]. This class of regulatory RNAs
includes not only the well-known microRNAs (miRNAs) but
also an heterogenous group of socalled long noncoding RNAs
(IncRNAs).

LncRNAs can be very different in size, ranging from 340
nucleotides of 7SK to 118 kb of Airn. They can be transcribed
by RNA polymerase II or III, they can be either spliced or
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not, and localized either in the nucleus or in the cytoplasm.
On the basis of the position of their genes they can be
divided in long intergenic noncoding RNAs (lincRNAs) and
in antisense RNAs (asRNAs) if they are transcribed from
the minus strand of an open reading frame (for a review on
IncRNA classification see [12]).

Regarding their functions, many nuclear IncRNAs are
directly involved in gene expression control and several
mechanisms of action have been demonstrated so far. Some
IncRNAs act as downregulators of gene expression recruiting
gene silencing complexes such as PRCI and PRC2 to the
promoters of target genes. This mechanism of action has been
described for the well-known regulator of imprinting Xist
that remains tethered to its site of transcription [13] and for
HOTAIR that instead acts in trans [14]. Other IncRNAs, such
as GAS5, act as decoy precluding the access of regulatory
proteins to DNA [15]. Some IncRNAs modify the activity
of DNA binding proteins changing the expression of target
genes (e.g., CCND1) [16]. In the cytoplasm, IncRNAs have
been described to modulate mRNA stability, for example, by
duplexing with the 3 UTRs [17], or to act as miRNA decoy, as
it has been demonstrated for lincMDI that sponges miRNA-
133 and miRNA-135 during muscle differentiation [18].

Through those different mechanisms of action, IncRNAs
are involved in the regulation of different aspects of both
cell physiology and pathology, such as imprinting [19],
maintenance of pluripotency [20], and cancer [21]. Indeed,
the emerging view from recent studies and transcriptome
analysis is that IncRNAs are often deregulated in cancer cells
compared to normal cells, thus suggesting to exploit IncRNAs
as potential cancer markers. Furthermore, their modulation
(overexpression or downregulation according to the specific
IncRNA) in cancer cells often induces apoptosis or sensitizes
cells to apoptotic treatments, suggesting that IncRNAs can
be considered, at least for some cancer types, as therapeutic
targets. This review focuses on the role of IncRNAs in the
apoptosis processes with particular attention to the studies
performed on cancer cell lines and tissues.

2. Regulation of the Tumor Suppressor Genes
PTEN and p53 by IncRNAs

PTEN and p53 are two of the most studied tumor suppressor
genes and both of them have well described antiprolifer-
ative and proapoptotic activity [22, 23]. PTEN is able to
induce apoptosis through the AKT/PI3 K pathway [24] and
is epigenetically silenced in several cancers [25]. In 2010,
Poliseno and colleagues demonstrated that PTEN mRNA
is regulated by PTEN pseudogenel (PTENpgl), a IncRNA
that sequesters numerous PTEN-targeting miRNAs by acting
as miRNA sponge [26]. Moreover, Johnsson and colleagues
demonstrated the presence of two antisense transcripts from
the PTENpgl gene, adding another level of complexity to
the transcriptional and posttranscriptional regulation of
PTEN [27]. In detail, one antisense transcript, the iso-
form o (PTENpgl asRNA«) directly binds PTEN promoter
and represses the transcription of the gene (Figure 1(a)),
while the isoform f stabilizes and facilitates the export in
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the cytoplasm of PTENpgl, enhancing its role of miRNA
sponge and thus increasing PTEN mRNA stability and trans-
lation (Figure 1(b)). Accordingly, suppression of PTENpgl
asRNA« sensitizes cells to the DNA damaging agent dox-
orubicin. This mechanism results in both transcriptional and
posttranscriptional regulation of PTEN by its pseudogene.

p53 isa well-known tumor suppressor that regulates many
cellular processes including DNA repair, cell cycle progres-
sion, and apoptosis [22]. Consistently with its importance,
p53 expression is subjected to different levels of regulation:
transcriptional, posttranscriptional, and translational. It was
recently demonstrated another level of regulation for p53
by lincRNA-RoR (RoR) [28]. In particular, after DNA dam-
age stimuli, ectopic overexpression of RoR was shown to
downregulate p53 accumulation leading to decreased levels
of apoptosis, as evaluated by TUNEL assay. The authors claim
that RoR acts on newly synthesized p53 interacting with the
RNA binding protein hnRNP I (Figure 1(c)). In addition, the
authors also demonstrated a regulative feedback loop as p53
induces the transcription of RoR (Figure 1(c)).

3. LncRNAs Involved in Apoptosis
of Cancer Cells

Several recent studies described an altered expression pattern
of specific IncRNAs in cancer cells when compared with
normal cells and tissues. Some of them reported IncRNAs
being negative regulators of apoptosis in different types
of tumors (Table 1). For example, AFAP1-AS], a IncRNA
derived from the antisense strand of the AFAPI coding gene
locus, was shown to be hypomethylated and upregulated in
esophageal adenocarcinoma tissues and cell lines [29]. Its
silencing by small interfering RNA (siRNA) was reported to
induce apoptosis in the esophageal adenocarcinoma OE-33
cell line, considering both annexin V flow cytometry assay
and caspase-3 cleavage by Western blot. Cell cycle analysis
was also performed after siRNA treatment revealing that
knockdown of AFAPI-ASI1 induces G2/M-phase arrest. Taken
together these findings suggest that AFAPI-AS] can modulate
both proliferation and programmed cell death in esophageal
cancer cells.

Similar findings were reported by Khaitan and colleagues
in melanoma cells [30]. Melanoma is the most common
skin cancer and the authors reported the upregulation of
the IncRNA SPRY4-IT1 in melanoma cells in comparison
to melanocytes and keratinocytes. SPRY4-IT1 is transcribed
from the second intron of the SPRY4 gene and the two
transcripts share similar expression profile, suggesting they
may either be transcribed independently from the same
promoter or, alternatively, they may be transcribed as a single
transcript with SPRY4-IT1 then being processed from the
intron of SPRY4. The effects of SPRY4-1T1knockdown on cell
death was investigated in the melanoma cell line WM1552C.
The authors showed an increase of annexin V positive cells,
while no differences were observed in propidium iodide-
positive cells, indicating that the knockdown of SPRY4-
IT1 induces cell death primarily through apoptosis and not
necrosis. Interestingly, the main subcellular localization of
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FIGURE 1: Schematic view of the different mechanisms through which IncRNAs can modulate apoptosis. (a) Transcriptional inhibition, as
reported for PTENpgl asRNA and proposed for HOXA-AS2 and LincRNA-EPS towards PTEN, TRAIL, and Pycard genes, respectively. (b)
miRNA sponge. PTENpgl can function as decoy for PTEN mRNA-targeting miRNAs; similar mechanism has been supposed for SPRY4-1T1.
(c) Inhibition of mRNA translation. LincRNA-RoR has been hypothesized to interact with the mRNA binding protein hnRNPI modulating the
translation of p53 mRNA. L-bar arrows indicate gene transcription; T-bar arrows indicate negative regulation; green arrows indicate positive
regulation; red arrows indicate release/translocation; grey arrows indicate mRNA translocation/translation; and ? indicates a supposed

mechanism.

SPRY4-IT1 was reported to be cytoplasmic and on the basis
of its localization the authors speculate that SPRY4-IT1 could
function as a sponge for proteins or RNAs as reported for
other cytoplasmic IncRNAs (see Section 1) (Figure 1(b)).

In prostate cancer cell lines and tissues, Cui and col-
leagues reported the overexpression of the IncRNA PIncRNA-
1 [31]. Upregulated genes in cancer cells often play a role
in tumor survival and progression and accordingly the
knockdown of PIncRNA-1 by siRNA was shown to induce
apoptosis in LNCaP cells, as observed by increased cleavage
of PARP-1, a key component of the DNA damage response.

Notably, Zhao and colleagues demonstrated a mechanism
through which the IncRNA HOXA-AS2 inhibits apoptosis
in a model of promyelocytic leukemia [32]. HOXA-AS2
gene is located between HOXA3 and HOXA4 genes on

the antisense strand. Its transcript is expressed in human
peripheral blood neutrophils and in NB4 cells, a human
promyelocytic leukemia cell line derived from a patient
with acute promyelocytic leukemia. NB4 cells treated with
all trans retinoic acid (ATRA) are prone to undergo apop-
tosis through caspase activation. Interestingly, the authors
found that ATRA-treated NB4 cells increased HOXA-AS2
expression. Performing HOXA-AS2 knockdown by short
hairpin RNA (shRNA) they showed an increase in ATRA-
induced apoptosis measured by annexin V binding and by
activity and cleavage of caspase-3, caspase-8 and caspase-
9. The involvement of the intrinsic apoptotic pathway was
confirmed by the increased levels of BAX, the well-known
proapoptotic protein of the BCL2 family. More remark-
ably, they discovered an increase in TRAIL (TNEF-related
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TaBLE 1: LncRNAs involved in the regulation of apoptosis in cancer cells.
LncRNA Cancer cell line Apoptotic effect Reference
AFAPI-AS1 Esophageal adenocarcinoma OE-33 - [29]
SPRY4-IT1 Melanoma WM1552C - [30]
PIncRNA-1 Prostate cancer LNCaP - [31]
HOXA-AS2 Promyelocytic leukemia NB4 - [32]
uc002mbe.2 Hepatocellular carcinoma Huh7 + [33]
GAS5 Prostate cancer PC-3 + [34]

+: indicates proapoptotic effect; —: indicates antiapoptotic effect.

apoptosis-inducing ligand) protein and mRNA expression
after ATRA treatment in HOXA-AS2 knockdown cells. It
is known that ATRA-induced cell death in NB4 cells is
linked to paracrine production of TRAIL [35]. This suggests
the involvement also of the extrinsic apoptotic pathway.
Indeed caspase-8 activation is due, at least in part, to the
paracrine effects of TRAIL, as TRAIL-neutralizing antibody
partially blocks caspase-8 cleavage. These results indicate that
the IncRNA HOXA-AS2 negatively regulates ATRA-induced
TRAIL production and the authors suggest that HOXA-
AS2 may directly affect the transcription of the TRAIL gene
(Figure 1(a)).

Other authors have reported examples of IncRNAs with
proapoptotic effects in different cancer cells (Table 1). Expres-
sion levels of the IncRNA uc002mbe.2 were found lower
in human hepatocellular carcinoma (HCC) cells compared
to normal human hepatocytes and adjacent noncancerous
tissues [33]. The expression levels were rapidly restored,
within hours, upon treatment with the histone deacetylase
inhibitor trichostatin A (TSA) and positively correlated with
the apoptotic effect of TSA on HCC cells. Accordingly,
uc002mbe.2 knockdown by siRNA reduced TSA-induced
apoptosis as revealed by TUNEL assay [33]. Thus, at least
in HCC cells, uc002mbe.2 is involved in the TSA-induced
apoptosis.

Finally, in prostate cancer cell lines, Pickard and col-
leagues reported a IncRNA transcribed from the growth
arrest-specific 5 (GAS5) gene locus able to mediate apoptosis
in UV-C irradiated 22RV1 or PC-3 cells [34]. Again, cell
death, evaluated by TUNEL assay, was increased in cells
transfected with GAS5 constructs and attenuated following
downmodulation of GAS5 expression.

4. LncRNAs Involved in Apoptosis during
Development and Differentiation

Beside the cited paper that have investigated the role of
IncRNAs in modulating apoptosis in cancer cells, there are
also a couple of papers describing IncRNAs as apoptosis reg-
ulator during cellular differentiation and organ development.
Hu and colleagues reported IncRNA-mediated antiapoptotic
activity in murine erythroid terminal differentiation [36].
Using murine foetal liver cells as model of erythropoiesis,
the authors characterized an erythroid specific lincRNA
called LincRNA-EPS (for LincRNA erythroid prosurvival).
LincRNA-EPS was found to be highly induced in terminally

differentiating erythroblasts considering the developmental
markers CD71 and Terl119. Loss of function studies by shRNA
revealed that inhibition of LincRNA-EPS induction resulted
in apoptosis (evaluated by annexin V staining, caspase-
3 activity and TUNEL assay) and arrest of proliferation
of erythroid progenitors. Conversely, LincRNA-EPS ectopic
expression by retroviral transduction was able to prevent
apoptosis in erythroid cells starved for erythropoietin (Epo),
an essential prosurvival and differentiating cytokine of the
erythropoiesis system, even if it did not restore the terminal
differentiation, as determined by the levels of haemoglobin.
These findings and the timing of LincRNA-EPS induction are
in agreement with an Epo-derived survival mechanism medi-
ated by LincRNA-EPS. Remarkably, microarray analysis after
LincRNA-EPS overexpression highlighted the repression of
many proapoptotic genes, such as Bad, Bax, Caspase-2and -6,
Fadd, Pycard, and with Pycard being the most affected. Pycard
plays its role in apoptosis as adaptor protein for caspase
activation and several evidences were shown to suggest
Pycard as direct target of LincRNA-EPS. Pycard expres-
sion during normal erythropoiesis is inversely correlated
with that of LincRNA-EPS. Pycard overexpression results in
similar phenotypes on erythroid terminal differentiation as
inhibition of LincRNA-EPS induction. Pycard knockdown
mimics the antiapoptotic phenotype conferred by LincRNA-
EPS ectopic expression in Epo-deprived erythroid cells.
Finally, overexpression of Pycard suppresses the antiapop-
totic phenotype mediated by ectopic expression of LincRNA-
EPS. Considering the nuclear localization of LincRNA-EPS,
Hu et al. conclude that the antiapoptotic ability of LincRNA-
EPS is mediated through repressing the transcription of
Pycard and perhaps through the epigenetic control of other
genes involved in cell apoptosis (Figure 1(a)).

Finally, studying the fragile X syndrome, Khalil and
colleagues identified a new 2.4 kb IncRNA that was named
FMR4 [37]. Fragile X syndrome, the most common cause
of inherited mental retardation, is caused by the expansion
of CGG trinucleotide repeats in the 5’ UTR of the fragile X
mental retardation 1 gene (FMRI) [38, 39]. The expansion of
CGG repeats above 200 leads to the repression or silencing
of FMRI and consequently to the absence of the fragile X
mental retardation protein (FMRP). LncRNA FMR4, that is
located upstream and likely shares a bidirectional promoter
with FMRI, becomes silenced too as a result of the CGG
expansion in the 5’ UTR of FMRI in fragile X syndrome. The
authors analyzed the expression pattern of FMR4 in adult
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and foetal tissues finding FMR4 widely expressed, especially
in the kidney and heart during embryonic development.
The authors hypothesize that the foetal cardiac expression
of FMR4 may be of functional relevance considering the
fact that many patients with fragile X syndrome exhibit
heart defects such as dilation of the aortic root and mitral
valve prolapse [40]. Furthermore, they described that FMR4
regulate cell proliferation in HEK-293T cells. Knockdown of
FMR4 resulted in cell cycle arrest and induction of apoptosis,
while the overexpression of FMR4 led to an increase in
cell proliferation, indicating that FMR4 has an antiapoptotic
function in human cells.

5. LncRNAs as Therapeutic Targets
and Biomarkers

As reported above, some IncRNAs and probably others that
will be identified in the next years are involved in promoting
or inhibiting apoptosis. This finding is of great relevance
for the design of new drugs for the treatment of cancer
and degenerative diseases. Targeting IncRNAs is challenging
because it can potentially open a new field in drug develop-
ment as they are completely different from proteins in both
conformation and mechanism of action. Indeed, often they
act as transcriptional repressors and so targeting a IncRNA
can lead to the upregulation of tumour suppressors, growth
factors, transcription factors and genes that are deficient
in various genetic diseases, while the majority of currently
available drugs exhibit an inhibitory mechanism of action.
On the other hand, IncRNAs are particular appealing as
drug targets because, once developed, the right technology
for the delivery of their modulator can be applied with
minor modifications to many IncRNAs. For example, H19
is a IncRNA with oncogenic properties, upregulated in a
wide range of tumors. A plasmid carrying diphtheria toxin
under the control of the HI9 regulatory sequence has been
developed to target cells overexpressing H19. Intratumoral
injection of the plasmid was successfully applied in patients
with bladder, ovarian, and pancreatic cancers to reduce tumor
size [41]. Moreover, it was recently published an in vivo study
in which targeting the asRNA BDNF-AS the authors obtained
anincrease in the levels of brain derived neural factor (BDNF)
in mouse brain [42]. In this study they used single-stranded
oligonucleotides named antago-NATs to target the asRNA.
Antago-NATs can act by blocking the interactions of asRNA
(or NAT: natural antisense transcript) with effector proteins
and/or by causing RNAase H-mediated degradation of the
antisense transcript. The authors used 16mer antago-NAT
oligonucleotides with phosphorothioate-modified backbones
and three locked nucleic acid (LNA) substitutions at each
end to protect the molecules against exonuclease cleavage
and increase affinity to the RNA target. Indeed, antago-NATs
seem to be capable of inducing locus-specific upregulation as
the expression of unrelated control genes, even neighbouring
genes, seems to be unaffected.

Despite these examples, many problems still need to be
solved for an extensive use of IncRNAs inhibitors in clinical

studies such as off-target toxicity, delivery of oligonucleotides
and lifetime administration [43].

Interestingly, IncRNAs often present an aberrant expres-
sion pattern in cancer cells, arising the question if they can
be used as biomarker for diagnosis. The use of IncRNAs
in diagnostics has intrinsic advantages over protein-coding
RNAs because measurement of their expression directly
represents the levels of the active molecule. In contrast,
mRNA levels are only indirectly indicative of the levels of
the functional product, the encoded protein. Furthermore,
IncRNA levels may have a higher correlation with particular
cancer types and thus be more useful as diagnostic tools.
A recent analysis combined the expression profiles of more
than 10 thousand IncRNAs with 1 thousand of tumors
from 4 different cancer types with the aim to identify new
biomarkers and potential drug targets. The authors identified
and validated two new IncRNAs that drive prostate cancer
progression [44]. LncRNAs are often stable in human serum
and thus measuring either marker RNAs (e.g., by qPCR)
or the entire transcriptome (e.g., RNA-seq) may allow the
noninvasive generation of reliable and actionable clinical
indicators [45]. For example, the IncRNA prostate cancer
gene 3 (PCA3) is highly associated with prostate cancer and
is routinely used to indicate prostate cancer risk from urine
samples [46].

6. Conclusions

The world of IncRNAs has just started to be disclosed
and only for a few of them the mechanisms of action are
already known. Growing amount of evidences point out
that IncRNAs are implicated in the control of apoptosis
but their molecular roles in the apoptotic pathways are still
largely unknown. Thus, it is now of primary importance not
only to continue in identifying new IncRNAs involved in
apoptosis but also to deepen the knowledge of mechanisms
by which each IncRNA regulates apoptosis as well as other
cellular processes. LncRNAs are now emerging as new master
regulators of cell fate in response to stimuli and stress
conditions and, as highlighted in this review, the outcome
between cell proliferation and cell death is due, at least in
certain types of cancer cells, to the expression levels of tissue-
specific IncRNAs. Furthermore, IncRNA levels may have a
correlation with particular cancer types and thus can be
useful diagnostic tools as tumor biomarkers. The idea of
targeting IncRNAs to modulate apoptosis in cancer cells is
now opening a challenging field in drug discovery.
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Necroptosis is a form of programmed necrosis whose molecular players are partially shared with apoptotic cell death. Here we
summarize what is known about molecular signalling of necroptosis, particularly focusing on fine tuning of FLIP and IAP proteins
in the apoptosis/necroptosis balance. We also emphasize necroptosis involvement in physiological and pathological conditions,

particularly in the regulation of immune homeostasis.

1. Introduction

In 1998 Vandenabeele’s group demonstrated that murine L929
fibrosarcoma cells treated with the pan-caspase inhibitor
zVAD-FMK rapidly die in a necrotic way after tumor necrosis
factor (TNF) incubation, indicating a possible involvement
of caspases in protection against TNF-induced necrosis
[1]. Additional works then described this particular form
of cell death having many hallmarks of cellular necrosis
and induced by death receptor stimulation [2, 3]. Further
studies performed by introducing the cowpox virus serpin
and caspase-8 inhibitor CrmA in the cells, confirmed that
caspase-8 inhibition leads to this form of cell death [4].
Remarkably, while necrosis has been believed in the past
to be a passive and accidental form of cell death, it is
now considered a finely regulated process [5]. For such
a reason it is called necroptosis or programmed necrosis.
Necroptosis is characterized by cell swelling, mitochondria
dysfunction, plasma membrane permeabilization, and release
of cytoplasmic content to the extracellular space. This form of
cell death is also associated with high mitochondrial reactive
oxygen species (ROS) production and unlike apoptosis it
does not involve DNA fragmentation [6].

2. Necroptosis Activation and Signalling

Necroptosis can be activated by members of the tumor
necrosis factor (TNF) family (through TNFRI1, TNFR2,
TRAILRL, and TRAILR2), Fas ligand, toll-like receptors,
lipopolysaccharides (LPS), and genotoxic stress [2, 7-9]. Also
different kinds of physical-chemical stress stimuli can initiate
necroptosis, including anticancer drugs, ionizing radiation,
photodynamic therapy, glutamate, and calcium overload [10].

Under conditions that are insufficient to trigger apoptosis,
TNF« activates TNFRI and in turn induces the recruitment
of receptor-interacting protein 1 (RIP1) kinase and other
proteins to form complex I. Subsequently, these proteins
dissociate from TNFRI and RIP1 can be found in the cytosol
in complex IIb, which includes RIP1, receptor-interacting
protein 3 (RIP3) kinase, caspase-8 and FADD. The forma-
tion of complex IIb leads to necroptosis [11]. Complex I
also includes TRADD which is important in mediating the
recruitment of RIPI kinase to TNFRI via its death domain
(DD) [12].

Necroptosis has been shown to be generally dependent
on RIP3, which is activated following phosphorylation by
the serine/threonine kinase RIP1 [13]. RIP3 is thought to
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induce a switch in cell's metabolism, leading to the increase
of mitochondrial ROS production that culminates in cell
death [14, 15]. The complex RIP1/RIP3 within the so-called
necrosome is therefore crucial for the induction of necrop-
tosis. Experiments carried out by multiple experimental
approaches have clarified that RIP1 and RIP3 are indeed
necessary for necroptosis execution [13, 15, 16]. The RIP1
kinase activity is required for necrosome formation since
necrostatin, which allosterically blocks the kinase activity
of RIPL, abolishes the assembly of the RIP1-RIP3 complex
[13, 16]. While RIP1 involvement has been identified in both
apoptosis and necroptosis, RIP3 appears to participate solely
in necroptosis. RIP1 and RIP3 have been shown to assemble
only in the absence of functional caspase-8, indicating that
this enzyme acts as a necrosome inhibitor. Interestingly,
caspase-8 has also been shown to cleave, and presumably
inactivate, both RIP1 and RIP3 thus acting as a negative
regulator of this pathway also through this mechanism. When
caspase-8 inactivates RIP1 and RIP3 by proteolytic cleavage,
a proapoptotic caspase activation instead of a pronecrotic
cascade is triggered [17-19]. Recently the activity of the NAD-
dependent deacetylating enzyme SIRT2 has been found to be
implicated in the RIP1-mediated recruitment of RIP3 and the
necrosome formation [20]. Also the adapter proteins FADD
and NEMO appear to be crucial for TNF-alpha-induced
necroptosis [21].

The mixed lineage kinase domain like protein (MLKL)
has been shown to be an important substrate of RIP3 likely
targeting functional downstream targets on cellular orga-
nelles such as mitochondria and/or lysosomes [22]. MLKL
is phosphorylated by RIP3 at the threonine 357 and serine
358 residues, and these phosphorylation events are critical for
necroptosis. In fact blocking MLKL activity leads to necrop-
tosis inhibition. Although the entire molecular mechanism of
necroptosis execution is not completely clear these findings
implicate MLKL as a key mediator of necroptosis signalling
downstream of RIP3 kinase [23].

A schematic overview of major signal transduction path-
ways induced by various stimuli and ultimately leading to
necroptosis can be found in Figure 1 of the review article by
Kaczmarek et al. [24].

3. Flip and Necroptosis

Flip molecules have been originally described as regulators
of caspase-8-mediated apoptosis [25] although they are
involved in additional functions such as autophagy modu-
lation, proliferative control, cardiac hypertrophy regulation,
and Akt/Gsk3p activity modulation [26-30]. Different stud-
ies indicate that Flip, FADD, and caspase-8 are required
for normal embryonic development since their ablation is
lethal around E10.5 with similar vascular defects [31-33]
suggesting that these proteins display also important non-
apoptotic functions during development. Recent evidence
indicates that FADD and caspase-8 deficiency can be rescued
by RIP3 and RIP1 deletion. Furthermore the lethal effects of
Flip deletion are rescued by concurrent ablation of FADD
and RIP3. These data suggested that FADD/caspase-8/Flip
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may negatively regulate RIP1 and RIP3 [34, 35]. More in
detail the apoptotic platform constituted by FADD, caspase-
8, and Flip has been hypothesized to negatively control
necroptosis during development. Although the molecular
complex driving necroptosis during development is not
completely clear, results obtained in vitro confirmed that
a caspase-8/Flip heterodimer can inhibit RIP signalling to
necroptosis [36]. Furthermore, the embryonic lethality in
mice lacking caspase-8, Flip, or the adaptor molecule FADD
has been associated with massive necroptosis of endothelial
and hematopoietic cells and can be rescued by RIP deletion
[37].

Indeed, literature data show that Flip role is quite com-
plex. Flip expression in fact prevents apoptosis that is a
caspase-dependent and RIP3-independent cell death. At the
same time Flip can inhibit RIP3-dependent necrotic cell
death in a caspase-8-dependent manner [36]. In particular
caspase-8/Flip heterodimer may prevent the stable associa-
tion of FADD, RIP1, and RIP3, thereby inhibiting necrotic
death. These results support the hypothesis that the main
nonapoptotic function of caspase-8 is to suppress RIP3-
dependent necrosis during development, likely acting in
complex with Flip. The precise mechanism by which the
catalytic activity of the caspase-8-Flip complex is engaged
to prevent RIP3-dependent necroptosis without triggering
apoptosis is not presently known; some additional details are
reported below.

4. TIAPs and Necroptosis

Members of the inhibitors of apoptosis (IAP) protein fam-
ily are E3 ubiquitin ligases and are well known caspases
regulators, characterized by baculoviral IAP repeat domains
[38]. During the intrinsic pathway of apoptosis Smac/Diablo
is released from mitochondria to cytosol thus removing
the inhibition imposed by the IAPs resulting in apoptotic
death. Smac protein in fact induces in the cytosol IAPI and
IAP2 autodegradation, allowing the formation of a caspase-
8-activating complex containing both RIPI and caspase-8
[39]. Several mammalian IAPs may utilize ubiquitination
to regulate their own stability. It has been recently found
that autophagy activation resulted in c-IAPI and c-IAP2
degradation thus contributing to necroptosis induction [40].
Remarkably, in the absence of IAPs and under conditions
where caspases are blocked, necroptosis can be stimulated
via RIP1 and its downstream kinase [16]. It has been demon-
strated that genotoxic stress or TLR3 stimulation through
poly(I:C), a synthetic homologue of virus-derived double
stranded DNA, induces IAPs depletion leading to sponta-
neous aggregation of RIP1 and caspase-8. Such event occurs
independently of death receptor stimulation and leads to
the formation of “ripoptosome” [41]. The term “ripopto-
some” refers to a cell death inducing platform containing
RIP1 and most likely RIP3 and regulated by both Flip and
IAP proteins (cIAPI, cIAP2, and XIAP). Flip long isoform
(Flip;) knockdown is able to enhance ripoptosome aggre-
gation thus sensitizing cells to etoposide or TLR3-mediated
cell death. IAP proteins are able to inactivate ripoptosome
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FIGURE 1: (a) Dimerization of caspase-8 drives apoptosis initiation without triggering necroptosis. (b) c-Flip; /caspase-8 heterodimer, by
leading to reduced caspase-8 activity, can induce neither apoptosis nor necroptosis. (c) c-Flipg/caspase-8 heterodimer, by inhibiting caspase-

8, leads to necroptosis induction.

likely inducing proteasomal degradation of RIP1. The role
played by ripoptosome is complex since, depending on the
cell type, it can stimulate caspase-8-mediated apoptosis or
caspase-independent necroptosis [35]. Data from Feoktistova
and collaborators demonstrate that in the absence of IAPs
(achieved by a IAP antagonist) Flip isoforms levels in the
ripoptosome directly control the balance between caspase-
dependent apoptosis and RIP-dependent necroptosis [41].
As shown in Figurel, when Flip proteins are lacking,
procaspase-8 homodimers within the ripoptosome lead to
caspase-8 activation thus initiating apoptosis. Conversely,
in the presence of Flip;, caspase-8/Flip; heterodimers may
induce RIP cleavage thus leading to ripoptosome disassembly
and necroptosis inhibition. Conversely the short Flip iso-
form (Flipg) differently from the long Flip isoform (Flip;)
promotes RIP3-dependent necroptosis. The caspase-8/Flipg
heterodimers lack proteolytic activity necessary for RIP1
degradation thus leading to necroptosis induction via RIP1
and RIP3 [41].

5. Necroptosis in Physiology and Pathology

Necroptosis occurs physiologically during development as
well as in adult life. Chondrocytes die by necroptosis in
human growth plate during bones longitudinal growth [42].
Furthermore, necroptosis may represent an alternative form
of death which can substitute apoptosis when caspase acti-
vation is blocked. It has been demonstrated that interdigital
cells and thymocytes obtained from mice lacking the caspase
activator Apafl undergo necroptosis instead of apoptosis [43].
Importantly, also in keratinocytes, caspase-8 ablation leads
to enhanced necroptosis [44]. It has been hypothesized that
an ancestral cell death resembling necrosis was overcome
by more recent and more complex processes like autophagy
and apoptosis that carry the selective advantage to better
contribute to the elimination of cell bodies and organelles
[45]. This hypothesis may explain at least in part why,
although the ancestral form of cell death is often hidden by
other cell death forms, it resumes as a back-up mechanism
when the other pathways are blocked.

Necroptosis regulation plays a key role also in the con-
text of immune homeostasis. In fact, whereas the role of
apoptosis has been clearly defined in the generation of self-
tolerant lymphocytes involved in the establishment of central
tolerance, more recently, necroptosis has been implicated
in the regulation of T cells proliferation. Previous studies
showed that caspase-8, the key molecule mediating apoptosis
in response to activation of death receptors, such as Fas [46],
also has important nonapoptotic functions [47], as antigen-
induced proliferation of T cells required for peripheral T
cell homeostasis and T cell survival in response to activation
stimuli [48]. In agreement, the specific deletion of caspase-
8 in the T cell lineage leads to immunodeficiency associ-
ated with impaired T cell homeostasis, T cell lymphopenia,
defective T cells proliferation after stimulation with mitogens
or antigens, and impaired responses to viral infection [48].
Remarkably, the deficit in T cell expansion caused by loss
of caspase-8 was associated with decrease in cell viability
but not with apoptosis since no DNA fragmentation was
detected. This expansion defect in caspase-8-deficient T cells
was rescued by necrostatin or a knockdown of RIP1 [49, 50].
Moreover, it has been later demonstrated that the loss of
RIP3 is able to rescue the defective T cell proliferation of
casp8—/— mice [36, 49, 51], demonstrating that necroptosis
alsoin T cells is regulated by caspase-8. It is generally accepted
that caspase-8 may suppress necroptosis through cleavage
and consequent inhibition of RIP1 and RIP3 [17, 19]; it is
therefore possible to hypothesize that in physiological con-
ditions caspase-8 is active in suppressing T cells necroptosis,
whereas, in pathological conditions, such as viral infection,
caspase-8 may be inactivated and consequently T cells may
die via necroptosis [49]. Several studies investigated the
interaction between key molecules involved in the regulation
of necroptosis in T cells. It has been demonstrated that
the conditional deletion of FADD, which directly binds to
RIP1, leads to impaired lymphocyte proliferation [52-54]. The
relationship linking FADD and RIP1 has been more deeply
analyzed by Zhang and collaborators [55] demonstrating that
levels of RIP1 were increased in FADD—/— embryos in asso-
ciation with necroptosis. By crossing null alleles of RIP1 into
FADD-/—- mice, normal proliferation of FADD—/— T cells
was restored. Moreover, the developmental defect of RIP1-/—



lymphocytes was partially corrected by FADD deletion. These
data have a dual importance indicating that both apoptosis
and necroptosis during T cell development are regulated by
the FADD-RIP1 axis. Interestingly, defects in T cells described
in FADD—-/- mice resemble analogous defects detected in
caspase-8—/— mice [31, 32, 56], again confirming the role
of caspase-8, and FADD in the control of RIPl-mediated
necroptosis in T cells. Another study disclosing the impor-
tance of the interplay between apoptotic and necroptotic
pathways in T cells has been recently published by Bohgaki
et al. [57] demonstrating that the inactivation of caspase-8 in
T cells by increasing necroptosis, suppresses autoimmunity
caused by Bim deficiency. Bim (Bcl-2-interacting mediator of
cell death) is a proapoptotic BH3-only protein belonging to
the Bcl-2 protein family, involved in mediating the intrinsic
apoptosis pathway [58]. Previous studies demonstrated that
the loss of Bim induces autoimmunity due to impaired apop-
tosis of T cells [59]. Interestingly, Bohgaki and collaborators
[57] demonstrated that inactivation of caspase-8 in Bim—/-
T cells increases their spontaneous and activation-induced
necroptosis thus leading to elimination of Bim—/— T cells.
Thus, loss of caspase-8 determines necroptosis of Bim—/—
T cells which balances the low apoptotic rate due to Bim
deficiency of single mutant Bim—/— T cells. Thus caspase-
8 loss in T cells appears to have antagonizing effects on
autoimmunity associated with Bim deficiency, suggesting a
role for necroptosis in the suppression of autoimmunity.
In agreement, the inhibition of the necroptotic process by
means of the necroptosis inhibitor necrostatin fully rescued
the survival and proliferation of casp8—/- and Bim—/- T
cells [57]. Altogether, these data indicate that apoptosis and
necroptosis must be tightly regulated in order to maintain
immune homeostasis.

Necroptosis has been also associated with different patho-
logical conditions such as ischemia in brain and myocar-
dial tissues, infections [13, 60], neurodegenerative diseases,
pancreatitis [16], photoreceptor cell loss [61], and ischaemia-
reperfusion damage [62]. Necroptosis may be induced
by pathogens (both bacteria and viruses). Recognition of
pathogens through pattern-recognition receptors (PRRs) is
the first line of defense against infections and some PRRs
may initiate necroptosis [24] through RIP1 and/or RIP3
activity [63-65]. Cytomegalovirus infection has been shown
to induce RIP3-dependent but RIP1-independent necroptosis
thus indicating RIP3 as the main kinase controlling cellular
necrotic pathways in such viral pathogenesis [60]. Necrop-
tosis of intestinal epithelial cells seems to be implicated in
the pathogenesis of inflammatory bowel diseases. In such
pathologies the death receptor 3 (DR3) signalling results in
expansion of the Treg pool with concomitant and transient
inhibition of Treg suppressive function [66]. It has been
demonstrated that mechanisms preventing RIP3-mediated
epithelial cell death are crucial for maintaining intestinal
homeostasis [67]. Importantly, high levels of RIP3 and
increased necroptosis in the ileum of Crohn’s disease patients
have been found, suggesting a role for necroptosis in the
etiopathogenesis of this disease.

There is increasing evidence that necroptosis can be
impaired during tumorigenesis. Chronic lymphocytic
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leukemia cells have been reported to have defects in comp-
onents involved in necroptosis regulation such as RIP3
and the deubiquitination cylindromatosis (CYLD), an
enzyme directly regulating RIP1 ubiquitination [68]. CYLD
mutations have been found in epidermal cancer cells [69]. In
non-Hodgkin lymphoma, polymorphisms in the RIP3 gene
were identified correlating with increased risk to develop the
tumor [6]. Necroptosis undoubtedly represents an important
process for enhancing tumor cell sensitivity to anticancer
treatments and therefore its potentiation may represent
an important therapeutic opportunity to kill tumor cells,
particularly those resistant to apoptosis. Although apoptotic
resistance is a formidable strategy adopted by cancer cells
against chemotherapy, cancer cells can be intrinsically
susceptible to necroptosis and therefore its induction may
represent a valuable tool to counteract their apoptosis
resistance [70, 71].

In conclusion necroptosis is emerging as an important
process closely interconnected with apoptosis and represents
a promising field for innovative therapeutic approaches.
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Autophagy is an evolutionary conserved mechanism that allows for the degradation of long-lived proteins and entire organelles
which are driven to lysosomes for digestion. Different kinds of stressful conditions such as starvation are able to induce autophagy.
Lithium and rapamycin are potent autophagy inducers with different molecular targets. Lithium stimulates autophagy by decreasing
the intracellular myo-inositol-1,4,5-triphosphate levels, while rapamycin acts through the inhibition of the mammalian target of
rapamycin (mTOR). The correlation between autophagy and cell death is still a matter of debate especially in transformed cells.
In fact, the execution of autophagy can protect cells from death by promptly removing damaged organelles such as mitochondria.
Nevertheless, an excessive use of the autophagic machinery can drive cells to death via a sort of self-cannibalism. Our data show
that lithium (used within its therapeutic window) stimulates the overgrowth of the rat Pheochromocytoma cell line PCI12. Besides,
lithium and rapamycin protect PC12 cells from toxic compounds such as thapsigargin and trimethyltin. Taken together these data
indicate that pharmacological activation of autophagy allows for the survival of Pheochromocytoma cells in stressful conditions

such as high-density cultures and exposure to toxins.

1. Introduction

Pheochromocytoma is a rare neuroendocrine tumour
derived from chromaffin cells of the adrenal gland. Surgical
resection of the tumour is the treatment of choice and
usually results in cure of the hypertension related to the
excessive release of catecholamines. Approximately, 17% of
these tumours are malignant and treatment for metastatic
disease includes surgical resection and chemotherapy with
nonspecific agents which indiscriminately target dividing
cells [1].

A previous report indicates a possible novel strategy
for treatment of Pheochromocytomas and paragangliomas
showing that lithium determines a net reduction of the
growth in culture of the rat Pheochromocytoma cell line PCI12

(2].

Lithium is already therapeutically widely used as a mood
stabilizer in the treatment of bipolar disorders and in human
patients levels of lithium in the serum are kept in the range
of 0.4-1.2mM [3]. Due to its diverse molecular targets, the
action of lithium may be complex and the interpretation of
its effects in biological systems is often controversial.

In fact, lithium is a monovalent cation with different
cellular targets depending on its concentration. At 0.5-1mM
it acts mainly as an inhibitor of inositol monophosphatase
(IMPase) (Ki 0.8mM) leading to free inositol depletion
and activating autophagy [4]. Autophagy is a catabolic
pathway which delivers cellular components to lysosomes
for digestion. First step is the engulfment of cytoplasmic
material or entire organelles in autophagosomes which later
on fuse with lysosomes to form autophagolysosomes. LC3
(microtubule-associated protein light chain 3) is localized in
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autophagosome membrane and is a widely applied marker for
autophagy [5].

Conversely, when used at high doses lithium inhibits
the glycogen synthase kinase-3 (GSK3) (Ki 1.5-2mM) and
reduces cellular proliferation and autophagy [6]. Two par-
alogs of GSK3 exist (GSK3a and GSK33) usually referred to
as isoforms because of their similar sequences and functions
although they are derived from different genes [7]. These
ubiquitously expressed serine/threonine kinases modulate
a large number of cellular functions and their activity is
inhibited by the phosphorylation of serine-21 in GSK3« and
serine-9 in GSK3p.

Our data show that lithium if used in the range which
corresponds to its therapeutic window (0.5-1mM) favors
the proliferation and survival of the rat Pheochromocy-
toma cell line PC12. Consistently with an activation of the
autophagic pathway, 0.5 mM lithium induces the appearance
of many autophagic vacuoles whereas the phosphoryla-
tion/inactivation of GSK3a/f3 was observed only at a higher
lithium concentration (2 mM).

2. Materials and Methods

2.1. Cell Cultures and Treatments. PC12 rat pheochromo-
cytoma cells (ECACC) were cultured in RPMII640 and
DMEM/FI2 (1:1) supplemented with 5% foetal bovine serum,
10% horse serum, and 1% penicillin-streptomycin. Cells were
incubated at 37°C in a humidified 5% CO, atmosphere and
medium was changed every three days.

PCI12 cells were plated onto poly-L-ornithine-treated
glass coverslips in 24 w plates (for fluorescence microscopy)
or directly in 6-well or 96-well plates (for western blot
analysis and assessment of neurotoxicity, resp.). PC12 cells
were treated with LiCl (0.5, 1, 2mM; Sigma) alone or
in combination with thapsigargin (100 nM) or trimethyltin
(TMT) (10 uM; Heraeus, Karlsruhe, Germany). As for lithium
treatment, rapamycin (400 nM; Sigma) was used alone or
with TMT (1, 5, 10 uM).

2.2. Proliferation Curve. PCI12 cells were plated onto T25
culture flasks (5 x 10° cells/mL) in 5mL growth medium
without antibiotics. Every 24 hours cells were resuspended in
phosphate buffer and stained with Trypan blue. After 3 days
of culture further 5 mL of growth medium was added. Viable
cells were counted in triplicate by a hemocytometer.

2.3. Assessment of Cell Death. The DNA fragmentation of
the apoptotic PCI2 cells was detected using the termi-
nal deoxynucleotidyl transferase-mediated biotinylated UTP
nick end labeling (TUNEL) kit (In situ Cell Death Detec-
tion Kit, Roche). The cells were cultured on coverslips
for 24 hours and at the end of the drug treatment fixed
in 4% paraformaldehyde in phosphate buffer (pH 74) at
room temperature for 15min and then incubated with a
permeabilizing solution (0.1% Triton X-100) for 10 min at
4°C. The cells were incubated with the TUNEL reaction
mixture for 60min at 37°C and visualized by inverted
fluorescence microscopy (Eclipse E600, Nikon Instruments
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SpA, Italy). TUNEL-positive nuclei were counted in ten
nonoverlapping fields per coverslip and then converted to
percentage by comparing TUNEL-positive counts with the
total cell nuclei as determined by DAPI (4',6'-diamino-2-
phenylindole) counterstaining.

Cell death was also evaluated by measuring the release
of lactate dehydrogenase (LDH) in the culture medium by
the Cytotoxicity Detection Kit (Roche, Mannheim, Germany)
according to manufacturer’s protocols.

2.4. Electron Microscopy. PCI12 cells were treated with 0.5 mM
lithium for 24 hours and then processed for electron
microscopy. After washing with phosphate buffer 0.1M (pH
74) samples were fixed in 0.1% glutaraldehyde and 2%
paraformaldehyde in phosphate buffer 0.1M (pH 74) for
1.30 hour at 4°C. After washing with phosphate buffer 0.1 M
(pH 7.4) samples were postfixed in 1% OsO, for 1 hour
at 4°C and dehydrated in decreased series of ethanol and
embedded in Epoxy resin. Ultrathin sections (40-50 nm)
were cut at ultramicrotome. Sections were contrasted with
uranyl acetate (saturated solution in methanol) and lead
citrate and examined using a Jeol JEM SX 100 electron
microscope (Jeol, Tokyo, Japan).

2.5. Detection of Autophagic Vacuoles by Immunofluores-
cence. PCI2 cells were treated for 24 hours with 0.5 mM
lithium and then fixed in 4% paraformaldehyde in phosphate
buffer (pH 7.4) 1 hour at room temperature. After washings
nonspecific antibody binding sites were blocked with 10%
donkey serum (Sigma) and then cells were incubated for 1
hour at room temperature with a rabbit anti-LC3B antibody
(Sigma) and binding of the primary antibody visualized by
a secondary donkey Cy3-labelled-anti-rabbit-IgG (Jackson
ImmunoResearch Laboratories). Immunolocalization was
analyzed using a Leica confocal microscope (Laser Scanning
TCS SP2) (Leica Microsystems, Wetzlar, Germany) equipped
with Ar/ArKr and HeNe lasers. The images were scanned
under a 40X oil immersion objective with electronic zoom
of 2X and 4X. In order to perform a quantitative analysis,
spatial series through the z-axis each composed of 9-10
optical sections with a step size of 2um were performed
and maximal amplitude of fluorescence was evaluated as
described by [8] utilizing the Leica confocal software. No
significant fluorescent signal was detected with the secondary
antibody alone.

2.6. Western Blotting. Treated and untreated cells were
lysed in RIPA buffer containing protease and phosphatase
inhibitors (Protease Inhibitor Cocktail and Phosphatase
Inhibitor Cocktail 2, Sigma). Samples were clarified by
centrifugation at 1000 rpm for 5 min. Equivalent amount of
protein (10 ug) from each sample was electrophoretically
resolved on 12.5% precast SDS-polyacrylamide gels (Excel-
Gel, GE Healthcare Biosciences) using horizontal apparatus
(Pharmacia Biotech, Uppsala, Sweden). Then, separated pro-
teins were electrotransferred onto nitrocellulose membranes
(Schleicher & Schuell) by a semidry system (Novablot,
Pharmacia Biotech). Membranes were blocked with 5% BSA
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FIGURE 1: Proliferation curve of PC12 cells treated with lithium. Cells
were treated with 0.5 mM lithium for 7 days and counted every day
with the Trypan blue exclusion method. Counts obtained with 5 mM
lithium at 7 days are shown as reference. Averages + SEM of three
independent experiments. ANOVA with Bonferroni’s-corrected t-
test. “P < 0.01 versus untreated control.

in PBS and then were incubated (overnight at 4°C) with
the following monoclonal antibodies: GSK3w/f (Sigma),
phospho-GSK3a/f3 (Ser 21/9) (cell signalling). After extensive
washing with PBS containing 0.1% tween-20 (TBST), blots
were incubated with 1:2000 dilution of HRP-conjugated
secondary antibody (Amersham Biosciences) for 1 hour at
room temperature. Immunopositive bands were detected
with a chemiluminescence’s detection system (GE Health-
care Biosciences). To check for equal loading of the gel,
membranes were stripped and reprobed with mouse anti-
B-actin antibody (1:20000, Sigma). Densitometric analysis
was performed with the Quantity One software (BioRad
Laboratories).

2.7, Statistics. Statistical analyses were conducted using
GraphPad Prism version 4.00 software. Data are expressed as
averages + SEM. Comparisons were analysed using one-way
ANOVA with Bonferroni-corrected t-test. All experiments
were performed at least three times.

3. Results

As aforementioned, a previous report indicates lithium
as a possible novel treatment for pheocromocytomas and
paragangliomas [2]. Since lithium concentrations used in
that study were beyond its potential therapeutic use, we
decided to check the effect of lithium administration at the
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FIGURE 2: LDH release in the culture medium of PCI2 cells treated
for 24 hours with 100 nM thapsigargin alone or in combination
with 0.5mM lithium. Lithium treatment significantly reduces the
thapsigargin-induced LDH release; a low but significant decrease
in LDH release is observed in cultures treated with lithium alone
with respect to the untreated control. Averages + SEM of three
independent experiments. ANOVA with Bonferroni’s-corrected t-
test. “P < 0.01, **P < 0.001 versus untreated control.

concentration measured in sera of lithium-treated patients.
Similarly to Kappes and colleagues [2], we tested lithium
administration in the rat Pheochromocytoma cell line PC12
which is widely used for toxicity studies. We noticed that
after 5 days of culture 0.5mM lithium increases PC12 cell
number with respect to the untreated control, with this
effect remaining stable up to 7 days of culture (Figure 1).
A similar proliferation curve was obtained doubling the
concentration of lithium to 1mM while when PCI12 cells
were seeded at low density (2 x 10°/mL) neither 0.5 mM nor
1mM lithium modified cell number with respect to control
(not shown). Interestingly, no significant differences between
treated and untreated cultures were observed before the
proliferation curve reaches the plateau. BrdU incorporation
analyses performed during the same period of time indicated
a similar rate of DNA synthesis in untreated and lithium-
treated cultures (not shown). Consistently with previously
published results [2], lithium used at the concentration of
5mM reduced cell number in PCI2 cell cultures (Figure 1).
In order to check if lithium at 0.5mM was effective
in inhibiting PCI2 cell death, we administered this cation
in combination with two different toxic molecules, thap-
sigargin and trimethyltin (TMT). As shown in Figure 2,
lithium was able to almost completely rescue PC12 cells
from thapsigargin-induced cell death. Similarly, lithium pro-
tected PC12 cells from TMT-induced apoptosis measured
by TUNEL at 24 hours (Figure 3(a)). At 24 hours of TMT
treatment PCI12 cells seem to die mainly by apoptosis since
the release of LDH in the culture medium remained similar
to control (not shown). The release of LDH measured at 48
hours after TMT administration, which comprehends both
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FIGURE 5: Ultrastructural analysis of lithium-treated PCI2 cells. Membrane-delimited vacuoles in the cytoplasm with the characteristic
features of autophagic vacuoles (arrows) are present in untreated cells (a) and more numerous in lithium-treated sample (b). Scale bars =

(a): 1pm; (b): 0.4 ym.
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FIGURE 6: Rapamycin protects PCI12 cultures from TMT toxicity.
Rapamycin (400 nM) limits the release of LDH in the culture
medium following 5-10 uM TMT exposure and its effect lasts up
to 72 hours. ANOVA with Bonferroni’s-corrected ¢-test. “P < 0.01
versus TMT alone.

necrosis and late apoptosis, was also reduced by lithium
(Figure 3(b)).

Since lithium is known to be able to activate the
autophagic pathway in different cellular systems, we checked
the presence of autophagic vesicles in lithium-treated PCI2
cells.

The expression of the autophagosome marker LC3B was
evaluated by means of confocal microscopy in the control
and lithium-treated samples. In lithium-treated PCI2 the
fluorescence intensity of LC3B was more evident and the
mean value of the maximal amplitude of fluorescence was
significantly increased (approximately 50%) with respect to
the control (Figure 4).
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FIGURE 7: Analysis of the level of GSK3 phosphorylation in PCI12
cells treated with lithium (0.5, 1, 2 mM) for 48 hours. Quantification
data of western blot analysis of the phosphorylation of GSK3«
Ser’" and GSK3pB Ser’. Averages + SEM of three independent
experiments. ANOVA with Bonferroni’s-corrected ¢-test. “P < 0.01
versus untreated cells.

Many autophagic vesicles were also detected by electron
microscopy in lithium-treated cultures (Figure 5).

Besides, another known autophagy inducer such as
rapamycin similarly to lithium was effective in reducing TMT
neurotoxicity (Figure 6) confirming that a prompt activation
of the autophagic machinery can protect PC12 from cell
death.

We also checked in our cultures the phosphorylation
of GSK3 which is a well-known lithium target. The phos-
phorylation/inactivation of GSK3 resulted to be unchanged



after treatment with 0.5mM lithium, while at 2mM a sta-
tistically significant increase in the phosphorylation of both
the GSK3a and GSK3 3 isoforms was measured with respect
to the untreated control (Figure 7).

4. Discussion

How the autophagic pathway can be involved in the pro-
gression of cancer is still a matter of controversy. In fact,
autophagy has been reported to participate in both tumour
suppression and tumour maintenance (for a recent review
see [9]). On the one hand, loss of genes which govern
the autophagic machinery such as beclinl is observed in
various cancers [10]. On the other hand, autophagy by
limiting oxidative stress and supplying metabolic substrates
can promote tumour growth and maintenance [11, 12].

One way to reconcile these apparently conflicting results
is to speculate that the correct execution of autophagy
prevents the initial phase of tumourigenesis while later on
in the progression of cancer the same autophagic machinery
can be used by transformed cells to survive in adverse growth
conditions which are present inside a solid tumour due to the
limited blood supply.

In this connection, our data support this interpretation
indicating autophagy as a prosurvival mechanism for tumour
cells growing in a stressful environment, such as an overpop-
ulated culture.

As mentioned before, lithium has been proposed for the
treatment of Pheochromocytomas and paragangliomas [2].
These authors demonstrated that this cation can block the
proliferation of PCI2 cells in culture. The minimum dose
of lithium showing this antiproliferative effect is 5mM and
thus far beyond its potential therapeutic use. In fact, lithium
has a narrow therapeutic window and well-known adverse
effects. Serum levels of lithium ranging from 0.4 to 1.2 mM are
effective in the treatment of bipolar disorders and show minor
side effects [3]. Conversely, prolonged exposures to serum
levels of 2mM lithium lead to renal and liver damage and
permanent neurological impairment is observed with plasma
levels above 2.5 mM [13].

When we used lithium in a range of concentration cor-
responding to 0.5-1mM we observed a completely different
result with respect to Kappes and colleagues [2]. In fact, PCI2
cells in the presence of 0.5 mM lithium grow as the untreated
control during the first 3 days of culture showing a similar
exponential phase. Afterwards, in lithium-treated PC12 cells
a higher cellular number was reached with respect to control
at 5 days and maintained up to 7 days during the stationary
phase. These results are not consistent with a direct mitogenic
activity of lithium. In particular, lithium seemed to favor the
growth of PC12 cells just in high-density cultures which likely
grow in stressful conditions due to shortage of nutrients and
accumulation of catabolites.

Besides, our data indicate that lithium at 0.5 mM exerts
a neuroprotective action in PCI12 cells treated with two toxic
molecules (thapsigargin and TMT) which act with different
mechanisms. Thapsigargin is a potent inhibitor of the Ca2+-
ATPase in the endoplasmic reticulum [14] and our results
are in agreement with a previous report which indicates
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that lithium can revert thapsigargin toxicity in a range
of concentration from 0.5 to 4mM [15]. TMT is another
molecule highly toxic for PC12 cells determining a strong
loss of the mitochondrial membrane potential correlated with
an increased expression of bax/bcl-2 ratio [16]. TMT toxicity
relates to the expression of stannin, a highly conserved
protein mainly localized within mitochondria [17]. We show
here that in PC12 cultures the addiction of lithium reduces the
percentage of TUNEL-positive apoptotic nuclei completely
rescuing PCI2 from TMT toxicity. Lithium administration
also limits the release of LDH in the culture medium which
is observed during necrotic cell death and in the late stages of
apoptosis. In agreement with data reported here, our previous
results indicate that lithium (0.5-2 mM) protects hippocam-
pal and cortical primary neurons from TMT-induced cell
death [18]. Moreover, 1.2 mM lithium was also shown to
reverse the effect of morphine on the mRNA expression of
bax and bcl-2 in PCI12 cells [19].

Lithium is a cation with a complex mechanism of action.
Its main molecular targets are IMPase and GSK3. For the
former the reported Ki is 0.8 mM [4] while for the latter
it corresponds to 1.5-2mM [6]. Thus, it is very likely that
completely different biological effect of the same molecule
(lithium) can be observed just changing its concentration. In
this study we show the appearance of numerous autophagic
vesicles in PCI2 cells after treatment with 0.5 mM lithium
while at this low concentration of lithium the phospho-
rylation/inactivation of GSK3 was not observed. Besides,
lithium neuroprotection with respect to TMT toxicity can be
mimicked by a known autophagy inducer such as rapamycin.
Nevertheless, the neuroprotective effect of lithium observed
in our culture system can also be related to an increased
synthesis and release of trophic factors. In fact, long-term
lithium chronic treatment has been demonstrated to enhance
BDNF and NT-3 expression in vivo [20, 21].

We conclude that lithium when used at low doses
(0.5 mM) can protect PC12 cells from toxic molecules and can
also allow the overgrow of these cells in high-density cultures.
Thus, caution should be taken for the clinical use of this cation
in tumour bearing patients.
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Apoptosis of vascular cells, including pericytes and endothelial cells, contributes to disease pathogenesis in which vascular
rarefaction plays a central role. Bim is a proapoptotic protein that modulates not only apoptosis but also cellular functions such as
migration and extracellular matrix (ECM) protein expression. Endothelial cells and pericytes each make a unique contribution to
vascular formation and function although the details require further delineation. Here we set out to determine the cell autonomous
impact of Bim expression on retinal endothelial cell and pericyte function using cells prepared from Bim deficient (Bim™")
mice. Bim ™/~ endothelial cells displayed an increased production of ECM proteins, proliferation, migration, adhesion, and VEGF
expression but, a decreased eNOS expression and nitric oxide production. In contrast, pericyte proliferation decreased in the
absence of Bim while migration, adhesion, and VEGF expression were increased. In addition, we demonstrated that the coculturing
of either wild-type or Bim ™/~ endothelial cells with Bim ™/~ pericytes diminished their capillary morphogenesis. Thus, our data
further emphasizes the importance of vascular cell autonomous regulatory mechanisms in modulation of vascular function.

1. Background

Apoptosis facilitates the removal of unwanted cells during
development and maintains tissue homeostasis. Bcl-2 family
members influence apoptosis in either a positive or a negative
fashion. Family members are classically grouped into three
subclasses including one that inhibits apoptosis, a second
that induces apoptosis and a third contains that family
members, such as Bim, that only have a BH3 domain that
binds antiapoptotic family members to promote apoptosis
[1]. Bcl-2 exerts opposing effects with regards to apoptosis
compared with Bim, consistent with their opposing effects
on cell adhesion and migration [2]. The removal of a single
allele of Bim is sufficient to prevent the degenerative disorders
caused by Bcl-2 deficiency [3, 4]. Bim expression is also
essential for apoptosis of a wide range of growth factor
deprived cells [5], including endothelial cells and pericytes

[6]. Therefore, improper modulation of apoptosis could
impact the development and/or the pathogenesis of many
diseases including diabetic retinopathy.

Murine retinal vascular development proceeds after birth
and is complete by postnatal day 21 (P21). Remodeling and
pruning of the retinal vasculature continue until P42 [7, 8].
Pro- and anti-apoptotic factors regulate apoptosis during
retinal vascular development, remodeling, and regression
[8-10]. Bim influences not only apoptosis but also cell
adhesion, migration, and extracellular matrix (ECM) protein
expression. The ability of Bim to impact both apoptosis and
the ECM milieu is integral to its role during retinal vessel
remodeling, and regression. However, whether Bim expres-
sion impacts retinal endothelial cell and pericyte function in
a similar manner remains to be determined.

Our previous studies demonstrated that Bim modulates
retinal vascular development, remodeling, and regression



[11]. Bim deficient (Bim™/~) mice demonstrated precocious
formation of the retinal vascular plexus, increased vascular
density, and attenuated hyaloid vessel regression. Loss of
Bim expression also protected the retinal vasculature from
hyperoxia-mediated vessel obliteration and neovasculariza-
tion during oxygen induced ischemic retinopathy (OIR) [11].
These studies indicated that Bim expression is essential for
retinal vascular remodeling but did not implicate a specific
vascular cell type. Thus, understanding the role Bim plays in
modulating endothelial cell and pericyte function will give us
further insight into how aberrant regulation of retinal vessel
development and remodeling can be avoided to preserve
vision.

Endothelial cells and pericytes play specialized roles in
the retina during the development and maintenance of the
vasculature. Pericyte coverage of vascular sprouts stabilizes
the vessels while endothelial cells provide the inner lining
of the blood vessel [12, 13]. Retinal endothelial cell and
pericyte dysfunction can lead to retinal vascular rarefac-
tion and subsequent vision loss as the one that occurs in
diabetic retinopathy. Here, we assessed whether the loss
of the proapoptotic protein Bim differentially impacts the
retinal endothelial cell and pericyte function. We observed
an increased VEGF expression, ECM protein production,
cell migration, proliferation, and adhesion in Bim™" retinal
endothelial cells compared with wild-type cells. Although
the decreased endothelial nitric oxide synthase (eNOS)
expression corresponded with decreased nitric oxide (NO)
production in Bim ™/~ retinal endothelial cells, capillary mor-
phogenesis was similar to that observed in wild-type retinal
endothelial cells. In contrast to Bim ™/~ retinal endothelial
cells, Bim ™/~ pericytes displayed decreased proliferation
compared with their wild-type counterpart. Bim ™/~ peri-
cytes also demonstrated increased migration, adhesion, and
VEGEF expression. Coculturing wild-type or Bim ™/~ retinal
endothelial cells with Bim ™~ pericytes diminished capillary
morphogenesis. The data presented here demonstrate that the
deletion of Bim differentially impacts retinal endothelial cell
and pericyte function, perhaps through the modulation of
response to their microenvironment.

2. Results

2.1. Bim™'~ Retinal Endothelial Cells and Pericytes Demon-
strate Aberrant Proliferation. To further investigate the role
Bim plays in retinal vascular function, we isolated retinal
endothelial cells and pericytes from wild-type and Bim™/~
mice as previously described [2, 14-17]. We first examined
retinal endothelial cell and pericyte morphology and their
expression of cell specific markers to confirm that these cells
maintain their endothelial cell and pericyte characteristics.
Bim /™ retinal endothelial cells displayed a slightly elongated
morphology compared to wild-type cells when plated on
gelatin-coated plates (Figure 1(a)). The morphology of wild-
type and Bim™/~ retinal pericytes was similar (Figure 1(b)).
Wild-type and Bim™~ retinal endothelial cells expressed
the endothelial cell markers VE-cadherin and PECAM-1
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(Figure 1(c)). Retinal pericytes expressed the pericyte mark-
ers platelet derived growth factor-receptor § (PDGFR) and
neuroglia proteoglycan 2 (NG2) (Figure 1(d)).

Next we examined the rate of retinal endothelial cell
and pericyte apoptosis and proliferation. Wild-type and
Bim /" retinal endothelial cells and pericytes were incubated
with staurosporine to induce apoptosis. Although the basal
levels of apoptosis were similar, upon incubation with stau-
rosporine for 24h, Bim ™/~ endothelial cells and pericytes
demonstrated less apoptosis compared to wild-type cells
(Figures 2(a) and 2(b)). Next cell proliferation was examined
by counting the number of cells every other day for 2
weeks. Figure 2(c) shows that Bim ™/~ retinal endothelial cells
proliferated at a faster rate than their wild-type counterpart.
In contrast, Bim ™/~ pericytes demonstrated a reduced rate
of proliferation compared to their wild-type counterpart
(Figure 2(d)).

2.2. Loss of Bim Expression Enhances Retinal Endothelial Cell
and Pericyte Migration. An appropriate rate of migration is
essential for optimal capillary morphogenesis. Here we exam-
ined cell migration characteristics using scratch wound and
transwell migration assays. A confluent monolayer of wild-
type and Bim ™/~ endothelial cells (Figure 3(a)) and pericytes
(Figure 3(b)) was wounded, and 5-fluorouracil (5-FU) was
added to prevent cell proliferation. Both Bim deficient retinal
endothelial cells and pericytes migrated faster than their
wild-type counterparts (Figures 3(a) and 3(b)). A quantitative
assessment of the scratch wound data for endothelial cells
and pericytes is shown in Figures 3(c) and 3(d), respectively.
Enhanced migration of Bim ™/~ endothelial cells and pericytes
was also observed using a transwell migration assay as shown
in Figures 3(e) and 3(f), respectively. Thus, the lack of Bim
expression enhances the migration of retinal vascular cells.

2.3. Bim™'~ Retinal Vascular Cells Were More Adherent.
Changes in migration of Bim ™/~ retinal vascular cells could
be due to altered cell adhesion. We next examined the ability
of wild-type and Bim ™/~ endothelial cells (Figure 4(a)) and
pericytes (Figure 4(b)) to adhere to fibronectin, collagen I,
collagen IV, and vitronectin. Bim deficient endothelial cells
and pericytes displayed increased adhesion to all of these
matrices compared to their wild-type counterpart.

Changes in cell migration and adhesion could be the
result of aberrant integrin expression. Next we analyzed the
integrin expression on the surface of retinal endothelial cells
and pericytes by FACScan analysis (Figures 5(a) and 5(b)).
Wild-type and Bim ™/~ endothelial cells expressed similar
levels of a5, avf33, and 1 integrins on their surface while
wild-type and Bim ™~ retinal pericytes expressed similar
levels of a2, avf33, B1, and 33 integrins. Thus, the increased
adhesion noted in Bim ™/~ retinal vascular cells may be
independent of significant changes in the integrin expression
and may be due to alterations in the affinity and/or avidity of
these integrins.
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FIGURE 1: Wild-type and Bim™/~ cells morphology. Wild-type and Bim ™/ retinal endothelial cells (panel (a)) and pericytes (panel (b)) were
cultured on gelatin or uncoated plates, respectively. Cells were photographed using a phase microscope in digital format at low magnification

(x40). In panel (c), retinal endothelial cells prepared from wild-type and Bim™

/= mice were examined for the expression of PECAM-1 and

VE-cadherin FACScan analysis. In panel (d), retinal pericytes from wild-type and Bim ™/~ mice were examined for the expression of NG2 and
PDGFR- 3 by FACScan analysis. The shaded areas show staining in the presence of control IgG.

2.4. Increased Tenascin C and Osteopontin Expression in
Bim™~ Retinal Endothelial Cells. Modulating the ECM
milieu can influence vascular cell functions including cell
adhesion and migration. To examine whether the lack of Bim
expression differentially impacts retinal endothelial cell or
pericyte ECM expression, serum-free conditioned medium
from these retinal vascular cells was evaluated by Western
blot analysis. Retinal endothelial cells from Bim™~ mice
displayed an increased expression of tenascin C, osteopontin,
fibronectin, and TSPl compared to their wild-type coun-
terpart (Figure 6(a)). In contrast, Bim ™/~ retinal pericytes
displayed similar levels of tenascin C, fibronectin, but an

increased TSP1 and a decreased osteopontin expression
(Figure 6(b)).

2.5. Decreased p-eNOS Expression in Bim™'~ Retinal Endothe-
lial Cells. The activation of eNOS and Aktl by VEGF pro-
motes angiogenesis [18-20]. In the absence of Bim, VEGF
expression was dramatically increased in retinal endothelial
cells and pericytes (Figures 7(a) and 7(b)). However, in
Bim /" retinal endothelial cells, the increased VEGF expres-
sion did not affect Akt, phospho-Akt, or HSP90 expression
(Figure 7(c)). Bim ™/~ retinal endothelial cells also demon-
strated nearly undetectable eNOS expression (Figure 7(c))
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F1GURE 2: Modulation of proliferation in Bim ™/~ cells. Wild-type and Bim ™/~ retinal endothelial cells (panel (a)) and pericytes (panel (b)) were
incubated with 10 nM staurosporine for 24 hours. Apoptosis was determined using a Caspase-Glo 3/7 assay. Wild-type and Bim ™/~ retinal
endothelial cells (panel (c)) and pericytes (panel (d)) were monitored for their growth rate over a two-week time frame for wild-type (o) and
Bim ™/~ (O) cells. These experiments were repeated twice with similar results (***P < 0.001).

which corresponded with a 25-fold decrease in NO produc-
tion (Figure 7(d)). Thus, VEGF activation of eNOS through
the activation of Akt is uncoupled in the absence of Bim.

2.6. Bim™'~ Pericytes Disrupt Retinal Endothelial Cell Capil-
lary Morphogenesis. Capillary morphogenesis is fundamen-
tal in vascular development and remodeling in which peri-
cytes play a major role. The ability of pericytes to migrate and
produce survival factors is central to their recruitment along
the developing endothelium. However, pericytes typically do
not undergo any substantial morphogenesis in Matrigel [21].
In the retina, endothelial cells and pericytes function together
to facilitate retinal vascularization. Here, we evaluated the
ability of pericytes from wild-type and Bim™~ mice to impact
retinal endothelial cell capillary morphogenesis.

Wild-type and Bim™~~ endothelial cells demonstrated
a similar number of branch points in Matrigel (Figures
8(a)-8(c)). However, Bim ™/~ endothelial cells formed rather
stunted capillary-like tubes compared with wild-type cells
(Figures 8(a)-8(c)). Next, we cocultured wild-type retinal
endothelial cells with either wild-type or Bim ™~ pericytes.
Wild-type retinal endothelial cells cocultured with wild-type
pericytes demonstrated an improved tubular network com-
pared to wild-type endothelial cells alone (Figures 8(a)-8(c)).

In contrast, wild-type retinal endothelial cells cocultured with
Bim ™/~ pericytes demonstrated diminished capillary mor-
phogenesis. Bim ™/~ endothelial cells cocultured with wild-
type pericytes demonstrated enhanced capillary morphogen-
esis while cocultures of Bim /~ endothelial cells and pericytes
demonstrated diminished capillary morphogenesis (Figures
8(a) and 8(c)). Thus, coculturing of retinal endothelial cells
with Bim ™/~ pericytes resulted in diminished endothelial cell
capillary morphogenesis.

Bim ™/~ pericytes demonstrated increased VEGF levels
compared to their wild-type counterpart. Next, we addressed
whether an increased VEGF expression contributed to the
inability of wild-type endothelial cells to undergo capillary
morphogenesis when cocultured with Bim™~ pericytes.
VEGEFR-1 (Flt-1) has a higher affinity for VEGF compared to
VEGEFR-2 and can compete for VEGF binding to VEGFR-2
and its activation. Thus, the soluble form of Flt-1 can act
as a trap for VEGF and prevent its signaling. Here, we
used sFlt-1 FC chimera to demonstrate that the negative
impact of Bim ™/~ pericytes on capillary morphogenesis of
retinal endothelial cells is driven by the production of excess
VEGE The sFltl was added to wild-type endothelial cell
and Bim™/~ pericyte coculture experiments, and capillary
morphogenesis was monitored (Figure 8(d)). As shown
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FIGURE 3: Bim ™/~ retinal endothelial cells and pericytes demonstrate increased migration. Cell migration was determined by the scratch
wounding of retinal endothelial cells (panel (a)) or pericytes (panel (b)) monolayers, and wound closure was monitored using a phase
microscope in digital format at low magnification (x40). A representative experiment is shown here. Please note that wild-type vascular cells
migrate slower than Bim ™" cells. The quantitative assessment of the data is shown in panels (c) and (d). Transwell assays were performed

with wild-type and Bim ™/~ retinal endothelial cells (panel (e)) and pericytes (panel (f)). These experiments were repeated twice with similar
results ("**P < 0.001).
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vascular cells had increased adherence. These experiments were repeated twice with similar results.
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FIGURE 5: Wild-type and Bim ™/~ retinal vascular cells had similar integrin expression. Expression of various integrins was determined in

wild-type and Bim™/~ endothelial cells (panel (a)) and pericytes (panel (b)) using FACScan analysis as described in Section 5. The shaded
graphs show staining in the presence of control IgG. These experiments were repeated twice with similar results.
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FIGURE 6: Altered expression of ECM proteins in Bim ™~ retinal
cells. Wild-type and Bim ™/~ retinal endothelial cells (panel (a))
and pericytes (panel (b)) were grown for 2days in serum-free
medium. The medium was harvested, clarified, and Western-blotted
for extracellular matrix proteins as noted. The expression of f-
actin from total cell lysates was used as a loading control. These
experiments were repeated twice with similar results.

above, coculture of wild-type endothelial cells with Bim ™/~
pericytes demonstrated decreased numbers of branch points
compared to wild-type endothelial cells alone. The addition of
sFlt1 to wild-type endothelial and Bim ™/~ pericyte coculture
experiments significantly restored branching morphogenesis
in Matrigel. The addition of control IgG to wild-type
endothelial cell and Bim™~ pericyte coculture experiments
did not impact the number of branch points (Figures 8(d)
and 8(e)). Therefore, enhanced VEGF expression contributes
to the decreased capillary morphogenesis of endothelial cells

cocultured with Bim™~ pericytes.

3. Discussion

Aberrant modulation of apoptosis has a reoccurring theme
in many diseases that result in blindness. The regression
of the hyaloid vasculature is an apoptosis-driven process
in which Bim expression plays a central role [11]. Failure
of the hyaloid vasculature to regress is a common congen-
ital ocular malformation that can lead to blindness [22].
Improper modulation of apoptosis can also contribute to reti-
nal vascular rarefaction and/or neovascularization, observed
during retinopathy of prematurity and diabetic retinopathy.
Thus, understanding how apoptosis is modulated in retinal
vascular cells, including endothelial cells and pericytes, will
further our understanding of normal and abnormal retinal
vascularization and vascular cell autonomous functions.

International Journal of Cell Biology

The retina has the highest numbers of pericytes cover-
ing its blood vessels compared to other tissues [23]. The
appropriate interaction of pericytes with each other and
endothelial cells is important for vessel maturation and stabi-
lization. Altered pericyte migration or adhesion may disrupt
or enhance these interactions leading to vasculopathies or
increased vascular stabilization. Here, we show that pericyte
migration and adhesion are enhanced in the absence of
Bim perhaps as a result of their increased VEGF expression.
Increased pericyte migration may lead to greater pericyte
coverage of the retinal vasculature, which may contribute to
the precocious formation of the deep vascular plexus and
protection from hyperoxia-mediated vessel obliteration that
we previously observed [11].

Maturation of the retinal vasculature involves remodeling
and pruning of vessels into an organized branched network
of vessels to meet the demand of the tissue. Modulation of
apoptosis by Bcl-2 family members facilitates retinal vascular
remodeling and regression [11, 24]. Bim expression is required
for retinal capillary pruning, hyaloid vessel regression, and
hyperoxia-induced retinal vessel obliteration [11]. Here, we
have extended these findings to delineate the role Bim plays
in retinal endothelial cell and pericyte function. We show
that in addition to enhanced migration, retinal pericytes
from Bim ™/~ mice were resistant to an apoptotic challenge
and demonstrated an increased adhesion to extracellular
matrices. Extracellular matrix protein expression by pericytes
was only modestly impacted by the loss of Bim expression.
Perhaps an increased pericyte adhesion in the absence of Bim
enhances pericyte survival and coverage of retinal vessels.
This may explain the resistance of the retinal vasculature of
Bim ™/~ mice to developmental pruning or excessive pruning
in response to hyperoxia. Therefore, modulating pericyte
adhesion and migratory properties may be essential for
retinal vascular pruning.

VEGF expression is thought to be a key player in main-
taining endothelial cell homeostasis. Since VEGF withdrawal
can lead to endothelial cell apoptosis, determining how VEGF
levels can be modulated by expression of Bcl-2 family mem-
bers may aid in our understanding of normal and aberrant
retinal vascularization and pruning. Here, we show that Bim
deficiency increases VEGF levels in both endothelial cells
and pericytes. Pericytes act as an angiogenic soup, producing
7-fold higher VEGF levels than their endothelial cell coun-
terpart (Figure 7). In the absence of Bim, VEGF expression
in retinal endothelial cells increased to nearly twice that
observed in wild-type pericytes. Unfortunately, VEGF can
also inhibit blood vessel maturation and ablate pericyte
coverage of nascent sprouts causing vessel destabilization
[25]. The increased VEGF produced by Bim ™/~ pericytes may
result in the diminished capillary morphogenesis observed
when cocultured with either wild-type or Bim ™/~ endothelial
cells. Greenberg et al. [25] have also defined VEGF as
an inhibitor of neovascularization which is consistent with
the inability of Bim ™/~ mice to undergo neovascularization
following hyperoxia-induced ischemia [11]. However, retinal
development in these mice proceeds quite well with preco-
cious formation of the retinal vascular plexus and increased
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FIGURE 7: Decreased eNOS and increased VEGF expressions in Bim ™/~ vascular cells. In panels (a) and (b), an immunoassay was used to
determine VEGF levels (pg/mL) in retinal endothelial cells (a) and pericytes (b) from wild-type and Bim ™~ mice. Protein lysates (20 ug)
from wild-type and Bim ™/~ retinal endothelial cells were analyzed by Western blot analysis for the expression of phospho-eNOS, eNOS,
HSP90, phospho-Akt, and Akt (panel (c)). -Actin expression was assessed as a loading control (panel (c)). In panel (d), the intracellular NO
production was determined as analyzed by DAF-FM fluorescence for retinal endothelial cells. Please note that the increased VEGF expression
was independent of eNOS expression in Bim ™/~ endothelial cells (***P < 0.001).

vascular density in contrast to what has been previously
shown in fibrosarcomas [11, 25]. Thus, the ability of Bim to
impact cell survival may be, in part, through the modulation
of VEGF expression.

Phosphorylation of eNOS can mediate the proangiogenic
activity of VEGE. Here, we show an increased VEGF expres-
sion but a decreased eNOS expression in Bim ™/~ retinal
endothelial cells, consistent with our previous studies in
Bim ™/~ kidney and lung endothelial cells [2]. Moreover,
our recent studies further support a reciprocal relationship
between VEGF and eNOS expressions in endothelial cells

[26]. Our previous studies demonstrated that knocking down
eNOS expression in kidney endothelial cells from diabetic
mice not only decreased VEGF expression but also restored
migration and capillary morphogenesis [26]. Thus, local reg-
ulation of Bim expression may play a central role in vascular
pruning through modulating eNOS and VEGF expressions.

4. Conclusions

Our previous studies demonstrated an inability of the retinas

from Bim™~ mice to undergo retinal vascular pruning
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FIGURE 8: Bim /™ pericytes diminished capillary morphogenesis of retinal endothelial cells. Wild-type (WT) and Bim™/~ retinal endothelial
cells (REC) were plated alone or with wild-type or Bim ™/~ pericytes (PC) in Matrigel and photographed in digital format (panel (a)). The
quantitative assessment of the data is shown in panels (b) and (c). In panel (d), wild-type retinal endothelial cells were plated alone or with
Bim ™/~ pericytes in the presence or absence of sFltl or IgG control (10 ug/mL) and photographed. Panel (e) is the quantitative assessment of
the data in panel (d). The data are the mean number of branch points per field (x40) + SD. These experiments were repeated at least twice
with similar results (***P < 0.001; ****P < 0.0001).
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endothelial cells and pericytes.

leading to increased retinal cellularity and capillary loops
[11]. These mice were also resistant to hyperoxia-mediated
vessel obliteration and neovascularization during OIR, as
well as a hyaloid vessel regression. Thus, Bim expression
may modulate retinal vascular pruning by localized changes
in retinal vascular cell adhesion, migration, and VEGF
expression (Figure 9) thereby, either protecting or inducing
pruning by localized apoptosis.

5. Methods

5.1. Experimental Animals and Cell Cultures. The mice used
for these studies were maintained and treated in accor-
dance with our protocol approved by the University of
Wisconsin Animal Care and Use Committee. Immortomice
expressing a temperature-sensitive SV40 large T antigen
were obtained from Charles River Laboratories (Wilmington,
MA, USA). Bim ™/~ mice (Jackson Laboratory, Bar Harbor,
ME, USA) were crossed with Immortomice and screened
as previously described [2, 17]. To isolate retinal endothe-
lial cells, retinas from approximately four- to five-week-
old wild type and Bim ™/~ Immortomice were dissected out
aseptically and placed in serum-free Dulbeccos Modified
Eagle Medium (DMEM) containing penicillin/streptomycin
(Sigma, St. Louis, MO, USA). The retinas were pooled
together, rinsed with DMEM, minced into small pieces in a
60 mm tissue culture dish using sterilized razor blades, and
digested in 5mL of collagenase type I (1mg/mL in serum-
free DMEM; Worthington, Lakewood, NJ, USA) for 30-45
minutes at 37°C. Following digestion, DMEM containing 10%
fetal bovine serum (FBS) was added and cells were pelleted.
The cellular digests were then filtered through a double layer
of sterile 40 yum nylon mesh (Sefar America Inc., Hanover
Park, IL, USA), centrifuged at 400 xg for 10 min to pellet
cells, and then washed twice with DMEM containing 10%
FBS. The cells were resuspended in 1.5 mL medium (DMEM
with 10% FBS) and incubated with sheep anti-rat magnetic
beads precoated with anti-PECAM-1 antibody (MECI3.3,
BD Biosciences, Bedford, MA, USA) as described previously
[27]. After affinity binding, magnetic beads were washed
six times with DMEM containing 10% FBS. Bound cells in
endothelial cell growth medium were plated into a single

well of a 24-well plate precoated with 2 ug/mL of human
fibronectin (BD Biosciences). Endothelial cells were grown
in DMEM containing 10% FBS, 2mM L-glutamine, 2mM
sodium pyruvate, 20 mM HEPES, 1% nonessential amino
acids, 100 pg/mL streptomycin, 100 U/mL penicillin, heparin
at 55 U/mL (Sigma, St. Louis, MO, USA), endothelial growth
supplement 100 yg/mL (Sigma, St. Louis, MO, USA), and
murine recombinant interferon-y (R&D, Minneapolis, MN,
USA) at 44 units/mL. Cells were maintained at 33°C with
5% CO,. Cells were progressively passed to larger plates,
maintained, and propagated in 1% gelatin-coated 60 mm
dishes. Retinal endothelial cells were positive for B4-lectin
(a mouse endothelial cell specific lectin) and expressed
PECAM-1 and VE-cadherin as previously described [2, 14].

Pericytes were isolated from mouse retina by collecting
retinas from one litter (6-7 pups, 4 weeks old) using a
dissecting microscope. Retinas (12 to 14) were rinsed with
serum-free Dulbecco’s Modified Eagle’s Medium (Sigma),
pooled in a 60 mm dish, minced, and digested for 45 min with
collagenase type II (1mg/mL; Worthington, Lakewood, NJ,
USA) with 0.1% bovine serum albumin (BSA) in serum-free
DMEM at 37°C. Cells were rinsed in DMEM containing 10%
fetal bovine serum (FBS) and centrifuged for 5 min at 400 xg.
Digested tissue was resuspended in 4 mL of DMEM contain-
ing 10% FBS, 2mM L-glutamine, 100 pug/mL streptomycin,
100 U/mL penicillin, and the murine recombinant interferon-
y (R&D, Minneapolis, MN, USA) at 44 U/mL. Cells, tissue,
and medium were evenly divided into 4 wells of a 24-well
tissue culture plate and maintained at 33°C with 5% CO,.
Cells were progressively passed to larger plates, maintained,
and propagated in 60mm dishes [21]. The experiments
described here were performed with two separate isolations
of cells with similar results.

5.2. Cell Apoptosis Assays. Apoptosis was determined by
measuring caspase activation using a Caspase-Glo 3/7-assay
kit as recommended by the supplier (Promega, Madison, W1,
USA). The assay provides caspase-3/7 DEVD-aminoluciferin
substrate and the caspase 3/7 activity is detected by lumi-
nescent signal. For the assay, cells were plated at 8 x 10° per
well of a 96-well plate. As an oxidative or apoptotic stimulus,
cells were incubated with 10 nM staurosporine (Invitrogen),
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in growth medium for 24h at 33°C. Caspase activity was
detected using a luminescent microplate reader (Victa2 1420
Multilabel Counter, PerkinElmer, Waltham, MA, USA). All
samples were prepared in triplicate and repeated twice with
similar results [15].

5.3. Scratch Wound Assay. Cells (4 x 10°) were plated in
60mm tissue culture dishes and allowed to reach conflu-
ence (2-3 days). After aspirating the medium, cell layers
were wounded using a 1mL micropipette tip. Plates were
then rinsed with PBS, fed with growth medium containing
100 ng/mL of 5-fluorouracil (5-FU), to rule out potential
contribution of differences in cell proliferation. The wounds
were observed and photographed every 24 hours for up to
72 hours. The distance migrated was determined as a percent
of total distance for quantitative assessments as described
previously [2]. These experiments were repeated at least twice
with two different isolations with similar results.

54. Capillary  Morphogenesis in  Matrigel. Matrigel
(10 mg/mL; BD Biosciences) was applied at 0.5mL/well
of a 6-well tissue culture dish and incubated at 37°C for at
least 30 minutes to harden. Cells were removed using trypsin-
EDTA, washed with growth medium once, and resuspended
at 1 x 10° cells per mL in serum-free growth medium. For
coculture experiments, retinal endothelial cells and pericytes
were used at a 1:1 ratio as we previously described [28].
Cells (2 mL) were gently added to the Matrigel coated plates,
incubated at 37°C, monitored at ~18h, and photographed
using a Nikon microscope equipped with a digital camera.
In some cases, 10 ug/mL of control IgG or sFItl-FC chimera
(R&D Systems) was added to the coculture experiments. For
a quantitative assessment of the data the mean number of
branch points in 8 fields (x40) was determined. A longer
incubation of the cells did not result in further branching
morphogenesis [27].

5.5. Cell Adhesion Assays. Cell adhesion to various extracel-
lular matrix proteins was performed as previously described
[9]. Varying concentrations of fibronectin, human type I and
IV collagen, and vitronectin (BD Biosciences) prepared in
TBS with Ca®"Mg** (2mM each; TBS with Ca**Mg**) were
coated on 96-well plates (50 uL per well; Nunc MaxiSorp
plates, Fisher Scientific) overnight at 4°C. Plates were then
rinsed four times with TBS with Ca**Mg** and blocked
with 200 uL of 1% BSA prepared in TBS with Ca**Mg*" for
at least 1h at room temperature. Cells were removed using
1.5mL dissociation solution, washed once with TBS, and
resuspended at 5 x 10° cells/mL in HEPES-buffered saline
(25 mM HEPES, pH 7.60, 150 mM NaCl, and 4 mg/mL BSA).
After blocking, plates were rinsed with TBS Ca*"Mg** once,
50 uL of cell suspension was added to each well containing
50 uL of TBS with Ca**Mg®", and the cells were allowed
to adhere for 90min at 37°C in a humidified incubator.
Nonadherent cells were removed by gently washing the plate
four times with 200 uL of TBS with Ca>*Mg** until no cells
were left in wells coated with BSA. The number of adherent
cells in each well was quantified by measuring the levels of
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intracellular acid phosphatase. Cells were lysed in 100 L of
lysis buffer (50 mM sodium acetate pH 5.0, 1% Triton X-100,
and 4 mg/mL p-nitrophenyl phosphate) and incubated at 4°C
overnight. The reaction was neutralized by adding 50 yL of
1M NaOH, and the absorbance was determined at 405 nm
using a microplate reader (Thermomax, Molecular Devices).
All samples were prepared in triplicate, and the experiments
were repeated at least three times with similar results.

5.6. Western Blot Analysis. Cells were plated at 4 x 10°
in 60 mm dishes coated with 1% gelatin (endothelial cells)
or uncoated (pericytes) and allowed to reach nearly 90%
confluence in 2 days. The cells were then rinsed once
with serum-free medium and incubated with serum-free
DMEM for 48 hours. Then, conditioned medium (2 mL)
was collected and clarified by centrifugation. The 45uL
of the sample was mixed with appropriate volume of 6X
SDS buffer and analyzed by SDS-PAGE (4-20% Tris glycine
gel; Invitrogen, Carlsbad, CA). In some cases, total protein
lysates were prepared from these cells in a modified RIPA
buffer (142.5mM KCl, 5mM MgCl,, 10 mM HEPES, pH
74, 2mM orthovanadate and 2 mM sodium difluoride, 1%
Nonidet P-40, and a complete protease inhibitor cocktail
(Roche, Mannheim, Germany)). The proteins were trans-
ferred to a nitrocellulose membrane, and the membrane was
incubated with an antifibronectin (Sigma), a rabbit anti-
chicken tenascin-C polyclonal antibody (Thermo Scientific;
Pierce, Rockford, IL, USA), anti-TSP1 monoclonal antibody
(Clone A6.1, Neo Marker, Fremont, CA, USA), antiosteopon-
tin (R&D, Minneapolis, MN), anti-f-actin (Thermo Scien-
tific; Pierce, USA), anti-HSP90 (Cell Signaling Technology),
anti-Akt (Cell Signaling) antiphospho-Akt (Cell Signaling),
antiphospho-eNOS (Cell Signaling), and anti-eNOS (SC-654;
Santa Cruz Technology, Santa Cruz, CA). Membranes were
washed, incubated with horseradish-peroxidase-conjugated
secondary antibody (1: 5000, Jackson ImmunoResearch Lab-
oratories, West Grove, PA) for 1 hour at room temperature,
and the protein was visualized according to the chemi-
luminescent procedure (Chemiluminescence reagent; GE
Biosciences) [2, 14].

5.7. Flow Cytometry. Flow cytometry was performed as
previously described [14]. The cells were washed once with
PBS containing 0.04% EDTA and incubated with 2mL of
dissociation solution (Sigma) to remove the cells from the
plate. The cells (10°) were washed with TBS, blocked in
TBS containing 1% goat serum on ice for 20 minutes, and
incubated with the appropriate dilution of primary antibody,
anti-PECAM-1 (BD Pharmingen), antivascular endothelial
(VE)-cadherin (Alexis Biochemical, San Diego, CA), anti- 51
(Millipore), anti-a5 (MAB1949; Millipore), anti-a2 (Chemi-
con), anti-33 (MAB1957; Millipore), anti-av33 (MAB1976Z;
Millipore), control IgG (Jackson), rabbit anti-NG2 (AB5320;
Millipore, Temecula, CA), and rat anti-mouse PDGFRf
(eBiosciences, San Diego, CA). For antibodies that required
cell permeabilization, cells were removed, washed with PBS,
fixed with 2% paraformaldehyde on ice for 30 min, washed
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with PBS, and resuspended in PBS containing 0.1% Triton-X-
100 and 0.1% BSA containing appropriate dilution of primary
antibody. The cells were washed with TBS containing 1% BSA
and then incubated with the appropriate FITC-conjugated
secondary antibody (Jackson ImmunoResearch, West Grove,
PA) for 30 min on ice. After the incubation, the cells were
washed twice with TBS containing 1% BSA and resuspended
in 0.5 mL of TBS containing 1% BSA. Analysis was performed
on a FACScan caliber flow cytometer (Becton-Dickinson,
Franklin Lakes, NJ).

5.8. Transwell Assay. Transwell filters (Corning, Acton, MA)
were coated with 2 yg/mL fibronectin in PBS and incubated
overnight at 4°C. The bottom of the transwell was rinsed
with PBS and blocked with 2% BSA in PBS for 1h at room
temperature. The transwell was rinsed with PBS, and 500 uL
serum-free DMEM was added to the bottom of each well, and
1x10° cells in 100 pL of serum-free medium were added to the
top of the transwell membrane. Following 4 hours in a 33°C
tissue culture incubator, the cells and medium were aspirated
and the upper side of the membrane was wiped with a cotton
swab. The cells that migrated through the membrane were
fixed with 4% paraformaldehyde, stained with hematoxylin-
eosin, and mounted on a slide. Ten-high power fields (x200)
of cells were counted for each condition and the average and
standard error of the means were determined. All samples
were prepared in duplicate, and the experiment was repeated
at least three times with similar results.

5.9. VEGF Analysis. VEGF protein levels produced by vascu-
lar cells were determined using a Mouse VEGF Immunoassay
kit (R&D Systems, Minneapolis, MN). Cells were plated at 6 x
10° cells on 60 mm tissue culture dishes and allowed to reach
approximately 90% confluence. The cells were then rinsed
once with serum-free DMEM and were grown in serum-free
medium for 2 days. Conditioned medium was centrifuged
at 400 xg for 5min to remove cell debris, and 50 uL was
used in the VEGF Immunoassay. The assay was performed
in triplicate as recommended by the manufacturer and was
normalized to the number of cells. The amount of VEGF was
determined using a standard curve generated with known
amounts of VEGF in the same experiment. The assay was
repeated twice using two different isolations of endothelial
cells with similar results.

5.10. Nitric Oxide Analysis. Cells were plated in black wall
clear bottom Microtest 96-well plates (BD #35 3948; 1 x 10*
cells in 100 pL). The next morning the medium was changed
to endothelial cell or pericyte medium containing 30 M
DAF-FM diacetate (Invitrogen; D-23842) and 5pg/mL of
CellTracker Red (Invitrogen; C34552). Following a 40 min
incubation at 33°C, fresh medium was placed on the cells and
the incubation continued for 20 min. The wells were washed
with TBS and the cells in each well were resuspended in
100 uL of TBS. Absorbance was read at 495/515nm using a
fluorescence plate reader [2]. These experiments were per-
formed in triplicate and repeated twice with similar results.
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5.11. Statistical Analysis. Statistical differences between
groups were evaluated with an unpaired t-test (two-tailed).
Mean * standard deviations are shown. P values <0.05 were
considered significant.
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