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,e vehicle-mounted equipment is easy to be disturbed by external vibration excitations during transportation, which is harmful
to the measurement accuracy and performance of the equipment. Aiming at the vibration isolation of the vehicle-mounted
equipment, a semiactively controlled quasi-zero stiffness (QZS) vibration isolator with positive and negative stiffness is proposed.
,e vertical spring is paralleled with a magnetorheological (MR) damper, and the semiactive on-off control scheme is adopted to
control the vibration.,e analytical expression of the isolator’s displacement transmissibility is derived via the averaging method.
,en, the vibration isolation performance under different road excitations and different driving speeds is simulated and compared
with the uncontrolled passive QZS vibration isolator. In addition, the mechanical structure of the semiactive QZS isolator is
designed and manufactured, and the test system is built by LabVIEW software and PXI embedded system. ,e isolation effect of
the semiactive QZS isolator is verified through test data. It is found that the proposed semiactive QZS isolator shows excellent
vibration isolation performance under various road excitations, while the passive QZS isolator is effective only under harmonic
excitations. ,e vertical acceleration of vehicle-mounted device can be decreased over 70% after isolation, and the vibration
isolation effect is remarkable.,e design idea and research results of the semiactive QZS isolator may provide theoretical guidance
and engineering reference for vibration isolation.

1. Introduction

Vibration isolation is a common method to eliminate or
weaken vibration [1, 2]. For vehicle vibration, the traditional
linear vibration isolator lacks the ability to isolate low-fre-
quency vibration, and the vibration isolation effect is not
obvious for 0–20Hz low-frequency vibration, even having
an amplification effect [3]. In transportation, vehicle-
mounted equipment is easily disturbed by multiple external
vibration sources, which have adverse effects on the accu-
racy, performance, and the service life of the equipment.
,us, it is quite necessary to design the vibration isolation
suitable for excitations with different frequencies to ensure
the accuracy and reliability of the vehicle-mounted
equipment.

In recent years, QZS vibration isolation has become a
research hotspot because of its large bearing capacity and
extremely low natural frequency, which can effectively
isolate low frequencies. It has various forms, such as cam
roller [4–6], oblique spring [7–9], disk spring combined
with vertical linear springs [10], circular ring [11], magnet
[12], inert elements [13], X-shaped structure [14], strut
structure [15, 16], and other structural forms [17–20]. And
some researchers studied the resonance response of
nonlinear vibration [21] and the damping characteristics
[22]. Most of the above literatures focus on the QZS vi-
bration isolation characteristics, but the structure and
parameters of the uncontrolled QZS vibration isolation
system cannot be changed once determined, which is
difficult to meet the complex and changeable working
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conditions and restricts the further improvement and
universality of the vibration isolation system.

Due to low energy consumption, magnetorheological
(MR) damper has been widely used to implement the
semiactive control [23, 24]. ,e modelling of hysteretic
characteristics of dampers can be divided into two types:
modelling based on physical mechanism and modelling
based on external characteristics of macro phenomena. ,e
typical ones are Bouc–Wen model, Preisach model, Duhem
model, and neural network model, which can reflect the
complex hysteretic characteristics of dampers with multi-
loops, multibranches, and nonsmoothness. ,e differential
hysteretic model is widely used, such as Duhem model [25].
At present, MR damper is widely used in vehicle suspension
control [26–29] and gradually becomes a research hotspot in
vehicle vibration isolation. Hu et al. [30] designed a kind of
MR damper valve and verified the good damping perfor-
mance under the sky-hook on-off semiactive control
strategy. Dong Chae and Choi [31] proposed a vehicle-
mounted vibration isolation system. Using the controllable
damping force characteristics of MR damper, the semiactive
control effect of the system was analysed and the vibration
isolation performance was evaluated. Chae et al. designed a
semiactive vibration reduction system for vehicle-mounted
stretchers, which used MR dampers as the actuator and
realized the vibration isolation control through sliding mode
variable structure semiactive control. Gao et al. [32] im-
proved a 4-PUU parallel mechanism as a vehicle stretcher,
tookMR damper as the output force device, and adopted the
LQR method combined with Hrovat algorithm to study the
semiactive control and vibration isolation performance of
the system. Wang et al. [33] studied the ultralow-frequency
vibration isolation in the process of neonatal transport
through theory and experiment. However, the research
studies considering semiactive control and QZS isolator
simultaneously are still seldom found.

In this work, a semiactive QZS vibration isolation system
with positive and negative stiffness parallel mechanism is
proposed. MR damper is installed in parallel to the vertical
spring. ,rough the analysis of the characteristics of MR
damper, an improved Bingham model based on excitation
current and response speed is established. ,e semiactive
on-off control scheme is developed, and the control effect is
simulated under harmonic, stochastic, and semisinusoidal
shock excitations at different vehicle speeds. Finally, the
mechanical device of the semiactive QZS isolator is designed
and manufactured, and the isolation effect of the system is
tested based on LabVIEW software and PXI embedded
system to verify the effectiveness of the semiactive control
scheme and the good vibration isolation performance of the
vibration isolation system.

2. Design of Semiactive QZS Vibration
Isolation System

2.1. Modelling of Semiactive QZS Vibration Isolation System.
,e QZS vibration isolation system controlled by MR
semiactive control is shown in Figure 1, which is composed
of a positive and negative stiffness spring parallel mechanism
and MR damper. Here, m is the mass of the vibration
isolated object, kv and kh are the vertical spring stiffness and
horizontal spring stiffness, respectively, and L is the pre-
compressed length of the horizontal spring. When the
system reaches the static equilibrium position, the horizontal
spring’s length is l. y is the vertical displacement of the mass
object; Pis the excitation force of the system. ,e damping
coefficient is set as ch, and Fc is the damping force provided
by MR.

According to D’Alembert’s principle, the dynamic
equation of the MR semiactive vibration isolation system is
obtained.

m €y + ch _y 1 −
L

������

l
2

+ y
2

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ + khy 1 −
L

������

l
2

+ y
2

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ + kvy + Fc � kvq − mg. (1)

Compared with the semiactive control system shown in
Figure 1, the dynamic equation of the passive QZS vibration
isolation system is

m €y + ch _y 1 −
L

������

l
2

+ y
2

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ + khy 1 −
L

������

l
2

+ y
2

􏽱⎛⎜⎜⎜⎝ ⎞⎟⎟⎟⎠ + kvy + cv _y � kvq − mg, (2)

where cv is the vertical damping coefficient.
To the passive QZS vibration isolation system, it is as-

sumed that the excitation displacement is given by

q � A cos(ωt), (3)

where A is the excitation amplitude, ω is the excitation
frequency, and t is the time.
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Let x � y/L, α � l/L, ω1 �
����
kv/m

􏽰
, ω2 �

�����
kh/m

􏽰
, ξ1 � cv

/2
����
kvm

􏽰
, ξ2 � ch/2

����
khm

􏽰
, μ � A/L, r � ω2

1/ω2
2, ρ � g/Lω2

1,
λ � ω/ω1, and τ � ω1t; the dimensions of equation (2) can be
derived as follows:

μ sin(τ) − ρ � €x + 2ξ1 _x + 2ξ2 _x 1 −
1

������
α2 + x

2
􏽰􏼠 􏼡 + x + rx 1 −

1
������
α2 + x

2
􏽰􏼠 􏼡. (4)

,e approximate analytical solution of equation (5) can
be solved by the averaging method as follows:

x
⌢

� a
⌢ cos(ωτ + θ)

x
⌢′ � −a

⌢′ω sin(ωτ + θ)

⎫⎬

⎭, (5)

where a
⌢ and θ are slowly varying functions of time τ.

According to the averaging method, the amplitude and
phase of the first-order approximate solution can be ob-
tained as follows:

a
⌢′ � −

1
ω

p(a
⌢

, θ)sin(ωτ + θ)

θ′ � −
1

a
⌢ω

p(a
⌢

, θ)cos(ωτ + θ)

⎫⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

, (6)

where

p(a
⌢

, θ) � a
⌢ω2 cos(ωτ + θ) − 2a

⌢ω ξ1 + ξ2( 􏼁sin(ωτ + θ)

+
2a

⌢ωξ2 sin(ωτ + θ)
�����������������

α2 + a
⌢2cos2(ωτ + θ)

􏽱 + a
⌢

(1 + r)cos(ωτ + θ)

−
a
⌢

r cos(ωτ + θ)
�����������������

α2 + a
⌢2cos2(ωτ + θ)

􏽱 − μω2 cos(ωτ + θ).

(7)

In one period of [0, 2π], the approximate values of
amplitude and phase are obtained as follows:

a
⌢′ � −

1
2πω

􏽚
2π

0
p(a

⌢
, θ)sin φ dφ

θ′ � −
1

2πa
⌢ω

􏽚
2π

0
p(a

⌢
, θ)cos φ dφ

⎫⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎭

. (8)

Let a
⌢′ � 0 and θ′ � 0; the analytical expression of steady-

state amplitude frequency response of the passive QZS vi-
bration isolation system is obtained as follows:

ω �

�����������������������������������������������

−H(a
⌢

) ±

�������������������������������������

[H(a
⌢

)]
2

+
4a

⌢2ω2 ξ1 + ξ2( 􏼁
2

+ 4a
⌢2ξ22[J(a

⌢
)]
2/π2

μ2 − a
⌢2

􏽶
􏽴

􏽶
􏽵
􏽴

θ � arctan
2a

⌢ω ξ1 + ξ2( 􏼁 + 2a
⌢ωξ2J(a

⌢
)/π

−a
⌢

(1 + r) + a
⌢ω2

+ a
⌢

rI(a
⌢

)/π

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (9)
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Figure 1: QZS vibration isolation system with MR semiactive control.
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where

I(a
⌢

) � 􏽚
2π

0

cos2 φ
�����������

α2 + a
⌢2cos2 φ

􏽱 dφ,

J(a
⌢

) � 􏽚
2π

0

sin2 φ
�����������

α2 + a
⌢2cos2 φ

􏽱 dφ,

H(a
⌢

) � 4a
⌢2ω2 ξ1 + ξ2( 􏼁

2
+
4a

⌢2ξ22[J(a
⌢

)]
2

π2 − 2a
⌢2

(1 + r) +
2a

⌢2
rI(a

⌢
)

π
⎡⎣ ⎤⎦ · 2 μ2 − a

⌢2
􏼒 􏼓􏼔 􏼕

−1
.

(10)

When the passive QZS vibration isolation system is
excited by a harmonic force, the steady-state amplitude
frequency response is as follows:

z � a
⌢ cos(ωτ + θ) + μ cos(ωτ). (11)

,en, zmax �

����������������������

(a
⌢ cos θ + μ)2 + (a

⌢ sin θ)2
􏽱

can be ob-
tained, and the displacement transmissibility of the passive
QZS system is obtained as follows:

Tf �
zmax

μ

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌
. (12)

2.2. Characteristics of MR Damper and Semiactive Control
Scheme. ,e damping force of MR damper is expressed by
S-shape function as follows [34]:

Fc �
2Ac

1 + exp(−αy)
− Ac, (13)

where Ac is the limit saturation value of the damping force
and α is the shape parameter; if the damper structure re-
mains unchanged, αremains unchanged.

According to the parameters of RD-1097-01 MR damper
manufactured by Lord company, the resistance of the ex-
citation coil is 20Ω at 25°C, the maximum damping force is
135N, the maximum continuous working current is 0.5 A,
and the current tends to be saturated when it is greater than
1A. ,en, the damping force of the MR damper can be
expressed as follows:

Fc �
2Ac

1 + exp(−0.0333y)
− Ac

Ac � 222.17I
4
r − 561.95I

3
r + 347.26I

2
r + 112.14Ir + 10.12I

Ir + 139.4 _Ir + 10164Ir � 10164Id

y + 424.4 _y + 90123y � 90123 _x − _xc( 􏼁

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

, (14)

where Fc is the output damping force, Ac is the limit sat-
uration value of the damping force, Id is the given current,
Iris the output current, and _x is the velocity excitation.

,e damping force curves under different currents in
time domain are shown in Figure 2, and the damping force
curves varying with the relative velocity are shown in
Figure 3. Figure 4shows the relationship between the ex-
citation current and the damping force of the MR.

Since it is difficult to make the output damping force
accurately match the desired control force in experiments
and engineering applications, the on-off control scheme is
used here due to its good real-time performance.

,e control scheme is expressed as follows:

Fc �
fd, ( _y − _q) _y≥ 0; I � Ion,

fmin, ( _y − _q) _y< 0; I � 0,
􏼨 (15)

where _y − _q is the relative velocity of the mass; _y is the
velocity of the mass; fd is the semiactive control damping
force, which is related to the input current, and fd ≤ 135N;
fmin is the minimum value of the output force of the MR
damper when the current is the minimum; and fmin = 0
when the current is zero.

By judging the direction of relative velocity _y − _q and
absolute velocity _y of the controlledmass and controlling the
switching of the excitation voltage or current between finite
discrete values, the damping force is adjusted. ,erefore,
when the relative motion of the mass is consistent with the
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direction of the damping force of the MR damper and the
excitation current is on, the damper provides the maximum
damping force to restrain the mass movement. On the
contrary, the damper provides the minimum damping force
to reduce the obstruction to the mass movement.

3. Simulation Analysis of Vibration Isolation
Effect under Different Excitations

Figure 5 shows the cosimulation scheme of the semiactive
MR vibration isolation system based on TruckSim and
Matlab/Simulink. ,e vehicle model is an 8× 8 vehicle
established in TruckSim. ,e vertical displacement xc,
vertical velocityvc, and vertical acceleration ac of the body
centre are taken as the outputs, and xc is the input.

,e parameters of the semiactive QZS vibration isolation
system are shown in Table 1.

3.1. Harmonic Road Excitation. A harmonic road excitation
with an amplitude of 5mm and length of 500m is used, and
the vehicle speed is 30 km/h, 40 km/h, and 50 km/h, re-
spectively. ,e vibration isolation characteristics of the
passive QZS and semiactive QZS isolators are obtained, as
shown in Figures 6 and 7. ,e root mean square and relative
differences of the vertical displacement and acceleration of
the body centre and the two isolation systems are shown in
Table 2 and Figure 8.

It can be seen from Figures 6–8 and Table 2 that

(a) From the vertical displacement response, RMS of the
passive QZS vibration isolation system is reduced by
80.6% and the maximum RMS of the semiactive QZS
vibration isolation system is reduced by 95.49%,
compared with that of the body centre. ,e maxi-
mum vertical displacement reduction of semiactive
QZS isolator is 78.1% better than that of the passive
QZS isolator.
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Figure 2: Time domain response of damping force under different
currents.
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Figure 5: TruckSim/Simulink on-off control cosimulation model.

Table 1: Parameters of the vibration isolation system.

Parameters Values
M 9.2 kg
kv 1 017N/m
k h 1 010N/m
c h 100N·s/m
L 0.121m
L 0.081m
H 0.090m

Shock and Vibration 5



(b) Compared with the passive vibration isolation sys-
tem, the maximum vertical acceleration reduction of
the semiactive QZS isolator is 74.2%.

(c) Under 5mm harmonic excitation, the two vibration
isolation systems show good vibration isolation
performance at different vehicle speeds, but the
semiactive QZS vibration isolation system has better
vibration isolation performance.

(d) ,e change trend of body response of the passive and
semiactive QZS is the same, but the maximum
amplitude and RMS of the semiactive QZS are ob-
viously decreased.

3.2. Stochastic Road Excitation. In practical engineering, the
external excitation of a vehicle is mostly random or has
strong randomness. ,e road is built adopting the three-
dimensional stochastic road based on fractal theory [35], and
the irregularity of the stochastic road surface is given by

_q(t) � −2πf0vq(t) + 2πn0
����
G0v

􏽰
ω(t), (16)

where q is the stochastic road, vis the speed, G0 is the road
irregularity coefficient, ω(t) is the Gaussian white noise, f0
is the cut-off space frequency, generally taken as 0.011m−1,
and n0 is the reference space frequency, taken as 0.1m−1.

,e three-dimensional road spectrum can better reflect
the three-dimensional texture characteristics, which not
only reflect the longitudinal irregularity excitation of the
road but also meet the requirements of the simulation test
for the transverse elevation change, as shown in Figure 9.

Figures 10 and 11 show the vertical time domain re-
sponse curves of the body centre and two kinds of vibration
isolation systems under the condition of C-level stochastic
road at different vehicle speeds. See Table 3 and Figure 12 for
RMS and relative difference of the two vibration isolation
systems and body centre response.

It can be seen from Figures 10–12 and Table 3 that for the
road condition of C-level stochastic road excitation, the RMS

D
isp

la
ce

m
en

t (
m

)

–0.005
–0.004
–0.003
–0.002
–0.001

0.000
0.001
0.002
0.003
0.004
0.005

4 6 8 10 122
t (s)

Body center
Passive QZS
Semiactive QZS

(a)

D
isp

la
ce

m
en

t (
m

)

–0.005
–0.004
–0.003
–0.002
–0.001

0.000
0.001
0.002
0.003
0.004
0.005

4 6 8 10 122
t (s)

Body center
Passive QZS
Semiactive QZS

(b)

D
isp

la
ce

m
en

t (
m

)

4 6 8 10 122
t (s)

–0.005
–0.004
–0.003
–0.002
–0.001

0.000
0.001
0.002
0.003
0.004
0.005

Body center
Passive QZS
Semiactive QZS

(c)

Figure 6: Time domain response of displacement under harmonic excitation: (a) 30 km/h; (b) 40 km/h; (c) 50 km/h.
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of vertical displacement and acceleration of the passive and
the semiactive isolators are significantly reduced, with the
maximum reduction over 60%. ,e semiactive vibration
isolator shows much better isolation performance than the
passive one. At the same time, the passive QZS vibrator is
greatly affected by the vehicle speed, the stability is poor, and
the vibration isolation efficiency is reduced while the
semiactive QZS vibration isolator is less affected by the
excitation and vehicle speed, and the vibration isolation
efficiency is over 88%.

3.3. Semisinusoidal Shock Road. To verify the shock per-
formance of the isolators, a semisinusoidal shock road with
an amplitude of 0.1m and frequency of 1.4Hz is established
in TruckSim, as shown in Figure 13.

,e vertical displacement and acceleration response curves
of the body centre and the two vibration isolators are shown in

Figures 14 and 15. ,e RMS and relative differences of the
vertical displacement and acceleration response are shown in
Table 4 and Figure 16.

As can be seen from Figures 14–16 and Table 4,

(a) ,e isolation effect of the semiactive QZS isolator is
clearly better than that of the passive one under
semisinusoidal shock road excitation.

(b) With the increase in vehicle speed, the isolation
efficiency of the passive QZS decreases, the response
peak value increases, and the stability is poor. While
the vibration isolation efficiency of the semiactive
control system is about 90%, its stability is better
than that of the passive QZS system.

To evaluate the shock resistance performance, the ratio
of the peak acceleration response of the isolated object to
that of the vehicle body centre is defined as the maximum
acceleration ratio, as shown in Table 5.
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Figure 7: Time domain response of acceleration under harmonic excitation: (a) 30 km/h; (b) 40 km/h; (c) 50 km/h.
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Figure 8: Relative difference between the vibration isolation system and vehicle body under harmonic excitation: (a) displacement;
(b) acceleration.
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Figure 9: C-level stochastic road excitation: (a) cross section elevation setting; (b) road model.
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Figure 10: Continued.
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Figure 10: Time domain response of displacement under stochastic road: (a) 30 km/h; (b) 40 km/h; (c) 50 km/h.
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Figure 11: Time domain response of acceleration under stochastic road: (a) 30 km/h; (b) 40 km/h; (c) 50 km/h.
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(a) (b)

Figure 13: Semisinusoidal shock road: (a) cross section elevation setting; (b) road model.
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Figure 12: Relative difference of RMS of (a) displacement and (b) acceleration under C-level random pavement
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Figure 14: Time domain response curve of displacement under semisinusoidal shock road: (a) 30 km/h; (b) 40 km/h; (c) 50 km/h.
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Figure 15: Time domain response curve of acceleration under semisinusoidal shock road: (a) 30 km/h; (b) 40 km/h; (c) 50 km/h.
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It can be seen from Table 5 that the maximum accel-
eration ratio of the two isolators at different vehicle speeds
increases with the increase in vehicle speed. ,e maximum
acceleration ratio of the passive QZS vibration isolation
system is larger than that of the semiactive one, which in-
dicates that the semiactive QZS vibration isolator has better
shock resistance performance.

4. Experimental Study on Vibration
Isolation System

4.1. Experiment Scheme Design. ,e semiactive QZS vibra-
tion isolation system is composed of a mechanical structure
andMR semiactive control system.,emechanical structure
is shown in Figure 17. Here, the negative stiffness mecha-
nism mainly includes a spring, an inner and outer sleeve, a
screw, and an adjusting nut. ,e screw is connected to the
inner sleeve in a spiral manner. ,e precompression of the
spring is adjusted by the adjusting nut to realize the negative
stiffness of the horizontal spring.

,e MR semiactive control system is mainly composed
of a motion state sensor, controllable constant current power
supply, signal conditioning converter, control arithmetic
unit, input/output board, and shielded junction box, as
shown in Figure 18.

Using LabVIEW RTas the real-time control module can
improve the reliability and time certainty of program op-
eration. ,e program is written and debugged in the upper

computer, and the running state of the system is monitored.
,e lower computer is connected to the upper computer
through the network cable to ensure the real-time perfor-
mance of the system and realizes the functions of data
transmission and human-computer interaction.

,e hardware of the semiactive control system is listed in
Table 6, and the experiment site is shown in Figure 19.

,e excitation system is a six-degree-of-freedom vi-
bration test bench jointly developed by the University of
Wollongong and Hefei University of Technology, which is
mainly composed of NI control system, PC computer
controller, DMKE electric cylinder, and so on. ,e data
acquisition system includes keyence LK-G500 laser dis-
placement sensors and data collectors (model: INV306U),
and the real-time waveforms are captured through DASP
software on PC computed.

4.2. Analysis of Test Results. ,e design parameter of the
spring is shown in Table 7.

When the QZS system is in a static balance, the following
relationship should be satisfied:

L
2

� l
2

+ h
2
, (17)

where L is the precompressed length of the horizontal
spring, which can be adjust by the adjusting nut. When the
system reaches the static equilibrium position, the horizontal
spring’s length is l. h is the compression deformation of the
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Figure 16: Relative difference of RMS of (a) vertical displacement and (b) acceleration under semisinusoidal shock road.

Table 5: Maximum acceleration ratio at different vehicle speeds under semisinusoidal impact pavement.

Vehicle speed (km·h−1) Body centre Passive QZS system Semiactive QZS system
Peak acceleration (m·s−2) Peak acceleration (m·s−2) Ratio Peak acceleration (m·s−2) Ratio

30 9.762 3.356 0.34 0.834 0.086
40 17.187 6.195 0.36 1.787 0.103
50 21.158 8.791 0.42 2.489 0.118
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vertical spring under static load, which can be obtained by
the relationship kvh � mg. ,e meaning and value of L, l,
and h are shown in Figure 1 and Table 1.

,e test conditions include harmonic excitation with
different amplitudes and frequencies:

(a) Test Condition 1. Harmonic excitation with different
amplitudes: ,e initial vibration isolation frequency

of the QZS vibration isolation system is about 1.4Hz,
so the resonance region frequency (1.2Hz) and the
vibration isolation region frequency (1.4 times of the
resonance frequency, 2.5Hz) are selected as the
excitation frequency. ,e vertical amplitudes are
chosen as 3mm, 5mm, and 7mm, respectively.

(b) Test Condition 2. Harmonic excitation test with
different frequencies. ,e amplitude is 5mm, and
the excitation frequencies are 1.0Hz, 1.2Hz, 1.4Hz,
1.6Hz, and 1.8Hz, respectively.

4.2.1. Time Domain Response Analysis. When the excitation
frequency is 1.2Hz and 2.5Hz, the test and simulation re-
sults of the displacement response of the isolated object are
shown in Figures 20 and 21. ,e differences between the test
and the theoretical results are shown in Table 8.

From Figures 20 and 21 and Table 8, it can be seen that the
test results are in good agreement with the theoretical results.
,e peak value of the test is slightly larger than the simulation

5

4

3

2

1

Figure 17: Mechanical structure of the semiactive QZS vibration isolation system: ① device base; ② MR damper; ③ limit adjusting
structure; ④ negative stiffness mechanism; ⑤ vibration isolated mass.
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Figure 18: MR semiactive control system block diagram.

Table 6: Hardware of the semiactive control system.

Type Model Number
Real-time controller NI PXIe-8108 1
Data acquisition cabinet NI PXIe-1082 1
Analog output module NI 6363 1
Analog input module NI 4496 1
Power amplifier TPA10 1
68-pin shielded junction box NI SCB-68A 1
Acceleration sensor BK 4528-B 2
Laser displacement meter LK-G500 1
Data acquisition instrument INV306U 1
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Figure 19: Experiment site:① control computer;② control program interface;③ PXI embedded system;④ data acquisition computer;⑤
acquisition instrument; ⑥ regulated power supply; ⑦ MR damper; ⑧ QZS vibration isolator; ⑨ laser displacement meter.

Table 7: ,e parameter of the spring.

Medium diameter (mm) Material diameter (mm) Effective laps Measured stiffness (N/m)
Vertical spring 65 4 8 1017
Oblique spring 42 2.8 7.5 1085
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Figure 20: Time domain response of displacement under 1.2 Hz harmonic excitation with different amplitudes: (a) 3mm; (b) 5 mm;
(c) 7 mm.

Shock and Vibration 17



results, and the difference increases with the excitation ampli-
tude. ,e slight difference is inevitable due to the installation
error and the friction between the parts. So, the test results verify
the correctness of the established model and simulation results.

,e vibration experiment of the semiactive QZS system
with different harmonic excitation frequencies is carried out.
,e amplitude is 5mm, and the frequencies are 1.0Hz, 1.2Hz,
1.4Hz, 1.6Hz, and 1.8Hz, respectively. ,e tested and
simulated displacement responses of the mass block under

different excitation frequencies are shown in Figure 22. ,e
relative differences of the peak values are listed in Table 9.

From Figure 22 and Table 9, it can be seen that the change
trend of the experiment and the simulation results are the
same. With the increase in the excitation frequency, the
relative difference between the experiment and the theoretical
results increases, and the maximum difference is 11.27%,
which further verifies the correctness of the theoretical model
and the feasibility of the control scheme.
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Figure 21: Time domain response of displacement under 2.5 Hz harmonic excitation with different amplitudes: (a) 3mm; (b) 5 mm;
(c) 7 mm.

Table 8: Relative differences of displacement peak between experiment results and simulation results.

Excitation amplitude
(mm)

Excitation frequency 1.2Hz Excitation frequency 2.5Hz
Simulation (mm) Experiment (mm) Difference (%) Simulation (mm) Experiment (mm) Difference (%)

3 3.32 3.451 5.12 0.96 1.047 9.03
5 6.05 6.456 6.71 1.05 1.261 10.54
7 9.17 9.718 5.97 1.47 1.613 9.76
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Figure 22: Time domain response of displacement under different excitation frequencies: (a) 1Hz, (b) 1.2Hz. (c) 1.4Hz, (d) 1.6 Hz, and
(e) 1.8 Hz.
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4.2.2. Analysis of Vibration Isolation Effect. Let amax and
amin be the peaks and troughs of the time domain response
waveforms, respectively, and b be the excitation amplitude;
the displacement transmissibility of the vibration isolation
system is

T �
amax − amin

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌

2b
. (18)

,e tested and simulated displacement transmissibility
of the passive and semiactive QZS isolators under different
excitation amplitudes is shown in Figure 23.

As can be seen from Figure 23,

(a) ,e resonance peak of the system increases with the
rise of the excitation amplitude. ,e initial vibration
isolation frequencies of the two kinds of isolators are

Table 9: Displacement peaks from experiment results and simulation results under different excitation frequencies.

Excitation frequency (Hz) Simulation (mm) Experiment (mm) Difference (%)
1.0 6.01 6.377 5.93
1.2 6.05 6.456 6.71
1.4 4.04 4.369 8.14
1.6 2.76 3.071 11.27
1.8 2.02 2.234 10.56
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Figure 23: Displacement transmissibility under different harmonic excitation: (a) amplitude is 3mm; (b) amplitude is 5mm; (c) amplitude
is 7mm.
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the same and lower than those of the corresponding
linear system, which indicates that the semiactive
QZS vibration isolation system also has the char-
acteristics of low-frequency vibration isolation.

(b) ,e semiactive QZS vibration isolator can suppress
the resonance much better than the passive one.
After reaching the initial isolation frequency, the
vibration isolation performance of the semiactive
QZS isolator is also superior to the passive QZS.

,e RMS of the displacement transmissibility of passive
and semiactive QZS isolators under different excitation
amplitudes is also computed, as shown in Table 10.

It can be seen that the RMS of displacement transmis-
sibility of semiactive QZS isolator is smaller significantly
than that of the passive one, and the larger the excitation
amplitude is, the more obvious the difference is.

5. Conclusions

A semiactive QZS vibration isolator is proposed and
designed based on MR damper. ,e simulation analysis is
carried out under different road conditions and different
vehicle speeds. ,e test device and semiactive on-off control
system are developed andmanufactured, and the correctness
of the theoretical derivation and simulation method is
verified by experimental results. It can be concluded that

(a) For the condition of harmonic, stochastic, and shock
road excitations, the semiactive QZS isolator is always
superior to the passive QZS in different working
conditions, with more obvious control effects

(b) ,e proposed semiactive QZS isolator shows better
universality at different frequencies and amplitudes
of excitations in the test, and the control algorithms
are feasible for the mechanical devices of the isolator
and the hardware system
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+e static aeroelastic behaviours of a flat-plate forward-swept wing model in the vicinity of static divergence are investigated by
numerical simulations and wind tunnel tests. A medium fidelity model based on the vortex lattice method (VLM) and nonlinear
structural analysis is proposed to calculate the displacements of the wing structure with large deformation. Follower forces effect
and geometric nonlinearity are considered to calculate the deformation of the wing by finite element method (FEM). In the wind
tunnel tests, the divergence dynamic pressure is predicted by the Southwell method, and the static aeroelastic displacement is
measured by a photogrammetric method. +e results obtained by the medium fidelity model calculations show reasonable
agreement with wind tunnel test results. A high fidelity model based on coupled computational fluid dynamics (CFD) and
computational structural dynamics (CSD) predicts better results of the wing tip displacement when the freestream dynamic
pressure is approaching the divergence dynamic pressure.

1. Introduction

In static aeroelasticity analysis, the interaction between aero-
dynamics and structural deflections determines the wing
bending and twist at every flight condition.+e static aeroelastic
deformation in the steady flight condition is of great importance
because it governs the aerodynamic performance and flight
control characteristics [1]. Under the conditions of small
structural deformations and small angle of attack (AOA), linear
aeroelastic analysis usually gives accurate results. However, if the
wing structure undergoes large deformation, the linear calcu-
lation may lead to inaccurate predictions. +e nonlinear effect
usually plays an important role in the structure dynamics [2, 3]
and may also be crucial in statics. For instance, in the linear
aeroelastic calculation, the projection of the deformed wing
always coincides with that of the undeformed wing. +is in-
dicates a nonphysical effect of lengthening the wing structure
without axial load [4]. For the highly flexible joined-wing
aircraft, the linear aeroelastic analysis may lead to incorrect
prediction of the flight envelope [5].

It is well known that the forward-swept wing and straight
wing with high aspect ratio are susceptible to large defor-
mation. When the aerodynamic load is heavy, the defor-
mation of the wing structure will become very large.
According to the aerodynamic and structural models used in
the nonlinear aeroelastic analysis, numerical models can be
categorized into three levels, namely, low, medium, and high
fidelity models [6]. Two-dimensional aerodynamic models
and nonlinear beam theory are usually used in the low fi-
delity models [7]. For the high-aspect-ratio wing model, the
static and dynamic aeroelastic responses calculated by low
fidelity model agree well with the experimental results [8, 9].
+e nonlinear beam theory is capable of calculating the
postcritical deformation of a compliant forward-swept wing,
and its capability is validated by wind tunnel tests [10].

+ough the low fidelity model provides essential insight
and knowledge about the aeroelastic characteristics, it has
limitation in evaluating the 3D effect of real flow. +e strip
theory without tip effects correction may overestimate the
outboard wing lift and results in greater vertical wing
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displacement and bending rotation [11, 12]. When the
spanwise aerodynamic variations are critical for wing
structure, the VLM provides a medium fidelity tool for
aerodynamic calculation [13]. +e VLM can calculate the
aerodynamics acting on the wing with large deformation and
some pragmatic approaches can be adopted to estimate the
effects of drag and camber [14]. +e following static
structural analysis should be carried out by nonlinear FEM;
otherwise, the analysis will yield unrealistic result [15].
Generally speaking, the medium fidelity model is efficient in
aeroelastic analysis, so it is widely used in the design op-
timization process [16, 17].

+e high fidelity simulationmodel is based on CFD/CSD
coupled method and has been developed rapidly and applied
widely in the study of computational aeroelasticity in last
decades. Even at low subsonic speeds, much attention should
be paid to the effects of structural nonlinearity on the
aeroelastic behaviour. +e geometric nonlinearity changes
the aerodynamic loads, thus leading to considerable errors in
the static aeroelastic predictions [18, 19]. +e difference
between the maximum deflections of linear and nonlinear
wing structure calculations becomes more and more dra-
matic with increasing aerodynamic loads [20, 21]. +ough
the low fidelity model gives acceptable results of the static
aeroelastic characteristics, the high fidelity model can gen-
erate more accurate results and detailed aerodynamic
characteristics of the compliant forward-swept wing [22].
+e CFD/CSD coupling analysis is essential when the flows
are in transonic region because of the shock wave and flow
separation [23, 24].

+e static divergence of wing structure must be predicted
accurately by wind tunnel test, because the divergence speed
directly reflects the general stiffness of the wing structure
and must be considered in the certification process (CS-25
and FAR-25) [1]. +ere are four static and two dynamic
methods used to predict static divergence of wing model in
wind tunnel test [25]. All these methods use subcritical
response of the experimental model to predict the static
divergence. As a static method, the Southwell method is easy
to carry out and shows good agreement with the critical
divergence test result [26–28]. So, the Southwell method is
adopted in the current study.

Before the occurrence of divergence, we are usually
concerned about the maximal wing tip displacements.
Photogrammetry is a nonintrusive measurement technique
commonly used to determine the geometrical information of
object by analyzing images recorded by camera. +is
technique is useful when the object to be measured is in-
accessible and noncontact measurement is required, and it is
especially suitable for static aeroelastic wind tunnel test. A
detailed description of the related theory can be found in
[29]. In a series of research, the photogrammetry is proved to
be an accurate and powerful method to measure point
displacements and local angular deflections [30, 31]. DLTdv7
is a general-purpose digitizing program and it is suitable for
two- or three-dimensional video analysis [32]. +is program
has been widely used in themeasurement of wing kinematics
[33] and aeroelastic deformation [34]. In the current study, a
feasible method based on single camera and DLTdv7

program is used to measure the wing tip displacement in the
wind tunnel test.

+e study aims to obtain an improved understanding
of the static aeroelastic behaviours of a wing model.
According to the performance of the available wind
tunnel, a forward-swept layout model is used. +is layout
has a decreased divergence speed compared to the
unswept wing due to increased effective AOA. When the
free stream dynamic pressure is in the vicinity of the static
divergence boundary, the forward-swept wing model will
encounter large deformation. +e static aeroelastic de-
formation is calculated by medium and high fidelity
models. Wind tunnel tests are performed to validate the
simulation results. Finally, we make a comparison be-
tween the results of medium and high fidelity models in
the aspects of accuracy and efficiency.

2. Nonlinear Analysis by the Medium
Fidelity Model

An aluminum flat-plate wing model is used in the current
study, as shown in Figure 1. +e planform of the wing
structure is a parallelogram. +e semispan and the chord
length of the model are s � 750mm and c � 200mm, re-
spectively. +e plate thickness is 2.5mm. +e material
density is ρ � 2700 kg/m3. +e leading-edge forward-swept
angle is 30 deg. +ree-fifths of the wing root length are fixed.
In order to perform nonlinear static analysis efficiently,
quadrilateral plate element is used to model the wing
structure. Figure 1(a) shows the structure model consisting
of 20 × 60 elements, whereas Figure 1(b) depicts the cor-
responding aerodynamic model, which consists of 10 × 30
aerodynamic panels.

+e equation of motion used for general static aeroelastic
calculation can be expressed as follows [35]:

Kaa − qQaa( 􏼁ua + Maa €ua � qQaxux + Pa, (1)

where Kaa and Maa are the structural stiffness and mass
matrices, respectively. q is the flow dynamic pressure. ua is
the structural displacement vector. ux is the vector of
aerodynamic extra points used to describe the control
surface deflections and overall rigid body motions. Qaa and
Qax are the aerodynamic influence coefficient matrices
corresponding to the structural deformations and unit de-
flections of the aerodynamic extra points, respectively. Pa is
the vector of external loads.

+e present wing model has neither control surface nor
rigid body motions; equation (1) can be simplified to obtain
the divergence dynamic pressure by solving an eigenvalue
problem:

Kaa − qQaa( 􏼁ua � 0. (2)

+e eigenvalues q � qd are the dynamic pressures for
divergence. Only positive values of qd have physical sig-
nificance and the lowest value is the critical divergence
dynamic pressure.

In static aeroelastic analysis, the downwash can be
calculated as [36]
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wj � Djkuk + wg
j , (3)

where wj is the downwash vector of the aerodynamic panels
and Djk is the substantial derivative matrix for the aero-
dynamic displacements. uk is the vector of aerodynamic
displacement andwg

j represents an initial static aerodynamic
downwash. +e initial AOA, camber, or twist distribution of
the wing structure can be taken into account by modifying
wg

j . +en the theoretical aerodynamic pressures are given by

fj � qA−1
jj wj, (4)

where fj is the pressure vector of the aerodynamic panels.
Ajj is the aerodynamic influence coefficient matrix, which is
a function of Mach number and reduced frequency. +e
aerodynamic force and moment at aerodynamic grids are
obtained by integrating the pressure vector:

Pk � Skjfj, (5)

where Pk is the vector of force and moment. Skj is the
integration matrix.

To improve the accuracy of aerodynamic calculations,
two experimental corrections may be introduced to adjust
each theoretical aerodynamic panel lift and moment [37].
+ese two corrections require that the experimental pressure
distribution data at some reference angles of attack be
available in advance for numerical calculation. Another
correction can be made by adjusting the aerodynamic
panels’ downwashes [36]. Substitute equations (3) and (4)
into (5); the aerodynamic force and moment can be cal-
culated by downwash as

Pk � qSkjA
−1
jj Djkuk + wg

j􏼐 􏼑. (6)

As the downwash of the wing cannot be measured di-
rectly in experiments, we use the deformation of the wing
model to modify the downwash vector; and an iterative
method is used to calculate the static aeroelastic deformation
of the wing model.

In static aeroelastic analysis, two types of data
transformations are required: the structural equivalent
forces from aerodynamic panels to structural grids and
the interpolation from the structural deflections to the
aerodynamic deflections. +e spline methods lead to an
interpolation that relates the components of structural
grid displacements to the aerodynamic grid displace-
ments. When the deformed structural grids and aerody-
namic panels are not coplanar, the local AOA of
aerodynamic panel needs to be modified according to
structural displacements.

+e iteration procedure starts with assigning appropriate
initial conditions, as shown in Figure 2. +e aerodynamic
loads are calculated by VLM. As the aerodynamics is typical
follower force, the full geometric nonlinear analysis should
be carried out; that is, the aerodynamic loads are treated as
following forces and large displacement effect is considered.
+e surface spline method is applied to transfer the data
between structural and aerodynamic grids. +e convergence
condition of the iteration is that the relative error of the wing
tip displacement between two consecutive steps is less than
0.1%. In every iteration cycle, the local AOA, that is the
downwash vector of every panel, is updated according to the
structural grid displacements. For the purpose of compar-
ison, the results of linear calculation are also included in this
paper.

To take the case at AOA α � 1.5 deg and dynamic
pressure q � 367 Pa as an example, the calculation process
is shown in Figure 3. +e displacements of the leading-
edge (LE) point and trailing-edge (TE) point at the wing
tip increase and converge gradually after the 22nd iter-
ation step. +is indicates that the relative error of the 21st
and 22nd iteration steps is less than 0.1%. +e final dis-
placements of the LE point and TE point at the wing tip
are 239.2mm and 200.8 mm, respectively. +e vertical
displacement at the wing tip is more than 30% of semi-
span. It means a typical nonlinear case for a flexible wing
with large deformation.
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Figure 1: Forward-swept wing structural and aerodynamic models. (a) Finite element model. (b) Aerodynamic model.
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3. NonlinearAnalysisby theHighFidelityModel

In the detailed design phase of a real wing, a more accurate
prediction of static aeroelastic behaviour of the wing
structure is necessary. In particular, it is important to predict
the static aeroelastic behaviour in the vicinity of divergence
with sufficient accuracy. Besides the efficient medium fidelity
model, a steady-state CFD/CSD coupling simulation of the

wing model is also performed to obtain more accurate re-
sults. +e simulation is carried out using the commercial
software package ANSYS for both the structural analysis and
aerodynamic analysis.

+e flow field consisting of hexahedral cells around the
wing is generated using the ICEMCFD as shown in Figure 4.
A common block structure is used, and grid density is varied
to obtain three levels of grid, namely, coarse (625000 cells),
medium (1036800 cells), and fine levels (1423200 cells). +e
boundary layer was resolved to make sure that the nondi-
mensional wall distance, y+, is less than 1 for all cases. +e
governing equations used in the ANSYS CFD tool FLUENT
are the Reynolds-averaged Navier-Stokes equations, dis-
cretized using a conservative and time-implicit colocated
finite volume method. +e SST k − ω two-equation turbu-
lence model is used in the density-based solver. +e flow
density is constant, and velocity inlet boundary condition is
used. Diffusion-based smoothing method is adopted to
move the wing model boundary in the updating of the fluid
volume mesh. +is method allows for large boundary de-
formation and generates good mesh quality. +e lift force on
the rigid wing is calculated to conduct a grid convergence
test. +e results of the case at α � 1.5 deg are shown in
Figure 5. +e total lifts obtained by medium and fine grids
agree very well with the increasing flow dynamic pressure.
+e results showed a maximal 0.2% difference between the
medium and fine grid solutions. +is indicates that the
medium level grid is sufficient for analysis. +e structural
mesh is built in using 2400 3D 20-node solid elements.

4. Description of Experimental Test Cases

4.1. Measurement of Wing Tip Displacement. A diagram of
the photogrammetric measurement with single camera is
shown in Figure 6. +e camera is fixed right above the wing
tip. Two small pieces of reflective tapes are glued onto the
wing surface as optical targets, locating on the LE and TE
points at the wing tip. +e chord of the undeformed wing tip
is on the x-axis. Note that the wing tip displacement in the
z-axis direction, that is, the horizontal displacement, is
focused on in this study. In the wind tunnel test, the camera
can be fixed outside the flow field, and the aerodynamics on
the wing model will not be affected.

During the deformation of the wing, the whole process is
recorded by the camera. Later, frames are grabbed from
video and used to track the targets. For this purpose, a Sony
digital camera with 1920 × 1080 pixels is used to acquire
images at a rate of 100 frames per second. +e measurement
error may arise due to nonlinear lens distortion and the
inaccurate identification of the target point, so a wind-off
experiment is performed to validate this photogrammetric
measurement method, as shown in Figure 7. +e horizontal
displacement of the LE point at the wing tip is set to 105mm
with static loading. +e movement of the LE point is tracked
by DLTdv7 and the measured displacement is 106.45mm. By
comparing the measured data with the known displacement
of the LE point, we find that the measuring error is less than
1.5%. +is indicates that the measurement is accurate
enough in assessing the numerical results.
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4.2. Ground Vibration Test. Before conducting the wind
tunnel test, it is necessary to perform GVT for model val-
idation and updating. As shown in Figure 8, a SINOCERA
shaker (JZK-5) and a power amplifier (YE5874A) are used to
excite the model. As the wing structure is very flexible, the
drive point is placed near the root of the wing. LMS vibration
test system is used to provide random signal to the shaker
with a frequency band of 0 to 100Hz. +e force at the joint
between the shaker and the model is measured by a PCB
force transducer (208C02). +e displacement response
signal is measured by KEYENCE laser (LK-G150). During
the test, the wing structure is kept in microvibration so that
the linear case is satisfied. +e experimental results of the
first five modal shapes and natural frequencies are listed in
the first and second column of Table 1, respectively.

After the GVT, a model updating procedure is applied to
match the dynamic characteristics of the numerical and the
experimental models. +e updating procedure performed by
solving the optimization problem is defined as follows:

Min: 􏽘
5

i�1

f
e
i − f

s
i

f
e
i

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌􏼌􏼌􏼌

s.t.
0.5E0 ≤E≤ 1.5E0

0.5μ0 ≤ μ≤ 1.5μ0,

⎧⎪⎨

⎪⎩

(7)

where the objective function is the sum of relative errors of
the first five natural frequencies obtained by the experiment
and simulation. +e design variables are Young’s modulus E

and Poisson’s ratio μ of the finite element model.
E0 � 71GPa and μ0 � 0.33 are the standard material
properties of aluminum alloy. Optimization problem
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Figure 4: Fluid mesh of the CFD/CSD coupling simulation.
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equation (7) is solved by Optimization Toolbox inMATLAB,
and the final solutions are E � 60.37GPa and μ � 0.31. +e
natural frequencies of two models are listed in Table 1. For
each of the first five natural frequencies, the relative errors
between the computational and experimental values are very
small, so the finite element models are validated.

4.3. Wind Tunnel Test. +e forward-swept wing model is
tested in the NWPU NF-2 acoustic wind tunnel, which is an
opening circuit tunnel with a test section of Φ1.5m and a
length of 2m. +e wing model is mounted vertically on a
turntable that can rotate to change AOA of the wing, as
shown in Figure 9. A wire and pulley mechanism is used to
protect the wing model. +e wires are loose during the
experiment and can be tightened to pull the wing tip from
both sides in case of excessive large deformation of the wing
model. +e experiment process is recorded by the digital
camera from the top view of the wind tunnel.

+e spanwise bending strain is used in the prediction of
the static divergence. For this purpose, two strain gages are
used. +e lower gage was located at the root of the wing
model and the upper one at the fifth semispan station
((y/s) � 20%). +e strain response signal is measured by a
dynamic strain data acquisition system. At the beginning of
the experiment, the turntable is adjusted to ensure that the
initial AOA of the wing is 0 deg. +ree cases, namely,
α � 0.5 deg, 1.0 deg, and 1.5 deg, are used to follow the
Southwell method.

+e divergence dynamic pressure results predicted by
experiment and simulation are listed in Table 2. +e results
obtained by the two strain gages show good agreement,
because the Southwell method is independent of the strain

gage location. +e AOA condition affects the prediction of
divergence dynamic pressure and smaller AOA generates
higher dynamic pressure prediction. Equation (2) yields a
prediction of qs

d � 382.5 Pa, which agrees well with the
experiment result qe

d � 377.3 Pa when α � 0.5 deg. Finally, at
every case of AOA, the average of the two predicted di-
vergence dynamic pressures is treated as the experiment
result.

A typical deformation process of wing model in the wind
tunnel tests is shown in Figure 10.+emovements of LE and
TE points are tracked by DLTdv7 continuously. Under this
experimental condition, the final measured displacements of
the LE point and TE point at the wing tip are 163.0mm and
140.2mm, respectively.

5. Results and Discussion

Static aeroelastic deformations of the wing model are
computed at two angles of attack (α � 1.0 deg and 1.5 deg).
+e three simulation approaches are VLM coupled with
linear structure assumptions, the VLM coupled with the
nonlinear structural solver described in the second section,
and the CFD/CSD coupling method. +e results of three
numerical approaches are compared with the experiment
data. In order to protect the test model from damage, the
performed tests are limited to the subcritical states. +e
maximum dynamic pressures of the flow are 310 Pa and
289 Pa for the cases of α � 1.0 deg and 1.5 deg, respectively;
and, in the simulations, the maximum dynamic pressure is
set up to a much higher level.+e difference among the three
simulation results will be shown further.

For α � 1.0 deg, the results are shown in Figure 11.When
the dynamic pressure is low, the wing tip displacements
increase gradually with increasing dynamic pressure. When
the dynamic pressure is above the experimental predicted
divergence boundary qe

d, the wing tip displacements increase
dramatically. Under the low dynamic pressure condition
(lower than 275 Pa), the deformation of the wing model is
small, and the geometric nonlinearity is not reflected, so the
results of two medium fidelity models and experiment re-
sults agree well. When the dynamic pressure is above 287 Pa,
the differences between the simulation and experiment re-
sults are obvious. +e medium fidelity model results are
always smaller than those of experiments, while the high
fidelity model results are always slightly larger. +e effect of
the geometric nonlinearity may strengthen the structure, so
the wing tip displacement will not tend to infinity when the
geometric nonlinearity is taken into account.

Figure 12 shows the results of the case at α � 1.5 deg.+e
same as the aforementioned case, the difference between the
results of two medium fidelity models and experiment be-
comes more and more significant with increasing dynamic
pressure. In contrast, the CFD/CSD results agree very well
with experiment results, with a slight overestimation of the
displacements. When the dynamic pressure is higher than
qe

d � 357.5 Pa, the results obtained by linear calculation are
totally unrealistic, because the wing tip displacements are
even larger than the semispan. +us, the medium fidelity
model based on linear method has limitations when the flow

Figure 8: Ground vibration test of the forward-swept wing.

Table 1: +e first five natural frequencies and modal shapes of the
wing model.

Order (mode) GVT (Hz) Calculated by
FEM (Hz)

Relative
error (%)

1st (1B) 2.39 2.41 0.84
2nd (2B) 15.45 15.16 1.88
3rd (1T) 24.15 24.07 0.33
4th (3B) 43.93 42.87 2.41
5th (2T) 72.46 72.61 0.21
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dynamic pressure approaches the divergence dynamic
pressure. +e medium fidelity model based on nonlinear
methodmay always underestimate the deformation but keep
physical meaning.

+e data of the curves in Figures 11 and 12 are listed in
Tables 3 and 4, respectively. When the AOA is α � 1.0 deg,
the accuracies of the medium fidelity and high fidelity
models are almost the same. For example, when the dynamic
pressure is 310 Pa, the relative errors of the VLM+ linear,
VLM+nonlinear, and CFD/CSD are 19%, 26%, and 27%,
respectively. +e data in Table 4 show that the CFD/CSD has
better accuracy when α � 1.5 deg. For example, when the
dynamic pressure is 289 Pa, the relative errors of the
VLM+ linear, VLM+nonlinear, and CFD/CSD are 31.15%,
36.96%, and 2.33%, respectively.+is indicates that when the
deformation is large, a high fidelity model is required in the
aerodynamic calculation.

In order to find the primary factor for the difference
among the three numerical approaches, we compare the

status of deformed structure at the beginning of the itera-
tions. Here, we only focus on the case of α � 1.5 deg and
q � 367 Pa for brevity.+e deformation of the wing structure
is calculated under the aerodynamics of rigid wing, and the
results are listed in Table 5. As the wing tip displacements are
almost the same, this indicates that the three approaches
generate similar results for their following iteration process;
and the discrepancy of the final structure deformation
mainly comes from the iteration process.

When the iteration process is finished, the wing structure
is in a static state under the balance of the aerodynamic load
and structure elastic restoring forces. It is well reflected from
Figure 13, where the streamlines of the deformed wing at
different dynamic pressure are plotted. +ese CFD calcu-
lation results show the flow field near the wing model. When
the dynamic pressure is q � 216 Pa, as shown in Figure 13(a),
the deformation of the wing model is small. +e wingtip
vortex appears because of the three-dimensional effect.
Flows near the wing root and midspan are completely

Table 2: Divergence dynamic pressure predicted by wind tunnel test and simulation.

qe
d predicted by Southwell method (Pa)

qs
d calculated by equation (2) (Pa)

α � 0.5 deg α � 1.0 deg α � 1.5 deg

By upper strain gage 371.6 355.1 338.1 382.5By lower strain gage 383.0 359.5 337.7
Average 377.3 357.3 337.9

Figure 10: Wing deformation process at α � 1.5 deg, from q � 0 to 287 Pa.

Figure 9: Forward-swept wing model in the test section of wind tunnel (upstream view).
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attached. Figure 13(b) is the case of q � 264 Pa; flow moves
toward the wing root obviously because of the forward-
swept effect. Flow separation occurs firstly at the wing root.
When the dynamic pressure increases to q � 310 Pa, the
nondimensional wing tip displacement is larger than 20%,
and the local AOA at the wing root and midspan are 8.5 deg
and 9.6 deg, respectively. As shown in Figure 13(c), flow
separation has extended to the midspan station. Figure 13(d)
shows the case of q � 367 Pa, and vortices at the wing tip and
midspan become stronger than ever. +e flow field near the

wing model is very complex and fully separated. +e VLM is
not suitable for this case, and the calculation accuracy cannot
be guaranteed. +us, we can see that the CFD/CSD method
has the highest accuracy.

Further insights can be gained by checking the pressure
difference distribution when the iteration is finished. A
comparison between the pressure difference distributions
provided by the medium and high fidelity models is shown
in Figure 14 at five spanwise locations
(y/s) � 1.67%, 25%, 48.33%, 75%, and 98.33%. Station 1 is
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Figure 12: Wing tip displacements versus dynamic pressure for α � 1.5 deg. (a) LE point. (b) TE point.
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Figure 11: Wing tip displacements versus dynamic pressure for α � 1.0 deg. (a) LE point. (b) TE point.
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Table 5: +e wing tip displacements when applying the aerodynamics of rigid wing (mm).

Medium fidelity model
High fidelity model (CFD/CSD)

Linear Nonlinear
LE point 34.74 34.65 34.59
TE point 29.10 29.03 29.10

Table 3: Wing tip displacements when α � 1.0 deg, %semispan.

q (Pa)
LE TE

VLM+ linear VLM+nonlinear Experiment CFD/CSD VLM+ linear VLM+nonlinear Experiment CFD/CSD
152 2.12 2.13 2.11 2.59 1.78 1.78 1.85 2.17
192 3.25 3.25 3.56 4.08 2.72 2.72 3.04 3.42
238 5.31 5.29 5.64 7.00 4.45 4.43 4.85 5.86
262 7.01 6.92 8.08 9.57 5.87 5.80 6.67 8.02
275 8.26 8.07 9.43 11.48 6.91 6.76 8.09 9.63
287 9.71 9.34 12.40 13.78 8.13 7.83 10.42 11.56
310 13.83 12.58 17.09 21.65 11.57 10.53 14.57 18.22
324 17.93 15.16 28.55 15.01 12.71 24.07
338 24.65 18.32 33.09 20.63 15.36 27.92
352 37.62 22.02 36.40 31.49 18.46 30.73
367 78.19 26.47 40.00 65.44 22.21 33.78

Table 4: Wing tip displacements when α � 1.5 deg, %semispan.

q (Pa)
LE TE

VLM+ linear VLM+nonlinear Experiment CFD/CSD VLM+ linear VLM+nonlinear Experiment CFD/CSD
117 2.13 2.13 2.57 2.51 1.78 1.78 1.90 2.11
153 3.22 3.22 3.42 3.88 2.70 2.70 2.92 3.25
194 4.97 4.96 5.44 6.16 4.16 4.16 4.50 5.17
216 6.27 6.23 6.77 7.90 5.25 5.22 5.69 6.62
239 8.06 7.92 9.62 10.33 6.75 6.64 8.25 8.66
251 9.24 9.01 11.57 12.01 7.73 7.54 9.76 10.07
264 10.78 10.37 15.05 15.72 9.03 8.69 12.71 13.19
276 12.55 11.85 18.69 16.75 10.51 9.92 15.81 14.07
289 14.98 13.71 21.75 21.25 12.54 11.49 18.62 17.89
310 20.74 17.42 28.81 17.37 14.60 24.30
324 26.91 20.42 32.50 22.52 17.12 27.42
338 36.98 23.84 35.47 30.96 19.99 29.93
352 56.44 27.62 38.29 47.24 23.17 32.34
367 117.30 31.89 41.51 98.18 26.77 35.07

(a) (b)

(c) (d)

Figure 13: Streamlines of deformedwing at different dynamic pressure, α � 1.5 deg. (a) q � 216 Pa. (b) q � 264 Pa. (c) q � 310 Pa. (d) q � 367 Pa.
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Figure 14: Pressure difference distribution at α � 1.5 deg, q � 367 Pa. (a) Station 1 ((y/s) � 1.67%). (b) Station 2 ((y/s) � 25%). (c) Station
3 ((y/s) � 48.33%). (d) Station 4 ((y/s) � 75%). (e) Station 5 ((y/s) � 98.33%).
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close to the fixed wing root, so the pressure difference
distribution obtained by three methods is close except the
region near the LE. At stations 2 and 3, the chordwise
pressure evolutions calculated by nonlinear method and
CFD/CSD coupling are close; and the linear method gen-
erates much larger values. In the outboard wing
((y/s) � 75%) and the wing tip ((y/s) � 98.33%), pressure
difference distribution calculated by CFD/CSD coupling
method becomes closer to the distribution obtained by linear
method. When using the nonlinear method, the underes-
timation of the lift in the outboard wing leads to the un-
derestimation of the structure deformation.

It is worth mentioning here that, with the same com-
putation resource (CPU: Intel Xeon E5-26202.10GHz, 32
cores), the average computation time of CFD/CSD coupling
for a single case is more than 20 hours, while the presented
nonlinear analysis on the basis of medium fidelity model
takes less than 10 minutes. +is difference is mainly caused
by the aerodynamics calculation, because the CFD method
(solving the NS equations) is much more time-consuming
than the VLM. A compromise between the result accuracy
and the computation efficiency should be made. When the
structure deformation is small, the linear and nonlinear
methods based on medium fidelity model have great ad-
vantage in efficiency with acceptable accuracy. If the priority
is accuracy, the CFD/CSD coupling method can be used
especially when the freestream dynamic pressure is high.

6. Conclusions

+is study has been one of the first attempts to find out the
application condition for the medium and high fidelity
models in nonlinear static aeroelastic analysis.+e capability
of an iterative method in calculating the deformation of
forward-swept wing is investigated by comparing experi-
mental data and simulation results. In the given experi-
mental arrangements, the simulation results have an
acceptable accuracy compared with the wind tunnel test.+e
results show that the proposed method is suitable for the
static aeroelastic analysis of the flexible wing undergoing
large deformation with high computation efficiency.

+e conclusions are summarized as follows:

(1) Although it may underestimate the displacements
when large deformation occurs, it is advisable to use
the proposed method in the framework of prelimi-
nary design and optimization when the computation
time is concerned.

(2) For large wing deformation, the high fidelity model
generates more accurate results compared to the
medium fidelity model; however, its capability is
limited by being time-consuming. +e high fidelity
model is recommended to be used in the detailed
design phase, in which the accuracy of the result is
more important than the computation time.
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[6] F. Afonso, J. Vale, É. Oliveira, F. Lau, and A. Suleman, “A
review on non-linear aeroelasticity of high aspect-ratio
wings,” Progress in Aerospace Sciences, vol. 89, pp. 40–57,
2017.

[7] X. Liu, R. G. Cook, J. E. Cooper, and Q. Sun, “Static aeroelastic
characteristics of a wing including geometric nonlinearities,”
in Proceedings of the AIAA Scitech 2019 Forum, San Diego,
CA, USA, 2019.

[8] D. Tang and E. H. Dowell, “Experimental and theoretical
study on aeroelastic response of high-aspect-ratio wings,”
AIAA Journal, vol. 39, pp. 1430–1441, 2001.

[9] G. Frulla, E. Cestino, and P. Marzocca, “Critical behaviour of
slender wing configurations,” Proceedings of the Institution of
Mechanical Engineers, Part G: Journal of Aerospace Engi-
neering, vol. 224, no. 5, pp. 587–600, 2010.

[10] G. +wapiah and L. F. Campanile, “Nonlinear aeroelastic
behavior of compliant airfoils,” Smart Materials and Struc-
tures, vol. 19, no. 3, Article ID 035020, 2010.

[11] M. Castellani, J. E. Cooper, and Y. Lemmens, “Nonlinear
static aeroelasticity of high-aspect-ratio-wing aircraft by finite
element and multibody methods,” Journal of Aircraft, vol. 54,
no. 2, pp. 548–560, 2017.

Shock and Vibration 11



[12] M. J. Patil, D. H. Hodges, and C. E. S. Cesnik, “Nonlinear
aeroelasticity and flight dynamics of high-altitude long-en-
durance aircraft,” Journal of Aircraft, vol. 38, no. 1, pp. 88–94,
2001.

[13] J. Xiang, Y. Yan, and D. Li, “Recent advance in nonlinear
aeroelastic analysis and control of the aircraft,” Chinese
Journal of Aeronautics, vol. 27, no. 1, pp. 12–22, 2014.

[14] M. Ritter, J. Dillinger, and Y. M. Meddaikar, “Static and
dynamic aeroelastic validation of a flexible forward swept
composite wing,” in Proceedings of the 58th AIAA/ASCE/
AHS/ASC Structures, Structural Dynamics, and Materials
Conference, Grapevine, TX, USA, 2017.

[15] C. Xie, L. Wang, C. Yang, and Y. Liu, “Static aeroelastic
analysis of very flexible wings based on non-planar vortex
lattice method,” Chinese Journal of Aeronautics, vol. 26, no. 3,
pp. 514–521, 2013.

[16] S. Guo, D. Li, and Y. Liu, “Multi-objective optimization of a
composite wing subject to strength and aeroelastic con-
straints,” Proceedings of the Institution of Mechanical Engi-
neers, Part G: Journal of Aerospace Engineering, vol. 226, no. 9,
pp. 1095–1106, 2012.

[17] C. Xie, Y. Meng, F. Wang, and Z. Wan, “Aeroelastic opti-
mization design for high-aspect-ratio wings with large de-
formation,” Shock and Vibration, vol. 2017, Article ID
2564314, 16 pages, 2017.

[18] M. Smith, M. Patil, and D. Hodges, “CFD-based analysis of
nonlinear aeroelastic behavior of high-aspect ratio wings,” in
Proceedings of the 19th AIAA Applied Aerodynamics
Conference, Anaheim, CA, USA, 2001.

[19] H. H. Mian, G. Wang, and Z.-Y. Ye, “Numerical investigation
of structural geometric nonlinearity effect in high-aspect-ratio
wing using CFD/CSD coupled approach,” Journal of Fluids
and Structures, vol. 49, pp. 186–201, 2014.

[20] H. Dang, Z. Yang, and Y. Li, “Accelerated loosely-coupled
CFD/CSDmethod for nonlinear static aeroelasticity analysis,”
Aerospace Science and Technology, vol. 14, no. 4, pp. 250–258,
2010.

[21] C. Xie, Y. Liu, C. Yang, and J. Cooper, “Geometrically
nonlinear aeroelastic stability analysis and wind tunnel test
validation of a very flexible wing,” Shock and Vibration,
vol. 2016, Article ID 5090719, 17 pages, 2016.

[22] G. Y. +wapiah and L. F. Campanile, “Experimental and
numerical investigations on nonlinear aeroelasticity of for-
ward-swept, compliant wings,” Journal of Mechanical Design,
vol. 134, Article ID 011009, 2012.

[23] X. Rongrong, Y. Zhengyin, Y. Kun, andW. Gang, “Composite
material structure optimization design and aeroelastic anal-
ysis on forward swept wing,” Proceedings of the Institution of
Mechanical Engineers Part G Journal of Aerospace Engineer-
ing, vol. 233, no. 13, 2019.

[24] C. Zhang, H. Guo, B. Lv, J. Zha, and L. Yu, “Transonic static
aeroelastic numerical analysis of flexible complex configu-
ration wing,” Shock and Vibration, vol. 2021, Article ID
5553304, 9 pages, 2021.

[25] R. H. Ricketts and V. R. Doggett, Wind-Tunnel Experiments
on Divergence of Forward-Swept Wings, NASA, Washington,
DC, USA, 1980.

[26] M. Blair and T. A. Weisshaar, “Swept composite wing
aeroelastic divergence experiments,” Journal of Aircraft,
vol. 19, no. 11, pp. 1019–1024, 1982.

[27] S. R. Cole, “Divergence study of a high-aspect-ratio, forward
swept wing,” Journal of Aircraft, vol. 25, no. 5, pp. 478–480,
1988.

[28] Z. Wan, C. Yang, and C. Zou, “Divergence experiment
prediction techniques of flat-plate forward-swept wing in
wind tunnel,” in Proceedings of the 44th AIAA/ASME/ASCE/
AHS/ASC Structures, Structural Dynamics, and Materials
Conference, Norfolk, VA, USA, 2003.

[29] T. Liu, L. N. Cattafesta III, R. H. Radeztsky, and A.W. Burner,
“Photogrammetry applied to wind-tunnel testing,” AIAA
Journal, vol. 38, pp. 964–971, 2000.

[30] T. Liu, A. W. Burner, T. W. Jones, and D. A. Barrows,
“Photogrammetric techniques for aerospace applications,”
Progress in Aerospace Sciences, vol. 54, pp. 1–58, 2012.

[31] C. Spain, J. Heeg, T. Ivanco et al., “Assessing videogrammetry
for static aeroelastic testing of a wind-tunnel model,” in
Proceedings of the 45th AIAA/ASME/ASCE/AHS/ASC Struc-
tures, Structural Dynamics & Materials Conference, Palm
Springs, CA, USA, 2004.

[32] T. L. Hedrick, “Software techniques for two- and three-di-
mensional kinematic measurements of biological and bio-
mimetic systems,” Bioinspiration & Biomimetics, vol. 3, no. 3,
Article ID 034001, 2008.

[33] T. Q. Truong, V. H. Phan, H. C. Park, and J. H. Ko, “Effect of
wing twisting on aerodynamic performance of flapping wing
system,” AIAA Journal, vol. 51, no. 7, pp. 1612–1620, 2013.

[34] E. C. E. Culler, C. Fagley, J. Seidel, T. E. Mclaughlin, and
J. A. N. Farnsworth, “Developing a reduced order model from
structural kinematic measurements of a flexible finite span
wing in stall flutter,” Journal of Fluids and Structures, vol. 71,
pp. 56–69, 2017.

[35] E. H. Dowell, “A modern course in aeroelasticity,”Meccanica,
vol. 34, no. 2, pp. 140-141, 1999.

[36] W. P. Rodden and E. H. Johnson,MSC/NASTRANAeroelastic
Analysis: User’s Guide, MacNeal-Schwendler Corporation,
Newport Beach, CA, USA, 1994.

[37] C. D. Wieseman, “Methodology for matching experimental
and analytical aerodynamic data,” in Proceedings of the 29th
Structures, Structural Dynamics and Materials Conference,
Williamsburg, VA, USA, 1988.

12 Shock and Vibration



Review Article
A Review of Model Order Reduction Methods for Large-Scale
Structure Systems

Kuan Lu,1,2 Kangyu Zhang,1 Haopeng Zhang,1 Xiaohui Gu,3 Yulin Jin ,2,4 Shibo Zhao,1

Chao Fu,1 and Yongfeng Yang1

1Institute of Vibration Engineering, Northwestern Polytechnical University, Xi’an 710072, China
2School of Astronautics, Harbin Institute of Technology, Harbin 150001, China
3State Key Laboratory Mechanical Behavior and System Safety of Traffic Engineering Structures, Shijiazhuang Tiedao University,
Shijiazhuang 050043, China
4School of Automation Engineering, University of Electronic Science and Technology of China, Chengdu 611731, China

Correspondence should be addressed to Yulin Jin; jinylly@163.com

Received 5 October 2020; Revised 12 December 2020; Accepted 29 March 2021; Published 8 May 2021

Academic Editor: Zeqi Lu

Copyright © 2021Kuan Lu et al..is is an open access article distributed under the Creative CommonsAttribution License, which
permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly cited.

.e large-scale structure systems in engineering are complex, high dimensional, and variety of physical mechanism couplings; it
will be difficult to analyze the dynamic behaviors of complex systems quickly and optimize system parameters. Model order
reduction (MOR) is an efficient way to address those problems and widely applied in the engineering areas. .is paper focuses on
the model order reduction of high-dimensional complex systems and reviews basic theories, well-posedness, and limitations of
common methods of the model order reduction using the following methods: center manifold, Lyapunov–Schmidt (L-S),
Galerkin, modal synthesis, and proper orthogonal decomposition (POD) methods. .e POD is a powerful and effective model
order reductionmethod, which aims at obtaining themost important components of a high-dimensional complex system by using
a few proper orthogonal modes, and it is widely studied and applied by a large number of researchers in the past few decades. In
this paper, the PODmethod is introduced in detail and the main characteristics and the existing problems of this method are also
discussed. POD is classified into two categories in terms of the sampling and the parameter robustness, and the research progresses
in the recent years are presented to the domestic researchers for the study and application. Finally, the outlooks of model order
reduction of high-dimensional complex systems are provided for future work.

1. Introduction

.e large and complex structures exist widely in engineering
field of aviation, aerospace, shipping, and so on which are
complex, high degrees-of-freedom (DOFs), and coupled
with a variety of physical mechanisms. Dynamical systems
are the basic framework for modeling and control of these
enormous varieties of complex structure systems [1]. Ex-
amples include fluid dynamics, design optimization, control,
chemically reacting flows, data-driven systems, and vibra-
tion suppression in large structure systems and other
complex underlying physical process..emechanismmodel
of any complex structure system can be established by classic
mechanics in theory. However, the model is usually a large-

scale partial differential system, an approximate simplified
high-dimensional ordinary system, a coupling system with
partial system, and ordinary system, which cannot be solved
by theory directly..e commonmethod for dealing with the
abovementioned large complex system in engineering is to
use the finite element, finite difference, finite volume, and
other methods for numerical simulation analysis [2].
However, the number of DOFs of the complex system
obtained by finite element methods may be tens of thou-
sands. If the system has strong fluid-solid coupling effects
[3], the number of DOFs may reach millions, even billions.
Numerical simulation of large-scale dynamical systems plays
a fundamental role in studying a wide range of complex
physical phenomena. Although the computer is more
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advanced in software and hardware, however, the inherent
large-scale nature of themodels often leads to unmanageable
demands on computational resources and a large amount of
calculation time to obtain the accurate solution, such as
several hours or even longer [3–6].

.eMORmethods were developed in the area of systems
and control theory. However, there are several definitions of
MOR, and it depends on the context in which one is pre-
ferred. A flow chart (Figure 1) for modeling complex
physical systems can be elaborated based on time domain,
frequency domain, time-frequency domain and optimiza-
tion techniques, and artificial intelligence as follows [7–12].

In time domain, Chebyshev-based approach for model
order reduction of linear systems is presented based on
Chebyshev rational functions [7]. Algorithms for the esti-
mation of the moments matching of linear and nonlinear
systems are proposed for model order reduction, and the
estimates are exploited to construct families of reduced-
order models [8]. Wavelet-based approach is proposed for
model order reduction of linear circuits in the time-fre-
quency domain [9]. Approaches for model order reduction
based on artificial neural network aims at obtaining a re-
duced-order model out of a relatively complex model,
generally obtained in a reasonable time and has accepted
error [10]. A low-cost fuzzy rule-based implementation of
Sammon’s method for structure preserving model order
reduction is presented [11]. Particle swarm optimization is
usually used to solve optimization problems when the
number of parameters is low, and also to find a good solution
typically involves multiple evaluations of the objective
function [12].

A series of model order reduction methods were pro-
posed to reduce the number of DOFs of the system to
improve the efficiency of calculation in the field of science
and engineering, for example, center manifold method,
Lyapunov–Schmidt (L-S) method, Galerkin method, non-
linear Galerkin method, mode synthesize method, Krylov
approximation method, balanced truncation method, and
POD method [3–24]. .us, the area of model reduction
contains a broad set of mathematical methods to yield and
evaluate the reduced models. .ese model order reduction
methods have been applied in various engineering fields and
become more mature, but each method has its adaptability
and limitations. Many order reduction methods may fail
when the complexity and DOF of the system increase, state
parameters vary, and nonlinear factors couple with each
other. .en, the order reduction model cannot reflect the
real dynamic characteristics of original systems. In this
paper, the mature model reduction method in high-di-
mensional systems will be reviewed, and basic principles,
adaptability, and limitations will be expounded.

.e POD method is an order reduction method suitable
to process large and complex structures quickly and effi-
ciently [2, 23, 24]. .e PODmethod has been widely studied
and applied by many scholars in recent years. .e method
can obtain the main structural components of complex
systems with few POD reduced-order modes. .e method
can reduce the DOFs number of complex systems greatly
and improve the computational efficiency significantly while

ensuring the accuracy of reduction..emethod is important
for dynamic analysis and optimized design of parameters in
large and complex systems.

.e motivation of this paper is to summarize the review
of the order reduction methods in large-scale structure
systems and provides the classification of POD. In Section 2,
the center manifold is introduced. .e L-S reduction and
Galerkin methods are discussed in Sections 3 and 4, re-
spectively. .e mode synthesis method is introduced in
Section 5. Several issues of the POD method which are
worthy to study in the future will be pointed out based on the
characteristics of each order reduction method in Section 6.
Finally, the conclusions and outlooks are drawn in Section 7.

2. Center Manifold Order Reduction Method

.e center manifold order reduction method is a local order
reduction method based on the center manifold theory
[13, 23–27]. .e method projects the high-dimensional
system onto low-dimensional central subspace, according to
the differential homeomorphic mapping between central
subspace and stable subspace near the equilibrium point,
and reserves all the topological properties of the high-di-
mensional system near the equilibrium point. So, the as-
ymptotic behavior in neighborhood of local bifurcation
point and central subspace of the original dynamic system is
equal in the high-dimensional nonlinear system [25]. .e
basic principle of the center manifold order reduction
method will be described briefly as follows.

.e dynamic equation of the high-dimensional complex
nonlinear system in state space is expressed as follows:

_x � f(x, a), x ∈ R
n
, a ∈ R

m
, (1)

where a is a system parameter, m and n are the number of
DOFs in the parameter space and state space, and
f ∈ Cr(r≥ 1), where Cris r order continuous differentiable
function space. Formula (1) is expanded linearly at the
equilibrium [23, 24].

_x � Ax + g(x), (2)

where A � Dxf(x, a)|(0,0) is the Jacobian matrix of f(x, a)

and g(x) is the nonlinear part. Assuming that the equilib-
rium point is nonhyperbolic, A has n0 eigenvalues with the
real part of 0. For ease of understanding, assuming that the
real part of the remaining eigenvalues is less than 0, formula
(2) can be expressed via the coordinate transformation of
eigen-space as follows [25]:

_u � Bu + μ(u, v), (3)

_v � Cv + υ(u, v), (4)

where u ∈ Rn0 , v ∈ Rn− n0 , B is a matrix of n0 × n0, and C is a
matrix of (n − n0) × (n − n0). Nonlinear function is at least
second-order differentiable, so according to center manifold
theory [13, 23–25], there is a differential homeomorphism
mapping in partial neighborhood of (u, v) � (0, 0) so that
formulas (3) and (4) can be expressed as follows:
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W
C

� (u, v): v � h(u){ }. (5)

Substituting formula (5) into (3) and (4), we obtain the
following:

Duh(u)[Bu + μ(u, h(u))] − Ch(u) − υ(u, h(u)) � 0.

(6)

h(u) can be calculated through formula (6). However, it
is difficult to obtain the analytical expression directly
through formula (6) in the complex system [23, 24].

_u � Bu + μ(u, h(u)). (7)

Formula (7) in neighborhood of equilibrium point is
obtained by differential homeomorphismmapping. Formula
(7) and the original system have completely topological
equal dynamic behaviors.

.e theory of the center manifold order reduction
method is rigorous and complete, and the method has
simple steps to solve the order reduction model. So, the
method is applied widely in high-dimensional complex
nonlinear dynamic systems. Cao et al. [25] applied the center
manifold theory to study the reduction of Fold bifurcation in
three points electrical system voltage collapse. Yoursef and
Yoursef [26] and Zhang et al. [27] proposed general program
to calculate arbitrary high-dimensional systems by Mathe-
matica, and center manifold dimension is less than 6.

Boyaci et al. [28] established a perfectly balanced
symmetric rotor which is supported by two identical
floating ring bearings, and the analytical results obtained
from the center manifold reduction are compared with
numerical results by a continuation method. .e random
center manifold theory was established to lay the
foundation for the theory analysis of the high-dimen-
sional nonlinear random dynamic system in Ref. [29].
Liu et al. [30] used center manifold theory to reduce the
nonlinear aeroelastic system with 9 state variables to 2-
DOF at the equilibrium. Rendall [31] analyzed some
dynamic systems of the spatial isotropic universe model
by center manifold theory and obtained progressive
behavior of all solution of Einstein equation with
Bianchi-III formation.

Sinou et al. [32] applied center manifold theory to an-
alyze the effects of friction of the high-dimensional non-
linear braking model to system stability. Center manifold
theory was applied by Hupkees and Lunel [33] to analyze the
solution behavior of nonlinear autonomous mixed func-
tional differential equation near the equilibrium. In recent
years, Kano et al. [34] investigated the order reduction and
bifurcation analysis of a flexible rotor system supported by a
full circular journal bearing, and bifurcation phenomena at
around the instability point are investigated by applying the
center manifold theory and using the normal form theory.
Liu et al. [35] investigated the stability and bifurcation
behavior of a kind of active magnetic bearing rotor. It is
found that a Hopf bifurcation occurs in the system by using
center manifold and normal form. Liu et al. [36] established
a Jeffcott rotor model for the rotor system of the permanent
magnet synchronous motors in electric vehicles, and center
manifold theorem and Lyapunov method are used to de-
termine the stabilities of multiple equilibrium points.

.e center manifold order reduction method is applied
in many fields, but the theory belongs to local redaction
method. It is only established near the equilibrium and very
difficult to discuss the global behavior of high-dimensional
systems. At the same time, nonconvergence problems also
occur when using series solutions [23, 24]. In addition, the
DOF of the reduced-order system is determined by center
manifold. For a nonlinear system with higher DOF, the
center manifold dimensions may be still high and it is
difficult to handle the method. So, the center manifold order
reduction method has significant theoretical values for the
complex nonlinear system below a dozen DOF.

3. L-S Method

.e Lyapunov–Schmidt (L-S) method [3] is similar to the
center method, and it is also a local reduction method.

.e difference can be expressed as follows. Center
manifold theory reduces the high-dimensional complex
nonlinear system to a low-dimensional dynamic system
which can remain equivalent to the dynamics topology of the
original system. However, the L-S method can process static
bifurcation of stationary solution directly in the high-
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Figure 1: Flow chart of model order reduction.
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dimensional complex nonlinear system. From the implicit
function theorem, one set of equations has unique solution,
the equations are solved and the solution is substituted to the
other set of equations, and then the solution of the high-
dimensional static bifurcation issue can be reduced to a
solution of low-dimensional equations.

.e basic principle of the L-S method is to project high-
dimensional nonlinear algebra equations to the two mu-
tually orthogonal subspaces of its value space, and two sets of
equations can be obtained [13, 24]. .e basic principle of the
L-S method will be briefly described as follows.

Consider the static bifurcation of the stationary solution
of the high-dimensional nonlinear system; from the map-
ping f: X × Rm⟶ Y of equation (1), the high-dimensional
nonlinear algebraic equation can be expressed as follows:

f(x, a) � 0. (8)

X and Y are Banach space. .e static bifurcation point of
the original system can be changed to the coordinate origin
by coordinate translation transformation, that is, f(0, 0) � 0.
Assuming that A � Dxf(x, a)|(0,0) is Fredholm operator, the
zero space is η(A) and the value space is R(A). And the
dimension of the zero space is finite and greater than zero.
.en, through the spatial straight sum decomposition near
the coordinate origin, the following is obtained [37]:

X � η(A)⊕M,

Y � N⊕R(A).
(9)

Defining the mapping operator P: Y⟶ R(A) and the
complement operator I − P: Y⟶ N, I is identical oper-
ator. .e state variable x ∈ X � η(A)⊕M can be expressed
asx � υ + ω, υ ∈ η(A),ω ∈M based on equation (9).
Equation (8) is equivalent to equations (10) and (11) from
action of mapping operator and complement operator [23]:

Pf(υ + ω, a) � 0, (10)

(I − P)f(υ + ω, a) � 0. (11)

Because PA � PDxf(0, 0), if A is limited to M, then A is
reversible. It can be known from the implicit function theory
that the unique solution φ � φ(υ, a): η(A) × Rm⟶ R(A)

of equation (10) in the neighborhood of (υ,ω, a) � (0, 0, 0)

makes Pf(υ + φ(υ, a), a) � 0 and φ(0, 0) � 0. Submit the
solution of the above equation to equation (11), there is a
mapping g: η(A) × Rm⟶ N, so that

g(υ, a) � (I − P)f(υ + φ(υ, a), a) � 0. (12)

.e solution of equation (12) corresponds to the solution
of equation (8), thereby the static bifurcation issue near the
equilibrium in the high-dimensional complex system can be
equivalent to the solution of the low-dimensional nonlinear
algebraic equation for the reduction.

.e L-S method has strict theoretical basis, and it is used
widely to study the bifurcation theory in the high-dimen-
sional complex nonlinear system. Chicone [37] used Mel-
nikov integral and the L-S method to analyze the periodical
solution bifurcation issue of the autonomic differential

system with small parameters. .e L-S numerical iterative
method was proposed to solve the reduced-order bifurcation
equation and Hopf bifurcation issue in Ref. [38]. Zhang and
Stewart [39] applied the L-S method to discuss the existing of
the bounded solution of the nonautonomous parabolic
equation. Lukas [40] used the Wolfram symbol software
package of Mathematica to develop the L-S reduction al-
gorithm, and the algorithm can be applied to calculate the
three-dimensional vortex structure of the dispersed non-
linear Schrodinger equation. Sandfry andHall [41] applied
the L-S reduction to determine an analytic relationship
between parameters to recognize conditions for which a
jump phenomenon occurs. In recent year, Buica et al. [42]
applied the L-S method to analyze the periodical solution
bifurcation issue of the regular nondegenerate cluster in the
Lipschitz system. .e L-S method was applied by Chen and
Zheng [43] to study the solution aggregation behavior of the
fractional order nonlinear Schrodinger equation. Pogan
et al. [44] studied the O(2) Hopf bifurcation of the viscous
shock in tube, and they used L-S method to handle the quasi-
linear hyperbolic-parabolic system with hot viscoelastic is-
sue. Cao et al. [45] studied the dynamic property of the
damped harmonic oscillator with delayed feedback, and they
applied the L-S method to obtain the judging condition for
bifurcation of periodical solution and number of branches.
Li and Ma [46] promoted the L-S method to the fractional
differential system. Guo and Ma [47] analyzed the stability
and bifurcation behaviors of the reaction-diffusion equa-
tions with the Dirichlet boundary condition and applied the
L-S method to prove the existence of the partial nonuniform
solution.

.e L-S method is complete in theory, and the method
can process the bifurcation issue of the high-dimensional
nonlinear system effectively, but it is difficult for the method
to process the static bifurcation issue of the large and
complex nonlinear system. .e main reason is as follows. It
is difficult to solve the low-dimensional nonlinear algebraic
equations in the processing of the high-dimensional space
decomposing. .e dimension of the obtained low-dimen-
sional nonlinear algebraic equations is still very high after
the high-dimensional complex system is decomposed by the
L-S method. All the literature about the L-S method known
by the authors of this paper can process the DOF of the high-
dimensional system which is less than ten, so the L-S method
is suitable for studying the bifurcation of the high-dimen-
sional complex system with DOF less than twenty.

4. Galerkin Method

.e first two-order reduction methods are mainly used to
analyze few high-dimensional nonlinear systemmodels with
several DOFs theoretically, but the complex dynamic system
in engineering is usually continuous partial differential
system, simplified approximate high-dimensional ordinary
differential system, or coupling system with both partial and
ordinary differential. Galerkin mapping is a bridge from
partial differential to ordinary differential, and it is an ef-
fective order reduction method to handle this system
[2, 15–17]. .e final purpose of the Galerkin mapping is to
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obtain a low-dimensional dynamic system, which can reflect
the dynamic characteristics of the original system. .e basic
principle of the standard Galerkin method is to map the
original system to the mode space and make up the system
by intercepting low-order modes and ignoring the effects of
the high-order mode to achieve the purpose of reducing the
order [15, 17]. .e basic principle of the Galerkin method
will be described briefly as follows.

.e dispersed dynamic equations of the high-dimen-
sional complex system obtained via the finite element or
other method are

M€x + C _x + Kx � F(x, t). (13)

M, C, andK are total mass matrix, total damping matrix,
and total stiffness matrix, respectively, and F(x, t) is the
nonlinear force. .rough the mode coordinate translation,
x � ψu � ψmum + ψlul, where ψ � [ψm,ψl] is the system
mode matrix (ψm and ψl are the matrices constituted by the
first m and the remaining l eigenvectors, respectively) and
u � [um, ul] represents coordinates. Equations (14) and (15)
can be obtained by projecting equation (13) into mode space
as follows:

Mm €um + Cm _um + Kmum � Fm ψmum + ψlul, t( 􏼁, (14)

Ml €ul + Cl _ul + Klul � Fl ψmum + ψlul, t( 􏼁. (15)

.e standard Galerkin method directly ignores the ef-
fects of the high-order mode, so the original system can be
reduced to the following [15]:

Mm €um + Cm _um + Kmum � Fm ψmum, t( 􏼁. (16)

When the truncationmodem is taken to a certain extent,
the original system can be expressed approximately as fol-
lows: x � ψmum.

Because of neglecting the effects of the high-order mode,
the reduced model of complex nonlinear systems has large
errors. So, some scholars proposed the nonlinear Galerkin
method, which finds the approximate relationship between
the high and the low mode coordinate by constructing
inertial manifold [15–17, 24, 49] based on the inertial
manifold theory [48]. .e nonlinear Galerkin method can
improve the approximate accuracy, but the method needs
more calculation time [48] because each integral includes the
nonlinear factor of the approximate inertial manifold
method. Garcia-Archila [50, 51] proposed the posterior
Galerkin method to solve the problem, which can save the
calculation time [17]. For this method, it is not necessary to
calculate the approximate inertia manifold in each step of
the integration step and only need to consider the effects of
higher order modes in the output of each step.

After decades of the development and application, the
Galerkin method has become an important way to obtain the
numerical solution of large and complex systems rapidly,
and its related application literatures are endless. For ex-
ample, Wang and Cao [15, 16] proposed the predictive
correction Galerkin method, and they used the method to
reduce the order of the large rotor-bearing system. Ding and

Zhang [52] analyzed an isotropic flexible shaft acted by
nonlinear fluid-induced forces and reduced dimensions of
the rotor system by both the standard Galerkin method and
the nonlinear Galerkin method. An adaptive discontinuous
Galerkin method was proposed to obtain a high-resolution
numerical solution efficiently in Ref. [53]. Sembera and
Benes [54] applied the nonlinear Galerkin method to analyze
the reaction-diffusion system in bounded invariant domain
and proved the convergence of the method. Chatzisavvas
et al. [55] investigated the effect of hydrodynamic thrust
bearings on the nonlinear vibrations and the bifurcations
occurring in rotor-bearing systems by using a global
Galerkin approach. .e postprocessing Galerkin method
was used to reduce the mode order for nonlinear wind
turbines [56]. Boelens et al. [57] used the second-order
accurate discontinuous Galerkin finite element method to
discretize the governing equations on a hexahedral mesh.
Amabili et al. and Sarkar et al. [58, 59] applied Donnell
nonlinear cylindrical shell theory to deeply research the great
vibration for liquid filled cylindrical shell, and they obtained
the 16-DOF accurate response of the system on simple
hormonic excitation by using the Galerkin mode truncation
method. .e Galerkin and the partial POD methods were
combined to study two one-dimensional parabolic equations
[60]. Xie et al. and Xie et al. [61, 62] applied the Von Karman
large deflection plate theory, Galerkin method, and POD
method to study the wing aerodynamic flutter problem with
supersonic flow condition.

.e Galerkin method has been widely applied in engi-
neering, but the method is insufficient, for example, the
existence of inertial manifold in high-dimensional complex
system, structure issue of inertial manifold, the truncation
principle of modal order, and the convergence of the al-
gorithm [23, 24, 63].

5. Modal Synthesis Method

.e modal synthesis method is another effective order re-
duction method; it is essentially a classic Galerkin method,
so the method is applied widely to reduce the order of the
large and complex system [15–17, 64–78]. .e principle of
the modal synthesis method is dividing large and complex
system into substructures, ignoring the high-mode of sub-
structures, and then synthesizing the system composed of
low-order modalities of each substructure, thereby achieving
the purpose of reducing system DOF [17, 19, 70, 73].
According to the different connections of substructures, the
method can be divided into fixed-interface modal synthesis
method, free interface modal synthesis method, and mixed
interface modal synthesis method [73, 75]. .e basic
principle of the method will be introduced briefly as follows.

.e discrete dynamic equation of the large and complex
system is as follows:

M€x + C _x + Kx � F(x, t). (17)

In equation (17), M � Mi􏼈 􏼉
n

1, C � Ci􏼈 􏼉
n

1, K � Ki􏼈 􏼉
n

1,
x � xi􏼈 􏼉

n

1, and F � Fi􏼈 􏼉
n

1 are the mass, damping, stiffness
matrix, point displacement, and nonlinear force,
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respectively, which are composed of n substructure systems.
Mi, Ci, andKi are the mass, damping, and stiffness matrix of
the i-th substructure, respectively. Mi, Ci, Ki, andFi of
substructure are divided into internal coordinate xiI and
boundary coordinatexiB, and the dynamic equation of the
substructure can be written as follows:

Mi €xi + Ci _xi + Kixi � Fi xi, t( 􏼁, (18)

where xi �
xiI

xiB

􏼢 􏼣, Fi �
FiI

FiB

􏼢 􏼣, Mi �
MiII MiIB

MiBI MiBB

􏼢 􏼣,

Ci �
CiII CiIB

CiBI CiBB

􏼢 􏼣, and Ki �
KiII KiIB

KiBI KiBB

􏼢 􏼣.

To calculate constrained main mode ψik ∈ RnI×nk and
constrained mode ψic ∈ RnI×nB with boundary or interface
constraint, nI, nB, and nk are the number of coordinates of
the substructure internal nodes, the number of boundary
coordinates, and the number of retained constraint main
modes [1, 72]. ψik can be calculated by the constrained
boundary xiB � 0􏼈 􏼉, and then the translation relationship
between the physical coordinate (xiI, xiB)and the modal
coordinate (uik, uiB) can be obtained [1, 75].

xiI

xiB

􏼢 􏼣 �
ψik ψic

0 IiB

􏼢 􏼣
uik

uiB

􏼢 􏼣 � P
uik

uiB

􏼢 􏼣. (19)

.e structural dynamic reduction modal can be obtained
via substituting equation (19) to equation (18):

Mi €ui + Ci _ui + Kiui � Fi, (20)

where Mi � PTMiP, Ci � PTCiP, Ki � PTKiP, and
Fi � PTFi. .e total reduction modal of the high-dimen-
sional complex structural system can be obtained by inte-
grating the reduced modal of each substructure.

M €u + C _u + Ku � F, (21)

where u � ui􏼈 􏼉
n

1, M � Mi􏼈 􏼉
n

1, C � Ci􏼈 􏼉
n

1, K � Ki􏼈 􏼉
n

1, and
F � Fi􏼈 􏼉

n

1.
.e modal synthesis method has simple principles and

good robustness, and the method is easy to operate. So, the
method is widely used to reduce the order of the engineering
complex structure system. Yang [1] used finite element
software to establish discrete dynamic modal of five points
reverse rotation dual-rotor system, and they divided dual-
rotor into two substructures of inner and outer rotors. .ey
reduced the order of the system by the fixed-interface mode
synthesis method and researched the moment response in
processing of accelerating of five points reverse rotation
dual-rotor system, and then the calculation scale is reduced.
Glasgow [64] calculated the critical speed and the modal
shape of the dual-rotor-bearing system by using the sub-
structural modal synthesis method, and the calculation scale
is reduced greatly, and then they discussed the calculation
accuracy and the error of the method in detail. .e mode
synthesis method was used to reduce the linear part of the
rotor-bearing system modally, and as the boundary coor-
dinate, the nonlinear part together with the reduced modal
constitutes a reduced-order system [66]. Wang and Kir-
khope [67] improved the free interface mode synthesis

method and applied it to reduce the order of multirotor-
bearing system. Sundararajan and Noah [68] used the modal
synthesis method to reduce the order of the nonlinear rotor
system and analyzed the stability and the bifurcation of the
reduced modal. Iwatsubo et al. [69] proposed an effective
procedure using the component mode synthesis and the
method of multiple scales or the harmonic balance method
for the nonlinear vibration analysis of rotor systems. .e
mixed interface modal synthesis method was used to reduce
the order for the rotary symmetry impeller structure [71].
Shanmugam and Padmanabhan [72] proposed the mixed
interface modal synthesis method, which is more suitable to
the dynamic analysis of the two rotors system. In recent
years, Beck et al. [73] applied the modal synthesis method to
reduce the order of integrally bladed rotors and analyzed the
dynamic characteristics of the reduced modal. Zheng et al.
[74] proposed a generalized and efficient method for
parametric response analysis of large-scale asymmetric rotor
in order to avoid costly approach, and the fixed-interface
component mode synthesis is employed to form a reduced-
order model. Zhang [75] combined the Ansys software and
the mixed constraint modal synthesis method to study the
large civil structure with nonlinear part. Luo et al. [76] used
finite element software and the free interface modal syn-
thesis method to establish the dynamic modal of the high-
dimensional two rotors system with collision friction failure.
.e nonlinear factors of intermediate bearing and the
squeeze film damper are taken into account in the modal.
.ey used unit impulse response and the Duhamel integral
method to obtain the numerical solution of the equation,
and they studied the collision friction response character-
istics of the reverse rotary two rotors system..e assessment
method was studied by Kim et al. [77] to select the modal in
the synthesis method. Joannin et al. [78] combined the
complex mode and the modal synthesis method to solve the
steady state response in the unconservative system.

.e modal synthesis method is suitable for dealing with
the large and complex structure, but the method mainly
performs modal reduction for linear substructure and ig-
nores the effect of high-ordermode and system partial mode,
so the reduction modal may have great error. .e method is
not accurate [23, 24], and the effect of reducing the order is
not obvious for the large deformation and strong coupling
nonlinear structural system.

6. Proper Orthogonal Decomposition (POD)

In this section, the basic principles will be introduced in
Section 6.1. .e classification of POD is provided in
Sections 6.2 and 6.3 based on sampling and parameter
adaption. In Section 6.4, some improved POD methods
and related issues are discussed. .e POD method is the
specific recommendation method which will be widely
applied in actual engineering. .e POD method contains
sample, parameter adaptation problems, and other im-
proved methods, and the classifications are listed in
Table 1. .e POD methods based on sampling and pa-
rameter adaptation problems are introduced briefly as
follows.
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.e construction of reduced-order models (ROMs) plays
a key issue in POD methods. Different sampling signals can
yield different ROMs via POD, so many researchers have
focused on determining the sampling methods that will yield
the optimal ROMs. ROMs can be obtained from the fol-
lowing types of response signals: chaotic response signals,
random response signals, transient response signals, and
signals obtained through combined sampling methods.

.e responses of a complex dynamic system are closely
related to the system parameters and initial conditions. .e
ROMs obtained via POD usually lack robustness against
variations in the system parameters. In principle, new ROMs
should be constructed for new parameters; however, the
number of calculations required to calculate each possible
parameter response of a complex system to construct the
corresponding ROMs would be very large. To resolve the
problem ofmodel order reduction for a complex system over
a broad parametric domain and ensure the robustness of the
ROMs, many modified methods have been proposed by
researchers, including global POD methods, local POD
methods, and adaptive POD methods.

6.1. Basic Principles, Advantages, and Disadvantages. .e
proper orthogonal decomposition (POD) method is also a
powerful order reduction method to deal with the large and
complex system. Other names of the method are
Karhunen–Loève decomposition, principle component
analysis (PCA), singular value decomposition (SVD), and
Hotelling translation [79, 80]. In the middle of the twentieth
century, these methods were proposed, respectively, by
Kosambi [81], Karhunen [82], Lorenz [83], Pougachev [84],
and Hotelling [85].

.e POD method is a projection-based order reduction
method, which is similar as the projection/Galerkin method
which maps the high-dimensional system to a low-dimen-
sional subspace. .e difference between the two methods is
as follows. POD is a statistics method, and the POD re-
duction modal or the reduction basic function is obtained by
solving eigenvector of the autocorrelation matrix. .e au-
tocorrelation matrix is statistically significant 2nd center
moment [79]. .e basic principle of the POD method is that
the autocorrelation matrix is constructed from numerical
simulation snapshot signal or experimental data snapshot
signal in the original system. .e POD reduced modal or
reduced basic function is obtained by solving the eigenvector
of autocorrelation matrix and then the high-dimensional
system is projected onto the subspace of the reduced-order
modal corresponding to first maximum eigenvalues, thereby
achieving the purpose of reducing the order. .e basic
principle will be briefly described as follows.

For the state variables of the high-dimensional complex
system (nth dimension) y(x, t), the discrete time
seriesy(x, ti), i � 1, . . . , N can be obtained from numerical

simulation signal or experimental signal, and the time series
is projected onto the space opened by complete orthogonal
specification base ϕ � ϕk(x)􏼈 􏼉

n

k�1, that is:

y x, ti( 􏼁 � 􏽘

n

k�1
uk ti( 􏼁ϕk(x), i � 1, . . . , N. (22)

We hope to find a group of orthogonal specification base
that satisfies the minimum value constraint under the square
norm [23, 24]:

min〈 y x, ti( 􏼁 − Py
����

����
2〉, ‖ϕ‖

2
� 1. (23)

In equation (23), 〈·〉 indicates the average operator
during the sampling period, Py � ((y,ϕ)/(ϕ, ϕ))ϕ denotes
mapping operator, (·, ·) represents the inner product on
Hilbert space, and ‖ · ‖2 is the L2 norm.

.e orthogonal specification base satisfying the above
conditions can be obtained by the Lagrange multiplier
method. .e objective function is defined as follows
[3, 23, 24]:

J[ϕ] �〈‖(y,ϕ)‖
2〉 − λ ‖ϕ‖

2
− 1􏼐 􏼑. (24)

In equation (24), λ is the Lagrange operator..e extreme
value of formula (24) is found, and let δJ � 0, we can get the
following [79, 80, 86]:

􏽚
Ωx
〈y(x)y x′( 􏼁〉ϕ x′( 􏼁dx′ � λϕ(x). (25)

Formula (25) is second class Fredholm equation, and its
kernel function is autocorrelation: R(x, x′) � 〈y(x)y(x′)〉.
We can prove that the orthonormal basis ϕ � ϕk(x)􏼈 􏼉

n
k�1

which is also called POD order reduction modes which are
the eigenvectors of the autocorrelation matrix
R � (1/N)[yTy]n×n based on equations (22) and (25) and
normal orthogonal condition.

.e high-dimensional state variables are projected onto
the subspace of first few POD modes (eigenvectors are
arranged in descending order of corresponding eigenvalues),
thereby the best square approximation of original system
state variables during the sampling period can be obtained
with the least reduced-order mode number m, that is:

y x, ti( 􏼁 ≈ 􏽘
m

k�1
uk ti( 􏼁ϕk(x), i � 1, . . . , N, m � n. (26)

On the other hand, the signal matrix composed of
discrete time series y(x, ti), i � 1, . . . , N can be obtained by
the numerical simulation snapshot signal and the experi-
ment signal. .e signal matrix can be decomposed by sin-
gular value decomposition (SVD) theory [87].

[y]N×n � [U]N×n[S]n×n V
T

􏽨 􏽩
n×n

. (27)

In equation (27), U and Vare orthogonal matrices, which
satisfy UTU � VTV � In×n, diagonal matrix S � diag[σ1,
σ2, . . . , σn] is a singular matrix of the sampling signal matrix,
and σ1 ≥ σ2 ≥ · · · ≥ σn > 0. Comparing equations (22), (26),
and (27), the matrix translation relationship can be obtained

Table 1: .e classification of the POD method.

POD method
Sampling Parameter adaptation Other improved POD methods
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between the eigenvalue of autocorrelation matrix and sin-
gular value decomposition of signal matrix.

P � ϕ1, ϕ2, . . . , ϕm􏼂 􏼃n×m � V
T

􏽨 􏽩
n×n

[S]n×m. (28)

.e coordinate translation relationship y � Pu can be
defined by formula (28). .e high-dimensional complex
system is projected onto subspaces of a few POD reduced-
order modes; P and u(t) � [u1(t), u2(t), . . . , um(t)]T, re-
spectively, are reduced-order modal translation matrix and
the POD modal coordinate. Substitute equation (28) into
dynamic equation of the large and complex structure system
(17), and then simplifying the formula, we can obtain the
following [87]:

􏽥M €u + 􏽥C _u + 􏽥Ku � 􏽥F. (29)

In equation (29), 􏽥M � PTMP, 􏽥C � PTCP, 􏽥K � PTKP,
and 􏽥F � PTF. A low-dimensional dynamic modal can be
obtained. .is is the traditional POD reduction method.

In many literatures [79, 87–89], the dimensional number
of the reduced-order m is determined by defining the sin-
gular values or energy percentage of autocorrelation matrix
eigenvalues.

ε �
􏽐

m
i�1 σi

􏽐
n
i�1 σi

or ε �
􏽐

m
i�1 λi

􏽐
n
i�1 λi

,

(30)

where λi � σ2i is the eigenvalue of the autocorrelation matrix,
and the eigenvalue is determined ε≥ 95%, sometimes
ε≥ 99% [87, 89], for ensuring the reduced-order signal and
the original sampled signal matrixL2norm approximation.

‖y‖
2

�

���

yTy
􏽱

􏼒 􏼓
2

� VS
T
U

T
USV

T
� 􏽘

n

i�1
σ2i ≈ 􏽐

m

i�1
σ2i . (31)

.e DOF of the reduction modal obtained by the POD
method is very low, and DOF is the best square approxi-
mation of the original system, so the method has obvious
advantages in reducing DOF of the high-dimensional system
and improving computation efficiency. However, from the
basic theory of the method, the disadvantages of the method
can be obtained. .e advantages and disadvantages of the
method will be described as follows.

According to the basic theory of the POD method, the
method is easy to operate. .e most significant advantage is
as follows. .e most important components of the infinite
dimensional or high-dimensional complex system can be
obtained with very few POD reduced-order modes, and the
method has the optimal approximation under square norm.
.eDOF of the original system is greatly reduced [79, 80, 87]
by using the POD method. So, the POD method is widely
used in area of engineering, for example, fluid dynamics
[86, 90–95], signal and image processing [96–99], optimal
design [100–103], ocean engineering [104], and structural
dynamic mechanics [58, 59, 61–63, 105–109].

However, according to the basic theory of the POD
method, we can easily find that the POD modes come from

the eigenvectors of the autocorrelation matrix, which is
constructed by numerical simulation signal or experiment
signal. As a result, for different sampling data, the POD
modes are different with different sampling parameters,
method, or length, which significantly influence the reduced
modal. And the actual constructed modes just are the op-
timal approximation [110] for the original system under
recent sampling length, which is not the optimal approxi-
mation for the original system of all states, so the con-
structing of the POD reduced modes is key for the POD
method. In response to these problems, scholars have
proposed a number of improved PODmethods..rough the
author’s literature research, it is found that these methods
can be divided into two categories: one to solve the sampling
problem of the POD method and the other to solve the
parameter autocorrelation problems of the POD method.
.e two types of POD methods will be, respectively,
reviewed as follows.

6.2. Sampling Study of PODMethod. According to previous
description of the POD method, the most important part is
the construction of reduced-order mode. In view of the
sampling point, the different sampling signal can obtain
different POD reduced modes; therefore, what kind of
sampling signal and how to sample can obtain the optimal
reduced-order mode have become a research issue for
scholars. By reviewing the relative literature about POD
sampling, it is found that some scholars obtained POD
reduced modes from chaos response signal
[58, 59, 79, 87, 88, 111, 112], random response signal
[87, 113–115], moment response signal [116–125], different
sampling method [126–133], and constructing different
autocorrelation matrix [134].

Kerschen et al. [88] used the finite element method to
discretize fixed beam; they used two permanent magnets to
act a nonlinear constraint force on free ends of the beam, and
then they used the POD method to analyze the reduced
order of the discrete high-dimensional nonlinear system.
When the outer excitation frequency of this nonlinear
system is fixed, they change the excitation amplitude, and
then the periodic, almost periodic, and chaos movements
have appeared. .ey found that the POD reduced-order
mode obtained from the chaotic response signal is more
effective than other nonchaotic response signals in
reduction.

Amabili et al. [58, 59] used Donnell nonlinear cylindrical
shell theory to go further into the large vibration issue of the
simple supporting fluid filled cylindrical shell, and they used
the Galerkin modal truncation method to obtain the ac-
curate response of the original system with 16-DOF under
the periodic excitation condition. However, they combined
the POD method and Galerkin method and then found that
only 3-DOF can be used to approximate the periodic, almost
periodic response of a 16-DOF system, but extracting the
POD modal response must be noticed. .ey also found that
extracting POD reduced-ordermodal from chaosmovement
is more effective than from periodic and almost periodic
response. Meanwhile, they used the method to analyze the
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bifurcation, set the external excitation frequency near the
inherent fundamental frequency of the system, and selected
the excitation amplitude as the bifurcation parameter. .en,
it is found that when the external excitation amplitude varies
within a large range, even if the reduced-order mode is
extracted from the chaotic response, it cannot be guaranteed
that the reduced-order system is similar to the bifurcation
structure of the original system. .e results indicate that the
POD method is not robust in the wide-range parameter
domain.

Bizon et al. [111] applied the POD method to research
the reduced-order reaction dynamic modal of the one-di-
mensional tubular reactor with additional thermal cycling;
according to calculation maximum orbital entropy index,
they proved that the reduced modal fundamental function
constructed from chaos sampling is optimal. Xie et al.
[61, 62] applied Von Karman large deflection plate theory
and combined the POD method and Galerkin method to
study the wing aerodynamic vibration under the supersonic
flow. .ey found that POD reduced-order modes obtained
from chaotic response signal is more accurate than from
period response to approximate the original system.
Moreover, the reduced-order mode obtained from the
chaotic motion under a certain parameter can also be ap-
plied to reduce other parameters in a certain parameter
range. .e research by the above scholars shows that the
chaotic response signal in the complex system includes
abundant physical process and state information of the
original system, so we extract POD reduced-order modes
from chaotic response signal in recent [62, 88].

.e complex nonlinear system of actual engineering may
appear the chaos motion in some parameter domain, but the
complex movements are often avoided in design, processing,
and maintenance in these complex structural systems. So,
the chaos motion of the system is difficultly obtained in
actual engineering. When constructing the signal, the POD
reduced-order mode is sampled from the periodic signal of
the normal operation of the complex system. .e reduced-
order modes obtained by this waymay include less structural
information of the original system, so it is difficult that a few
reduced-order modes can obtain the optimal approximation
of the original system. Under the random excitation, the
system power spectrum is continuous, and the random
response is as same as chaos response which has abundant
physical processing and state information of the original
system, and it is easy to obtain the random excitation, so
some scholars [87, 113–115] researched that the POD re-
duced-order mode is constructed from the random response
signal.

Kumar [87, 113] analyzed two high-dimensional non-
linear systems: one is nonlinear fixed beam system [88] and
another is multiple spring-mass-damping chain system with
Duffing nonlinear factors. .ey found that under a random
excitation of certain bandwidth, the reduced-order modes
extracted from random response can obtain better order
reduction effect, but the frequency bandwidth of random
excitation must cover the main frequency domain, and the
extracted response contains many high-frequency compo-
nents and requires more POD modes to obtain accurate

reductions. .e random signals were used by Yu and
Chakravorty [114] to obtain a global optimal POD reduction
mode. Segala [115] used the POD method to process the
parameter modal reduction of the nonlinearly supported
beams; they also found that the reduced-order mode con-
structed by random excitation signal can contain the main
structural components of the original system with fewmodal
numbers, thus obtaining a lower-dimensional reduced-or-
der model. .erefore, when we do not know that chaotic
motion occurs under what parameters in the high-dimen-
sional system, the POD reduction mode can be obtained
from the random response.

Some scholars used the PODmethod to reduce the order
of high-dimensional complex systems and found that the
better order reduction effect also can be obtained when
sampling signal contains the transient response of the
original system. In 1998, when Park and Lee [116] studied
the flow optimization control issue for two-dimensional
viscous flow, they found that the POD reduced-order mode
sampled from the flow field displacement signal can only
simulate effectively the flow of the original system if it
contains the transient flow field signal of the original system.
Terragni and Valero [117–121] applied the POD method to
reduce the order of a class of continuous dissipative systems;
they compared and analyzed the complex bifurcation
characteristics of the original system in the parameter do-
main by the low-dimensional reduced-order system. .ey
found that the reduced-order mode extracted from the
snapshot containing the transient motion of the system has a
larger parameter applicable range than the reduced-order
mode extracted from the attractor.

Yang [121] applied the POD method to research the
model reduction and parameter identification of high-di-
mensional chaotic/linear systems; it is found that the POD
reduced-order mode constructed by unstable transient pe-
riod response signal can approximate to the chaotic motion
of the original system. Yu et al. and Lu et al. [122, 123]
applied the POD method to reduce the order of high-di-
mensional nonlinear rotor systems with loose, crack, rub-
bing, and other faults. .e system transient response, which
has more motion information, contains free and forced
vibrations under given initial conditions. .erefore, they
also found that the POD reduced-order mode extracted
from the transient motion signal can obtain better order
reduction effect. Lu et al. [124, 125] also obtained the POD
reduced-order sampled from the system transient response
and reduced the order of the multidisk rotor-bearing system.

.e above is the study about types of sampling signals of
the POD method. However, the snapshot signals of the
physical quantities of the original system obtained by nu-
merical simulation or experiment involve how to sample, so
some scholars have studied the sampling methods of POD
methods [126–135]. Standard sampling methods include
uniform sampling, random sampling, and hierarchical
sampling [133]. Uniform sampling, which samples the
motion state of each parameter in the system parameter
space, requires a large computational cost. Especially, when
the dimension of the parameter space is very high, uniform
sampling will lose the application value. Random sampling

Shock and Vibration 9



may not be able to obtain information on some important
areas of the parameter space [126]. It is difficult for the
standard sampling method to obtain the construction of
optimal reduced-order mode in high-dimensional param-
eter space, so scholars proposed some autocorrelation
sampling methods: model constraint (MC-POD) method
[126], greedy sampling (GS-POD) method [127–130],
confidence domain (TR-POD) method [131], optimal
component (OS-POD) method [132, 130], and some other
sampling methods [132–135]. .ese methods mainly opti-
mize snapshot signals by various sampling methods, which
allow more state information of the original system to be
included in different parameter domains or some important
parameter domains, thereby obtaining an optimal POD
reduced-order mode basis function.

For multifield, multiphysics coupled high-dimensional
complex systems, we can extract multiple sets of state vector
signals from the original system, such as velocity and dis-
placement of the flow field, temperature field, pressure field,
velocity, and displacement of the structure. It should be
considered that which state vector should be chosen to
construct the autocorrelationmatrix and how to construct it.
Kirby et al. [136] proposed putting together groups of state
variables of the coupled system to construct a total state
vector. By constructing the autocorrelation matrix by this
state vector, the POD reduced mode of the coupled system is
obtained and then this reduced-order mode was used to
reduce the governing equations of the coupled system. .is
method has been successfully applied to model reduction of
complexmultifield coupled systems [92, 137–139]. However,
the constructed total autocorrelation matrix contains the
coupling of the state vectors of each parts of the system..is
kind of coupling is generated by the total state vector in the
process of numerically calculating the autocorrelation ma-
trix, which is inconsistent with the coupling of the actual
system, and the problem of nonconvergence of the reduced-
order model often occurs. Brenner et al. [134] proposed that
the state vectors of the components of the coupled system
separately construct the autocorrelation matrix, and the
mutual coupling term between the components is set to zero.
.e reduced-order model obtained by the total autocorre-
lation matrix constructed by this method is more accurate
and convergent than the method proposed by Kirby et al.

In summary, the sampling issue of the POD method is
very important for constructing reduced-order modes. .e
signal that constructs the reduced-order mode should
contain more abundant and detailed physical processes and
state information of the original system, such as chaotic
signals, random signals, transient signals, and signals ob-
tained by various sampling methods. .e POD reduced-
order modes sampled from these signals can obtain high-
precision approximation to the original system with few
DOFs. Now, scholars generally extract POD reduced modes
from chaotic signals. When the system chaotic motion signal
cannot be obtained in advance, a random response signal of
a certain bandwidth or a transient motion signal can be used
to extract the reduced mode. .e above is a review of the
POD method in the sampling issue, and then we will
elaborate on another type of issue of the POD method.

6.3. Parameter Adaptation of PODMethod. .e response of
the complex dynamic system is related closely to system
parameters, initial conditions, and so on. .erefore, the
reduced-order mode obtained by the POD method usually
lacks robustness [140, 141] when the system parameters
change. In principle, the reduced-order mode under the new
parameters should be reconstructed. However, constructing
the POD reduced mode of the corresponding parameter by
constructing the response of each parameter in the complex
system is not allowed from the point of calculation cost. In
order to reduce the order of the complex system in pa-
rameter range and ensure the parameter robustness of POD
reduced-order mode, scholars have proposed many im-
proved POD methods: global POD method [142–145], local
POD method [60, 117, 146–149], adaptive POD method-
POD modal interpolation method [141, 152–156], subspace
angle interpolation method [157–162], Grassmann manifold
tangent space interpolation method [163–171], and other
adaptive POD methods.

.e global POD method aims to construct a global POD
reduced-order mode that covers the entire parameter do-
main by using a snapshot set composed of different pa-
rameter values in a certain parameter domain and then uses
the reduced-order mode to obtain the reduced-order modal
of system parameter domain..is method is very simple and
easy to implement. However, this method extracts snapshot
sets with different parameters and needs proper positioning
in the parameter domain while how to reasonably determine
the parameters of the snapshot signal is irregular. .ere may
be multiple solutions in the parameter domain of complex
strong nonlinear systems..is method requires a lot of POD
reduced-order modes to obtain a more accurate reduced-
order model of the original system. However, in practice, it
has been proved that in many cases, this method is not
reliable. Because there are numerous parameters affecting
the dynamics of high-dimensional complex systems, the
globally optimal POD reduction modes may not exist, which
causes the method to lose the best approximation
[161, 163–166].

.e local POD method is a local reduction method. .e
whole parameter domain is divided into multiple sub-
parameter domains. .e POD method is used to reduce the
system of each subparameter domain. .e POD reduced-
order mode is constructed by using the snapshot signals of
some local parameter domains obtained in advance, and
then the original system is projected onto the subspaces of
these local reduced-order modes to obtain the price re-
duction model. Rapún and Vega [60] combined the local
POD method with the Galerkin method to study the two
one-dimensional parabolic equations (nonautonomous
Fisher-like equations and complex Ginzburg–Landau
equations). .ey proved the effectiveness of the method and
its robustness in the numerical way in the range of local
parameters.

Terragni and Valero [117] also combined the local POD
method and the Galerkin method to study the two-di-
mensional roof-driven cavity flow issue. Compared with
commercial software solution, this method can significantly
reduce the calculation cost and be applied to reduce the
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order of different parameters within the range of system
adjustable parameters, which is convenient for checking
complex systems. Sahyoun and Djouadi [150] used the local
POD method based on clustering vector space to reduce the
order of high-dimensional nonlinear systems. Compared
with the global POD method, the local POD method further
reduces the system dimension and ensures the calculation
accuracy. However, the method is divided into multiple
subparameter domains, so the approximate solution is not
smooth, and the robustness of the method in the parameter
domain and the scope of its application are not yet rigor-
ously proved [117, 148].

.e adaptive PODmethod [150, 151] essentially achieves
the best approximation for each parameter of the original
system by updating the POD reduced-order mode within the
parameter range. .is method has better parameter ro-
bustness than the above two methods. In the literature about
the POD method, there are many methods called adaptive
POD methods, such as POD modal interpolation method
[141, 152–156], subspace angular interpolation method
[157–162], Grassmann manifold spatial interpolation
method [163–171], and other adaptive POD methods
[59, 118–120, 172].

.e POD modal interpolation method is to use some
interpolation methods (such as empirical discrete interpo-
lation and Lagrange interpolation) to construct reduced-
order modes of other parameters [141, 152–156] in the
parameter domain by obtaining the reduced order of other
parameters in the parameter domain. Xu and Lin [153]
combined the POD method and empirical discrete inter-
polation method through greedy sampling to obtain inter-
polation points and reduced order of nonlinear parameter
systems. Opmeer [154] combined the balanced-POD
method and rational interpolation method to reduce the
order of control systems.

Yao and Marques [155] used the POD method and the
empirical discrete interpolation method to obtain the op-
timal POD reduction mode under the new parameters by
training the radial basis function artificial neural network in
the parameter space. .ey used the radial basis function
artificial neural network of each interpolation point to re-
construct the flow field under the new parameters. .e POD
modal interpolation method is simple. However, the re-
duced-order mode is the orthogonal norm base vector, and
the reduced-order modes, which are obtained by some direct
interpolation methods under the new parameters, are no
longer orthogonal normative. .erefore, in many cases, the
accurate reduction model cannot be obtained by using the
reduced-order mode obtained by direct interpolation. For
example, when Lieu and Lesoinne [156] applied this method
to analyze the aerodynamic problems of the F16 machine,
accurate results were obtained at subsonic flight, but the
method did not obtain correct results at transonic and
supersonic speeds.

Generally, in the linear interpolation process of any two
base vectors, their angles are not guaranteed to be linear
interpolation. .e subspace angle interpolation method is
proposed based on the concepts of the main vector and the
protagonist of the two subspaces [157]. .e method can

guarantee that the angles of the two interpolation basis
vectors are also linear interpolation. By obtaining the POD
reduced-order modal vector of some two parameters in the
parameter domain in advance and then using the subspace
angle interpolation method to obtain the POD reduced-
order mode of other parameter values, the method has been
successfully applied to the F16 machine in different free-
doms by Lieu [158–161] for pneumatic analysis under the
Mach number and angle of attack parameters. However, the
subspace angle interpolation method is a low-order inter-
polation method, an accurate reduced-order model that
cannot be obtained when two parameter values are far apart
in the parameter space. .e computational efficiency will be
too low and lose the significance for order reduction when
the distance is too close [160, 161, 165, 166].

In recent years, Amsallem proposed a more robust
adaptive POD method, Grassmann manifold tangent spatial
interpolation method [163–171]. .e method is based on
some concepts and mathematical conclusions in differential
geometry, such as the Grassmann manifold, the calculation
of the tangent space on the manifold, and the geodesic path.
Amsallem [160, 161] used this method to study the aero-
dynamic problems of F16 and F18. Compared with POD
modal interpolation and subspace angle interpolation, this
method is not only suitable for subsonic and transonic
aerodynamic analysis but also for supersonic aerodynamic
analysis, which has good robustness. At the same time,
Amsallem and Farhat [165, 166] also proved that the two-
point interpolation of this method is equivalent to the
subspace angle interpolation method. Amsallem and Cortial
[167] also used this method to reduce the order of 24-DOF
spring-mass-damping system and continuous wing struc-
ture system. Comparing the reduced-order model with the
response of the original system, they proved its effectiveness
and also showed that themethod is universal and suitable for
the reduction of other complex structural systems. Paquay
[171] used this method to reduce the model of the nonlinear
magnetic dynamic system and compared it with the direct
POD model reduction and POD modal interpolation
method, showing the superiority of the method.

.e above are several major adaptive PODmethods, and
of course there are some other adaptive POD methods, such
as Terragni and Valero [118–120] proposed an adaptive POD
method in 2014 to analyze the distribution characteristics of
complex systems in certain parameters. Because it is very
difficult to analyze the bifurcation characteristics of complex
systems in the parameter domain by direct numerical cal-
culation, some scholars have considered the bifurcation
characteristics of the low-dimensional reduced-order model
to reflect the bifurcation characteristics of complex high-
dimensional systems. Amabili et al. [59] used the POD
method to analyze the bifurcation characteristics of complex
structural dynamic systems in the parameter domain in
2006. However, this method has robustness problems in the
parameter domain. .ey found that if the POD reduced-
order mode is extracted from the chaotic motion signal, the
method can be applied within a certain parameter range.
However, for a larger parameter range, even if the method is
sampled from chaotic signals, it is difficult to obtain an
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accurate reduced-order model, so they warned scholars not
to use this method blindly.

In literature [172], Amabili et al. also compared the POD
method with another reduced-order method of nonlinear
structural dynamic systems, i.e., the nonlinear modal
methods (NNMs). .e results show that the POD method
can obtain a more accurate reduced-order model than the
nonlinear mode method (NNMs). However, Amabili and
others used traditional POD methods, not adaptive POD
methods. Terragni and Valero [118–120] determined the
transient motion response of complex systems in advance
with different parameter values through the Galerkin
method, as a snapshot signal for updating the POD reduced-
order mode in the parameter domain; they used the trun-
cation error function to detect when the reduced-order
modes should be updated and how many reduced-order
modes need to be selected. .e strategy for updating the
POD reduced-order mode is to mix the modal vectors of the
old and new parameters with appropriate weights. .en,
they combined the PODmethod and the Galerkinmethod to
obtain a bifurcation diagram of the complex Ginz-
burg–Landau equation with periodic parameters, almost
periodic periods and chaotic motions on larger parameter
range. Compared with the original system bifurcation dia-
gram obtained by direct numerical calculation, it is proved
that the proposed method has better robustness in a larger
parameter range and can swiftly analyze the bifurcation
characteristics of complex systems in the parameter range.

6.4. Other Improved POD Methods and Related Issues.
.e above is the classification of various improved POD
methods. Of course, there are some other improved POD
methods, such as the POD-Galerkin method
[58–62, 117–120, 173], which regards the POD reduced-
order modal basis function as the orthogonal modal function
of the Galerkin method. .e POD method based on fre-
quency domain obtains the POD reduced-order modal basis
function in the frequency domain, balanced-POD method
(BPOD) [3, 154, 176–178]. .ese improved POD methods
are all proposed by combining traditional POD methods
with other methods. In this paper, various improved POD
methods are mainly divided into two categories related to
sampling and parameters. On the one hand, the POD
method is essentially a statistical analysis method, which
involves how to sample, which method should be used to
sample it, when to sample the signal, which part of the signal
should be extracted, and how long the signal should be
extracted. .ese are directly related to sampling. On the
other hand, from the basic theory of the POD method, the
original system is projected onto the subspace of the first few
reduced modes by the POD reduced mode of the snapshot
signal constructed by a certain parameter value of the
original system. .e resulting reduced-order model is only
the best approximation of the original system for this
particular parameter. Since the infinitesimal neighborhood
of the parameter point can be linearized, the method can also
obtain a better approximation for the system near the
specific parameter value [79, 179]. We hope that the POD

reduced-order mode obtained from a certain parameter can
also be applied to themodel reduction of other parameters in
the system so that the reduced-order model under other
parameters also has the optimal approximation character-
istics. However, such a conclusion is not given in the basic
theory of the POD method, so the POD method lacks ro-
bustness in the parameter domain.

Some POD methods for solving parameter robustness
have been proposed, but each has its own advantages and
disadvantages. At present, the adaptive PODmethod is more
mature in dealing with parameter robustness, but it still
needs to be continuously developed. For example, the
adaptive POD method, Grassmann manifold tangent space
interpolation method, proposed in recent years has achieved
good results in dealing with parameter robustness problems.
However, we know that manifold tangent spaces have local
properties, and the method still has limitations in large
parameter domain.

.e POD method projects a high-dimensional system
onto the space spanned by a few reduced-order modes,
which is essentially a projection reduction method. .e
adaptive POD method can solve the problem of parameter
robustness of the reduced-order system to certain extent.
However, the reduced-order model on the parameter do-
main is obtained by continuously updating the POD re-
duced-order mode or adjusting the number of modes,
resulting in the reduced-order model being some discrete
numerical equations, and there is no invariant reduced-
order mathematical model in the parameter domain. Even
the reduced-order model dimensions of different sub-
parameter domains are inconsistent. .erefore, a low-di-
mensional model that can approximately reflect the
dynamic characteristics of complex high-dimensional
systems cannot be obtained through the adaptive POD
method in the parameter domain so that it is difficult to
carry out in-depth theoretical analysis of high-dimensional
systems. How to use the POD method to obtain the in-
variant reduced-order model of the high-dimensional
system in the parameter domain? .e POD method is a
projection order reduction method, so it is impossible to
update the POD reduced-order mode in the parameter
domain, and only the reduced-order mode of the parameter
domain can be obtained by constructing a reduced-order
mode which is optimal in the entire parameter domain.
What conditions can the POD reduced-order modes re-
duce the parameter domain or is there an optimal POD
reduced-order mode for the entire parameter domain?
How many DOF can the invariant reduced-order model
reflect the dynamics of the original system over the entire
parameter domain? In what manner does the method in-
teract with uncertainty [180–184] for the high-dimensional
mechanical systems?

Computers nowadays can handle real-time calculations
using the finite element method. .e finite element model
and POD order reduction techniques will be applied to study
real-time computer modeling [185], e.g., surgical simula-
tions [186, 187] (for doctor training, sometimes in VR) and
hybrid simulation [188, 189] (HIL of mechanical systems
where mode superposition or other methods are applied to
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reduce the model order). In real-time simulations, high
computational effort to reduce the model is worth it even if
the real-time computations can be slightly minimized.

Machine learning can also be used for model order
reduction [190, 191]; manifold learning and manifold pro-
cesses for model order reduction should be discussed in
detail in our future work. Chaos features can improve the
efficiency of reduction models [192–194] and the combi-
nation method of uncertainty quantification [195, 196], and
model order reduction will be efficient to study the complex
dynamic systems. Another point is the systems with sub-
structures. .e way it works and method for choosing the
approximation order are elaborated by researchers
[197, 198]. As a commonly used method in model updating,
the quadratic inverse eigenvalue problem (QIEP) aims to
construct the mass, stiffness, and damping matrices and can
be employed to assist model order reduction for large-scale
engineering systems [199, 200].

.e above questions are all about the POD order re-
duction methods that deserve further study in the future.

7. Conclusions and Outlooks

.e model order reduction for the high-dimensional
complex nonlinear system is one of the important issues in
the field of engineering research, and it is one of the ad-
vanced issues in the area of nonlinear science research.Many
scholars from various countries have obtained some mature
order reduction methods for a long research process.
However, modern engineering structural systems are more
and more complex, operating conditions are complex and
variable, and various nonlinear factors are coupled to each
other. As a result, many model reduction methods are no
longer applicable. .is is a challenge to the study of dynamic
characteristics of high-dimensional complex systems and
system parameter optimization design. According to the
characteristics of each order reduction method, the worthy
problems of further study on the order reduction of high-
dimensional complex system models in the future are as
follows:

(1) Multiple order reduction methods are combined for
second-level order reduction on high-dimensional
complex systems. For example, the complex system
is divided into several substructures, and the modal
synthesis method is used to reduce the order, and
then the center manifold method or the L-S method
is used for further analysis. For another example,
the complex system is reduced by the Galerkin
method or the POD method, and then the center
manifold or the L-S method is used for the order
reduction study. .e center manifold and the L-S
method can reserve the topology properties of the
original system. .erefore, the reduced-order
model of the complex structural system can be
obtained by the Galerkin method, the modal syn-
thesis method, or the POD method, and then the
theoretical research is carried out by using the
center manifold and the L-S method.

(2) .e adaptive model order reduction method with
system parameter variation and various nonlinear
model reduction methods should be further studied.
For example, the adaptive order reduction method
based on Grassmann manifold tangent space in-
terpolation has local properties in manifold tangent
space, and it is worthy of further study to solve
robustness problem in large parameter domain.
Some new nonlinear model order reductionmethods
have been proposed based on neural networks, local
reduced-order bases, and manifold learning, but
each has its own advantages and disadvantages,
which still need further study.

(3) A low-dimensional model in the parameter domain
can approximately reflect the dynamic characteris-
tics of complex high-dimensional systems which
cannot be obtained by the adaptive POD method,
and it is difficult to carry out in-depth theoretical
analysis of high-dimensional systems. How to use the
PODmethod to obtain the invariant order reduction
model of the high-dimensional system in the pa-
rameter domain? .e POD method is a projection
reduction method, and the POD reduced-order
modes cannot be updated in the parameter domain.
.erefore, order reduction of the parameter domain
can be obtained only by constructing a reduced-
order mode which is optimal in the entire parameter
domain. Under what conditions can the POD re-
duced-order modes reduce the dimension of pa-
rameter domain or is there an optimal POD
reduction mode for the entire parameter domain?
How many DOF can the invariant order reduction
model reflect the dynamics of the original system
over the entire parameter domain? .e POD order
reduction method can be applied for further study
for these problems.

(4) Special attention should be taken to the model re-
duction of interconnected systems in order to pre-
serve the integrity and interconnection structure
among different subsystems. For example, the dual-
rotor system contains high pressure and low pressure
rotors, the system is complex and high dimensional,
and the nonlinearity is strong between the joints of
high and low pressure rotors. It will be a challenge to
apply the POD method in this kind of system.
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[38] P. Ashwin, K. B{öhmer, and Z. Mei, “A numerical Liapunov-
Schmidt method with applications to Hopf bifurcation on a
square,” Mathematics of Computation, vol. 64, no. 210,
pp. 649–670, 1995.

[39] W. Zhang and I. Stewart, “Bounded solutions for non-au-
tonomous parabolic equations,” Dynamics and Stability of
Systems, vol. 11, no. 2, pp. 109–120, 1996.

[40] M. Lukas, D. Pelinovsky, and P. G. Kevrekidis, “Lyapunov-
Schmidt reduction algorithm for three-dimensional discrete
vortices,” Physica D: Nonlinear Phenomena, vol. 237, no. 3,
pp. 339–350, 2008.

[41] R. A. Sandfry and C. D. Hall, “Bifurcations of relative
equilibria of an oblate gyrostat with a discrete damper,”
Nonlinear Dynamics, vol. 48, no. 3, pp. 319–329, 2007.

[42] A. Buica, J. Llibre, and O. Makarenkov, “Bifurcations from
nondegenerate families of periodic solutions in Lipschitz
systems,” Journal of Differential Equations, vol. 252,
pp. 3899–3919, 2012.

[43] G. Chen and Y. Zheng, “Concentration phenomenon for
fractional nonlinear Schrödinger equations,” Communica-
tions on Pure and Applied Analysis, vol. 13, no. 6,
pp. 2359–2376, 2014.

[44] A. Pogan, J. Yao, and K. Zumbrun, “Hopf bifurcation of
viscous shock waves in a channel,” Physica D Nonlinear
Phenomena, vol. 308, pp. 59–79, 2014.

[45] J. Cao, R. Yuan, H. Jiang, and J. Song, “Hopf bifurcation and
multiple periodic solutions in a damped harmonic oscillator
with delayed feedback,” Journal of Computational and Ap-
plied Mathematics, vol. 263, pp. 14–24, 2014.

[46] C. Li and L. Ma, “Lyapunov-schmidt reduction for fractional
differential systems,” ASME Journal of Computational and
Nonlinear Dynamics, vol. 11, no. 5, Article ID 051022, 2016.

[47] S. Guo and L. Ma, “Stability and bifurcation in a delayed
reaction-diffusion equation with dirichlet boundary condi-
tion,” Journal of Nonlinear Science, vol. 26, no. 2,
pp. 545–580, 2016.

[48] C. Foias, G. R. Sell, and R. Temam, “Inertial manifolds for
nonlinear evolutionary equations,” Journal of Differential
Equations, vol. 73, no. 3, pp. 309–353, 1988.

[49] M. Marion and R. Temam, “Nonlinear Galerkin methods,”
SIAM Journal on Numerical Analysis, vol. 26, no. 5,
pp. 1139–1157, 1989.
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Diamond back wing is subjected to large deformation while gliding, which significantly changes characteristics of the lift as well as
the static stability. For this reason, conventional rigid aircraft assumption cannot meet the requirements of the aerodynamic
analysis of such aircrafts for accuracy. In this paper, based on CFD/CSD methods, the static aeroelasticity of a small diameter
bomb with diamond back wing was studied. 'e results showed that static aeroelastic effects cause the slope of lift line to drop by
21% and the aerodynamic centre to move backwards by a 1.5% bomb body length, which will deviate the actual flight performance
from the design point, thereby decreasing the cruise efficiency and the cruise range.

1. Introduction

As illustrated in Figure 1, diamond back missile wing is a
gliding range extended component which has been suc-
cessfully applied to the American small diameter bomb
(SDB) GBU-39 USA and the Chinese Feiteng series guided
bomb.'e SDB diamond back wing has a compact structure
and can be installed in a small embedded bomb cabin. After
unfolding the back-extended component, it can be launched
outside the defense area with a larger gliding range. Con-
sidering its advantages of high lift-to-drag ratio and strong
ability of gliding, its stiffness and strength of high-aspect-
ratio wing can be increased to avoid flutter [1]. In order to
reduce the resistance and installation space, the thickness of
the front and rear wings of diamond backed projectile wing
is small while its aspect ratio is large for the purpose of high
lift-to-drag ratio. 'is however would lead to a large
aeroelastic deformation when it glides. 'e aerodynamic
load of the projectile wings differs significantly from that of
the original shape, which greatly affects the aerodynamic
characteristics of the whole projectile.

'e classical static aeroelastic analysis method adopts the
hypothesis of potential flow theory and thus is unable to
predict the nonlinear phenomena such as shock wave flow

separation in transonic region. 'e computational fluid
dynamic (CFD) and computational structural mechanics
(CSD) make it possible to accurately calculate aeroelastic
problems by coupling CFD and CSD [2–11]. 'e coupling
methods of CFD and CSD are generally divided into tight
coupling and loose coupling.

'e tight coupling method can simultaneously solve the
fluid control equation and structural dynamic equation in
each internal time step and can simulate the real situation.
However, it costs a lot of computing resources, and it is still
difficult to use this method to solve the complex three-di-
mensional problems in engineering applications. 'e loose
coupling method solves the fluid dynamic and structural
dynamics equations separately and can apply the existing
aerodynamic and structural solution modules. It needs to
exchange the data of the aerodynamic/structural interface at
an appropriate time point and iterate repeatedly until the
solution converges. 'e method can be applied to the static
aeroelastic calculation without time variables [12–16].

'ere are extensive foreign and domestic studies on
folding and connecting wing [17–19] and aerodynamic
characteristics and layout optimization design of diamond
back projectile wing [20,21]. Nevertheless, few of them are
regarding the static aeroelastic effect of diamond back
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projectile wing, and they are still in the infancy [22–25]. In
this paper, the static aeroelastic numerical simulation of a
diamond back SDB is realized by the coupling of RANS
equation and the static equilibrium equation and combining
the structured dynamic grid with multifield data interpo-
lation technology.'e affection of static aeroelasticity on the
geometric deformation characteristics, surface pressure
distribution, and aerodynamic performance of the diamond
back projectile wing are analyzed based on the numerical
simulation results.

2. Computing Method

2.1. CFD Governing Equations. 'e governing equation is a
time-dependent, three-dimensional conservation com-
pressible RANS equation. In the curvilinear coordinate
system (ξ, η, and ζ), its dimensionless form is expressed as
follows:

zQ
zt

+
z F-Fv( 􏼁

zξ
+

z G − Gv( 􏼁

zη
+

z H − Hv( 􏼁

zζ
� 0, (1)

where t is time, Q is conservation variable, F, G, and H are
inviscid vector flux, and Fy, Gy, and Hy are viscous vector
flux.

'e S-A model of equation (1) is applied to turbulence
simulation. 'e body surface is adiabatic sliding free
boundary condition, the boundary condition of far field is
pressure free, and the multigrid technology is applied to
accelerate the computational convergence of CFD.

2.2. CSD Governing Equation. 'e structural elastic equi-
librium equation is applied to solve the elastic deformation
of the structure. 'e calculation equation is

us � CFs, (2)

where C is the flexibility matrix, us is the deformation
displacement of the structural finite element node, and Fs is
the column vector of external load which acts on the
structural points.

2.3. Interpolation Method for Fluid Structure Coupling Data.
When CFD and CSD are coupled to solve nonlinear aero-
elastic problems, data exchange is required on the coupling

surface of aerodynamic structure. 'e aerodynamic force
obtained by the aerodynamic calculation is applied to the
structural nodes, and the structure is subjected to defor-
mation. 'e displacement of the structural nodes should be
fed back to the aerodynamic grid nodes. Considering the
calculation efficiency and interpolation accuracy, the three-
dimensional thin plate spline interpolation method (TPSI) is
adopted in this paper.'e calculationmethod of TPSI can be
found in [26–28].

2.4. Generation Method for Dynamic Mesh. 'is paper
combines RBF and TFI method to generate dynamic grid.
'e RBF can be regarded as a three-dimensional extension of
the surface spline interpolation method [29]. Its interpo-
lation formula is expressed as

f(r) � 􏽘
n

i�1
aiφ r − ri

����
����􏼐 􏼑 + ψ(r), (3)

where ri � (xi, yi, zi) is the coordinates of the point whose
displacement is known and number is n and φ is the basic
function of the displacement ‖r − ri‖. In this paper, φ‖r −

ri‖ � ‖r − ri‖
3 and ψ � b0 + b1x + b2y + b3z, and the coef-

ficients of the interpolation formula can be obtained by the
displacement and equilibrium conditions of the known
points.

Based on the mesh block surface, the displacements of
the points in the mesh block can be obtained by TFI in-
terpolation. Similarly, the displacements of the points on the
edge of each grid block are obtained by the RBFmethod [30].

3. Calculation and Verification

3.1. Calculation Process. Static aeroelastic calculation is an
iterative process of CFD/CSD. 'e flowchart of loose cou-
pling method is presented in Figure 2. 'e topological
structure and the number of grids will not change during the
calculation.'us, the CFD calculation results of the previous
deformation step can be applied to the next step as the initial
value, and the iteration step of CFD calculation can be
decreased. In general, the computational results tend to
convergence with 6-7 iteration steps which is 1.5 to 2 times
to its rigid CFD counterpart [31–33].

3.2. Calculation Model. In this paper, the numerical cal-
culation of the static aeroelastic for a diamond back SDB is
carried out, and the results are compared with the wind
tunnel test results. 'e projectile wing combines the high-
aspect ratio with the layout scheme of “×” tail rudder.
Figure 3 shows the calculation grid near the rigid bomb wing
surface. 'ere are about 16.5 million space grid elements of
the whole bomb in total.

'e structure diagram of the diamond back projectile
wing is shown in Figure 4.'e chord length of the front wing
is 23mm, and the sweptback angle is 30 degrees; the chord
length of the rear wing is 21mm, and the forward-swept
angle is 10 degrees. 'e distance between the front and rear
wings is 145mm, and the half span length is 200mm. In

Figure 1: Sketch of small diameter bomb with diamond back wing.
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order to improve the aerodynamic performance, a super-
critical airfoil with a relative thickness of 10% is adopted to
the diamond back projectile wing, and the installation angles
of front and rear wings are 2.5 degrees. 'e flexibility matrix
is obtained by the commercial software, and the material of
the whole bomb adopts 45-type steel.

3.3. Verification of Calculation Method. 'e parameters of
the verification sample are set as follows: Ma� 0.8,H� 0 km,
and the attack angle ranges from 0° to 4°. 'e displacement
convergence process of the front wing is shown in Figure 5.
It can be seen that the deformation of the wing tends to
converge with a few iteration steps.

'e calculation results are compared with the wind
tunnel test results. 'e comparison results of coefficient for
lift force CL, pitching moment Cm, and bending deformation
are shown in Figure 6, which are consistent with the ex-
perimental results. As shown in Figure 6, both the calcu-
lation results of Cm and the bending trend of the front and
rear wing are consistent with the experimental results, and
the error is less than 2mm in all spanwise section. 'e
calculated bending displacement curve is smoother than the
experimental one. And, this difference may be attributed to
the measurement error of measuring equipment. 'e dif-
ference of CL appears when airflow separation occurs at the
larger angle of attack on the airfoil. 'e reason lies in two
aspects. One is the insufficient simulation of turbulence and
the inaccurate simulation of flow separation characteristics
caused by the RANS equation that the current CFD cal-
culation follows. 'e second is that the CSD calculation uses
the structural statics balance equation based on the line-
arization theory; but, in actual situations, the airfoil will have
structural geometric nonlinearity under heavy loads.

4. Analysis of Calculation Results

To obtain a large lift-to-drag ratio, the SDB diamond back
projective wing has a large aspect ratio and adopts super-
critical airfoil with a relatively small thickness. At transonic
speed, the viscous effect should not be ignored due to the
strong interaction between shock wave and boundary layer,
though the angle of attack is very small. It is therefore
necessary to calculate the aerodynamic force by N-S
equation. In general, this paper focuses on the static aero-
elastic characteristics of the sample model with the pa-
rameters of Ma� 0.8 and H� 0 km.

4.1. Effect of Geometric Deformation. 'e variation curves of
Δz and Δε (elastic torsion angle) of the front and rear wings
along the spanwise are shown in Figure 7, where Ma� 0.8,
H� 0 km, and α� [−8°∼8°]. From Figure 7, it can be seen that
the calculation boundary is α� −4°. When the value of α is
larger than −4°, the static aeroelastic effect makes the front
and rear wings produce bending deformation along the
spanwise direction and produce a negative elastic torsion
angle along the flow direction of wing, whereas when the
value of α is less than −4°, the result is opposite.'e wing has
a certain initial installation angle and a geometric torsion

Figure 3: Surface mesh on diamond back wing.
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angle. 'e changing law corresponds to the aerodynamic
load and the gradual decrease of the wing stiffness along the
spanwise direction along the span. Its zero-lift angle of attack
appears when the value of α is about −4°. It can also be seen
from Figure 7 that, according to the calculation results in this
paper, when α� 4, the bending deformation of the front
wing tip can reach 23% of the half span of the front wing, and
the downstream elastic torsional deformation of the front
wing tip profile can reach −4.5°.

4.2. Effect of Surface Flow Pattern. 'e surface pressure
coefficient of cloud chart and flow spectrum of the body near
the projective wing for rigid and elastic wings are shown in
Figure 8 when Ma� 0.8, H� 0 km, and α� −4°, 0°, and 4°.
Corresponding to the geometric deformation characteristics
of the whole projectile body, the static aeroelasticity has little
influence on the surface pressure and flow characteristics of
the projectile body under different angles of attack. And,
there is almost no difference between rigidity and elasticity.

'e main reason is that the projective wing is greatly af-
fected, especially at a high angle of attack. 'e specific
analysis is as follows: when α� −4°, the lift force generated by
the wing is close to zero, and the geometric deformation is
small. 'e surface flow of rigid and elastic wings is very
uniform, and the change characteristics are similar. 'e
pressure recovery is realized in the form of a series of
compression waves, and the flow presents a typical attached
flow pattern. 'e pressure distribution on the upper surface
of the wing is similar, and the aerodynamic characteristics of
the rigid and elastic projective body are similar. When α� 0°,
there is no obvious shock wave and separation stall phe-
nomenon on the rigid wing while the effective angle of attack
of the elastic wing is reduced due to the static aeroelastic
effect. Accordingly, the peak negative pressure and the
negative pressure range on the upper surface of the elastic
wing are also significantly reduced, so is the corresponding
aerodynamic load. When α� 4°, the peak negative pressure
on the upper surface of the rigid wing is greatly enhanced,
and separation and reattachment are formed along the flow
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Figure 7: Geometry deformation characteristics of wing. (a) Δz∼α (front wing). (b) Δz∼α (rear wing). (c) Δε∼α (front wing). (d) Δε∼α
(rear wing).
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direction. By contrast, the elastic wing does not have the
similar phenomenon and still maintains the attached flow
pattern. A weak shock wave appears on the upper surface of
the wing near the projective body, and it leads to a slight
deflection of the surface streamline. With the increasing
attack angle, the shock intensity on the upper surface of the
rigid wing will increase, which will induce a large range of
flow separation. As for elastic wing, due to the static
aeroelastic effect, the effective angle of attack will decline,
and the shock intensity as well as the stall separation range
will be reduced. 'erefore, in the range of high attack angle,

the static aeroelasticity will delay the stall separation char-
acteristics of projective wings.

4.3. Effect of Aerodynamic Performance. 'e elastic curves
and rigid curves for CL∼α, CL∼CD, and L/D∼α of the whole
bomb are shown in Figure 9 when Ma� 0.8, H� 0 km, and
α∈ [−8°∼8°]. It can be observed that the difference of
aerodynamic characteristics between rigid and elastic bomb
is quite obvious owing to the static aeroelastic effect. As the
aerodynamic load increases, the static aeroelasticity exerts a
great influence on the aerodynamic force.
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Figure 8: Effects of static aeroelasticity on wing surface pressure. (a) Rigid wing (α� −4°). (b) Flexible wing (α� −4°). (c) Rigid wing (α� 0°).
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Specifically, the static aeroelastic effect reduces the line
slope of lift force CLα and the drag force, while the angle of
attack related to the maximum lift drag ratio (L/D) increases.

Additionally, under the static aeroelastic effect, the whole
projectile focus moves backward, resulting in the en-
hancement of longitudinal static stability. 'e result is
consistent with the geometric deformation and surface flow
pattern of the projective wing. From the geometric defor-
mation characteristics, it can be found that the static
aeroelastic effect not only causes significant bending de-
formation of the wing but also produces torsion deformation
which makes the wing to unload. 'erefore, the line slope of
lift force and drag force of the whole bomb will be reduced.
Moreover, the static aeroelasticity delays the stall separation

of the wing, which further delays the inflection point of the
lift moment curve and the angle of attack corresponding to
the maximum lift-drag ratio.

According to our calculation example, compared with
the rigid projectile, the slope of lift line (CLα) decreases by
21% on the same angle of attack, the maximum lift drag ratio
(L/D) increases from 2° to 4°, and the focus XF moves
backward by 1.5% of the body length. 'e adverse effect of
static aeroelasticity on its aerodynamic characteristics is
mainly reflected in the deviation of cruise flight state from
the design point. For a given bombmass, if the bomb is rigid,
the angle of attack will be 0° so as to satisfy the requirements
of lift force. In terms of an elastic bomb, the angle will be
about 1°. 'e cruise aerodynamic efficiency will be signifi-
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Figure 9: Effects of static aeroelasticity on bomb’s aerodynamic characteristics. (a) CL∼α. (b) CL∼CD. (c) L/D∼α. (d) Cm∼CL.
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cantly reduced and the total glide range will be shortened.

5. Conclusions

'e paper studies the static aeroelastic characteristics of a
SDB diamond back projective wing based on RANS equation
and the coupling of CFD and CSD methods. 'e effec-
tiveness of the method is verified by wind tunnel test results.
'e static aeroelastic effect causes the bending deformation
of the front and rear wings to increase gradually along the
spanwise direction and also causes the torsion deformation
to the wing which is favorable to the unloading of the wing.
When the angle of attack α is 4°, the bending deformation at
the tip of the wing can reach 23% of the half-span length of
the wing, and the torsion deformation along the flow di-
rection reaches −4.5°. At a high angle of attack, the static
aeroelasticity will delay the stall separation characteristics of
the wing. Compared with the rigid projectile, the lift line
slope CLα decreases by 21% and the focus XF is moved
backward by 1.5% of the body length. 'ese will cause the
cruise flight to deviate from the design point, thereby re-
ducing the cruise aerodynamic efficiency and the total glide
range.
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In order to maintain the best performance in flight, a new concept, morphing aircraft, has been proposed, which can change the
real-time aerodynamic characteristics under different flight conditions. +e key problem is to figure out the response of strong
flow instability caused by structure changes during the morphing. To solve this problem, computational fluid dynamics (CFD) and
wind tunnel tests (WTT) were employed. +e results show that the deformation of thickness and camber angle of the airfoil will
significantly change the distribution of pressure and result in obvious hysteresis loops of lift and drag. With the increase of
deformation frequency and amplitude, the instability increases correspondingly. Moreover, the unsteady effect caused by camber
deformation is much stronger than that caused by thickness deformation. In addition, the flow structures on the airfoil, such as the
shock strength and boundary separation location, have a delay in response to structure changes. +erefore, there will be a
hysteresis between airfoil deformation and aerodynamic characteristics, which means strong flow instability.

1. Introduction

With the development of technology and science, more and
more attentions have been paid to the quality and perfor-
mance of aircrafts [1–3]. Nowadays, it is expected that
changes in flow conditions have been adopted for aircraft
configuration in order to maintain the optimal performance
throughout the flight. +erefore, morphing airfoil is de-
veloped gradually. However, the impact of configuration
changes on the flow structure and aircraft performance is
not yet understood, which may hinder the progress of the
morphing airfoil. +erefore, it is necessary to study the
relationship and response law between the flow and con-
figuration deformation.

Research institutes, such as NASA and DAPPA, have
conducted long-term research on the related technologies of
morphing vehicles [4–6], as well as a lot of research on
aerodynamics. In the research of Ajaj et al. [7], the defor-
mation technology was classified to put forward the concept
of continuous deformation. Nekoubin and Nobari [8] cal-
culated the deformation of the trailing edge of NACA0012
airfoil under the transonic condition and explained the
influence of control parameters.Walker and Patil [9] derived

the functions of unsteady lift, drag, and pitch moment and
expressed them using the form of Chebyshev polynomials.
Gandhi and Anusonti-Inthra [10] investigated the skin
structure of variable camber wings. In the study of Adesen
et al. [11], a dynamic stall model of variable trailing edge
airfoil was derived based on the theory. As for domestic
research, the development of morphing technology is later
than foreign research. Xu et al. [12] proposed different types
of morphing schemes for airfoils. Lv et al. [13, 14] conducted
wind tunnel tests to study the aerodynamic characteristics
under transonic conditions. Hao and Yang [15] analyzed the
influence of camber change on steady-state and unsteady-
state aerodynamic characteristics under low Reynolds
number. Chen et al. [16] discussed the influence of wing
sweep changes on aerodynamic features, as well as its
mechanism. At the same time, using analytical and discrete
vortex methods proposed by Gao et al. [17, 18], the unsteady
aerodynamic characteristics of the morphing airfoil under
subsonic/supersonic speed conditions were specifically
studied.

+e research on morphing technology mainly focuses on
the design of intelligence structure [19, 20], but there are few
studies on aerodynamic characteristics and flow mechanism
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of morphing airfoil. +erefore, through CFD and wind
tunnel tests, the influence of supercritical airfoil deformation
on aerodynamic characteristics and flow structure has been
discussed, and the results will be helpful for smart structure
parameter choice and analysis on aerodynamic character-
istics morphing airfoils.

2. Research Methods

2.1. Research Topic Introduction

2.1.1. "e Issue and the Object. Typical supercritical airfoil
designated by RAE2822 was chosen as the research target.
Configuration of RAE2822 and its aerodynamic character-
istics were plenty and open to researchers.

In this paper, effect of airfoil thickness and camber on its
unsteady aerodynamic characteristics was studied by CFD
simulation. When CFD was applied, the chord of RAE2822
was designated to 1 unit, based on which the parameters of
the flow were obtained, such as the Reynolds number, and
unsteady aerodynamic characteristics coefficients.

Only effect of airfoil camber changing through trailing
edge deflection driven by a SMA smart structure on surface
pressure distribution was measured in wind tunnel. Strictly
speaking, this kind of deflection of wind tunnel model was
not a real camber due to the difficulty in smart structure
designing and wind tunnel experiments simulation. Ex-
periment results could not be compared with those obtained
by CFD, which was still helpful to recognize the flow
phenomenon during model deformation in the wind tunnel
environment. +e model was extracted to a 2D wing based
on RAE2822 airfoil, wing span and chord length of which
were 365mm and 150mm, respectively (Figure 1).

2.1.2. Parameters for CFD Simulations. Aerodynamic
characteristics of wing were decided by its airfoil parameters,
of which airfoil camber and thickness were the most im-
portant parameters. Unsteady effect of morphing on aero-
dynamic characteristics over supercritical airfoil was mainly
studied by CFD.

Flow structure and aerodynamic forces under different
airfoil camber and thickness were simulated with Mach
number ranging from 0.7 to 0.78, Reynolds number ranging
from 5×106 to 30×106, and angles of attack ranging from 0°
to 8°.

+e variation of real-time airfoil thickness ranged from
-15 percent to 20 percent of the basis airfoil thickness, and
the angle which was used to measure airfoil camber between
the chord trailing edge tangent and the horizontal axis
ranged from −5° to 5°. Definition of airfoil thickness and
camber would be introduced in Section 2.1.3. Camber and
thickness morphing frequency ranged from 0Hz to 2Hz
when the effect was simulated with CFD.

2.1.3. Contents in Wind Tunnel Experiments. When ex-
periments were conducted in the wind tunnel, Mach number
ranged from 0.4 to 0.8, test Reynolds number was kept at

2×106 approximately, and angles of attack ranged from 0° to
6°.

SMA material phase transition would result in the
problem of slow response of smart structure, which made
flow over supercritical airfoil kept in steady state during the
trailing edge deflection. Wind tunnel experiments would be
used only to recognize the steady flow structure evolution
when trailing edge was deflected. Because of the effect of
aerodynamic loads brought about by the dynamic pressure
of the wind tunnel flow, the trailing edge deflection mag-
nitude could not exceed 10.9°. It is not reasonable to
compare wind tunnel experiment results with those obtained
by CFD due to the different morphing mode and flowmode.

2.2. Computational Fluid Dynamic Method

2.2.1. CFD Methods. N-S equation based on finite volume
was applied:

C
Ω

zW

zt
dV +∯

zΩ
H · n

→dS � 0. (1)

+e convective item was discretized with central scheme
and the viscous item was discretized with ROE scheme. +e
time discretization of the unsteady-state calculation is car-
ried out on the basis of the dual time step. When the
maximum error of the basis variable quantity was less than
0.00001, the iteration was considered to be converged. At the
same time, endless loop was avoided by designating inner
time step. In addition, ideal-gas far field conditions were
used as boundary conditions. +e wall was adiabatic and
nonslip. S-A turbulence model was applied.

2.2.2. Grid and Validation. C grid containing 941× 144 grid
nodes is used (Figure 2). In order to avoid the negative
volume caused by chaotic deformation of large aspect ratio,
the mesh field is divided into two parts, and only grid de-
formation is allowed. Since Reynolds number effect is not
our main purpose, only characteristics are considered under
full turbulence. y+ and the height of the first layer grid are 2
and 0.00002664, respectively.

+e effectiveness of the steady method is verified
according to Case 9 in the research of Zhang and Zhang [21],
and the parameters are shown in Table 1. +e comparison
between the results of Case 9 and present study is shown in
Table 2. +e results are consistent with Case 9, showing that
the steady method applied for the study was effective.

+e effectiveness of the unsteady method is verified
according to AGARD CT1 case [21], and the parameters are
shown in Table 3.

+e comparison of unsteady method with CT1 case is
shown in Figure 3. It can be seen that dual time step dis-
cretization was qualified for unsteady computation; and the
consistency of both results was well.

2.2.3. Timestep Determination. Lift coefficient under dif-
ferent timestep is shown in Figure 4. As can be seen, results
of CL coefficient were converged when real-time step size
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was larger than 1000. +erefore, inner iteration step size and
the real time step size were assigned as 50 and 1000,
respectively.

2.2.4. Definition of Airfoil "ickness and Camber Changes in
CFD Simulation. +e change of airfoil thickness is obtained
by increasing the coordinates of all the original airfoil
control points on average. +en, the coordinate equation of
the control points is recommended:

Y � Yinit ×[1 + A · sin(2πft)], (2)

where Yinit is the initial coordinate of the airfoil control
point, f is the deformation frequency of the airfoil thickness,
and A is the relative amplitude of the thickness change, as
shown in Figure 5.

It is difficult to express airfoil centerline equation al-
gebraically. So, the airfoil chord was defined as a parabola to
describe the camber. In order to keep the thickness constant
during the camber change, the equation of camber changes
is given as follows:

P � A · sin(2πft),

Δy � −4Px
2

+ 4Px,
(3)

where P is the vertex instantaneous coordinate and Δy is the
increase of the longitudinal coordinates of the surface
control points. For convenience, the angle (θ) between the
tangent of deformed chord at the trailing vertex and abscissa
was used to measure chord camber changing. +e camber
change is shown in Figure 6.

2.3. Wind Tunnel Test

2.3.1. Facility. +e test was conducted in a transonic wind
with a Mach number ranging from 0.4 to 3.5. It is a sem-
ireturn wind transient wind tunnel with a cross-sectional
dimension of 0.6× 0.6m. +e upper and lower walls of this
section are slotted, and the side walls are solid with rect-
angular optical windows and suitable for camera shooting.

2.3.2. Smart Actuator Structures. To understand the flow
mechanism on morphing airfoils, a typical 2D supercritical
airfoil test model was designed. +e cantilever flexible
flexure structure was applied to drive the trailing edge
flexure. +e structure is driven by a shape memory alloy
(SMA) actuator, which can deflect the trailing edge by 10.9°.
+e cavity on the lower surface of the model was filled with
glass glue to maintain the smoothness of the lower surface.
In Figure 7, the SMA actuator model is recommended.

2.3.3. Test Technology. Since the lower surface was filled with
glass glue, it is difficult to fix the pressure orifice. +erefore,

Figure 2: Grid of calculation field.

Table 1: Steady computational condition.

Flow
condition

Mach
number

Angles of attack
(°)

Reynolds
number

Case 9 0.734 2.79 1.0656×107

Table 2: Steady results of Case 9 and the present study.

CL Cd
EXP_Case 9 0.803 0.0168
Present study 0.804 0.0197

Displacement
constraint

Metal base SMA wires
Glass glue filler

(a) (b)

Figure 1: Sketch of the model.
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PSP technology was used to obtain the model surface
pressure distribution under the condition of boundary layer
natural transition. Image acquisition was composed of light

source, camera, and control software. +e excitation light
source was a kind of LED cold light source with 12W output
power. +e camera type was PCO.1600. In order to fix the
deflection angle of the trailing edge, deformation mea-
surement technology (VMD) was applied. In Figure 8, the
position of the model in the test section is presented.

3. Results and Analysis

3.1. Influence of "ickness Deformation on Aerodynamic
Characteristics. Figure 9 shows the influence of three thick-
ness amplitudes (10%, 15%, and 20%) on the aerodynamic
characteristics. It suggests that, with the increase of the de-
formation amplitude, the hysteresis phenomenon becomes
more obvious, which is caused by the pressure and vorticity
difference at the same position during the thickness defor-
mation process (Figure 10). +e area of the hysteresis loop
formed by the lift coefficient can be understood as the work
required by the external force during the deformation of airfoil.
+e greater the area, the greater the power required [22].

+e influence of thickness deformation frequency is
shown in Figure 11. +e higher the deformation frequency,
the greater the lift/drag force generated by the rate of change
of the velocity potential over time. Within a certain range of
frequency and amplitude, the difference between lift and
drag is close to 0.015 and 0.0019, respectively, when the
trailing edge passes through the same position of recipro-
cating motion.
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Figure 3: Numerical method and result compared with CT1 case.
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Figure 4: Comparison of CL in different time step sizes
(M� 0.74, α� 2°, and F� 1Hz).

Table 3: Unsteady computational condition.

Flow condition Mach number Angles of attack (°) Frequency reduction
CT1 0.6 2.89 + 2.41sin(w∗t) 0.0808
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3.2. Influence of Camber Deformation on Aerodynamic
Characteristics. Figure 12 shows the influence of the extent
of camber deformation on aerodynamics. It indicates that
the larger the deformation, the stronger the unsteady-state
effect and the larger the area of the hysteresis loop.

Figure 13 indicates that the higher the deformation
frequency, the larger the area of the hysteresis loop, and the
additional unsteady lift caused by the ratio of the velocity
potential over time will also be greater.

When the angle of attack was increased to 6°, the same
effect would be found as α� 2°. But, as can be seen in Figure 14,
camber deformation would have less effect on aerodynamic
characteristics at α� 6° than at α� 2°; and the hysteresis
characteristics of lift/drag force curves were not as regular at
α� 6° as at α� 2°. +is resulted from the obvious shock wave
and its induced boundary layer separation. As can be seen in
Figure 15, strong separation happened, and position of flow
separation moved forward when camber changing magnifi-
cation angle θ was −3° again. We could obtain that flow
structures were very different at the same position but different
time. +at was the unsteady flow that led to the hysteresis
characteristics of lift/drag forces during morphing.

+e above results show that the airfoil thickness and
camber deformation will cause obvious instability, and the
aerodynamic coefficient has obvious hysteresis character-
istics. Moreover, the greater the amplitude of the airfoil
parameter deformation and the higher the frequency, the
stronger the flow instability. By comparing it with thickness
deformation, the change of the camber angle will cause more
severe instability, which will lead to greater additional in-
stability. For example, the difference between lift and drag is
close to 0.117 and 0.0034, respectively, which indicates that
the instability of vehicle deformation should not be ignored.

3.3.Mechanism of Unsteady Flow during Airfoil Deformation.
+e effect of deformation on the surface pressure distri-
bution is shown in Figure 12, which indicates that when the
trailing edge returns to pass through the same position, the
shock wave moves to the airfoil nose and its strength is
weakened. +is is caused by the hysteresis and strength of
the shock wave position relative to geometric deformation.
+is phenomenon can also be observed in the PSP wind
tunnel test results (Figure 16). It can be seen that, with the
deflection of the trailing edge, the shock wave has been
strengthened and pushed back. +e flow near the center of
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Figure 6: Camber changes over time.
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Figure 5: Relative change in thickness over time.
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Figure 7: SMA actuator structure.

Figure 8: Model position in the test section.
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rotation accelerates again and shows a tendency to form a
second shock wave.

+e influence of deformation on the surface pressure
distribution is shown in Figure 12, which indicates that when
the trailing edge returns to pass through the same position,
the shock wave moves to the airfoil nose and its strength is
weakened. +is is caused by the hysteresis and strength of
the shock wave position relative to geometry deformation.
+is phenomenon can also be observed from PSP wind

tunnel test results (Figure 17). It can be seen that, with the
deflection of the trailing edge, the shock wave has been
strengthened and pushed back. +e flow near the center of
rotation center accelerates again and shows a tendency to
form the second shock wave.

Figure 18 shows how the amplitude and frequency of
airfoil camber deformation affect the surface pressure dis-
tribution. +e graph shows that larger amplitude and higher
frequency will cause larger changes in pressure distribution.
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Figure 9: Influence of thickness deformation amplitude on aerodynamics (M� 0.74, α� 2°, and f� 1HZ, CFD).
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Figure 10: Pressure and vortex distribution at the same thickness (−10.6%) in one cycle (M� 0.74 and α� 2°, CFD). (a) Pressure distribution.
(b) Vorticity distribution.
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For instance, such change can significantly enhance the
shock wave and move the shock wave to the end of the
airfoil, resulting in the increased unstable additional lift.

+e results show that the unsteady flow effect in the wing
morphing process is caused by flow separation, boundary
layer transition, shock wave oscillation, and so forth. In the
research of Yang [23], the author believes that the aero-
dynamics of an unsteady morphing airfoil can be repre-
sented by a constant item and a stable item. +e additional
unstable item is shown as

Fx − iFy � −i􏽉
lb

ρ cdz −
zx

zt
dz −

1
2

·
zx

zz
􏼠 􏼡

2

dz⎡⎣ ⎤⎦. (4)

In the process of airfoil deformation, the rate of velocity
potential change will cause virtual mass force, which may
lead to unstable additional force. Because the velocity change
rate of the airfoil parameters is different, the unstable ad-
ditional force/moment is also different, thus forming a
hysteresis loop.
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Figure 11: Influence of thickness deformation frequency on aerodynamics (M� 0.74 and α� 2°, CFD).
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Figure 12: Influence of the extent of camber deformation on aerodynamics (M� 0.74, α� 2°, and f� 1HZ, CFD).
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Figure 13: Influence of camber deformation frequency on aerodynamics (M� 0.74 and α� 2°, CFD).
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Figure 14: Influence of camber changing on aerodynamics (M� 0.74, α� 6°, and f� 1Hz, CFD).
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Figure 15: Streamline over leeward flow field of the airfoil at the same camber (−3°) in one cycle (M� 0.74, α� 6°, and f� 1Hz, CFD).
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Figure 16: Pressure distribution passing through the same camber position in one cycle (M� 0.74, α� 2°, and θ� 3.5°, CFD).
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4. Conclusions

In this study, the influence of the thickness and camber
deformation of the supercritical airfoil on flow instability
and its mechanism was studied. +e conclusions can be
drawn as follows:

(1) Flow instability will occur with the change of airfoil
thickness and camber angle, and it exhibits obvious
hysteresis on the aerodynamics forces of the hys-
teresis loop. +erefore, in the design of morphing
aircrafts, full attention must be paid to the unsteady
aerodynamic characteristics of deformation.

(2) Larger morphing amplitude and higher morphing
frequency will lead to stronger flow hysteresis and

unstable effects. Compared with the influence of
airfoil thickness deformation, the instability caused
by airfoil camber deformation is more significant,
which cannot be ignored.

(3) +e flow instability originates from the response of
the position and intensity of shock wave and the
boundary separation characteristics to geometric
deformation. It may result in obvious additional
aerodynamic forces.

Data Availability

+e data were measured in the wind tunnels at High Speed
Aerodynamics Institute, China Aerodynamics Research and
Development Center.
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Figure 17: Wind tunnel test results (PSP, M� 0.7 and α� 6°, test).
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Figure 18: Influence of camber deformation on pressure distribution (CFD).
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In order to provide an ultraquiet environment for spacecraft payload, a six-degree-of-freedommicrovibration isolation device for
satellite control moment gyro (CMG) is proposed in this paper.-e dynamic characteristics of the microvibration isolation device
are analyzed theoretically and experimentally.-e dynamic equations of the microvibration suppression device are established by
using the Newton–Euler method. -e dynamic responses are numerically solved and the frequency-domain characteristics of the
microvibration isolation device under base excitation are analyzed.-e analytical results are first verified numerically, and the two
results are in good accordance. -e experimental apparatus is built, and the vibration isolation performance is investigated. -e
acceleration transfer function is measured and the influence of the excitation amplitude on the vibration isolation performance is
performed. It is shown that the amplification factor at the vicinity of the resonance frequency is within 10 dB, and the vibration
isolation performance is significant at higher frequencies. -e vibration attenuation performance at the main frequency of the
CMG (100Hz) is more than 30 dB. -e microvibration suppression device can effectively suppress the microvibration generated
by CMG during orbital operation.

1. Introduction

Remote sensing or observation of the Earth is one of the most
important tasks of satellite. In order to get an ultra-high-reso-
lution image, many disturbances that affect the performance of
the sensitive payload need to be controlled on board. -e most
annoying disturbance that degrades the performance of payload
is thermal deflection [1, 2] of satellite structure and micro-
vibration ejected by moving parts such as cryocooler [3–5],
flywheel [6, 7], and control moment gyroscope (CMG) [8]. As a
matter of fact, CMGs are widely used in fast maneuver satellites
because of their significant angular momentum. Nevertheless,
the high-speed rotors in CMGs also make them become one of
the largest microvibration sources. In a recently published paper
[9], the on-orbit microvibration measurement in a remote-
sensing satellite shows that flywheel and CMG are the main
vibration source.

-erefore, it is urgent to isolate the microvibration
generated by flywheel and CMGs in order to provide quiet
environment for sensitive payload. Not surprisingly, many
microvibration suppression methods including vibration
source control and payload isolation [10] are employed to
achieve the purpose. For example, the famous Hubble
Telescope used the viscous damper developed by Honeywell
to isolate flywheel vibration [11]. In Chandra X-ray Ob-
servatory [12], the Stewart-type passive vibration isolation
device for flywheel is also considered, and the vibration
isolation performance of which at the launch phase is also
designed and tested. Li et al. [13] conducted research on the
microvibration induced by flywheel and the effect on space
camera; the experimental results on ground show that the
camera can work normally after a vibration isolator is ap-
plied to the flywheel. Cobb et al. [14] proposed a passive-
active vibration isolation system to protect the optical
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payload from the unwanted microvibration on board.
Spanos et al. [15] at JPL invented a flexible active vibration
isolation and pointing systemwhich was successfully applied
in James Webb Space Telescope. Zhang et al. [16, 17]
proposed a new method to achieve better image quality of
optical payload. In their research, both the control strategy
and the passive vibration source isolation are implemented.
Li et al. [18] also considered a similar system and the dif-
ference of which laying on the vibration isolation system is
active. Zhang et al. [19] focuse on the design of internal
vibration isolation structures for the CMG to reduce the
vibration generated by the imbalance of the rotor. A fully
passive two-stage isolation system based on viscoelastic
materials has been developed in order to minimize the CMG
microvibrations by Kawak [20]. -is paper proposed a new
type of vibration isolation device to isolate the CMG vi-
bration transmitted to satellite. -e device not only can
attenuate vibrations at the main frequency of the CMG but
also can suppress resonance amplification factor to a con-
siderable low level. Some useful design guidelines and
concrete engineering based experimental results can enrich
the vibration isolation field for CMGs.

-is paper is organized as follows. Firstly, the dynamic
model of the proposed vibration isolation device based on a
relaxation-type damper is deduced using Euler–Newton
method. -e dynamic equation is then solved numerically.
Secondly, the vibration isolation performances for all six
degrees of freedom are analyzed and the coupling features in
different directions are discussed. -irdly, the experimental
setup is built, and the vibration isolation performance is
evaluated in three translational directions. Some valuable
conclusions are drawn in the last section.

2. Dynamic Modeling

2.1. �e Microvibration Isolation Device. -e Stewart-type
structure is used very popularly to get vibration isolation
performance in six degrees of freedom [21].-e schematic of
the proposed microvibration isolation device for single
CMG in this paper is shown in Figure 1, which is also based
on a Stewart-type structure. -e platform includes upper
platform to connect with the CMG and the lower platform to
be installed on the satellite. In between, six relaxation-type
isolators are configured in a cubic pattern, which provides
proper stiffness and damping to isolate the vibration gen-
erated by the CMG transmitting to the satellite. Figure 2
shows a simplified representation of the vibration isolation
device in which some useful coordinates are defined. -e
local coordinates on the upper and lower platforms are
Pxpypzp and Bxbybzb, respectively. -e global inertial
coordinate system is Gxyz. -e hinges of the upper and
lower platforms with the isolator are defined as Pixpiypizpi

and Bixbiybizbi.Oxyz is the inertial principal axis coordinate
system of the CMG.

-e following symbols are used to build the dynamic
equation of the system. tp is the position vector in coordinate
Gxyz, pi is the position vector of the hinge where the upper

platform and the isolator connected in coordinate Pxpypzp,
bi is the position vector of the hinge where the lower
platform and the isolator connected in coordinate Bxbybzb,
ti is the length vector of each isolator between the upper and
lower platforms in coordinate Gxyz, R0 is the position
vector of the mass center of the CMG with the upper
platform in coordinate Pxpypzp, ωp and αp are the angular
velocity and angular acceleration of the upper platform, ωb

and αb are the angular velocity and angular acceleration of
the lower platform, Ip is the inertial matrix of the CMG with
upper platform in coordinate Gxyz, and Iu0i and Id0i are the
inertial matrix of the upper and lower legs in coordinates
Pxpypzp and Bxbybzb. ru0i and rd0i are the position vectors
of the upper and lower legs in coordinates Pxpypzp and
Bxbybzb.

2.2.Modeling of the Strut andUpperPlatform. Different from
many researchers who consider the single strut as a Kevin
model or an active actuator, the strut used in this paper is a
relaxation-type damper. -e strut model and the load ap-
plied to the strut are shown in Figure 3.

As this vibration isolation device is a Stewart-type
platform, the strut is symmetric along the center axis of the
upper and lower platforms. -e position vector li of the i

th

strut in coordinate G{ } can be expressed as

li � Pi − Bi � tpi + tp − tbi − tb, (1)

where tpi � Rg
ppi, tbi � Rg

bbi, tp � 0 0 h􏼂 􏼃
T, and

tb � 0 0 0􏼂 􏼃
T.

-e unit vector for the ith strut is given as

τi �
li
li

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
. (2)

-e translational velocity and acceleration along the
strut for the ith strut are

li′ � tp′ + ωp × tpi � vpi,

li″ � tp″ + αp × tpi + ωp × ωp × tpi􏼐 􏼑 � api
� api

+ u1i,
(3)

where u1i � ωp × (ωp × tpi).

CMG

Upper
platform

Isolator

Lower
platform

Upper leg

Lower leg

Figure 1: -e 3D model of microvibration suppression device.
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-e acceleration of the mass center of the upper and
lower legs can be expressed as

aui � E3 +
1
li

τT
i rui − τir

T
ui􏼐 􏼑􏼠 􏼡api + u4i,

adi �
1
li

τT
i rdi − τir

T
di􏼐 􏼑api + u5i,

(4)

where u4i � ωp × (ωp × tpi) + ωi × (ωi × rui) + u3i × rui and
u5i � ωi × (ωi × rdi) + u3i × rdi.

Equations of moment of momentum for the upper and
lower legs are given as

muig + Fsi + Fi � muiaui,

mdig + Fdi − Fi � mdiadi,
􏼨 (5)

−rui × Fsi � Iuiαi + ωi × Iuiωi,

−rdi × Fdi � Idiαi + ωi × Idiωi.
􏼨 (6)

Equation (6) can be simplified to express the force ap-
plied to the upper platform from one single strut, which is

Fsi � Qpi tp″ − 􏽥tpiαp􏼐 􏼑 + Qbi tb″ − 􏽥tbiαb( 􏼁 + Vi − fiτi. (7)

As shown in Figure 4, the force applied to the upper
platform from one single strut is −Fsi. -e gravity of the
upper platform and the CMG is m0g, and the force and
moment disturbance generated by the CMG are assumed as
Fmac and Mmac.

By using Newton–Euler method, the dynamic equation
for the upper platform is given as

−m0qc
″ + m0g + Rg

pR
p
oFmac − 􏽘

N

i�1
Fsi � 0,

m0R × g − m0R × qc
″ + Rg

pR
p
oMmac + Rg

pR
p
oR × Fmac − Ipαp − ωp × Ipωp − 􏽘

N

i�1
tpi × Fsi � 0,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(8)

where qc
″ is the absolute acceleration of the upper platform in

coordinate G{ }, R is the position vector of the mass center of
the upper platform in coordinate P{ }, and Ip is the inertia
matrix of the upper platform in coordinate G{ }.

2.3. Response Solution. -e force Fi applied to the upper
platform from each strut can be expressed as

Fi � −ki li − li0( 􏼁τi − cixdi
′τicixd
′ + Nikixdi � Niki li − li0( 􏼁,

(9)
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Figure 2: Schematic of the microvibration suppression device. (a) Simplified model. (b) Top view of the model.
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Figure 3: Force analysis diagram of the ith leg.
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where xdi is the deflection of the joint of the damping and the
parallel connected spring in the ith strut.

Applying Laplace transform to equation (9), one can get
the simplified equation

Fi � −
Nik

2
i + ciki Ni + 1( 􏼁s􏼐 􏼑

Niki + cis( 􏼁
Jpixp − Jbixb􏼐 􏼑, (10)

where Jpi � τiτ
T
i −τiτ

T
i

􏽥pi􏽨 􏽩 , Jbi � τiτ
T
i −τiτ

T
i
􏽥bi􏽨 􏽩 ,

xp � tTp θT
p􏽨 􏽩

T
, and xb � tTb θT

b􏽨 􏽩
T
.

Combining equations (7)–(9), the dynamic equation of
the vibration isolation device subjected to base excitation
can be derived asw

Niki + cis( 􏼁Mpxp
″ + Cpxp

′ + Kpxp � Niki + cis( 􏼁Mbxb
″ + Cbxb

′ + Kbxb + Niki + cis( 􏼁U, (11)

where

Mp �
m0E3 −m0

􏽥R

m0
􏽥R Ip − m0

􏽥R􏽥R
􏼢 􏼣 + 􏽐

N
i�1

Qpi −Qpi
􏽥tpi

􏽥tpiQpi −􏽥tpiQpi
􏽥tpi

􏼢 􏼣 ,

Cp � 􏽐
N
i�1 ciki(Ni + 1)

Jpi

􏽥tpiJpi

􏼢 􏼣, Kp � Nik
2
i

Jpi

􏽥tpiJpi

􏼢 􏼣 ,

Mb � 􏽐
N
i�1

Qbi −Qbi
􏽥tbi

􏽥tpiQbi −􏽥tpiQbi
􏽥tbi

􏼢 􏼣 , Kb � 􏽐
N
i�1 Nik

2
i

Jbi

􏽥tbiJbi

􏼢 􏼣 ,

Cb � 􏽐
N
i�1 ciki(Ni + 1)

Jbi

􏽥tbiJbi

􏼢 􏼣 , and

U �
RpFmac

RpMmac + RpR × Fmac
􏼢 􏼣 − η .

Equation (11) gives the dynamic responses of the upper
platform when the base is excited with harmonic vibration.

3. Performance of the Microvibration
Isolation Device

-e microvibration isolation device is designed to isolate
vibration ejected by CMG and the parameters of which are
given in Table 1. -e relaxation-type damper has been
manufactured beforehand and the parameters of which are
tested and recorded in Table 2. Meanwhile, the structure
parameters of the microvibration isolation device are
summarized in Table 3.

3.1. Natural Frequency Analysis. First, the natural fre-
quencies of the microvibration isolation in six directions are
analyzed. By simplifying equation (11) and neglecting
damping, one can get the free vibration equation of the
isolation device without damping as

NikiMpxp
″ + Kpxp � 0. (12)

In equation (12), Kpx is the equivalent stiffness matrix
and NikiMp is the equivalent mass matrix.-e first six-order
natural frequencies of the vibration isolation system can be
obtained by solving equation (12). -e modal analysis is also
conducted by using finite element software and the model of
which is shown in Figure 5. -e results of the natural fre-
quency obtained from the finite element software are
compared with the theoretical results solved from equation
(12).-e comparison results are given in Table 4 and the two
results are in good accordance. Moreover, in order to un-
derstand the natural characteristics of this system thor-
oughly, the corresponding mode shapes are also
summarized in Figure 6.

From the results of natural frequency and the mode
shape, one can conclude that the third-order mode and the
fifth-order mode are the Z-direction translational and Z-axis
twist pure mode, respectively. -e other four modes are
coupled mode in X-direction and Y-direction.

3.2. Relaxation-Type Damper Performance. As mentioned
above, the flexible strut used here is a relaxation-type damper.
-e advantage of this kind of damper over a Kevin model
damper is that it can control the resonance amplification
without losing capacity of attenuating higher-frequency vi-
bration if the parameters of the damper are chosen carefully. To
clarify this point more clearly, the transmissibility of the re-
laxation-type damper used in this paper is plotted in Figure 7.
For the sake of comparison convenience, the transmissibility
curve of a systemwith a Kevinmodel is also plotted in the same
figure. One can see that although the two dampers exhibit the

xp

P

yp

zp

R0

Mmac
Fmac

m0g

–Fsi

Figure 4: Force analysis diagram for the upper platform.
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same resonance amplification factor, the vibration attenuation
rate at the main frequency of CMG (100Hz) has more
than10dB differences, which is the advantage of the relaxation-
type damping.

3.3. Coupling Analysis. -e main reason that induced the
coupling in different directions for the vibration isolation

device considered here is that the mass center is out of the
plane of the upper platform. Without loss of generality, the
parameters h � 0mm and h � 40mm are chosen to illustrate
the coupling characteristic of the device.-e transmissibility
of the two cases is plotted in Figures 8 and 9 for base
excitation.

By observing the two figures, one can conclude that if
the mass center of the CMG is in the plane of upper
platform, there is no coupling for the device. When the
mass center of the CMG is higher than the plane of upper
platform, the X-direction translation, Y-direction rota-
tion, Y-direction translation, and X-direction rotation are
coupled. Two peaks in the transmissibility are observed.
However, the movements in Z-direction translation and
rotation are independent of the other direction in spite of
the changing of the mass center of the CMG. -is con-
clusion is very important when designing such kind of
device to acquire better vibration isolation performance in
certain direction.

3.4. Vibration Isolation Performance in Translational and
Rotational Direction. To evaluate the vibration isolation
performance of the device, equation (13) is numerically
solved by the Runge-Kutta method in MATLAB software.
-e base is applied with an excitation amplitude of 30mg
according to satellite experiment and the frequency range is
from 2 to 40Hz. -e absolute transmissibility is used to
represent the vibration performance, which is defined as the
ratio of acceleration of upper and lower platforms. -e
translational transmissibility and rotational transmissibility
are plotted in Figures 10(a) and 10(b). Meanwhile, the
resonance amplification factor and the vibration attenuation
rate at the main frequency of the CMG are summarized in
Table 5.

-e transmissibilities in X-direction and Y-direction
translation are basically the same because of the symmetrical
feature of the device. In all six directions, the minimum
natural frequency is 6.84Hz (X-direction translational) and
the maximum natural frequency is 28.65Hz (Y-direction
rotational). -e vibration attenuation rate at 100Hz is be-
yond 30 dB, which means that the vibration isolation effi-
ciency is more than 94%. Moreover, the resonant
amplification factor is below 3 times.

4. The Experiment

4.1. �e Scheme. -e experimental scheme is shown in
Figure 11. It includes a microvibration excitation table, the
vibration isolation device, accelerometers, LMS data ac-
quisition system, and suspension system.

To cancel the gravity, a soft suspension system is built in
Figure 12. -e vibration table which simulates the excitation
of sweep sine frequency applies the excitation to lower
platform; both the accelerations on the vibration table and
on the CMG are measured in order to calculate the absolute
transmissibility. -e translational transmissibilities in X-
direction, Y-direction, and Z-direction are tested.

Table 1: Parameters of the CMG.

Parameters Data
m 25.22Kg
Ix 0.4469Kg · m2

Iy 0.1956Kg · m2

Iz 0.6074Kg · m2

Table 2: Parameters of the relaxation-type damper.

Parameters Data
k 19.2N/mm
c 1300N · s/m
N 4

Table 3: Parameters of the vibration suppression device.

Parameters names Data/
mm

Circumcircle of hinges on upper platform radius Rp 187
Circumcircle of hinges on the lower platform radius Rb 172
Shorter distance of hinges on upper platform lp (see
Figure 2(b)) 28

Shorter distance of hinges on upper platform lb (see
Figure 2(b)) 149

Height of the device h 76
Mass center of the CMG to the upper platform H 40

CMG
Upper 

platform

Isolator
Lower 

platform

Figure 5: Finite element model of the microvibration suppression
device.

Table 4: Comparison of nature frequencies solved by analytical and
numerical methods.

Modal -eoretical result Numerical result Relative error
1 8.1550 7.7400 5.08
2 8.8524 8.5763 3.11
3 13.3529 12.0770 9.55
4 16.6622 17.0831 −2.52
5 18.2286 18.6618 −2.37
6 22.0580 21.8344 −1.01
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4.2. �e Soft Suspension System. Four elastic strips are used
to suspend the CMG. First, the deflection length and the
stiffness of the strip are tested. -e force-deflection test

apparatus is shown in Figure 13, and the force-deflection
curve is fitted by the LMS method, which is given in Fig-
ure 14. In the figure, one can calculate that the stiffness of the

(a) (b) (c)

(d) (e) (f )

Figure 6:-e first six modes of the microvibration suppression device. (a) First-order mode. (b) Second-order mode. (c)-ird-order mode.
(d) Fourth-order mode. (e) Fifth-order mode. (f ) Sixth-order mode.
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Figure 9: Response of the CMG when h� 40mm.
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strip is about 0.245N/mm, which yields a suspension fre-
quency of about 0.3Hz. -e natural frequency of the sus-
pension system is far lower than the first natural frequency of
the vibration isolation system, which means that the sus-
pension system can affect the experimental result a little.
Moreover, in the vertical direction, the suspension length is
more than 3meters; therefore, the horizontal suspension
frequency is also low enough.

4.3. Time-Domain Results. -e input and output acceler-
ations measured in the three directions are shown in
Figures 15 to 17.-e input signal of the vibration table is a
30 mg amplitude and 2–200 Hz sine sweep vibration. In
the time domain in Figures 15 to 17, one can see
clearly the amplification and attenuation of the vibration
isolation device. In the Z-direction translational
excitation, only one peak is observed, which means
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Figure 10: Transmittance curve of Stewart vibration isolation system in six directions. (a) Transmissibility in the translational direction. (b)
Transmissibility in the rotational direction.

Table 5: Vibration isolation performance of microvibration suppression device in six directions.

Direction X Y Z Rx Ry Rz
100Hz attenuation rate (%) 97 98% 96% 97% 96% 94%
Resonance amplification factor 1.75 1.72 1.95 1.39 1.34 2.53

LMS acquisition system

Computer

Control 
system

CMG

Isolation device

Vibration
exciter

Suspension 
system

Figure 11: Experimental test system.
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that there is no coupling in this direction. -e
amplification factor at the resonance frequency is less
than 2 times.

4.4. Frequency-Domain Results. -e transmissibilities in the
three directions are shown in Figures 18 to 20. Both the
experimental and theoretical results are plotted. Overall, the
proposed vibration isolation device has excellent vibration
attenuation performance. More than 20 dB attenuation is
obtained at the main frequency of CMG, which is 100Hz.
-ere are slight deviations of the theoretical and experi-
mental results in X-direction and Y-direction, though the
resonance frequency is basically accurate. -e reason for the
deviation is possibly the coupling and the joint friction or
assembly error. Nevertheless, the theoretical results can be
used to predict such kind of vibration isolation device in
engineering, since the trends are in good consistency and the
deviations only occur at frequencies of small range.

In the Z-direction transmissibility, the theoretical and
experimental results are in superb accordance.-is is mainly
because, as mentioned above, there is no coupling in this
direction. In Figure 20, a transmissibility of a vibration
isolation system with Kevin model is also plotted for
comparison convenience.-e curve is plotted by assuming a

Accelerometer 1

Vibration exciter

Isolation device

Suspension spring

Vibration
direction Accelerometer 2

Accelerometer 3

Figure 12: -e picture of the experimental apparatus.

Fixture

Suspension 
spring

Tensile
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Figure 13: Picture of strip stiffness test experiment.
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same resonance amplification factor for both systems. It can
be seen from the figure that the device proposed in this paper
can provide better vibration isolation performance at the
main frequency of the CMG.-e device with relaxation-type
dampers may isolate 10 dB more vibration than that with a
Kevin model according to the experimental results. More-
over, the amplification factor at resonance frequency of this
device is below 10 dB, which is an excellent index compared
with traditional vibration isolation systems on market.

4.5. Effect of the Excitation Amplitude. In fact, the model
studied in this paper is a linear system. In other words, the
amplitude of excitation is irrelevant to the vibration isolation
performance. However, this feature is verified experimen-
tally for the sake of completeness. -e excitation amplitude

g
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Figure 16: Y-direction acceleration curve.
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Figure 17: Z-direction acceleration curve.
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Figure 18: X-direction vibration isolation system transmission rate.
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is varied as 10mg, 20mg, and 30mg in Z-direction and the
transmissibilities are plotted in Figure 21 for different ex-
citation amplitudes. From the figure, one can easily dis-
tinguish that the amplitude of the excitation has rare effect
on the vibration isolation performance.

5. Conclusions

A microvibration suppression device is proposed based on a
relaxation-type damper and cubic configured Stewart platform
in this paper. Both theoretical and experimental investigations
are carried out. Some conclusions can be drawn as follows:

(1) -e height between themass center of the CMGand the
upper platform of the device is the main factor that
induces coupling effect; this parameter should be chosen
carefully when designing this kind of device.

(2) -e proposed device can provide more than 30 dB
vibration attenuation at the main frequency of the
CMG and less than 10 dB amplification at resonance,
which is better than that of a traditional linear one.

(3) -e excitation amplitude has rare effect on the vi-
bration isolation performance and the device can
function in a wide amplitude range.
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*is paper presents a multibody modeling method for seismic analysis of UHV porcelain surge arresters equipped with a kind of
seismic isolation device. An UHV arrester is modeled as a planar multibody system whose number of DOF is equal to the number
of the arrester units. Joint coordinate method is adopted to construct the governing equations of motion. *e seismic isolation
device utilizing a number of lead alloy dampers as its core energy dissipation components is also investigated. An analytical model
of this device is given by modeling each lead alloy damper as a hysteretic spring and reducing the entire device to a planar system
consisting of a range of hysteretic springs. Its mechanical characteristic is derived theoretically, and the obtained moment-angle
relationship is expressed as a system of differential algebraic equations.*e initial rotational stiffness of the device is formulated in
terms of the structural and mechanical parameters of the device. *is analytic expression is used in estimating the fundamental
frequency of the isolated equipment. By this modeling method, it is easy to construct the governing equations of motion for the
isolated system. An UHV arrester specimen is analyzed by this proposed method.*e effectiveness of the isolation device in terms
of reducing the internal base moment is significant and the influence of system parameters on the effectiveness is also discussed.
*e proposed method shows its potential usefulness in optimal design of the isolation device.

1. Introduction

Surge arrester is one of the core components of an electrical
substation. Nowadays, porcelain-housed metal oxide varistor
(MOV) surge arresters are commonly equipped in substa-
tions. A typical ultra-high voltage (UHV) porcelain-housed
MOV surge arrester is usually composed of several units and
one grading ring, which are connected to each other in series
with flanges. *e structural schematic diagram of an UHV
porcelain-housed surge arrester consisting of four units is
depicted in Figure 1. Due to their structural characteristics
and material property, porcelain surge arresters are easy to be
damaged during earthquakes. *us, improving the seismic
performance of the surge arresters is one of the keys to in-
crease the seismic resistance of the entire substation. *is
issue is faced especially by those UHV substations, because
UHV porcelain arresters are almost 12 meters in height and
10 tons in weight and usually have fundamental frequencies

ranging from 1 to 10Hz that match the predominant fre-
quencies of the most of earthquake ground motion [1].

In addition to porcelain surge arresters, many other
porcelain post electrical equipment, such as post insulators
and disconnect switches, also have high seismic vulnera-
bility. Adopting seismic protective devices is one of the ways
to improve their seismic performance. In recent research
studies, the use of wire rope in base isolation for circuit
breakers has been investigated in [2, 3]. *e wire rope
isolator was modeled by a modified Bouc–Wen model, and
the isolated equipment was analyzed by finite element (FE)
method. An innovative multiple tuned mass damper
(MTMD) seismic mitigation strategy for porcelain post
electrical equipment was investigated in [4, 5]. In [6] Xie
et al. studied a new kind of assembled isolation device
combining wire rope isolators and linear viscous dampers
for bypass switch. *e isolation device was modeled by a
simplified system of 2-DOF, and its effectiveness was
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validated numerically by using FE analysis and experimentally
through shaking table test. *is kind of isolation device is also
studied by Puff et al. in [7] for circuit breaker. A restraint
system consisting of rods, springs, and viscous dampers was
investigated in [8] for seismic protection of an 800 kV thy-
ristor valve. A 4-DOF simplified model was developed to
investigate the optimal parameters for the restraint system. In
[9], friction springs damper used to retrofit tall high voltage
equipment for seismic performance improving was discussed.
*e use of this kind of damping device on seismic protection
for electrical equipment can also be found in [10, 11]. A novel
seismic isolation device utilizing lead alloy dampers (LADs) as
its core energy dissipation components has been studied by
Cheng et al. in [12]. *e isolation device is equipped between
the base unit and the support structure. It is composed
primarily of two steel connection plates, a cushion block (CB),
and a circle of uniformly distributed LADs. *e upside steel
plate (USP) is connected to the base unit, and the downside
steel plate (DSP) is mounted to the support. *e schematic
diagram of the assembly is depicted in Figure 2. When an
isolated arrester undergoes rocking motion during seismic
events, parts of the LADs are subjected to tension, and the

others are subjected to compression. Seismic energy is dis-
sipated through the LADs undergoing cyclic yielding de-
formation, so that the energy transmitted to the above
structure is reduced. In [12], the LAD was modeled by the
classical Bouc–Wen model, and the isolated electrical
equipment was analyzed by using FE method.

It is common to adopt FE modeling method in seismic
analysis for porcelain post electrical equipment, such as in
[13–15], while simplified modeling methods are also adopted
in research on electrical equipment in substations. In [16, 17],
generalized single degree of freedom system was used to
model a post type of electrical equipment. A 4-DOF system
was introduced in [18] to model support-equipment struc-
tures in substations and the influence of structure parameters
on the dynamic properties of the system was analyzed by
using the proposed simplified model. In optimal design of an
isolation device, an equivalent model having small number of
DOF was proposed in [19] for isolated UHV bypass switches,
because FE method is computational time consuming.

For porcelain postelectrical equipment, the current
Chinese Code [20] in China recommends a simplified mass-
spring modeling method with special care on the stiffness
property of the flange joint. An arrester unit in Figure 1
mainly consists of one porcelain housing and core MOV,
and each end of the porcelain housing is cemented to joint
with metal flange, which is schematically shown in Figure 3.
Due to the fact that the cement is generally mechanically
weaker than the porcelain housing, an arrester has unevenly
distributed stiffness in the axial direction. *e third of the
authors Zhu has verified in [21] that the simple cantilever
beam model is unsuitable in modeling UHV porcelain ar-
resters. *us, more attention should be paid to the cement
joints. An empirical formula to calculate the rotational
stiffness at the cement joint was introduced in the Japanese
Standard [22] and also the Chinese Code [20], which is
expressed as follows:

Kc � ξ
dch

2
c

te

, (1)

where Kc is the rotational stiffness of the porcelain arrester
unit at the cement joint, dc represents the outer diameter of
the porcelain housing at the cement joint, hc and te denote
the height and the thickness of cement, respectively, and ξ is
considered as the coefficient to compute the rotational
stiffness. *e value of ξ is given by the Chinese Code [20] as
6.54 × 107 with dc, hc, and te having the unit of meter (m)
and Kc having the unit of N · m · rad− 1. In recent researches
[23, 24] on the coefficient ξ for UHV porcelain electrical
equipment, a new formulation is given as follows:

ξ � 107 ×

6.54, dc ≤ 0.275,

− 15.4dc + 10.775, 0.275<dc < 0.375,

5.00, dc ≥ 0.375.

⎧⎪⎪⎨

⎪⎪⎩
(2)

Taking account of the rotation stiffness at cement joint,
the Chinese Code [20] recommends one can model the
flange joint as an equivalent beam element in FE analysis or
as a rotational spring in mass-spring modeling. When

Grading 
ring

Flange
joint

Arrester
unit

Figure 1: Structural schematic of an UHV porcelain arrester.
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following the recommendations, the UHV porcelain ar-
rester shown in Figure 1 would be modeled as a nonuni-
form beam or a mass-spring system as depicted in
Figures 4(a) and 4(b), respectively. An analytical model
given in [25] modeling each unit as one beam element
connected to each other by two rotational springs is shown
in Figure 4(c).

*e aim of this paper is to present a new modeling
method for UHV porcelain surge arresters equipped with
the novel seismic isolation device investigated in [12]. *e
contributions of this study are summarized as follows.
Firstly, an UHV porcelain arrester is modeled as a planar
multibody system, whose number of DOF is equal to the
number of the porcelain units which is usually less than 6.
*e governing equations of motion are constructed through
joint coordinate method. Secondly, an analytical model of
the seismic isolation device is given and its mechanical
characteristics are derived theoretically. On characterizing
themoment-angle relationship of the device, the work in this
paper goes a little further than that in [12]. A new parameter
indicating the relation between ground motion and LADs
distribution is introduced, which was not considered in the
previous research work. An analytic expression for the initial
rotational stiffness of the isolation device is obtained, which
is formulated in terms of the structural and mechanical

parameters of the device. Finally, a numerical analysis on a
specimen of arrester shows the application of the proposed
method in analyzing the effectiveness of the isolation device
and the influence of the system parameters on it.

2. Multibody Model of an UHV
Porcelain Arrester

Because the distributed stiffness decreases at cement joints
and the structure of an arrester is planar symmetric, we
model each arrester unit as a planar rigid rod and charac-
terize its resistance to the deflection by two torsional springs
separately attached to the ends of the rod. Practically, it is
logical to assume uniform mass distribution for the rod, so
that the rod’s mass center is located at its geometric center.
Figure 5(a) shows the rigid body model of an individual
arrester unit. *e flange joint between arrester units is
modeled as a pin joint. *e torsional springs at the linked
ends are considered to be connected in series and can be
represented by a single equivalent torsional spring located at
the pin joint. *e grading ring is modeled as a lumped mass
fixed to the top flange of the uppermost unit. Figure 5(b)
shows the multibody model of the UHV porcelain arrester
depicted in Figure 1. Damping elements can be added to the
pin joints when damping effect is considered. So in this
paper, an UHV porcelain arrester is modeled as a planar
multibody system, more specifically, a planar open-chain
system containing only a single one-branch tree.

2.1. Constructing the Governing Equations of Motion.
With regard to an UHV porcelain arrester consisting of n
units and one grading ring, a (n+1)-body system can be
constructed by using the above modeling method. For
purpose of simplifying analysis, assumptions that linear
torsional springs and linear viscous dampers are used at the
pin joints are adopted in the following sections. *e input
ground motion is also reduced to a horizontal ground
motion in the following analysis, but it is easy to extend to
include vertical ground motion.

To construct the equations of motion for the (n+1)-body
system, the joint coordinate method in [26] is mainly used.
*e main processes are summarized as follows:

(1) Index the bodies of the system

Base unit

Flange
USP

DSP CB LAD

(a)

CB

LAD

DSP

1

2

3

4

5

(b)

Figure 2: Schematic diagram of the seismic isolation device: (a) lateral view, (b) plan view.
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Figure 3: Structural schematic of one porcelain arrester unit.
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(2) Construct a global nonmoving Cartesian frame of
reference

(3) Define a set of joint coordinates θ equaling in
number to the number of system’s DOF

(4) Express the absolute body coordinates c in terms of
the joint coordinates θ

(5) Derive the velocity transformation matrix B, i.e., the
Jacobian of c with respect to θ

(6) Construct the mass matrix 􏽥M and applied force array
h of the multibody system

Once the matrices 􏽥M and B and vectors h and c have
been constructed, the equations of motion for the system can
be derived by substituting them into the following equation:

BT
( 􏽥M€c − h) � 0. (3)

Detailed processes for constructing the equations are
presented as follows. Assign numbers from 1 to n to the rods
from the base to the top one, and assign index “top” to the
lumpedmass. Denote by joint (i) the one linking body (i − 1)
and body (i). Choose a global nonmoving Cartesian frame of
reference at initial rest state, whose origin O is located at the
root joint, x-axis is along the direction of horizontal ground
motion, and y-axis is along the axial direction of the arrester.
Denote by uG(t) the horizontal ground displacement his-
tory. Denote by θi the absolute rotation angle of body (i). At
some instant of time, the configuration of the multibody
system and the reference frame is depicted in Figure 6.

Obviously, the system has n-DOF. Denote by θ � (θ1,
. . . , θn)T the joint coordinate of the system. *e global
coordinate of body (i), denoted by ci � (xi, yi, ϕi)

T, can be
easily expressed in terms of θ as follows:

xi � uG(t) − l1 sin θ1 − · · · − li− 1 sin θi− 1 −
li

2
sin θi,

yi � l1 cos θ1 + · · · + li− 1 cos θi− 1 +
li

2
cos θi,

ϕi � θi.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(4)

where i � 1, . . . , n and li is the length of the rod (i), while for
the top body

xtop � uG(t) − l1 sin θ1 − · · · − ln sin θn,

ytop � l1 cos θ1 + · · · + ln cos θn,

ϕtop � θn.

⎧⎪⎪⎪⎨

⎪⎪⎪⎩

(5)

*en, the configuration c � (cT
1 , . . . , cT

n , cT
top)T of the

system can be expressed in terms of the joint coordinate θ,
and the velocity transform matrix B and acceleration vector
€c can be derived accordingly.

To construct the mass matrix 􏽥M of the system, denote by
mi the mass of rod (i) and mtop the mass of the top lumped
mass. *en the moment of inertia for rod (i) about the mass
center in the plane can be represented as Ji � (mil

2
i /12). For

the lumped mass, moment of inertia is ignored, represented
by Jtop � 0. *en, the mass matrix 􏽥M is given as a block

(a) (b) (c)

Figure 4: *ree kinds of models of an UHV arrester: (a) non-
uniform beam model, (b) mass-spring model, (c) analytical model
in [25].
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spring

Pin joint

Rigid body

(a)

Lumped
mass

Pin joint

Rigid
body

Torsional
spring

(b)

Figure 5: Diagram of the multibody model of an UHV porcelain
arrester: (a) rigid body model of one unit; (b) multibody model of
the entire arrester.
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diagonal matrix of the matrices 􏽥M1, . . . , 􏽥Mn and 􏽥Mtop in

which 􏽥Mi �

mi 0 0
0 mi 0
0 0 Ji

⎡⎢⎢⎢⎢⎢⎣
⎤⎥⎥⎥⎥⎥⎦ is a 3 × 3 diagonal matrix for

i � 1, . . . , n, top.
To construct the array of applied forces for the system,

denote by hi � (f
(x)
i , f

(y)
i , ηi)

T the applied force array on
body (i), in which f

(x)
i and f

(y)
i represent, respectively, the

horizontal and vertical resultant force and ηi represents the
resultant moment. Benefitting from adopting joint coordi-
nate, there is no need to consider the reaction forces between
linked bodies in this dynamic equations construction. *e
forces and moments applied on body (i) resulting from
gravity and springs are depicted in Figure 7. In horizontal
direction, there is no applied force acting on mass center so
that f

(x)
i � 0. In vertical direction, only gravitational force

oriented in negative y-axis is applied through mass center,
which can be expressed as f

(y)
i � − mig. Both springs located

at joint (i) and (i+1) contribute moments to body (i). Define
Δθi � θi − θi− 1 as the relative rotational angle of body (i) to
body (i− 1), and denote by si the stiffness of the linear torsional
spring located at joint (i). Define M

(s)
i � siΔθi, and then the

moment associated with springs acting on the body (i) as
shown in Figure 7 can be expressed as ΔM(s)

i � M
(s)
i+1 − M

(s)
i .

In a similar way, when considering the moments due to the
linear dampers, denote by di the damping coefficient of the
damper located at joint (i), and define Δ _θi � _θi − _θi− 1 as the
relative rotational velocity of body (i) to body (i− 1), and
M

(d)
i � diΔ _θi. *en, the moment associated with rotational

dampers acting on body (i) can be represented by ΔM(d)
i �

M
(d)
i+1 − M

(d)
i .

To sum up, for body (i) the force array is hi � (0, − mig,

ΔM(s)
i + ΔM(d)

i )T, and for the top lumpedmass the force array
is htop � (0, − mtopg, 0)T. *en, the applied force array for the
system is derived as h � (hT

1 , . . . , hT
n , hT

top)T.
*e equations of motion for the system are derived by

substituting the obtained c, B, 􏽥M, and h into equation (3).
*e result can be written in a compact form by using matrix
and vector notation as follows:

M(θ)€θ + D _θ + Sθ + F(θ, _θ) � €uG (t)mι(θ). (6)

It is worth noting that the above ordinary differential
equations are nonlinear. *e matrixM(θ) is not constant. It
includes terms in form of cos(θi − θj) that are nonlinear
functions of the time dependent variable θi. *e vector
F(θ, _θ) represents an array of nonlinear forces, and it
contains terms in form of _θ

2
i and cos(θi − θj). It also con-

tains nonlinear terms of form sin θi because the effect of
gravity has been considered in the construction of the
equations of motion. On the right-hand side, the vector
mι(θ) includes cos(θi − θj) form of terms.

From a practical point of view, the angle of rotation θi is
so small that small angle approximation can be used to
linearize equation (6). *e linearized equations can be
expressed as follows by adopting the notation of 􏽢mi � mi+1+

· · · mn + mtop

M€θ + D _θ +(S − G)θ � €uG (t)mι, (7)

where M is the general mass matrix having the following
form:

M �

m1

3
+ 􏽢m1􏼒 􏼓l

2
1

m2

2
+ 􏽢m2􏼒 􏼓l1l2 . . .

mn

2
+ 􏽢mn􏼒 􏼓l1ln

m2

2
+ 􏽢m2􏼒 􏼓l2l1

m2

3
+ 􏽢m2􏼒 􏼓l

2
2 . . .

mn

2
+ 􏽢mn􏼒 􏼓l2ln

⋮ ⋮ ⋱ ⋮

mn

2
+ 􏽢mn􏼒 􏼓lnl1

mn

2
+ 􏽢mn􏼒 􏼓lnl2 . . .

mn

3
+ 􏽢mn􏼒 􏼓l

2
n

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

(8)

y

xO

uG (t)

θi

θn

θ1

Ground

(1)

(i)

(n)

(Top)

Figure 6: Reference frame and configuration of the multibody
system at some instant of time.

Δθi+1

Δθi

Mi
(s)

mig

M(s)
i+1

Figure 7: Forces applied on body (i).
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representing the general damping matrix having form as
follows:

D �

d1 + d2 − d2 . . . 0 0

− d2 d2 + d3 . . . 0 0

⋮ ⋮ ⋱ ⋮ ⋮

0 0 . . . dn− 1 + dn − dn

0 0 . . . − dn dn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (9)

and (S − G) can be considered as the general stiffness matrix
with S and G having the following forms, respectively:

S �

s1 + s2 − s2 . . . 0 0

− s2 s2 + s3 . . . 0 0

⋮ ⋮ ⋱ ⋮ ⋮

0 0 . . . sn− 1 + sn − sn

0 0 . . . − sn sn

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

,

G �

g
m1

2
+ 􏽢m1􏼒 􏼓l1 0 . . . 0

0 g
m2

2
+ 􏽢m2􏼒 􏼓l2 . . . 0

⋮ ⋮ ⋱ ⋮

0 0 . . . g
mn

2
+ 􏽢mn􏼒 􏼓ln

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

.

(10)

*e vectormι on the right-hand side of equation (7) has
form as follows:

mι �

m1

2
+ 􏽢m1􏼒 􏼓l1

m2

2
+ 􏽢m2􏼒 􏼓l2

⋮

mn

2
+ 􏽢mn􏼒 􏼓ln

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (11)

From the perspective of vibration mechanics, equation
(7) represents a linear vibrating system that has a fully
coupling mass matrix and excitation force induced by
ground acceleration. At the present stage, an UHV porcelain
arrester subjected to earthquake induced ground motion is
modeled as a multibody system, and its governing equations
of motion have been derived through joint coordinate
method.

2.2. Analysis with the Equations of Motion. After the linear
equation (7) has been established, the natural frequencies of
the system can be derived by solving the generalized ei-
genvalue problem of matrix (S − G) and M.

Seismic response history analysis can be taken by nu-
merically integrating equation (7) in time-steppingmethods.

*e methods commonly used include central difference
method and Newmark’s method [27]. Of greatest interests in
the investigation of arrester’s seismic performance are the
responses of the internal force and the relative displacement
and absolute acceleration at the top end. As soon as the
response history of θ, _θ, and €θ is evaluated, the top horizontal
displacement relative to the base can be expressed by ap-
plying small angle approximation as

􏽥xtop � − 􏽘

n

i�1
liθi. (12)

Similarly, the total absolute acceleration response at the
top end can be formulated as the following linear
approximation:

€xtop � €uG − 􏽘
n

i�1
li

€θi. (13)

*e response of the internal moment at joint (i) can be
expressed as follows:

Mi � − M
(s)
i � − si θi − θi− 1( 􏼁. (14)

Static analysis can also be carried out to the system. In order
to construct the equilibrium equations for the system subjected
to external static load, the applied forces array h should be
modified by removing the damping terms and adding external
forces at associated position. *en substitute it into equation
(3) and drop the inertia and damping terms; the static equi-
librium equations can be derived as the following expression:

BTh � 0. (15)

*e above equation is a system of nonlinear algebraic
equations with respect to the joint coordinate θ. New-
ton–Raphson method can be used to compute the value of θ.
*en the other concerned response quantities can be evaluated.
For example, the relationship between the lateral force and
displacement at the top end can be investigated analytically.

2.3. Parameters Specification. In a practical analysis, specific
values of the parameters in the system equation (7) should be
given. *e mass and length of the arrester units can be
obtained from the manufacturer. However, the stiffness at
cement joint is usually unknown. As described at the start of
this section, the torsional spring located at pin joint is
considered as two associated torsional springs connected in
series. Denote the rotational stiffness of the spring at the
bottom end of rod (i) as s−

i and that at the top end of rod
(i− 1) as s+

i− 1, and then the equivalent rotational stiffness si

can be evaluated as follows:

si �
s

−
i s

+
i− 1

s
−
i + s

+
i− 1

. (16)

*e values of s−
i and s+

i− 1 can be calculated through
equations (1) and (2), in which the cementing parameters
can be obtained from manufacturer. *us, the necessary
stiffness parameters of the model can be obtained through
the structural parameters of the equipment.
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When performing numerical calculation in response his-
tory analysis, the damping matrixD in the system equation (7)
needs to be specified. For lightly damped system that has
similar damping mechanisms distributed throughout the
structure, it is appropriate to assume that the system has
classical damping [27]. Rayleigh damping assumption is
usually adopted to construct the proportional damping matrix.
Accordingly, the damping matrix D can be constructed from
the following free vibration system induced by equation (7)
without gravity effect:

M€θ + D _θ + Sθ � 0. (17)

In this paper, stiffness proportional damping D � bS is
used to specify the damping matrix. *e coefficient b is
determined by the first natural circular frequency ω and the
first-order modal damping ratio ζ of the system (equation
(17)).

3. Model of an UHV Arrester Equipped with
Seismic Isolation Device

3.1. Modeling the Isolation Device. In this section, a model of
the seismic isolation device introduced in [12] which is
depicted in Figure 2 is presented. Denote by nd the number of
the LADs and by r the radius of the LAD circle. Construct two
axes as shown in Figure 8(a), such that the x-axis coincides
with the direction of the horizontal ground motion. Starting
from the positive x-axis, number the LADs successively in a
counterclockwise direction. Define the initial angle α as the
angle between x-axis and the first LAD. *en, the location of
LADi can be determined by the following angular expression:

αi � α +(i − 1)
2π
nd

. (18)

Under the assumption of connection steel plates being
rigid, the effective arm of force due to LADi about x′-axis can
be expressed as ai � r cos αi. Reduce the whole isolation
device to a planar system by means of regarding the con-
nection plates as rigid beams, treating the cushion block as a
hinged support fixed to the downside beam and pinned to
the midpoint of the upside beam, andmodeling each LAD as
a hysteretic spring placed at its projection on x-axis that
connects the two beams. *e schematic diagram of the
planar isolation system is depicted in Figure 8(b).

Denote by M0 the external bending moment applied to
the upside beam and θ0 the associated rotational angle
responding to the moment, which is shown in Figure 9. *e
moment-angle relationship of the planar isolation system is
derived theoretically in the following.

Denote the deformation of LADi caused by upside beam
rotation as xi. *en it can be expressed as a multiplication of
the rotational angle and the effective arm of force associated
with LADi as follows:

xi � θ0r cos αi. (19)

*e sign of xi indicates the deformation state of LADi in
a manner that positive means it is in tension, while negative
means it is in compression. Denote by fi the applied force

that induces the deformation xi of LADi. *en the moment
distributed on LADi is fir cos αi, and the external moment
M0 is the summation of those distributions as follows:

M0 � 􏽘

nd

i�1
fir cos αi. (20)

Once the relationship between fi and xi for an indi-
vidual LAD is given, the relationship between M0 and θ0 can
be determined through equations (18)–(20).

For LADi assembled in the isolation device, the classical
Bouc–Wen model from [28] is used to describe its hysteretic
characteristic. *e relationship between its hysteretic restoring
force historyfi(t) and deformation displacement history xi(t)

can be described by an operator ΦBW: xi(t)⟶ fi(t), which
is governed by the following equations:

fi � λ
Fy

δ
xi +(1 − λ)Fyzi,

_zi �
_xi

δ
A − β + csgn _xizi( 􏼁( 􏼁|z|

p
( 􏼁,

⎧⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

(21)

where Fy is denoted as yield force, δ represents yield dis-
placement, λ is the parameter of postyielding stiffness ratio,
zi is a dimensionless quantity served as an auxiliary internal
state variable that obeys a single nonlinear differential
equation, the model parameters A, β, c, and p are dimen-
sionless quantities controlling the shape of the hysteresis
loop, and sgn (·) is the signum function. For mathematical
and physical consistency discussed in [29], two constraints,
A � 1 and β + c � 1, are imposed to reduce the Bouc–Wen
model to a strain-softening formulation with well-defined
mechanical properties.

Combining equations (19)–(21) and applying the fol-
lowing equality for positive integer n as n> 2

􏽘
n

i�1
cos2 α +(i − 1)

2π
n

􏼒 􏼓 �
n

2
, (22)

it can be derived that the relationship between M0 and θ0 of
the isolation device with LADs in Bouc–Wen type is gov-
erned by the following equations:

M0 �
nd

2
λ

Fy

δ
r
2θ0 +(1 − λ)Fyr 􏽘

nd

i�1
zi cos αi,

_z1 �
r

δ
_θ0 cos α1 1 − β + csgn _θ0z1 cos α1􏼐 􏼑􏼐 􏼑 z1

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌
p

􏼐 􏼑,

⋮

_znd
�

r

δ
_θ0 cos αnd

1 − β + csgn _θ0znd
cos αnd

􏼐 􏼑􏼐 􏼑 znd

􏼌􏼌􏼌􏼌􏼌

􏼌􏼌􏼌􏼌􏼌
p

􏼒 􏼓.

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(23)

From a mechanical point of view, the above equations
can be considered as the constitutive equations of a hys-
teretic torsional spring with a group of nd internal state
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variables. *e initial rotational stiffness of the isolation
device, denoted by s0, is defined as

s0 �
dM0

dθ0
|t�0 �

_M0
_θ0

|t�0. (24)

Based on equations (22), (23) and the initial conditions
zi(0) � 0 for i � 1, . . . , nd, we can derive that

s0 �
nd

2
Fy

δ
r
2
. (25)

*e above equation shows that the initial stiffness of the
isolation device can be determined by the structural pa-
rameters of the device and the mechanical characteristics of
the LAD. *is analytic expression can be used in estimating
the fundamental frequency of the isolated equipment. It is
worth noting that the above derivation can be easily ex-
tended to the isolation device with LADs modeled by other

types of, for example, bilinear or multilinear, hysteresis
model.

3.2. Modeling the Isolated UHV Porcelain Arrester. *e
model of an UHV porcelain arrester equipped with the
isolation device is depicted in Figure 10. *e downside rigid
beam of the isolation system is fixed to the ground. *e
upside rigid beam is indexed as body (0) and pinned to the
body (1). *e spring and damper attached to the bottom end
of body (1) are connected to the body (0). So the isolated
arrester consisting of n units and one grading ring is
modeled as a (n+ 2)-body system.

Choose the absolute rotational angles θ0, θ1, . . . , θn as the
joint coordinates of the isolated system.*en the coordinate
of body (0) can be formulated as c0 � (uG(t), 0, θ0)

T.
Compared with those arrester units, the mass of the upside
plate in the isolation device is so small that it can be
neglected. Accordingly, the mass matrix 􏽥M0 is a 3 × 3 zero
matrix, and the applied force array on body (0) can be
expressed as h0 � (0, 0, M

(s)
1 + M

(d)
1 − M0)

T, where M
(s)
1 �

s1(θ1 − θ0), M
(d)
1 � d1(

_θ1 − _θ0) and M0 is the moment due
to the isolation system having expression of equation (23).
*en, the body configuration, the mass matrix, the applied
forces array, and the velocity transformation matrix of the
isolated system can be constructed easily.

*e governing equations of motion for the isolated
system are derived, and by applying small angle approxi-
mation, they can be expressed in matrix and vector notation
as follows:

0 0

0 M
􏼢 􏼣

€θ0
€θ

⎡⎣ ⎤⎦ +
d1 − d1e

T
1

− d1e1 D
⎡⎣ ⎤⎦

_θ0
_θ

⎡⎣ ⎤⎦ +
s1 − s1e

T
1

− s1e1 S − G
⎡⎣ ⎤⎦,

θ0
θ

􏼢 􏼣 +
M0

0
􏼢 􏼣 � €uG (t)

0
mι

􏼢 􏼣 (26)

where e1 is a column vector of n elements with the first one
being 1 and the others being 0. Equation (26) has a singular
massmatrix. From a physical point of view, it represents that a
hysteretic spring is directly connected in series to the base
spring of the nonisolated system. *us, the estimation of the
fundamental frequency of the isolated system can be obtained
through replacing s1 in S by (s0s

−
1 /s0 + s−

1 ) and solving the

generalized eigenvalue problems of (S − G) and M. To solve
equations (26), (23) has to be combined with; that results in a
system of n second-order equations and nd + 1 first-order
equations. Convert the equations into first-order form and
choose θ, _θ, θ0, z1, . . . , znd

as the state variables. Because of
equation (23), the first-order system can be solved by a solver
for fully implicit ordinary differential equations.

1

23

4

5

α1 = α
x

x′

a1

(a) (b)

Figure 8: Model of the isolation device: (a) effective arm of force, (b) planar isolation system.

θ0

M0

xi

ai

Figure 9: Moment and associated angle of the planar isolation
system.
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4. Analysis of an UHV Porcelain
Arrester Specimen

In this section, a 1000 kV porcelain arrester specimen is
analyzed by using the proposed method. *e specimen is
composed of five units of the same type and one different
base unit. *e cementing parameters of these units are listed
in Table 1. *e rotational stiffness parameters are calculated
and listed in Table 2 together with the mass and length
parameters.

*e specimen of arrester was experimentally investi-
gated in [21] for its flexural performance. Two levels of
static testing were carried out to investigate the relationship
between the force and horizontal displacement at the top
free end. In the following computation, the gravitational
acceleration is fixed to be g � 9.8m · s− 2. *e analytical
results compared with the testing results are depicted in
Figure 11. It shows very good agreement between them
when loading does not exceed 35 kN. *e analytical dis-
placement to the first maximum 26.99 kN force is
167.33mm, which has relative error 1% to the testing result
of 169.02mm, while under second maximum 43.10 kN
lateral force, the analytical displacement is 267.15mm,
which has a relative error of 29.02% to the testing result of
376.39mm. *e reason why relative error increases can be
summarized as the following statement. *e force of
43.10 kN is nearly the lateral static load which could cause
collapse of this specific arrester. *e stiffness would de-
crease when cement joint experiences large deformations
exceeding the range of linear stiffness. However, the
computation has been performed without considering this
nonlinear phenomenon of stiffness reduction.

*e following presents a numerical analysis on the ef-
fectiveness of the seismic isolation device.*e number of the
LADs in the adopted device is nd � 8 and the radius of the
circle is r � 0.305m. *e LAD has the following parameters:
Fy � 22.0 kN, δ � 0.2mm, λ � 0.02, β � c � 0.5, and p � 1.

*e fundamental frequency of the nonisolated arrester is
calculated to be 1.57Hz. After equipment with the isolation
device, the fundamental frequency decreases to 1.24Hz. For
response history analysis, the input ground motion chosen
here is an artificial acceleration history generated according
to the required response spectrum (RRS) in the Chinese
Code [20]. *e artificial accelerogram is shown in Figure 12,
and its response spectrum and the RRS are shown in Fig-
ure 13. It is normalized to have 1g peak ground acceleration
(PGA). *is motion is scaled with desired PGA to fit the
required seismic qualification level and scaled up by a factor
of 1.4 to represent the dynamic amplification of the sup-
porting structure.

At seismic qualification level of 0.2 g, with assumed
damping ratio ζ � 2%, under situation of α � 0 (see Fig-
ure 8), numerical computations are carried out. *e re-
sponse histories of the internal moment at each joint are
then calculated. Comparison of the internal base moment
between nonisolated and isolated system is shown in Fig-
ure 14. It is evident that there is a noticeable decrease of the
base moment over the whole duration of the groundmotion.
*e peak value of the base moment shifted from 2.52 ×

105N · m to 0.42 × 105N · m with a reduction of 83.2%. *e
response histories of the absolute acceleration at the top free
end of the nonisolated and isolated system are shown in
Figure 15. Similar to the base moment, the response of the
top absolute acceleration has a noticeable reduction in the
whole duration. *e peak value changes from − 1.26 g to
− 0.45 g with a 64.3% decrease in magnitude. In contrast to
the base moment and the top absolute acceleration, the
response of the relative displacement at the top free end
increases in some duration of the motion, which is shown in
Figure 16. *e peak value changes from 126mm to 166mm
with an increase of 31.4%. It is worth noting in Figure 16 that
there is residual displacement at the end of motion, which is
due to the hysteretic property of the isolation device.

In order to show the influence of the parameters of the
device to the response, the maximum magnitudes of three
selected quantities, the base moment (BM), top absolute
acceleration (TAA), and top relative displacement (TRD),
are calculated for the nonisolated and isolated system with
damping of 1%, 2%, and 5% and at two seismic qualification
levels of 0.2 g and 0.4 g. As the number of LADs in the
isolation device is 8, these quantities are also calculated
under α � 0 and α � (π/8).*e results and their changes due
to the isolation device are illustrated in Figures 17–19.
Firstly, these selected quantities of the nonisolated system
are proportional to the seismic qualification level because of
the linearity of the system.*e isolated system does not have
this property due to the nonlinearity introduced by the
isolation device. It can be seen from Figure 17 that the
effectiveness of the isolation system is significant in terms of
reducing the maximum BM. *e damping ratio has less
influence on the maximum BM of the isolated system than
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Figure 10: Reference frame and configuration of the isolated
multibody system at some instant of time.
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Table 1: Cementing parameters of the porcelain arrester specimen.

Unit End hc (m) te (m) dc (m)

Base unit ± 0.200 0.010 0.495
Units 1∼5 ± 0.200 0.010 0.510

Table 2: Multibody model parameters of the porcelain arrester specimen.

Body Index mi (kg) li (m) si (N · m · rad− 1)

Base unit 1 300 0.623 9.9 × 107
Unit 1 2 912 2.115 5.0 × 107
Units 2∼5 3∼6 912 2.115 5.1 × 107
Grading ring Top 380 — —
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that of the nonisolated system. *is is because the isolation
device contributes the most damping effect in the isolated
system. *e parameter α has little influence on the maxi-
mum BM of the isolated system, which is expected. Figure 18
shows that the maximum TAA varies with the parameters of
α, ζ and seismic level in a similar way to the maximum BM

illustrated in Figure 17. *e reduction of the TAA is also
large but less than that of the BM. In contrast to the BM and
TAA, Figure 19 shows that the maximum TRD is increased
by the isolation system. *e increase is notable especially at
0.4 g seismic qualification level. *e maximum TRD is
slightly influenced by ζ and relatively sensitive to α.
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5. Conclusions

In this paper, a novel modelingmethod has been proposed for
the seismic analysis of UHV porcelain arresters equipped with

an isolation device. An UHV porcelain arrester has been
modeled as a planar multibody system based on the fact that
the stiffness distribution is uneven along the axial direction of
the arrester. A joint coordinate method has been chosen to
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construct the governing equations of motion. *e number of
the DOF of the multibody system equals the number of the
arrester units, which is usually less than 6.*is is beneficial to
analysis requiring less numerical computation for deter-
mining the optimal design of the isolation device.

With regard to the seismic isolation device, classical
Bouc–Wen hysteretic model has been used in modeling its
core energy dissipation components. *e entire device has
been reduced to a planar system, and its mechanical char-
acteristic has been derived theoretically. *e governing
equations of motion for the isolated arrester have been
constructed naturally by embedding the isolation system
into the nonisolated multibody system. From a mechanical
point of view, the isolation device is represented as a hys-
teretic rotational spring with a number of internal state
variables. Its initial rotational stiffness is formulated in terms
of the structural and mechanical parameters of the isolation
device. *is analytic expression can be used to estimate the
fundamental frequency of the isolated equipment, which can
guide the design of the isolation device.

An UHV porcelain arrester specimen has been analyzed
by the proposed method. In the static analysis the rela-
tionship between lateral loading and displacement at the top
free end shows good agreement with the test results before
failure occurs. *e relative error increases when loading
force exceeds a limit which indicates that the nonlinearity of
the stiffness at joints should be considered in the situation of
near failure. *is behavior could be studied in future re-
search work. *e presented numerical analysis shows that
the effectiveness of the isolation device is significant in terms
of reducing the maximum base moment. *e reduction of
the maximum top absolute acceleration is also noticeable.
However, the enlargement of the top relative displacement at
high seismic qualification level is a disadvantage of the
isolation device.

*e proposed method primarily focuses on modeling
UHV porcelain arresters, while it can be extended to model
other porcelain post electrical equipment, such as insulator
and capacitor voltage transformer.
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*is study develops a modified elliptic harmonic balance method (EHBM) and uses it to solve the force and displacement
transmissibility of a two-stage geometrically nonlinear vibration isolation system. Geometric damping and stiffness nonlinearities
are incorporated in both the upper and lower stages of the isolator. After using the relative displacement of the nonlinear isolator,
we can numerically obtain the steady-state response using the first-order harmonic balance method (HBM1). *e steady-state
harmonic components of the stiffness and damping force are modified using the Jacobi elliptic functions. *e developed EHBM
can reduce the truncation error in the HBM1. Compared with the HBM1, the EHBM can improve the accuracy of the resonance
regimes of the amplitude-frequency curve and transmissibility.*e EHBM is simple and straightforward. It canmaintain the same
form as the balancing equations of the HBM1 but performs better than it.

1. Introduction

Nonlinearity has become the focus of recent research studies
on improving vibration isolation performance [1, 2]. Many of
them have the configuration of geometrically nonlinear
springs [3–5] and dampers [6–8] whose arrangement can
obtain low dynamic stiffness, thereby reducing the natural
frequency without inducing large static deflection [9,10].
Furthermore, two-degree-of-freedom (2-DOF) vibration
isolation systems with quasi-zero-stiffness (QZS) and geo-
metrically nonlinear damping have been studied [11–14]. Lu
et al. showed that both the force and displacement trans-
missibilities are mitigated in the isolation range as the hor-
izontal stiffnesses in both stages are increased [11].
Comparing three kinds of nonlinear 2-DOF vibration iso-
lation models, which are grounded-grounded, bottom-
springs grounded, and top-springs grounded isolators, Wang
et al. found that the bottom-springs grounded isolator has the

best isolation performance when the excitation force am-
plitude is small [12]. *e vibrational power flow method was
applied to investigate the performance of a 2-DOF nonlinear
isolation system [15]. Recently, Yang et al. illustrated that the
addition of a nonlinear inertance mechanism to a QZS iso-
lator could enhance vibration isolation performance [16].
Deng et al. illustrated that a multilayer QZS combined system
might give distinguished isolation performance in low-fre-
quency regime without losing supporting stability [17].

*e harmonic balance method (HBM) is a technique for
solving the equations of motion of strongly nonlinear os-
cillators in the papers mentioned above. However, when
these nonlinear equations of motion are solved using the
HBM, the truncation error is induced when the high-order
harmonic components are neglected. To improve the results’
accuracy, complex and numerous balance equations should
be included [18–20]. Some modified methods, such as an
incremental HBM [21], two-timescale HBM [22], and the
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HBM with prior linearization [23], have been presented. In
this respect, Zhou et al. illustrated that an accurate ap-
proximation solution for the resonance response of har-
monically forced strongly nonlinear oscillator could be
obtained by linearizing the governing equation before
harmonic balancing [24].

Jacobi elliptic functions are widely used to solve the
nonlinear dynamical systems [19, 25], especially for strongly
nonlinear problems [26–28]. *e exact solutions for certain
conservative nonlinear solutions can be directly solved using
the Jacobi elliptic functions, which can be equivalent to the
Fourier series expansion with high orders [26]. A nonlinear
vibration isolation systemwith a negative stiffnessmechanism
was investigated using the averaging method [29]. However,
when the elliptic harmonic balance method is applied to solve
two or multiple DOFs systems, the number of equations
obtained by harmonic balancing is not equal to that of un-
knowns [30]. For this issue, Chen and Liu analysed a 2-DOF
self-excited oscillator with strongly cubic nonlinearity by an
additional equation prior to harmonic balancing using Jacobi
elliptic functions [30]. Using an elliptic balancemethod, Elias-
Zuniga and Beatty obtained the forced response of a 2-DOF
undamped system with cubic nonlinearity [31]. Cveticanin
proposed an approximate method for solving coupled
strongly nonlinear differential equations with small nonlin-
earities based on the Krylov-Bogolyubov procedure with
Jacobi elliptic functions [32]. Recently, Wu and Tang mod-
ified the harmonic components of the first-order terms of the
damping and stiffness force of a single DOF nonlinear iso-
lation system using Jacobi elliptic functions [33].

Herein, we developed an elliptic harmonic balance method
(EHBM) and used it to obtain the transmissibility of a two-
stage geometrically nonlinear vibration isolation system. *e
geometrically nonlinear damping and stiffness are included in
both the upper and lower stages to improve the isolation
characteristics. *e steady-state response of the two-stage vi-
bration isolator is derived using Jacobi elliptic functions and
trigonometric functions. Using Jacobi elliptic functions, we
modified the first-order harmonic balance method (HBM1)
according to the orthogonal relationship between force com-
ponents. After calculating the amplitude-frequency charac-
teristics, we can obtain the force and displacement
transmissibility. *e accuracy of the results is analysed.

2. A Two-Stage Geometrically Nonlinear
Vibration Isolator

A two-stage nonlinear vibration isolator is shown in
Figure 1. In addition to the suspended mass and the vertical
springs and dampers, horizontal springs and dampers are
inserted in each stage to produce geometric nonlinearity
[3–8]. *e exciting force is applied in the vertical direction.
*e relative displacement between each adjacent stage are
given by xr � x1 − x2 and xm � x2 − xe, respectively, where
x1 is the displacement of the mass of the upper stage ms1, x2
is the displacement of the mass of the lower stage ms2, and xe

is the displacement of the base. *e force transmitted from
ms1 to ms2 and the force transmitted from ms2 to the
basement are given by

fr xr, _xr( 􏼁 � cv1 _xr + 2ch1
x
2
r

x
2
r + l

2
1

_xr + kv1xr

+ 2kh1 1 −
l01������

x
2
r + l

2
1
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(1a)
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x
2
m + l

2
2
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(1b)

where cv1 and ch1 are the damping coefficients of the vertical
and horizontal dampers of the upper stage, cv2 and ch2 are the
damping coefficients of the vertical and horizontal dampers
of the lower stage, kv1 and kh1 are the stiffnesses of the
vertical and horizontal springs of the upper stage, kv2 and kh2
are the stiffnesses of vertical and horizontal springs of the
lower stages, l1 and l2 are the lengths of the upper and lower
horizontal springs between the suspended mass and host
structure in the state of rest, and l01 and l02 are the free
lengths of the horizontal springs of the upper and lower
stages, respectively.

If the relative displacement between each adjacent stage
is less than 20 percent of the length of the horizontal spring,
the series expansion of the forces fr and fm shown in
equations (1a) and (1b) can be approximated as [8, 33]
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where fdr and fdm are the approximated damping forces
when x2

r/(x2
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Figure 1: Model of a two-stage nonlinear vibration isolator.
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������
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3
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m, where

kr1 � kv1 − 2kh1(l01/l1 − t1), kr3 � kh1l01/l31, km1 � kv2 −

2kh2(l02/l2 − t1), and km3 � kh2l02/l32, and the percentage
error is less than four percent [8,34]. It should also be
noticed that if the amplitude of the excitation is large, so that
the force-deflection characteristic of the two-stage system
cannot be approximately described by a series expansion to
the third order as in equations (2a) and (2b), the nonlinearity
induces undesirable effects [35].

For the force excitation case, where the base displace-
ment xe � 0, x1 � xr + xm, and x2 � xm, the equations of
motion are written as
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where Fe is the excitation force amplitude and ωe is its
frequency.

Setting l1 � l2, the nondimensional forms of equations
(3a) and (3b) become
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)/􏽢l

2
,

ζn2 � ζh2(1 − 􏽢l
2
)/􏽢l

2
, Ω21 � kr1/kv1, Ω22 � km1/kv1, c1 �

kr3x
2
s /kv1, c2 � km3x

2
s /kv1, 􏽢fdr � 2ζv1􏽢xr

′ + 4ζn1􏽢x2
r 􏽢xr
′, 􏽢fsr �

Ω21􏽢xr + c1􏽢x3
r , 􏽢fdm � 2ζv2􏽢xm

′ + 4ζn2􏽢x2
m􏽢xm
′ , and 􏽢fsm �

Ω22􏽢xm + c2􏽢x3
m.

When the excitation force fe � 0 and the base dis-
placement xe � Xe cos(ωet), where Xe and ωe are the base
excitation amplitude and frequency, the equations of motion
of the base excited system are given by

􏽢xr
″ + 􏽢xm
″ + 􏽢fdr + 􏽢fsr � Ω2 􏽢Xe cos(Ωτ), (5a)

μ􏽢xm
″ + 􏽢fdm + 􏽢fsm − 􏽢fdr − 􏽢fsr � μΩ2 􏽢Xe cos(Ωτ), (5b)

where 􏽢Xe � Xe/xs.

3. Elliptic Harmonic Balance Method

3.1. HBM1. *e solutions of equations (4a) and (4b) are
assumed as

􏽢xr(τ) � 􏽢Xr cos Ωτ + ϕr( 􏼁, (6a)

􏽢xm(τ) � 􏽢Xm cos Ωτ + ϕm( 􏼁, (6b)

where 􏽢Xr is the nondimensional amplitude of the relative
displacement between ms1 and ms2, 􏽢Xm is the nondimen-
sional amplitude of the relative displacement between ms2
and the base, ϕr is the phase difference between the relative
displacement 􏽢xr and the excitation force, and ϕm is the phase
difference between the relative displacement 􏽢xm and the
excitation force.

*e nondimensional damping and stiffness force can be
approximately written as 􏽢fdr ≈ 􏽥αr(

􏽢Xr)sin(Ωτ + ϕr), 􏽢fsr ≈
􏽥βr(

􏽢Xr)cos(Ωτ + ϕr), 􏽢fdm ≈ 􏽥αm( 􏽢Xm)sin(Ωτ + ϕm), and
􏽢fsm ≈ 􏽥βm( 􏽢Xm)cos(Ωτ + ϕm), where 􏽥αr, 􏽥βr, 􏽥αm, and 􏽥βm are
the amplitudes of the first order of series expansion of 􏽢fdr,
􏽢fsr, 􏽢fdm, and 􏽢fsm at the steady-state response, respectively,
which can be expressed as follows [18]:

􏽥αr
􏽢Xr􏼐 􏼑 ≈
Ω
π

􏽚
(2π/Ω)

0
􏽢fdr

􏽢Xr cos Ωτ + ϕr( 􏼁, − 􏽢XrΩ sin Ωτ + ϕr( 􏼁􏼐 􏼑sin Ωτ + ϕr( 􏼁dτ, (7a)

􏽥βr
􏽢Xr􏼐 􏼑 ≈
Ω
π

􏽚
(2π/Ω)

0
􏽢fsr

􏽢Xr cos Ωτ + ϕr( 􏼁, − 􏽢XrΩ sin Ωτ + ϕr( 􏼁􏼐 􏼑cos Ωτ + ϕr( 􏼁dτ, (7b)

􏽥αm
􏽢Xm􏼐 􏼑 ≈
Ω
π

􏽚
(2π/Ω)

0
􏽢fdm

􏽢Xm cos Ωτ + ϕm( 􏼁, − 􏽢XmΩ sin Ωτ + ϕm( 􏼁􏼐 􏼑sin Ωτ + ϕm( 􏼁dτ, (7c)

􏽥βm
􏽢Xm􏼐 􏼑 ≈
Ω
π

􏽚
(2π/Ω)

0
􏽢fsm

􏽢Xmcos Ωτ + ϕm( 􏼁, − 􏽢XmΩsin Ωτ + ϕm( 􏼁􏼐 􏼑cos Ωτ + ϕm( 􏼁dτ. (7d)

Substituting equations (6a) and (6b) into equations (4a)
and (4b) and equating coefficients of the harmonic

components sin(Ωτ + ϕr), cos(Ωτ + ϕr), sin(Ωτ + ϕm), and
cos(Ωτ + ϕm), we obtain
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−
Ω2 􏽢Xm sin(θ)

Ω 􏽢Xr

􏽢xr
′(τ) + 􏽢fdr � −

􏽢Fe sin ϕr( 􏼁

Ω 􏽢Xr

􏽢xr
′(τ),

(8a)

􏽢Xr + 􏽢Xm cos(θ)

􏽢Xr

􏽢xr
″(τ) + 􏽢fsr �

􏽢Fe cos ϕr( 􏼁

􏽢Xr

􏽢xr(τ),

(8b)

Ω2 􏽢Xr sin(θ)

Ω 􏽢Xm

􏽢xm
′(τ) + 􏽢fdm � −

􏽢Fe sin ϕm( 􏼁

Ω 􏽢Xm

􏽢xm
′(τ),

(8c)

(1 + μ) 􏽢Xm + 􏽢Xr cos(θ)

􏽢Xm

􏽢xm
″(τ) + 􏽢fsm �

􏽢Fe cos ϕm( 􏼁

􏽢Xm

􏽢xm(τ),

(8d)

where 􏽢xr
′(τ) � − Ω 􏽢Xr sin(Ωτ + ϕr), 􏽢xr

″(τ) � − Ω2 􏽢Xr cos
(Ωτ + ϕr), 􏽢xm

′(τ) � − Ω 􏽢Xm sin(Ωτ + ϕm), 􏽢xm
″(τ) � − Ω2 􏽢Xm

cos(Ωτ + ϕm), and θ � ϕm − ϕr.
Combining equations (7a)–(7d) and (8a)–(8d), the

amplitude-frequency equations of equations (4a) and (4b)
are given by

􏽥αr ≈ 􏽢Fe sin ϕr( 􏼁 +Ω2 􏽢Xm sin ϕr − ϕm( 􏼁, (9a)

􏽥βr − Ω2 􏽢Xr ≈ 􏽢Fe cos ϕr( 􏼁 +Ω2 􏽢Xm cos ϕr − ϕm( 􏼁, (9b)

􏽥αm ≈ 􏽢Fe sin ϕm( 􏼁 +Ω2 􏽢Xr sin ϕm − ϕr( 􏼁, (9c)

􏽥βm − (1 + μ)Ω2 􏽢Xm ≈ 􏽢Fe cos ϕm( 􏼁 +Ω2 􏽢Xr cos ϕm − ϕr( 􏼁.

(9d)

3.2. Jacobi Elliptic Function Solutions. Using Jacobi elliptic
functions, we assume that the steady-state solutions of
equations (4a) and (4b) are in the following form:

􏽢xr(τ) � 􏽢Xrcn ψr|mr( 􏼁, (10a)

􏽢xr
′(τ) � − 􏽢Xrωrsn ψr|mr( 􏼁dn ψr|mr( 􏼁, (10b)

􏽢xm(τ) � 􏽢Xmcn ψm|mm( 􏼁, (10c)

􏽢xm
′(τ) � − 􏽢Xmωmsn ψm|mm( 􏼁dn ψm|mm( 􏼁, (10d)

where ψr � ωrτ + φr and ψm � ωmτ + φm are the complete
phases, mr and mm are the squares of the elliptic modulus, ωr

and ωm are the Jacobi elliptic frequencies, and φr and φm are
the Jacobi phases of the corresponding displacement re-
sponses, respectively. It should also be noticed that
zcn (ψ|m)/zψ � − sn(ψ|m)dn(ψ|m). Following a similar
procedure in [33], the relationship between the second
derivative and the linear and cubic terms of equations (10a)
and (10c) are given by

􏽢xr
″(τ) � − ω2

r 1 − 2mr( 􏼁􏽢xr(τ) −
2mrω

2
r 􏽢xr(τ)

3

􏽢X
2
r

, (11a)

􏽢xm
″(τ) � − ω2

m 1 − 2mm( 􏼁􏽢xm(τ)
2mmω

2
m􏽢xm(τ)

3

􏽢X
2
m

. (11b)

Substituting equations (10a) and (10c) and equations
(11a) and (11b) into equations (8b) and (8d), respectively,
the equations of the cosine harmonic component become

􏽢Xr + 􏽢Xm cos(θ)

􏽢Xr

ω2
r 1 − 2mr( 􏼁􏽢xr(τ) +

2mrω
2
r 􏽢xr(τ)

3

􏽢X
2
r

⎛⎝ ⎞⎠ � Ω21 −
􏽢Fe cos ϕr( 􏼁

􏽢Xr

􏼠 􏼡􏽢xr(τ) + c1􏽢xr(τ)
3
, (12a)

(1 + μ) 􏽢Xm + 􏽢Xr cos(θ)

􏽢Xm

ω2
m 1 − 2mm( 􏼁􏽢xm(τ) +

2mmω
2
m􏽢xm(τ)

3

􏽢X
2
m

⎛⎝ ⎞⎠ � Ω22 −
􏽢Fe cos ϕm( 􏼁

􏽢Xm

􏼠 􏼡􏽢xm(τ) + c2􏽢xm(τ)
3
. (12b)

Equating the coefficients of 􏽢xr(τ) and 􏽢xr(τ)3 of equation
(12a), the coefficients of 􏽢xm(τ) and 􏽢xm(τ)3 of equation (12b)
give

ω2
r �
Ω21 􏽢Xr − 􏽢Fe cos ϕr( 􏼁 + c1

􏽢X
3
r

􏽢Xr + 􏽢Xm cos(θ)􏼐 􏼑
, (13a)

mr �
c1

􏽢X
3
r

2 Ω21 􏽢Xr − 􏽢Fe cos ϕr( 􏼁 + c1
􏽢X
3
r􏼒 􏼓

, (13b)

ω2
m �
Ω22 􏽢Xm − 􏽢Fe cos ϕm( 􏼁 + c2

􏽢X
3
m

(1 + μ) 􏽢Xm + 􏽢Xr cos(θ)
, (13c)

mm �
c2

􏽢X
3
m

2 Ω22 􏽢Xm − 􏽢Fe cos ϕm( 􏼁 + c2
􏽢X
3
m􏼒 􏼓

. (13d)

When Ω21 > 0, Ω
2
2 > 0, c1 > 0, and c2 > 0, the relationship

between the excited frequency Ω and the Jacobi elliptic
frequencies ωr and ωm can be expressed as

Ω �
πωr

2K mr( 􏼁
�

πωm

2K mm( 􏼁
, (14)

where K(mr) and K(mm) are the complete elliptic integrals
of the first kind when 0<mr, mm < 1/2.
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3.3. Modifying the Stiffness Force Components. Because
equations (7a) and (7d) are the first-order harmonic compo-
nents, both the damping force components 􏽥αr and 􏽥αm and the
stiffness force components 􏽥βr and 􏽥βm are approximate terms.
*e stiffness force components 􏽥βr and 􏽥βm are first modified
using Jacobi elliptic functions.

Using equation (14), ϕr � πφr/2K(mr), and
ϕm � πφm/2K(mm), equations (7b) and (7d) can be re-
written as

􏽥βr ≈
ωr

2K mr( 􏼁
􏽚

4K mr( )/ωr( )

0
􏽢fsr 􏽢xr, 􏽢xr

′( 􏼁cos
πψr

2K mr( 􏼁
􏼠 􏼡dτ,

(15a)

􏽥βm ≈
ωm

2K mm( 􏼁
􏽚

4K mm( )/ωm( )

0
􏽢fsm 􏽢xm, 􏽢xm

′( 􏼁cos
πψm

2K mm( 􏼁
􏼠 􏼡dτ.

(15b)

Substituting the first Fourier series expansion of
cn(ψr|mr) ≈ cr cos(πψr/2K(mr)) and cn(ψm|mm) ≈
cm cos(πψm/2K(mm)), where πψr/2K(mr) and πψm/2K

(mm) are the approximate phases of the displacement re-
sponses 􏽢xr and 􏽢xm respectively, into equations (15a) and
(15b), the modified stiffness components become

􏽥βre ≈
1

2crK mr( 􏼁
􏽚
4K mr( )

0
􏽢fsr 􏽢xr, 􏽢xr

′( 􏼁cn ψr|mr( 􏼁dψr, (16a)

􏽥βme ≈
1

2cmK mm( 􏼁
􏽚
4K mm( )

0
􏽢fsm 􏽢xm, 􏽢xm

′( 􏼁cn ψm|mm( 􏼁dψm,

(16b)

where cr � 2π ��
qr

√ / ���
mr

√
K(mr)(1 + qr), cm � 2π ���

qm

√ / ���
mm

√
K

(mm)(1 + qm), qr � exp(− πK(1 − mr)/K(mr)), and qm �

exp(− πK(1 − mm)/K(mm)).

3.4. Modifying the Damping Force Components. Similar to
the stiffness force components modification, equations (7a)
and (7c) can be expressed as

􏽥αr ≈
ωr

2K mr( 􏼁
􏽚

4K mr( )/ωr( )

0
􏽢fdr 􏽢xr, 􏽢xr

′( 􏼁sin
πψr

2K mr( 􏼁
􏼠 􏼡dτ,

(17a)

􏽥αm ≈
ωm

2K mm( 􏼁
􏽚

4K mm( )/ωm( )

0
􏽢fdm 􏽢xm, 􏽢xm

′( 􏼁sin
πψm

2K mm( 􏼁
􏼠 􏼡dτ.

(17b)

Substituting the first Fourier series expansion of
sn(ψr|mr)dn(ψr|mr) ≈ ar sin(πψr/2K(mr)) and sn

(ψm|mm)dn(ψm|mm) ≈ am sin(πψm/2K(mm)) into equa-
tions (17a) and (17b), the modified damping components
become

􏽥αre ≈
1

2arK mr( 􏼁
􏽚
4K mr( )

0
􏽢fdr 􏽢xr, 􏽢xr

′( 􏼁sn ψr|mr( 􏼁dn ψr|mr( 􏼁dψr, (18a)

􏽥αme ≈
1

2amK mm( 􏼁
􏽚
4K mm( )

0
􏽢fdm 􏽢xm, 􏽢xm

′( 􏼁sn ψm|mm( 􏼁dn ψm|mm( 􏼁dψm, (18b)

where ar � π2 ��
qr

√ / ���
mr

√
K2(mr)(1 + qr) and am � π2 ���

qm

√ /
���
mm

√
K2(mm)(1 + qm).

3.5. EHBM. When the modified stiffness and damping force
components shown in equations (16a), (16b), (18a), and
(18b) are obtained, we rewrite equations (9a)–(9d) as

􏽥αre ≈ 􏽢Fe sin ϕr( 􏼁 +Ω2 􏽢Xm sin ϕr − ϕm( 􏼁, (19a)

􏽥βre − Ω2 􏽢Xr ≈ 􏽢Fe cos ϕr( 􏼁 +Ω2 􏽢Xm cos ϕr − ϕm( 􏼁, (19b)

􏽥αme ≈ 􏽢Fe sin ϕm( 􏼁 +Ω2 􏽢Xr sin ϕm − ϕr( 􏼁, (19c)

􏽥βme − (1 + μ)Ω2 􏽢Xm ≈ 􏽢Fe cos ϕm( 􏼁 +Ω2 􏽢Xr cos ϕm − ϕr( 􏼁.

(19d)

Using equations (9a)–(9d) and (19a)–(19d), we plot the
orthogonal relationship between force components on ms1
and ms2 in Figures 2(a) and 2(b), respectively. It shows how
the EHBM improves the accuracy of the results.

4. Force and Displacement Transmissibility

*is section solves the transmissibility of the two-stage
nonlinear vibration isolator using the HBM1 and EHBM and
discusses the results.
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4.1. Amplitude-Frequency Characteristics. Integrating
equations (7a)–(7d) and substituting the results into
equations (9a)–(9d), we obtain

− 􏽢XrΩ 2ζv1 + ζn1
􏽢X
2
r􏼒 􏼓 ≈ 􏽢Fe sin ϕr( 􏼁 +Ω2 􏽢Xm sin ϕr − ϕm( 􏼁, (20a)

Ω21 􏽢Xr +
3c1

􏽢X
3
r

4
− Ω2 􏽢Xr ≈ 􏽢Fe cos ϕr( 􏼁 +Ω2 􏽢Xm cos ϕr − ϕm( 􏼁, (20b)

− 􏽢XmΩ 2ζv2 + ζn2
􏽢X
2
m􏼒 􏼓 ≈ 􏽢Fe sin ϕm( 􏼁 +Ω2 􏽢Xr sin ϕm − ϕr( 􏼁, (20c)

Ω22 􏽢Xm +
3c2

􏽢X
3
m

4
− (1 + μ)Ω2 􏽢Xm ≈ 􏽢Fe cos ϕm( 􏼁 +Ω2 􏽢Xr cos ϕm − ϕr( 􏼁. (20d)

Integrating equations (16a), (16b), (18a), and (18b), in
which the nondimensional nonlinear stiffness forces 􏽢fsr �

Ω21 􏽢Xrcn(ψr|mr) + c1(
􏽢Xrcn(ψr|mr))

3 and 􏽢fsm � Ω22 􏽢Xm

cn(ψm|mm) + c2(
􏽢Xmcn(ψm|mm))3 and the nondimensional

nonlinear damping forces 􏽢fdr � (2ζv1 + 4ζn1(
􏽢Xrcn

(ψr|mr))
2)(− 􏽢Xrωrsn(ψr|mr)dn(ψr|mr)) and 􏽢fdm � (2ζv2 +

4ζn2(
􏽢Xmcn (ψm|mm))2)(− 􏽢Xmωmsn(ψm|mm)dn(ψm|mm)),

yields

Error in α~me

Error in α~r
Error in α~re

α~re
α~r

Error in α~m

β
~
me – (1 + μ)Ω2Xm

Error in β
~
re

Error in β
~
r

Error in β
~
m

Error in β
~
me

β
~
re – Ω2Xr

Ω2Xm

β
~
r – Ω2Xr

Fe

Fe

Ω2Xm

β
~
m – (1 + μ)Ω2Xm

Inertia and stiffness force

ϕm – ϕr

ϕr – ϕm

ϕr

ϕm
α~me

α~m

D
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pi
ng

 fo
rc

e
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Figure 2: *e orthogonal relationship between force components.
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􏽥αre ≈
− 4 􏽢Xrωr

ar

ζv1R1 + 2ζn1
􏽢X
2
rR2􏼒 􏼓, (21a)

􏽥αme ≈
− 4 􏽢Xmωm

am

ζv2R3 + 2ζn2
􏽢X
2
mR4􏼒 􏼓, (21b)

􏽥βre ≈
2 􏽢Xr

cr

Ω21R5 + c1
􏽢X
2
rR6􏼒 􏼓, (21c)

􏽥βme ≈
2 􏽢Xm

cm

Ω22R7 + c2
􏽢X
2
mR8􏼒 􏼓, (21d)

where R1 to R8 are given in Appendix A.
Substituting equations (21a) and (21b) into equations

(19a) and (19c), respectively, and combining equation (14),
we can numerically solve the amplitudes ( 􏽢Xr and 􏽢Xm) and
phases (ϕr and ϕm) of the steady-state response of the two-
stage nonlinear isolator.

*e amplitude-frequency solutions obtained using the
HBM1 and EHBM are plotted in Figure 3. *e numerical
solutions calculated using the fourth-order Runge-Kutta
method with a step-size control algorithm are also plotted. *e
parameters are μ � 0.2, ζv1 � ζv2 � 0.01, ζh1 � ζh2 � 0.1,
kv2/kv1 � 1, kh1/kv1 � kh2/kv1 � 0.5, 􏽢l � 0.7, and 􏽢Fe � 1. *e
EHBM improves the accuracy of the amplitude-frequency
curve around the peak region. In the low-amplitude regime, the
solutions of both the EHBM and HBM1 are compared well
with the numerical results.

When 􏽢l � 0.7 and the nondimensional linear stiffness
terms kv2/kv1 � 1 and kh1/kv1 � kh2/kv1 � 7/6, the system
becomes a two-stage QZS system. *e amplitude-frequency
curves of the relative displacement between ms1 and ms2 of
the two-stage geometrically nonlinear isolation system,
when μ � 0.2, ζv1 � ζv2 � 0.01, ζh1 � ζh2 � 0.1, kv2/kv1 � 1,
kh1/kv1 � kh2/kv1 � 7/6,􏽢l � 0.7, and 􏽢Fe � 0.01, 0.1, 1, and 10,
respectively, are plotted in Figure 4. When the system

becomes a QZS system, the solutions of the EHBM can still
be compared well with the numerical solutions. To improve
the accuracy of the harmonic balance method, we should
include enough terms and the calculation complexity is
simultaneously increased [25]. Because the base displace-
ment xe is zero, the displacement of the upper mass ms2
x2 = xm. *e amplitude-frequency curves of ms2 of the two-
stage geometrically nonlinear isolation system are plotted in
Figure 5, and the accuracy of the EHBM can be seen.

To investigate the accuracy of the EHBM at different
damping cases, we choose ζv1 � ζv2 � 0.02 and ζh1 � ζh2 �

0.2 as Case 1 and ζv1 � ζv2 � 0.03 and ζh1 � ζh2 � 0.3 as Case
2. *e system parameters are the same as those in Figure 5
and 􏽢Fe � 0.1. *e results are shown in Figure 6. *e EHBM
works well for these two cases.

*is two-stage nonlinear isolation system extends the
frequency range of isolation to low frequencies [13]. Fur-
thermore, as shown in Figures 3–6, the values of the relative
amplitude between upper and lower stages in the resonance
region are at a similar level, but in the high frequency region,
the isolation performance of the lower stage is better than
that of the upper stage.

4.2. Force Transmissibility. *e force transmissibility of the
two-stage nonlinear isolator is expressed by [11]

TF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 �

􏽢Fm

􏽢Fe

, (22)

where the nondimensional force transmitted fromms2 to the
ground can be written as
􏽢fm 􏽢xm, 􏽢xm

′( 􏼁 � 2ζv2􏽢xm
′(τ) + 4ζn2􏽢xm(τ)

2
􏽢xm
′(τ) +Ω22􏽢xm(τ) + c2􏽢xm(τ)

3
.

(23)

Substituting the amplitude of the first-order component
of 􏽢Fm obtained from equation (23) into equation (22) yields

TF

􏼌􏼌􏼌􏼌
􏼌􏼌􏼌􏼌 �

1
􏽢Fe

�����������������������������������������������������

−
4ωm

􏽢Xm

am

ζv2R3 + 2ζn2
􏽢X
2
mR4􏼒 􏼓􏼠 􏼡

2

+
2 􏽢Xm

cm

Ω22R7 + c2
􏽢X
2
mR8􏼒 􏼓􏼠 􏼡

2

􏽶
􏽴

. (24)

When the numerical solution of equations (4a) and (4b)
is obtained, the force transmissibility can be solved using
equation (24) and is shown in Figure 7. It can be seen that the
solution of the EHBM can be compared well with the nu-
merical results. More detailed analyses of the force trans-
missibility are given in [11–15].

4.3. Displacement Transmissibility. *e solutions of equa-
tions (5a) and (5b) can be assumed as equations (6a) and (6b)
or equations (10a)–(10d). *e amplitude-frequency equations
of the two-stage geometrically nonlinear isolation systemwith
base excitation obtained by using the HBM1 are given by

􏽥αr ≈ Ω
2 􏽢Xe sin ϕr( 􏼁 − 􏽢Xm sin(θ)􏼐 􏼑, (25a)

􏽥βr − Ω2 􏽢Xr ≈ Ω
2 􏽢Xm cos(θ) + 􏽢Xe cos ϕr( 􏼁􏼐 􏼑, (25b)

􏽥αm ≈ Ω
2

(1 + μ) 􏽢Xe sin ϕm( 􏼁 + 􏽢Xr sin(θ)􏼐 􏼑, (25c)

􏽥βm − (1 + μ)Ω2 􏽢Xm ≈ Ω
2

(1 + μ) 􏽢Xe cos ϕm( 􏼁 + 􏽢Xr cos(θ)􏼐 􏼑,

(25d)

where the expressions of 􏽥αr, 􏽥βr, 􏽥αm, and 􏽥βm are the same as in
equations (20a)–(20d).

Shock and Vibration 7



5

1

0.50

0.10

0.05

0.01

X r

0.5 1 5 10
Ω

2.0

1.8

1.6

1.4
0.9 1.0 1.1 1.2

(a)

X m

0.5 1 5 10
Ω

1

0.100

0.010

0.001

2.0

1.8

1.6

1.4
0.9 1.0 1.1 1.2

(b)

Figure 3: (a) Amplitude-frequency curves of the relative displacement betweenms1 andms2. (b) Amplitude-frequency curves of ms2, when
μ � 0.2, ζv1 � ζv2 � 0.01, ζh1 � ζh2 � 0.1, kv2/kv1 � 1, kh1/kv1 � kh2/kv1 � 0.5,􏽢l � 0.7, and 􏽢Fe � 1. Dashed-dotted line , stable solution by
the HBM1; thin-dashed line , unstable solution by the HBM1; solid line , stable solution by the EHBM; thick-dashed line ,
unstable solution by the EHBM; dot , numerical results.
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Figure 4: Continued.
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Figure 4: Amplitude-frequency curves of the relative displacement between ms1 and ms2 when μ � 0.2, ζv1 � ζv2 � 0.01, ζh1 � ζh2 � 0.1,
kv2/kv1 � 1, kh1/kv1 � kh2/kv1 � 7/6, 􏽢l � 0.7, and (a) 􏽢Fe � 0.01, (b) 􏽢Fe � 0.1, (c) 􏽢Fe � 1, and (d) 􏽢Fe � 10, respectively. Dashed-dotted line

, stable solution by the HBM1; thin-dashed line , unstable solution by the HBM1; solid line , stable solution by the EHBM;
thick-dashed line , unstable solution by the EHBM; dot •, numerical results.

1

0.100

0.010

0.001

10–4

X m

0.1 0.5 1 5 10

0.50
0.45
0.40
0.35
0.30

0.25 0.30 0.35 0.40

Ω

(a)

1

0.100

0.010

0.001

10–4

X m

0.5 1 5 10

1.00
0.95
0.90
0.85
0.80

0.60 0.65 0.70 0.75 0.80

Ω

(b)

Figure 5: Continued.

Shock and Vibration 9



X m

0.5 1 2 5

1

0.100

0.010

0.001

1.9
1.8
1.7
1.6
1.5
1.4
1.3
0.9 1.0 1.1 1.2 1.3 1.4 1.5

Ω

(c)

X m

1

0.100

0.010

0.001
2 4 6 8 10

3.4
3.2
3.0
2.8
2.6

1.50 1.75 2.00 2.25 2.50

Ω

(d)

Figure 5: Amplitude-frequency curves of ms2 when μ � 0.2, ζv1 � ζv2 � 0.01, ζh1 � ζh2 � 0.1, kv2/kv1 � 1, kh1/kv1 � kh2/kv1 � 7/6, 􏽢l � 0.7,
and (a) 􏽢Fe � 0.01, (b) 􏽢Fe � 0.1, (c) 􏽢Fe � 1, and (d) 􏽢Fe � 10, respectively. Dashed-dotted line , stable solution by the HBM1; thin-dashed
line , unstable solution by the HBM1; solid line , stable solution by the EHBM; thick-dashed line , unstable solution by the
EHBM; dot , numerical results.
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Substituting 􏽥αre, 􏽥βre, 􏽥αme, and 􏽥βme, which are given in
equations (21a)–(21d), into equations (25a)–(25d), respec-
tively, we can obtain the results of the EHBM. *e square of
the elliptic modulus and the Jacobi frequency functions are
given by mr � c1

􏽢X
2
r/2(Ω21 + c1

􏽢X
2
r), mm � c2

􏽢X
2
m/2 (Ω22 +

c2
􏽢X
2
m), ω2

r � (Ω21 + c1
􏽢X
2
r) 􏽢Xr/( 􏽢Xr + 􏽢Xm cos(θ) + 􏽢Xe cos

(ϕr)), and ω2
m � (Ω22 + c2

􏽢X
2
m)/((1 + μ) + ((1 + μ) 􏽢Xe cos

(ϕm) + 􏽢Xr cos(θ))/ 􏽢Xm). Using Ω � πωr/2K(mr) � πωm/2K

(mm) and equations (25a) and (25c), the amplitudes ( 􏽢Xr and
􏽢Xm) and phases (ϕr and ϕm) of the steady-state response can
be solved using the EHBM. *e relative and absolute dis-
placement transmissibilities can be determined by |Tr| � |􏽢x1
− 􏽢xe|/ 􏽢Xe �

������������������������������������������������

( 􏽢Xr sin(ϕr) + 􏽢Xm sin(ϕm))2 + ( 􏽢Xr cos(ϕr) + 􏽢Xm cos(ϕm))2
􏽱

/ 􏽢Xe

and |Td| � |􏽢x1|/ 􏽢Xe �
����������������������������������������������������

( 􏽢Xr cos(ϕr) + 􏽢Xm cos(ϕm) + 􏽢Xe)
2 + ( 􏽢Xr sin(ϕr) + 􏽢Xm sin(ϕm))2

􏽱

/
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Figure 6: (a) and (c) are amplitude-frequency curves of the relative displacement between ms1 and ms2, and (b) and (d) are amplitude-
frequency curves ofms2, when μ � 0.2, (a-b) ζv1 � ζv2 � 0.02, and ζh1 � ζh2 � 0.2, (c-d) ζv1 � ζv2 � 0.03 and ζh1 � ζh2 � 0.3, and kv2/kv1 � 1,
kh1/kv1 � kh2/kv1 � 7/6, 􏽢l � 0.7, and 􏽢Fe � 0.1. Dashed-dotted line , stable solution by the HBM1; thin-dashed line , unstable
solution by the HBM1; solid line , stable solution by the EHBM; thick-dashed line , unstable solution by the EHBM; dot ,
numerical results.
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Solid line , stable solution by the EHBM; dashed line , unstable solution by the EHBM; dot , numerical results.
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􏽢Xe and are shown in Figure 8.*e solutions of the EHBM are
compared well with the numerical results. More detailed
analyses of the isolation characteristics are given in [11–15].

5. Conclusions

*is study concerns an elliptic harmonic balance method
(EHBM) used to calculate the force and displacement
transmissibility of a two-stage nonlinear vibration iso-
lator with geometric stiffness and damping. *rough the
first-order harmonic balance method (HBM1), we can
obtain the amplitude-frequency equations of the two-
stage nonlinear isolator. *e orthogonal relationships
between the nondimensional stiffness, damping, inertia,
and excitation force components in the two-stage non-
linear isolator have been presented. *e relationship

between the Jacobi elliptic frequency and modulus and
the excitation frequency is obtained during the steady-
state response of the system. With the same number of
balancing equations as HBM1, the EHBM can improve
the accuracy of the harmonic components and perform
better than the HBM1 for the solutions of amplitude-
frequency response and transmissibility. Furthermore,
multistage nonlinear vibration isolation systems can be
analysed using the proposed procedure.

Appendix

A. R1–R8

R1 � 􏽚
4K mr( )

0

sn ψr|mr( 􏼁
2dn ψr|mr( 􏼁

2dψr

4K mr( 􏼁

�
1 − mr( 􏼁K mr( 􏼁 + 2mr − 1( 􏼁E mr( 􏼁􏼂 􏼃

3mrK mr( 􏼁
,

R2 � 􏽚
4K mr( )

0

cn ψr|mr( 􏼁
2dn ψr|mr( 􏼁

2sn ψr|mr( 􏼁
2dψr

4K mr( 􏼁

�
2 m

2
r − mr + 1􏼐 􏼑E mr( 􏼁 − m

2
r − 3mr + 2􏼐 􏼑K mr( 􏼁􏽨 􏽩

15m
2
rK mr( 􏼁

,

R3 � 􏽚
4K mm( )

0

sn ψm|mm( 􏼁
2dn ψm|mm( 􏼁

2dψm

4K mm( 􏼁
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Figure 8: (a) Relative displacement transmissibility and (b) absolute displacement transmissibility when μ � 0.2, ζv1 � ζv2 � 0.01,
ζh1 � ζh2 � 0.1, kv2/kv1 � 1, kh1/kv1 � kh2/kv1 � 7/6, 􏽢l � 0.7, and 􏽢Xe � 0.1. Solid line , stable solution by the EHBM; dashed line ,
unstable solution by the EHBM; dot , numerical results.
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�
1 − mm( 􏼁K mm( 􏼁 + 2mm − 1( 􏼁E mm( 􏼁􏼂 􏼃

3mmK mm( 􏼁
,

R4 � 􏽚
4K mm( )

0

cn ψm|mm( 􏼁
2dn ψm|mm( 􏼁

2sn ψm|mm( 􏼁
2dψm

4K mm( 􏼁

�
2 m

2
m − mm + 1􏼐 􏼑E mm( 􏼁 − m

2
m − 3mm + 2􏼐 􏼑K mm( 􏼁􏽨 􏽩

15m
2
mK mm( 􏼁

,

R5 � 􏽚
4K mr( )

0

cn ψr|mr( 􏼁
2dψr

4K mr( 􏼁
�

mr − 1( 􏼁K mr( 􏼁 + E mr( 􏼁( 􏼁

mrK mr( 􏼁
,

R6 � 􏽚
4K mr( )

0

cn ψr|mr( 􏼁
4dψr

4K mr( 􏼁
�

2 2mr − 1( 􏼁E mr( 􏼁 + mr − 1( 􏼁 3mr − 2( 􏼁K mr( 􏼁( 􏼁

3m
2
rK mr( 􏼁

,

R7 � 􏽚
4K mm( )

0

cn ψm|mm( 􏼁
2dψm

4K mm( 􏼁
�

mm − 1( 􏼁K mm( 􏼁 + E mm( 􏼁( 􏼁

mmK mm( 􏼁
,

R8 � 􏽚
4K mm( )

0

cn ψm|mm( 􏼁
4dψm

4K mm( 􏼁
�

2 2mm − 1( 􏼁E mm( 􏼁 + mm − 1( 􏼁 3mm − 2( 􏼁K mm( 􏼁( 􏼁

3m
2
mK mm( 􏼁

.

(A.1)

where E(mm) and E(mr) are the complete elliptic integrals of
the second kind of 􏽢xm and 􏽢xr, respectively.
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