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As of today, the limit of medical science is the inability to
efficiently and completely eliminate neuronal damage caused
by secondary insult from neurological trauma and neurode-
generative diseases. In general, the primary insult occurs at
the time of impact; it involves contusions, lacerations, and
axonal injury as a result of shearing, tearing, or stretching
with consequent impairment of the neural architecture. Ini-
tial traumatic injuries or pathogen-associated molecular pat-
terns (PAMPs) from misfolded proteins evoke secondary
insult by virtue of dynamic interactions among ischemic,
inflammatory, cytotoxic processes, and mitochondrial dys-
function [1]. These types of molecular-level elements that
may contribute to the holistic scale are implicated in the
pathogenesis of neuro-oncology. Impaired immune compe-
tence, such as dysregulation of macrophages and microglia,
and mitochondrial dysfunction reciprocally impact the
microenvironment of glioblastoma and its prognosis [2].
As such, the future perspectives are to ensure the detection
of disease at an extremely early stage through advanced diag-
nostic methods or to salvage primary lesions via advanced
surgical interventions and, most fundamentally, to prevent
widespread secondary injuries by exploring the microscopic

pathogenesis or through interventions on a molecular level,
which will be the objective and mission of the scientific com-
munity in the coming years.

Following a meticulous peer review process, we have
decided to include 12 manuscripts in this special issue, com-
posed of 11 research and 1 review article. In the clinical con-
text, olfactory impairment is being recognized as a marker
for the early detection of cognitive decline and Alzheimer’s
disease (AD) dementia. The transport pathways of olfactory
signals superimpose substantially with those of dopamine
and 5-hydroxytryptamine. Structural and physical dysfunc-
tion between the brain areas involved leads to dysregulated
neurotransmission and accordingly to impaired olfaction [3].
Beyond olfactory dysfunction, X.Mei et al. indicated that amy-
loid β (Aβ) levels in the mouse retina corresponded to Aβ
amounts in the brain; the appropriate time to measure retinal
Aβ deserves emphasis. Moreover, Professor A. C. W. Huang
et al. found in posttraumatic stress disorder (PTSD) animals
a subtle affiliation of brain-derived neurotrophic factor
(BDNF) expression in the medial prefrontal cortex (mPFC),
amygdala, and hippocampus during situational reminders,
whereas fluoxetine, a class of specific 5-hydroxytryptamine
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reuptake inhibitor drugs, was effective only on the basal amyg-
dale, but not on the mPFC. The interconnections and patho-
genesis of these complex neural structures need to be further
understood in the setting of neurodegenerative diseases.

Early and nuanced clinical neurological symptoms can
facilitate detection of disease, and subsequent remission of
these neurological manifestations may even lead to greater
postoperative benefit. Z. Wu et al. showed gait profile can
aid in the diagnosis of early Parkinson’s disease (PD). C.-L.
Chen et al. reported that vascular cognitive impairment
(VCI) with visual hallucinations frequently exhibited more
severe dementia and neuropsychiatric symptoms. W. Lin
et al. highlighted that more advantage can be gained through
deep brain stimulation (DBS) under the proper treatment of
neurological presentations during PD.

The tendency towards minimally invasive approaches or
milder modalities has contributed to an improved quality of
treatment. K.-Y. Chen et al. suggested that minimally inva-
sive endoscopic-assisted surgery can be employed safely
and effectively in the treatment of thalamic hemorrhage.
T.-T. Chung et al. demonstrated that the smart antisnore pil-
low can be a useful device for patients with obstructive sleep
apnea syndrome, rather than uncomfortable continuous
positive airway pressure.

The implementation of artificial intelligence technology
assists in early detection, shortens the period of diagnosis,
and forecasts the outcome of the disease. Z.-Q. Pan et al. dis-
play that machine learning-based radiomic features (tumour
shape, intensity, and texture) can predict the response to
radiotherapy in patients with glioblastomas. Professor J.
Jiang et al. introduced a metabolic connectome-based pre-
dictive model for 18F-fluorodeoxyglucose- (FDG-) PET
images to facilitate the identification of brain metabolic dys-
function and established a clinically applicable biomarker to
predict the progression of mild cognitive impairment to AD.

Upstream blockage of molecular pathogenic mecha-
nisms contributes to the repression of disease advancement.
In their review, T. Pi et al. underlined that the environmental
factor, homocysteine, has mediated DNA methylation and
contributes to the development of AD. CDGSH iron-sulfur
structural domain 2 (CISD2) exerted anti-inflammatory
effects by functioning as an upstream regulatory constituent
of the PPAR-β/NF-κB signal through the findings of M.-S.
Lin et al. The anti-inflammatory natural compound wild bit-
ter melon (WBM) showed a modulatory effect on CISD2
expression in injured animals and cells. This protective pro-
tein, CISD2, holds high potential as a target for the treat-
ment of injury and disease in the central nervous system
(CNS) [4].

Ultimately, we expect the endeavors of the authors to
generate multidisciplinary viewpoints and novel insights
that will achieve further advances in the domain of CNS
injury and disease.

Yu-Yo Sun
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In the article titled “Does the Personality of Patients with
Parkinson’s Disease Affect the Decision to PerformDeep Brain
Stimulation Surgery? A Cross-Sectional Study in a Chinese
Cohort” [1], the authors identified an error in the Discussion
that was introduced during the preparation of the manuscript.
Statistical differences were not reported between PD-DBS and
PD-MED, and the article should be corrected as follows:

“Statistically significant differences were reported
between the PD-DBS and PD-MED patients with regard to
the H&Y stage, disease duration, and UPDRS III scores.
These data indicated that PD was more severe in the PD-
DBS group and that these patients required surgical interven-
tion because medication was not sufficiently effective.”

Should be corrected to
“Statistically significant differences were not reported

between the PD-DBS and PD-MED patients with regard to
H&Y stage, disease duration, and UPDRS III scores.”
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Background and Purpose. Patients with early-stage Parkinson’s disease (PD) have gait impairments, and gait parameters may act as
diagnostic biomarkers. We aimed to (1) comprehensively quantify gait impairments in early-stage PD and (2) evaluate the
diagnostic value of gait parameters for early-stage PD. Methods. 32 patients with early-stage PD and 30 healthy control subjects
(HC) were enrolled. All participants completed the instrumented stand and walk test, and gait data was collected using wearable
sensors. Results. We observed increased variability of stride length (SL) (P < 0:001), stance phase time (StPT) (P = 0:004), and
swing phase time (SwPT) (P = 0:011) in PD. There were decreased heel strike (HS) (P = 0:001), range of motion of knee
(P = 0:036), and hip joints (P < 0:001) in PD. In symmetry analysis, no difference was found in any of the assessed gait
parameters between HC and PD. Only total steps (AUC = 0:763, P < 0:001), SL (AUC = 0:701, P = 0:007), SL variability
(AUC = 0:769, P < 0:001), StPT variability (AUC = 0:712, P = 0:004), and SwPT variability (AUC = 0:688, P = 0:011) had
potential diagnostic value. When these five gait parameters were combined, the predictive power was found to increase, with the
highest AUC of 0.802 (P < 0:001). Conclusions. Patients with early-stage PD presented increased variability but still symmetrical
gait pattern. Some specific gait parameters can be applied to diagnose early-stage PD which may increase diagnosis accuracy.
Our findings are helpful to improve patient’s quality of life.

1. Introduction

Gait damage is a common feature in patients with Parkin-
son’s disease (PD). The gait characteristics of PD are
decreased pace, step length, and arm swing [1–3]. As the
disease progresses, some patients may suffer from the fes-
tination and freezing of gait [4, 5]. These disorders may
induce falls and fractures, which increase mortality [6].
Thus, in the gait analysis of PD, identifying changes in
the gait characteristics is a priority. With the rapid devel-
opment of technology, wearable sensors can be used to
quantify gait parameters. However, few studies about
quantitative gait analysis in early-stage PD have been pub-
lished. In early-stage PD, affected individuals walk at a
slower pace and with a more variable and asymmetric gait
pattern than normal [7]. Foot heights during heel strike

are significantly decreased which are reflective of dragging
the foot in early-stage PD [8]. A reduction in physical
activity and gait speed is also associated with prodromal
PD [9]. During a long-term follow-up of patients with
early-stage PD, stride length and step time variability
increased when patients walked at a normal pace [10].
All these studies suggest that patients with early-stage
PD already have gait damage. However, gait characteristics
extensively vary with no consistency across studies [7, 11].
Previous studies also have some limitations. First, most of
them have focused on spatiotemporal gait parameters.
These spatiotemporal gait parameters distantly reflect the
gait changes of patients with PD as they lack disease spec-
ificity [12–14]. Clinical gait analysis mainly includes spa-
tiotemporal and kinematic gait parameters [15]. Further
studies validating changes in kinematic gait parameters
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in early-stage PD are needed. Second, appropriate techno-
logical solutions, such as wearable sensors, can improve
PD diagnosis [16]. For example, previous studies have
demonstrated that postural control is compromised in
early-stage PD and may thus act as a diagnostic biomarker
[17, 18]. However, similar articles are rare, and only five
papers dealing the early diagnosis have been summarized
in a recent review [19]. Accordingly, the present study is
aimed at (1) comparing the differences in spatiotemporal
gait parameters, kinematic gait parameters, and variability
and symmetry analyses of gait performance between
patients with early-stage PD and normal people and (2)
evaluating the diagnostic value of gait parameters for
patients with early-stage PD. We hypothesized that
patients with early-stage PD present an asymmetrical and
variable gait pattern. Some spatiotemporal and kinematic
gait parameters can be applied to diagnose early-stage
PD. Our results may aid the diagnosis of early-stage PD.
Early identification of gait damage in patients with PD is
beneficial to the choice of treatment methods such as
drugs and rehabilitation. Targeted improvement of the
patient’s gait will help improve the patient’s quality of life.

2. Methods

2.1. Participants. A total of 32 patients with early-stage PD
(22 men, and 10 women; mean duration of disease 2:41 ±
1:30 years) were recruited from the Department of Geriatrics,
Affiliated Brain Hospital of Nanjing Medical University,
between October 2018 and November 2019. We also
recruited 30 HC from the caregivers of the patients with
PD. Inclusion criteria for early-stage PD were as follows:
(1) diagnosis of PD according to the Movement Disorder
Society (MDS) criteria [20], (2) Hoehn-Yahr (H-Y) stage of
1-2, and (3) disease duration of <4 years [21]. Exclusion cri-
teria for PD were as follows: (1) other diseases that could
affect gait, including cerebrovascular disease, orthopedic dis-
ease, and spinal column diseases; (2) inability to follow doc-
tor’s instructions; (3) have received other PD therapies, i.e.,
rehabilitation therapy. Inclusion criteria for HC were as fol-
lows: (1) no medical history of PD, cerebrovascular disease,
orthopedic disease, and spinal column diseases; (2) ability
to follow doctor’s instructions. Ethical approval was obtained
from the Medical Ethics Committee of the Affiliated Brain
Hospital of Nanjing Medical University. After a complete
explanation of the study to all participants, they signed a
written informed consent before the experiment. All above-
mentioned procedures were performed according to the dec-
laration of Helsinki.

2.2. Demographic and Clinical Measures. For all participants,
we collected the following demographic characteristics: age,
height, weight, gender, and degree of education. Cognition
was assessed with the Montreal Cognitive Assessment
(MoCA). All participants were tested in the morning. The
Unified Parkinson’s Disease Rating Scale (UPDRS) and H-Y
scale were used to assess the severity of PD motor symptoms.
For patients with PD, their antiparkinsonian medication was

stopped for at least 24h (72h for controlled-release antipar-
kinsonian medication).

2.3. Quantitative Gait Evaluation. All participants completed
the instrumented stand and walk test (ISAW), a reliable and
sensitive method of measuring gait [22]. All participants were
asked to stand quietly for 30 seconds with their arms at their
sides and look straight ahead, then walking 7 meters at a self-
select and comfortable speed, turning 180° and returned to
their initial place. We explained the steps of ISAW in detail
to all participants before the test. Also, all participants walked
twice in advance to be familiar with the test. After that, we
started to collect gait data. When all subjects underwent this
test, gait data was collected at the same time.

2.4. Equipment. We used the JiBuEn gait-analysis system to
collect gait data. This gait-analysis system comprised shoes
and modules with Micro-Electro-Mechanical System sensors
fixed behind the upper and lower limbs, under the shoe heel
bottom. The system gathered motion information and
transmitted it to a computer. The hexahedral calibration
technique, high-order low-pass filter, and zero-correction
algorithm were used in data preprocessing. The accuracy of
this system has been tested before [23]. Through the latest
JiBuEn gait-analysis system, we can obtain spatiotemporal
gait parameters (total steps of ISAW, stride length, gait veloc-
ity, cadence, stride time, stance phase time, swing phase time,
variability of stride length, variability of stride time, variabil-
ity of stance phase time, and variability of swing phase time)
and kinematic gait parameters (heel strike angle, toe-off
angle, and range of motion of ankle, knee, and hip joints).

2.5. Statistical Analysis. Data are expressed as the mean ±
standard deviation. The significance level was set at 0.05.
Count data were given as percentages. For both groups, mea-
surement data were initially analyzed with the Kolmogorov-
Smirnov test. For normally distributed data, the independent
t-test was used to perform intergroup comparison of mea-
surement data. For nonnormally distributed data of inter-
group gait characteristics, the Mann-Whitney U Test was
used. The χ2 test was used for count data. Variability of gait
parameters from the left and right sides were calculated sep-
arately (Equation (1)) and then combined (Equation (2)).
This method can avoid confusion due to step changes caused
by the asymmetry between the left and right sides in PD [24].
The symmetry of gait parameters was assessed through the
asymmetry index (AI) (Equation (3)) [25–27].

CVseparate = standard deviation ÷mean, ð1Þ

%CVcombined =
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

CVL + CVR

2

r

∗ 100: ð2Þ

The subscripts R and L represent the right and left sides
of participants, respectively. CV means coefficient of
variation.

%AI =
max XL, XRð Þ −min XL, XRð Þ

max XL, XRð Þ ∗ 100, ð3Þ

2 Behavioural Neurology



where X = ½SL, ST, StPT, SwPT, HS, TO, ROM −AJ, ROM −
KJ, ROM −HJ�, the subscripts R and L represent the right
and left sides of participants, respectively. SL: stride length;
ST: stride time; StPT: stance phase time; SwPT: swing phase
time; HS: heel strike angle; TO: toe-off angle; ROM: range
of motion; AJ: ankle joint; KJ: knee joint; and HJ: hip joint.

The predictive performance of gait parameters was
evaluated by receiver operating characteristic (ROC) curve
analysis. The logistic regression model was used to evaluate
different predictive parameters and calculate predictive
probability. Predictive probability was then used for ROC
analysis. The optimum cut-off values to predict PD were cal-
culated with Youden Index. IBM SPSS software version 23
was used for data analyses. Figures were configured using
Graph Pad Prism Software version 8.0.1.

3. Results

3.1. Clinical Characteristics of Participants. Sixty-two partici-
pants were included in this study, and their demographic,
cognitive, and clinical characteristics are shown in Table 1.
Among the 32 PD patients, 22 (68.8%) were male and 20
(62.5%) started with the left side, the mean age was 65:66 ±
10:16 years, the mean height was 165:78 ± 6:74 cm, and the
mean weight was 65:94 ± 10:05 kg. Moreover, 4 (12.5%),
7(21.9%), 17 (53.1%), and 4 (12.5%) cases received education
of illiteracy, primary school, middle school, and college,
respectively. The mean duration of PD was 2:41 ± 1:30 years,
and the mean Hoehn-Yahr (H-Y) stage of the disease was
1:73 ± 0:44. The total UPDRS III score was 22:91 ± 9:32.

3.2. Changes in Spatiotemporal Gait Parameters. We mea-
sured spatiotemporal gait parameters, including total steps
(TS) of ISAW, stride length (SL), gait velocity (GV), cadence
(CA), stride time (ST), stance phase time (StPT), and swing
phase time (SwPT). Moreover, we calculated the variabilities
of SL (CV-SL), ST (CV-ST), StPT (CV-StPT), and SwPT
(CV-SwPT). We observed only slight differences between
the HC and early-stage PD in these spatiotemporal gait
parameters (Table 2). For patients with early-stage PD, the
TS of ISAW was 12:81 ± 3:42 steps, which was a significant
increase of ~24.01% compared with that of the HC. Com-
pared with the HC, SL decreased by ~9.32% in early-stage
PD. We also observed increased variability of SL (P < 0:001),
StPT (P = 0:004), and SwPT (P = 0:011) in early-stage PD.

3.3. Changes in Kinematic Gait Parameters. Kinematic gait
parameters were evaluated based on the range of motion
(ROM) of the ankle, knee, and hip joints. ROM was defined
as the difference between the minimum and maximum
angles of the above three joints in the sagittal plane. More-
over, toe-off (TO) and heel strike (HS) angles were included
in our study (Figure 1). We observed significant differences
in HS, ROM-knee joints (ROM-KJ), and ROM-hip joints
(ROM-HJ) between two groups but none in TO and ROM-
ankle joints (ROM-AJ) between two groups.

3.4. Symmetry Analysis of Gait Parameters. We included the
spatiotemporal and kinematic gait parameters in the symme-
try analysis. In the analysis of gait symmetry, there was no

difference in any of the assessed gait parameters between
the HC and PD (Table 3).

3.5. ROC Analysis of Gait Parameters. We used the ROC
curve to evaluate the value of gait parameters in predicting
early-stage PD to HC. We found only a few gait parameters
with potential diagnostic value (Figure 2). TS, SL, and SL
variability showed significant value in predicting early-stage
PD with AUCs of 0.763 (95%CI = 0:645 − 0:882; P < 0:001),
0.701 (95%CI = 0:570 − 0:832; P = 0:007), and 0.769
(95%CI = 0:653 − 0:885; P < 0:001), respectively. At a cut-
off of 10 steps, TS offered the best accuracy in predicting
early-stage PD with the sensitivity and specificity of 78.12%

Table 1: Clinical characteristics of participants.

HC PD P

N 30 32

Age (years) 62:43 ± 6:43 65:66 ± 10:16 0.139

Height (cm) 163:23 ± 4:72 165:78 ± 6:74 0.106

Weight (kg) 63:23 ± 8:61 65:94 ± 10:05 0.261

Male (%) 17 (56.7) 22 (68.8) 0.325

MoCA 25:40 ± 1:16 25:00 ± 2:58 0.618

Education (%) 0.094

Illiteracy 1 (3.3) 4 (12.5)

Primary school 7 (23.4) 7 (21.9)

Middle school 22 (73.3) 17 (53.1)

College 0 4 (12.5)

Duration of PD (years) 2:41 ± 1:30

H-Y stage 1:73 ± 0:44
Onset side (%) Left (62.5)

UPDRS III total scores 22:91 ± 9:32

Data is shown as Mean ± SD. MoCA: Montreal Cognitive Assessment; H-Y
stage: Hoehn-Yahr stage; UPDRS III: Unified Parkinson’s Disease Rating
Scale part 3.

Table 2: Spatiotemporal gait parameters of participants.

HC PD P

TS (steps) 10:33 ± 2:09 12:81 ± 3:42 0.001∗∗

SL (m) 1:18 ± 0:10 1:07 ± 0:16 0.003∗

GV (m/s) 0:91 ± 0:14 0:85 ± 0:20 0.204

CA (steps/min) 93:27 ± 9:21 95:20 ± 16:99 0.576

ST (s) 1:30 ± 0:14 1:31 ± 0:28 0.899

StPT (%) 64:88 ± 2:21 64:75 ± 5:22 0.312

SwPT (%) 35:12 ± 2:21 35:25 ± 5:22 0.396

CV-SL (%) 20:92 ± 2:82 24:88 ± 4:65 <0.001∗∗

CV-ST (%) 21:38 ± 5:10 23:25 ± 6:90 0.229

CV-StPT (%) 14:80 ± 3:07 17:23 ± 4:56 0.004∗

CV-SwPT (%) 19:67 ± 4:57 23:14 ± 6:80 0.011∗

Data is shown as Mean ± SD. TS: total steps; SL: stride length; GV: gait
velocity; CA: cadence; ST: stride time; StPT: stance phase time; SwPT:
swing phase time; CV: coefficient of variation; ∗P < 0:05; ∗∗P ≤ 0:001.
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and 63.33%, respectively. 1.045 was the optimum cut-off of
SL. The sensitivity and specificity were 43.75% and 100%,
respectively. With the cut-off value at 20.820 of SL variability,
the sensitivity and specificity were 90.62% and 56.67%,
respectively. No significant value for ST variability was
observed in predicting early-stage PD with an AUC of
0.554 (95%CI = 0:406 – 0:702; P = 0:468). However, either
StPT variability or SwPT variability can effectively predict
early-stage PD, with AUCs of 0.712 (95%CI = 0:581 – 0:842;
P = 0:004) and 0.688 (95%CI = 0:556 – 0:821; P = 0:011),
respectively. The optimum cut-off of StPT variability was
16.125, clearly distinguishing between early-stage PD and
HC. Sensitivity and specificity were 53.13% and 83.33%,
respectively. At a cut-off of 21.794, SwPT variability offered

the highest accuracy in predicting PD with sensitivity and
specificity of 50.00% and 83.33%, respectively. We further
explored the predictive value of kinematic gait parameters
and found that HS, TO, ROM-AJ, ROM-KJ, and ROM-HJ
all cannot predict early-stage PD (figures not shown in this
article).

To explore the predictive value of the combination of TS,
SL, SL variability, StPT variability, and SwPT variability, we
combined these five gait parameters in a logistical analysis
model to calculate probability. We then used ROC analysis
to calculate the AUC (Figure 3). When the five gait parameters
were combined, the predictive power was found to increase,
with the highest AUC of 0.802 (95%CI = 0:695 – 0:906;
P < 0:001). At a cut-off value of 0.388, the sensitivity and
specificity of the association to predict early-stage PD were
90.62% and 60.00%, respectively.

4. Discussion

This study was a cross-sectional, single-center, observational
one that was conducted to (1) quantify gait impairments in
early-stage PD using wearable sensors from spatiotemporal
gait parameters, kinematic gait parameters, and variability
and symmetry analyses of gait parameters and (2) evaluate
the predictive value of gait parameters for early-stage PD.
Our finding may aid the diagnosis of early-stage PD and
improve personalized care in patients with early-stage PD.

A previous study has demonstrated that SL was the most
prominent parameter of altered gait in initial stages of PD
patients [28]. During a long-term follow-up of patients with
early-stage PD, SL and ST variability increased when patients
walked at a normal pace [10]. These passages were consistent
with our study. For spatiotemporal parameters, we found
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Figure 1: Changes in kinematic gait parameters. HS: heel strike angle; TO: toe-off angle; ROM: range of motion; AJ: ankle joint; KJ: knee joint;
HJ: hip joint. “ns” means no significance, ∗P < 0:05, ∗∗P ≤ 0:001.

Table 3: Symmetry analysis of gait parameters.

HC PD P

AI-SL (%) 2:47 ± 0:88 2:27 ± 0:86 0.406

AI-ST (%) 6:64 ± 8:43 9:99 ± 10:76 0.083

AI-StPT (%) 4:75 ± 5:80 5:53 ± 5:47 0.434

AI-SwPT (%) 8:09 ± 8:71 9:56 ± 8:49 0.451

AI-HS (%) 16:41 ± 8:83 19:84 ± 13:70 0.250

AI-TO (%) 9:75 ± 6:19 10:92 ± 9:01 0.554

AI-ROM-AJ (%) 9:83 ± 7:36 12:11 ± 10:84 0.693

AI-ROM-KJ (%) 15:02 ± 15:16 16:92 ± 15:80 0.612

AI-ROM-HJ (%) 7:04 ± 5:44 12:61 ± 11:62 0.061

Data is shown as Mean ± SD. AI: asymmetry index; SL: stride length; ST:
stride time; StPT: stance phase time; SwPT: swing phase time; HS: heel
strike angle; TO: toe-off angle; ROM: range of motion; AJ: ankle joint; KJ:
knee joint; HJ: hip joint.
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impairment only in the TS of ISAW, SL, SL variability, StPT,
and SwPT variability in patients with early-stage PD. This
finding suggested that gait impairment in patients with PD
stems from a short SL and a more variable gait pattern. This
is noteworthy because previous research has demonstrated
that variability in gait predicted falls in older adults and PD
[29]. Although patients with early-stage PD have minor gait
impairments, their potential risk of falling cannot be ignored.
Another study has used mean step length and mean step
length variability to accurately classify PD [7]. Based on pre-
vious research and the present one, we used ROC curves to
evaluate the predictive value of gait parameters for early-
stage PD. We found that TS, SL, SL variability, StPT variabil-
ity, and SwPT variability can predict PD alone. However, we
did not find statistically significant values in other gait
parameters predicting PD. Particularly for TS and SL vari-
ability, the AUC of these two parameters can reach 0.763
and 0.769, respectively, suggesting that these two parameters
had relatively high predictive value. Moreover, when TS, SL,
SL variability, StPT variability, and SwPT variability were
combined, the predictive power increased and showed the
highest AUC of 0.802. This finding is important because
diagnosing early-stage PD is a clinical challenge. Overall,
our study demonstrated the feasibility of applying gait

0 20 40 60 80 100
0

20

40

60

80

100
SL variability

100% - specificity (%)

Se
ns

iti
vi

ty
 (%

)

AUC = 0.769
95% CI: 0.653-0.885
P < 0.001

0 20 40 60 80 100
0

20

40

60

80

100
 TS

100% - specificity (%)

Se
ns

iti
vi

ty
 (%

)

AUC = 0.763
95% CI: 0.645-0.882
P < 0.001

0 20 40 60 80 100
0

20

40

60

80

100
SL

100% - specificity (%)

(a)

(b)

Se
ns

iti
vi

ty
 (%

)

AUC = 0.701
95% CI: 0.570-0.832
P = 0.007

0 20 40 60 80 100
0

20

40

60

80

100
ST variability

100% - specificity (%)

Se
ns

iti
vi

ty
 (%

)

AUC = 0.554
95% CI: 0.406-0.702
P = 0.468

0 20 40 60 80 100
0

20

40

60

80

100
StPT variability

100% - specificity (%)

Se
ns

iti
vi

ty
 (%

)

AUC = 0.712
95% CI: 0.581-0.842
P = 0.004

0 20 40 60 80 100
0

20

40

60

80

100
SwPT variability

100% - specificity (%)
Se

ns
iti

vi
ty

 (%
)

AUC = 0.688
95% CI: 0.556-0.821
P = 0.011

Figure 2: Receiver operating characteristics (ROC) analysis for gait parameters. TS: total steps; SL: stride length; SL variability: stride length
variability; ST variability: stride time variability; StPT variability: stance phase time variability; SwPT variability: swing phase time variability;
AUC: area under the curve; CI: confidence interval.
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Figure 3: Receiver operating characteristics (ROC) analysis for the
combination of TS, SL, SL variability, StPT variability, and SwPT
variability. The combination of those five gait parameters
increased the predictive power with the highest AUC of 0.802
(95% CI 0.695–0.906, P < 0:001). TS: total steps; SL: stride length;
SL variability: stride length variability; StPT variability: stance
phase time variability; SwPT variability: swing phase time
variability; AUC: area under the curve; CI: confidence interval.
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parameters to diagnose early-stage PD. Quantifying gait
parameters using wearable devices, combined with the
patient’s clinical performance and auxiliary examination,
can increase diagnosis accuracy.

The onset of PD is mostly unilateral and it may be attrib-
uted to the degeneration of dopaminergic cells starting with
an asymmetrical pattern. The consistency of activities on
both lower limbs is defined as symmetry [30]. In our study,
PD patients with an onset of left and right sides accounted
for 62.5% and 37.5%, respectively. We did not find statistical
differences in the symmetry analysis of gait parameters. This
is inconsistent with our hypothesis and the clinical perfor-
mance of patients with PD. Previous studies have demon-
strated that patients with PD walked in a more asymmetric
gait pattern compared to HC [3, 7, 26, 27]. We tentatively
attribute this to more advanced stage patients with PD were
enrolled in previous studies. These studies all have included
patients with H-Y stage 3. It means that the presence of pos-
tural instability in some patients of previous studies [31].
However, only patients with H-Y stage 1-2 were included in
our research. In addition, the loss of dopamine markers
occurred rapidly and virtually completed by 4-year disease
duration [21]. Therefore, the disease duration of all patients
with PD in our study was less than 4 years. To our best
knowledge, this inclusion criterion was not admitted to any
previous studies. A study involving patients with H-Y stage
1-1.5 and a mean disease duration of 1.38 years has shown
that the gait variables are significantly altered but gait sym-
metry remains preserved during early-stage PD [28]. Last
but not least, in our study, gait speed of HC and early-stage
PD were 0:91 ± 0:14m/s and 0:85 ± 0:20m/s, respectively.
There was no difference in gait speed performance between
two groups. This is noteworthy, because many gait parame-
ters are speed-dependent [27]. The comparisons between
the other gait parameters can be biased by the different gait
speed. This may result in different conclusions because of
previous studies failing to control speed. Our study showed
that patients with a mean H-Y stage of 1.73 and a mean dis-
ease duration of 2.41 years retained their symmetrical gait
pattern. A symmetrical gait pattern in patients with early-
stage PD might be attributed to that the preserved symmetric
gait function in both the motor cortex and supplementary
motor cortex which may compensate for an asymmetrical
dopaminergic cells distributed pattern in basal ganglia [28].
Based on these studies and our results, we hypothesized that
although the onset of PD was mostly unilateral, the gait pat-
tern of early-stage PD remained symmetrical. We found that
up to a mean H-Y stage of 1.73, patients with PD retained a
symmetrical gait pattern. As the disease progressed, an asym-
metrical gait pattern gradually appeared. However, further
study is needed to verify our hypothesis.

Previous studies have rarely analyzed kinematic parame-
ters in early-stage PD. We observed significant differences in
HS, ROM-KJ, and ROM-HJ between two groups. A smaller
HS angle indicated a decreased foot height which reflected
foot dragging. A study has demonstrated decreased foot
height in early-stage PD [8] which is consistent with our
study. Patients with PD showed reduced ROM-AJ, ROM-
KJ, and ROM-HJ on both sides [27]. This finding slightly dif-

fers from ours because no impairment of ROM-AJ was found
in early-stage PD. We attribute the discrepancy to the differ-
ent methods of calculation. Our ROM calculation method
was based on the average value of the left and right sides,
and the aforementioned study has calculated them indepen-
dently which may magnify the difference. Moreover, they
have also included patients with H-Y stage 3. From the distri-
bution of damaged joints, we speculated that gait damage
started from the proximal joints and affected the distal joint
as the disease progressed. Our research extended previous
findings in showing that the gait damage of patients with
early-stage PD was mild and primarily focused on kinematic
parameters. However, it is the spatiotemporal gait parame-
ters that had potential value for early PD diagnosis.

The strengths of our study are as follows. First, gait
impairments in early-stage PD were comprehensively ana-
lyzed by using wearable sensors from spatiotemporal gait
parameters, kinematic gait parameters, and variability and
symmetry analyses of gait parameters. Second, we extended
previous studies by exploring the predictive value of gait
parameters in early-stage PD. Third, the disease duration of
all patients with PD in our study was less than 4 years. This
inclusion criterion was not admitted to previous studies since
the loss of dopamine markers occurred rapidly and virtually
completed by 4 years disease duration. However, our study
also has several limitations. First, our study had a small sam-
ple size and was conducted at a single center. Therefore, clin-
ical inspection can have a selection bias. Second, this was not
a de novo group. Some of these patients had already taken
anti-PD drugs. However, their antiparkinsonian medication
was stopped for at least 24 h (72 h for controlled-release anti-
parkinsonian medication) to minimize the impact of drugs
on gait performance. Third, PD is a kind of heterogeneous
disease, and the possible influence of nonmotor symptoms
on gait performance was not accounted for in our study.

5. Conclusion

In conclusion, gait damage of patients with early-stage PD
was mild and mostly focuses on kinematic gait parameters.
Patients with early-stage PD presented increased variability
but still symmetrical gait pattern. Some spatiotemporal gait
parameters, e.g., TS of ISAW, SL, SL variability, StPT, and
SwPT variability, can be applied to help diagnose early-
stage PD. Quantifying gait parameters using wearable
devices, combined with the patient’s clinical performance
and auxiliary examination, may increase diagnosis accuracy.
Our findings are helpful to reveal gait impairments in
patients with early-stage PD. Choosing the corresponding
treatment methods based on the revealed gait damage is
essential to improve the patient’s quality of life. Further
research, especially longitudinal cohort and de novo group
ones, is needed to evaluate the evolution of PD gait pattern.
This is a dynamic process.
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Whether BDNF protein and BDNF mRNA expression of the medial prefrontal cortex (mPFC; cingulated cortex area 1 (Cg1),
prelimbic cortex (PrL), and infralimbic cortex (IL)), amygdala, and hippocampus (CA1, CA2, CA3, and dentate gyrus (DG))
was involved in fear of posttraumatic stress disorder (PTSD) during the situational reminder of traumatic memory remains
uncertain. Footshock rats experienced an inescapable footshock (3mA, 10 s), and later we have measured fear behavior for
2min in the footshock environment on the situational reminder phase. In the final retrieval of situational reminder, BDNF
protein and mRNA levels were measured. The results showed that higher BDNF expression occurred in the Cg1, PrL, and
amygdala. Lower BDNF expression occurred in the IL, CA1, CA2, CA3, and DG. BDNF mRNA levels were higher in the mPFC
and amygdala but lower in the hippocampus. The neural connection analysis showed that BDNF protein and BDNF mRNA
exhibited weak connections among the mPFC, amygdala, and hippocampus during situational reminders. The present data did
not support the previous viewpoint in neuroimaging research that the mPFC and hippocampus revealed hypoactivity and the
amygdala exhibited hyperactivity for PTSD symptoms. These findings should be discussed with the previous evidence and
provide clinical implications for PTSD.

1. Introduction

Posttraumatic stress disorder (PTSD) is a severe and chronic
mental illness. PTSD symptoms can be caused by severe trau-
matic events, including illness (e.g., cancer [1, 2]), situations
of conflict (e.g., war [3]), and natural disasters (e.g., earth-
quakes [4]). According to the Diagnostic and Statistical
Manual of Mental Disorders (DSM-5), PTSD has numerous
critical symptoms [5]. For example, patients may persistently
suppress stimuli associated with the traumatic stimulus and

induce emotional numbing [6] by reexposing the environ-
mental stimulus (i.e., the conditioned stimulus (CS)) associ-
ated with previous traumatic events (i.e., the unconditioned
stimulus (US)) [7]. Patients with PTSD often experience per-
sistent traumatic events as well as feelings of fear, helplessness,
and horror [8, 9]. In the animal model of PTSD, growing stud-
ies employed the procedure of the situational reminder to
imitate PTSD patients who continuously experience traumatic
events [10–14]. Therefore, the present study used the proce-
dure of situational reminder to test fear for PTSD symptoms.
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Brain-derived neurotrophic factor (BDNF) is a signal
that regulates axon and dendrite growth [15]. The intracellu-
lar signaling cascade of BDNF is associated with
tropomyosin-related kinase B (TrkB) receptors to govern
neuronal survival, axonal growth, and synaptic plasticity
[16, 17]. Previous studies have reported that BDNF expres-
sion in the medial prefrontal cortex (mPFC), amygdala, and
hippocampus was likely associated with stress-related events
and PTSD symptoms [16]. For example, the early-weaned
mice showed increased freezing behavior following fear
conditioning, and these mice exhibited decreases in BDNF
expression and mRNA transcripts for BDNF exon III in the
mPFC [18]. Using the single prolonged-stress footshock
procedure of the PTSD model indicated that the prefrontal
cortex has lower BDNF levels [19]. BDNF secretions in the
ventral hippocampus-infralimbic cortex (IL) pathway could
alter the fear contextual conditioning [20]. Under long-term
restraint stress, the basolateral amygdala (BLA) exhibited
higher levels in BDNF protein and BDNF mRNA expres-
sion; moreover, the CA3 of the hippocampus has lower
BDNF protein and BDNF mRNA expression [21]. A study
of predator scent stress in animals suggested that neuropep-
tide S microinjections in the BLA reduced stress-related
behavior and ameliorated low levels of BDNF in the BLA
[22]. As animals with early footshock experiences and then
receiving a cue fear conditioning, the footshock decreased
BDNF expression in the dentate gyrus (DG) of the hippo-
campus in the PTSD animal model [23]. Recently, the
inhibition of the hyperpolarization-activated cyclic
nucleotide-gated channel 1 (HCN1) was revealed to reduce
stress-related immobility behavior and escaped time in the
water maze test; moreover, BDNF-mTOR signaling in the
prefrontal cortex and the hippocampus was facilitated by
the inhibition of the HCN1 [24]. Sleep deprivation after
contextual conditioning was shown to reduce BNDF and
p-ERK levels in the hippocampus and amygdala and atten-
uated memory retrieval [25]. Nevertheless, fewer studies pro-
vided conflict data related to the BDNF involvements of the
mPFC, amygdala, and hippocampus in stress or PTSD [26,
27]. For example, chronic stress treatments were negatively
associated with BDNF mRNA expression and positively
linked with TrkBmRNA expression in the CA1 of the hippo-
campus [26]. Recently, a research study found that acute
treatment with ketamine reduced freezing behavior, but
this treatment did not affect BDNF expression or glucose
metabolism in the hippocampus, frontal cortex, or amyg-
dala in the PTSD animal model [27]. Therefore, whether
BDNF expression of the frontal cortex, amygdala, and
hippocampus regulated PTSD symptoms should be scruti-
nized in the present study.

On the other hand, the review paper suggested that the
mPFC as well as the hippocampus was negatively connected
to the amygdala; moreover, the mPFC was positively con-
nected with the hippocampus [28]. In this study, the mPFC
and hippocampus exhibited lower neural activity and the
amygdala appeared to have higher neural activity when
PTSD patients suffered from a trauma event [28]. However,
these data were examined in the neuroimaging research but
not in the other approaches. Therefore, the present study

used the labeling approach of BDNF protein and BDNF
mRNA to reexamine how the contribution of the neural
connections among the mPFC, amygdala, and hippocampus
regulated fear behavior of PTSD symptoms, especially for the
situational reminder phase.

To target these emerged issues, this study concerned
whether a footshock-induced severe traumatic memory event
produced a fear response in the animal model of PTSD
during the situational reminder phase. Moreover, the present
work examined whether the mPFC (e.g., Cg1, PrL, and IL),
hippocampus (e.g., CA1, CA2, CA3, and DG), amygdala,
and piriform cortex (PC) exhibited higher BDNF protein
and BDNF mRNA expression for PTSD-like rats, and it also
tested the connections among the mPFC (i.e., Cg1, PrL, and
IL), hippocampus (i.e., CA1, CA2, CA3, and DG), amygdala,
and PC by analyzing the data of BDNF or BDNF mRNA in
the third retrieval session of situational reminder.

2. Experimental Procedure

2.1. Animals. Forty-six maleWistar rats were purchased from
BioLASCO Taiwan Co., Ltd. (Yilan County, Taiwan). At the
beginning of the experiments, the weight of each rat was 250–
350 g. All the rats were group-housed, two per plastic cage,
with wooden bedding in the cage. The cages were kept in a
colony room with a constant temperature (approximately
23 ± 2°C) and light phase between 6:00 a.m. and 6:00 p.m.
Food and water were provided ad libitum. The experiments
were carried out in compliance with the American Psycho-
logical Association ethical standards for the treatment of
animals. A description of the details of the treatment was
submitted and received approval (ethical protocol #
1080008) from the Institutional Animal Care and Use
Committee (IACUC) of Fo Guang University. Every effort
was made to minimize the animals’ suffering and the number
of animals used.

2.2. Apparatus. The inescapable footshock apparatus is a box
with a surrounding plastic shell measuring 60 cm × 60 cm ×
72 cm high. The floor of the apparatus comprises metal grids
(0.3 cm diameter at 0.7 cm grid intervals).

2.3. Behavioral Procedure. The experimental procedure is
shown in Figure 1(a). Following the seven-day adaptation
phase was the conditioning phase, where the rats were
divided into nonfootshock (control group, n = 12) and foot-
shock (n = 12) groups. During this phase, the rats in the foot-
shock group received an inescapable footshock (3mA, 10
seconds) and were then kept for twominutes in the footshock
box. The rats in the control group were placed in the chamber
for an equivalent period without receiving a footshock.
Following this, rats were reexposed to the footshock box for
two minutes to induce situational reminders once a day for
three days. The experimental procedure of the PTSD animal
model in situational reminder was referred from the previous
studies [10, 14].

To examine BDNF proteins in the selected brain areas,
immunohistochemical (IHC) staining was conducted on
the nonfootshock (n = 4) and footshock (n = 6) groups
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following the third session of the situational reminder phase.
The quantitative real-time polymerase chain reaction (qRT-
PCR) method was performed on the nonfootshock (n = 6)
and footshock (n = 6) groups to measure BDNF mRNA
expression. Because fear behavior is a crucial PTSD symp-
tom, the study addressed whether such behavior occurred
in the third retrieval session. Thus, in the third retrieval
session, qRT-PCR was performed to label BDNF proteins
and BDNF mRNA levels.

The animals were euthanized, and their brain tissues
were collected for further analysis of BDNF expression by
IHC staining or BDNF mRNA levels. BDNF-positive nuclei
were determined in conditioned fear-associated brain
regions, including the Cg1, PrL, IL, hippocampus (CA1,
CA2, CA3, and DG), amygdala, and PC. BDNF mRNA
levels were labeled in the mPFC, hippocampus, amygdala,
and PC.

2.4. Behavioral Testing. Situational reminders were con-
ducted to reexperience the PTSD trauma event by measuring
freezing behavior in rats, which was video recorded for two
minutes in the previous environment which was associated
with footshock. Freezing behavior comprises an index of fear
responses, defined as the absence of all movements except
respiration [29].

2.5. Immunohistochemical Staining of BDNF. Based on the
previous findings related to the time course of BDNF protein
expression [30], the immunohistochemical staining with
BDNF was performed 60~90 minutes after the final session
of freezing behavior measurement. The rats were euthanized
with an overdose of sodium pentobarbital. Then, the rats
were perfused with 0.9% sodium chloride followed by 4%
paraformaldehyde in 0.1M phosphate-buffered saline
(PBS). After perfusion, the brain tissues were removed and
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Figure 1: (a) Schematic representation of the experiment paradigm. After the seven-day adaptation phase, 3mA footshock for 10 seconds was
applied for fear conditioning, and freezing levels were measured for three sessions during situational reminder. Two hours after the third
retrieval session of freezing behavior measurement, the rats were euthanized and their brain tissues were collected and further processed
for immunohistochemical staining and qRT-PCR analysis. (b) Mean (±SEM) freezing time for three sessions during situational reminder.
Conditioned freezing behavior was measured in the nonfootshock (n = 12) and footshock (n = 12) groups. ∗p < 0:05 when comparing the
nonfootshock and footshock groups.
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postfixed in 4% paraformaldehyde for three days. Following
this, the brain tissues were stored in 30% sucrose until the
brain sank. Later, a brain microdissection procedure was
performed. The brain tissue was embedded by using frozen
gel (Tissue-Tek O.C.T. compound) before sectioning. The
frozen brain was placed in the platform of the microtome,
and during the brain microdissection, coronal sections were
cut 40μm thick in a freezing microtome chamber. The
temperature in the microtome chamber was maintained at
-20°C. The coronal sections of the brain were collected in
0.1M PBS. Anterior and posterior coordinates were by the
brain map of rats [31].

Alternate sections were picked, and free-floating sections
were washed once for 10 minutes in 0.1M PBS and then
immersed in 3% hydrogen peroxide (H202) to block endoge-
nous peroxidase and 1% Triton X-100 to enhance membrane
permeability. After rinsing in 0.1M PBS, the brain slices were
submerged in normal goat serum with 0.1% Triton (NGST)
for one hour and incubated overnight at 4°C with an anti-
BDNF antibody (Millipore/AB1513, 1 : 500). The following
day, the brain slices were rinsed for 10 minutes in 0.1M
PBS and incubated in a secondary biotinylated rabbit anti-
sheep IgG antibody (1 : 500, BA-6000, Vector Laboratories,
CA, USA) in 1% NGST at room temperature for one hour.
The slices were then rinsed again in 0.1M PBS for 10
minutes, and the bound secondary antibody was placed in
an avidin-biotin solution in 0.1M PBS (ABC kit, Vector
Laboratories, CA, USA) for one hour. After this, the slices
were rinsed once again in 0.1M PBS for 10 minutes and then
incubated with a chromogen reaction solution (PBS, pH7.4,
3% H2O2, 25% nickel, and 0.03% 3,3′-diaminobenzidine)
for 10 minutes. Finally, all sections were rinsed in a PBS solu-
tion and mounted onto gelatin-coated slides. For quantifying
BDNF expression, nuclei with positive dark-point immuno-
reactivity were counted visually at 20x magnification. The
counting software ImageJ was applied to count the c-Fos-
positive neurons. The counts of the slices for each brain
subarea were averaged for each group.

2.6. Real-Time Quantitative PCR of BDNF. Total RNA was
extracted using the TRIzol reagent (Invitrogen, Carlsbad,
CA, USA) according to the manufacturer’s instructions.
Total RNA was used for cDNA synthesis with random
hexamers. The next step was the reverse transcription PCR
amplification of BDNF. The amplification was initiated with
a pair of BDNF primers (forward: 5′-AAAACCATAAGGAC
GCGGACTT-3′; reverse: 5′-AAAGAGCAGAGGAGGC
TCCAA-3′) in a total reaction volume of 20μl, undergoing
a denaturation stage at 95°C for 10 minutes, followed by 28
cycles of denaturation at 95°C for one minute, primer anneal-
ing at 55°C for 30 seconds, and extension at 72°C for 45
seconds. Once the cycling steps were complete, the final
extension was at 72°C for five minutes. The reactions were
repeated three times and were performed in an ABI PRISM
7500 Sequence Detection System (Applied Biosystems,
Thermo Fisher Scientific, USA). The mean expression level
of the housekeeping gene with a pair of beta-actin primers
(forward: 5′CAACTTGATGTATGAAGGCTTTGGT-3′;

reverse: 5′-ACTTTTATTGGTCTCAAGTCAGTGTACAG-
3′) was used as the internal control to normalize the variabil-
ity of BDNF expression levels. The relative changes in gene
expression were analyzed using the 2−ΔΔCT method, as
described in a previous study [32].

2.7. Statistical Analysis. A two-way mixed (group vs. session)
analysis of variance (ANOVA) was performed for the freez-
ing time. BDNF expression and normalized BDNF mRNA
were analyzed using an independent t-test for a specific brain
area of the nonfootshock and footshock groups. To examine
the relationship between freezing response and the BNDF
expressions or freezing response and BDNF mRNA, Pearson
correlation tests were conducted. Values of p < 0:05 were
considered to be statistically significant. The heat map of
the neural networks in the determined brain areas was trans-
formed from Pearson correlation coefficient values and illus-
trated by MATLAB free packages (The MathWorks, Inc.,
Natick, MA, USA). Note that the higher value of the Pearson
correlation coefficient indicated a long-wave color. The lower
value of the Pearson correlation coefficient showed a short-
wave color. The values of power were analyzed following
Pearson correlation tests.

3. Results

3.1. Freezing Behavior Tests during the Situational Reminder.
In this study, a single severe footshock was paired with the
context of the footshock box. Then, the animals encountered
an experimental procedure of situational reminders in the
footshock box. In this procedure, animals were given without
any footshock once a day for three days to mimic patients
with PTSD who have reexperienced a traumatic memory.
By testing freezing behavior during situational reminder, a
two-way mixed ANOVA (footshock vs. session) indicated
that a significant difference occurred in the group
(F1,22 = 98:00, p < 0:05; partial eta square = 0:82, power =
1:00). Nonsignificant differences occurred in session
(F2,44 = 1:62, p > 0:05; partial eta square = 0:07, power = 0:32)
and in the interaction of the group and session (F2,44 = 0:07,
p > 0:05; partial eta square = 0:003, power = 0:06). The results
highlight that footshock treatments significantly increased
freezing time compared to the nonfootshock group for three
sessions during situational reminder (Figure 1(b)).

3.2. BDNF Immunohistochemical Staining during Situational
Reminder and Fear Behavior in PTSD-Associated Brain
Areas. By investigating the involvement of brain areas in
the BDNF expression of the nonfootshock and footshock
groups, an independent t-test indicated that the footshock
group experienced significant increases in BDNF expression
in the Cg1 (tð8Þ = −6:17, p < 0:05; Figure 2(a)), PrL
(tð8Þ = −5:07, p < 0:05; Figure 2(b)), and amygdala
(tð8Þ = −8:17, p < 0:05; Figure 2(h)). In contrast, the BDNF
expression of the footshock group in the IL (tð8Þ = 3:86,
p < 0:05; Figure 2(c)), CA1 (tð8Þ = 7:35, p < 0:05;
Figure 2(d)), CA2 (tð8Þ = 6:14, p < 0:05; Figure 2(e)), CA3
(tð8Þ = 6:21, p < 0:05; Figure 2(f)), and DG (tð8Þ = 4:80,
p < 0:05; Figure 2(g)) showed a significant decrease
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Figure 2: Continued.
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compared to that of the nonfootshock group. The BDNF
expression of the PC between the nonfootshock and footshock
groups had no significant differences (tð8Þ = 0:17, p > 0:05;
Figure 2(i)). To compare both of these groups, the BDNF
expression of the determined brain areas is shown in
Figures 3(a)–3(c). These results suggest that the Cg1, PrL,
IL, CA1, CA2, CA3, DG, and amygdala were shown to have
higher BDNF protein expression in the PTSD during
situational reminder.

3.3. Quantification of BDNF mRNA Levels during Situational
Reminder and Fear Behavior in PTSD-Associated Brain
Areas. The BDNF mRNA levels were further determined by
qRT-PCR. An independent t-test indicated that significantly
higher BDNF mRNA levels occurred in the mPFC in the
footshock group (tð10Þ = −2:79, p < 0:05; Figure 4(a)) and
amygdala (tð10Þ = −2:16, p = 0:05; Figure 4(b)). The hippo-
campus showed significantly decreased BDNF mRNA levels
in the footshock group (tð10Þ = 2:54, p < 0:05; Figure 4(c)).
A nonsignificant difference occurred in the PC
(tð10Þ = 0:69, p > 0:05; Figure 4(d)). The mPFC, amygdala,
and hippocampus therefore mediate the BDNFmRNA levels.

3.4. Pearson Correlation Tests for Freezing Behavior and
BDNF Protein Expressions in the Third Session of
Situational Reminder. Rats induced freezing behavior follow-
ing severe footshock treatment and were then placed in the
same footshock box to induce fear behavior for three sessions
during situational reminder. To examine the relationship
between footshock-induced freezing behavior as a PTSD
symptom and BDNF protein expressions in the brain, we
assessed the relationship between freezing levels and BDNF
protein expressions using Pearson correlation tests. The
results indicated that freezing levels were positively associated
with BDNF protein levels in the Cg1 (r = 0:72, p < 0:05), PrL
(r = 0:76, p < 0:05), and amygdala (r = 0:75, p < 0:05). The
associations in the subregions of the hippocampus were
negatively correlated, including those in the CA1
(r = −0:76, p < 0:05), CA2 (r = −0:75, p < 0:05), and CA3
(r = −0:83, p < 0:05). However, freezing levels and BDNF
protein expressions were not significantly correlated in
the IL (r = −0:61, p > 0:05), DG (r = −0:60, p > 0:05), or

PC (r = −0:49, p > 0:05; Table 1). Therefore, from the anal-
ysis of the relationship between freezing behavior and
BDNF protein expressions, a positive correlation occurred
in the Cg1, PrL, and amygdala; however, a negative corre-
lation was found in the CA1, CA2, CA3, and amygdala.

3.5. Pearson Correlation Tests for Freezing Behavior and
BDNF mRNA Levels in the Third Session of Situational
Reminder. We also tested the relationship between freezing
behavior and BDNF mRNA levels using Pearson correlation
tests. It was found that a positively significant correlation
occurred in the mPFC (r = 0:80, p < 0:05) and amygdala
(r = 0:84, p < 0:05). A negative correlation was noted in the
hippocampus (r = −0:62, p < 0:05). A nonsignificant correla-
tion occurred in the PC (r = −0:28, p > 0:05; Table 2). There-
fore, from the analysis of the relationship between freezing
behavior and BDNF mRNA levels, positive correlations were
observed in the mPFC and amygdala; however, a negative
correlation occurred in the hippocampus.

3.6. Neural Connection Analysis of Regional BDNF Protein
Expression. To test the neural connection of BDNF protein
expression, we used a Pearson correlation analysis. For the
nonfootshock and footshock groups, the values of Pearson
correlation tests were shown to be 0.991~0.097 and
-0.740~0.006, respectively. Moreover, the power values were
0.940~0.051 for the nonfootshock group and 0.436~0.050
for the footshock group. Thus, Pearson correlation coeffi-
cients were transferred to a heat map with colors to examine
the relationship among the selected brain areas in BDNF
expression. BDNF protein-level associations were analyzed
in both nonfootshock (Figure 5(a)) and footshock
(Figure 5(b)) groups. The heat map of the nonfootshock
group exhibited many yellow and red colors, thus showing
a higher correlation than any other comparison of brain areas
(Figure 5(a)). However, after the footshock treatments, com-
parisons of all brain areas appeared to show more blue colors
in the heat map, indicating that a footshock-induced trau-
matic event disrupted the relationship between all brain areas
(Figure 5(b)). It was suggested that lower BDNF correlation
levels were found in the brain following PTSD, thus repre-
senting a negatively regional connection in the third retrieval
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Figure 2: (a–i) Mean (±SEM) BDNF-positive cells per slice in footshock (n = 4) and nonfootshock (n = 6) groups. The number of BDNF-
positive cells was counted in the PTSD-associated regions, including the Cg1; PrL; IL; hippocampal areas CA1, CA2, CA3, and DG;
amygdala; and PC. ∗p < 0:05 when comparing the nonfootshock and footshock groups.
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session of situational reminder. Furthermore, the neural con-
nections during the third retrieval session of situational
reminder for all neural substrates showed that a large amount
of positive connectivity and a small amount of negative con-
nectivity in nonfootshock (Figure 5(c)) become a lot of neg-
ative connectivity and less positive connectivity in BDNF
expression in footshock (Figure 5(d)).

3.7. Neural Connection Analysis of Regional BDNF mRNA
Levels. To test the neural connection of BDNF mRNA levels,
we used a Pearson correlation analysis. For the nonfootshock
and footshock groups, the values of Pearson correlation tests
were shown to be 0.783~0.135 and -0.547~0.116, respec-
tively. Moreover, the power values were 0.519~0.057 for the
nonfootshock group and 0.203~0.055 for the footshock
group. The value of the Pearson correlation coefficient was
transferred into the heat map with color to examine the rela-

tionship among the mPFC, amygdala, hippocampus, and PC
in BDNF mRNA levels for both nonfootshock and footshock
groups (Figure 6). During the third retrieval session of situa-
tional reminder, the nonfootshock group revealed to have
higher correlation values for the mPFC with the hippocam-
pus and PC, the mPFC and hippocampus, and the mPFC
and PC (Figure 6(a)); however, the Pearson correlation coef-
ficients decreased for almost all comparisons for all deter-
mined brain areas in the footshock group (Figure 6(b)).
Therefore, it appears that PTSD in situational reminders
interferes with connections between the mPFC, amygdala,
hippocampus, and PC in the brain, and it induces lower
BDNF mRNA levels in footshock. It indicated that when
compared with the nonfootshock and footshock groups, the
connections of the neural network for all determined brain
areas changed from having increased positive connectivity
to decreased positive connectivity and enhanced negative
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Figure 3: (a–c) Representative photomicrographs of BDNF-positive cells in the region of the Cg1; PrL; IL; hippocampal areas CA1, CA2,
CA3, and DG; amygdala; and PC.

7Behavioural Neurology



connectivity in BDNF mRNA levels, especially in the situa-
tional reminder phase (Figures 6(c) and 6(d)).

4. Discussion

The present study results showed that the footshock rats still
induced a severe freezing behavior in the third retrieval
session of situational reminder and the behavioral data were
consistent with the previous evidence [10, 13, 14]. The
mPFC (i.e., Cg1 and PrL) and the amygdala appeared to
have higher BDNF protein expression. In contrast, part of
the mPFC (i.e., IL) and the hippocampus (i.e., CA1, CA2,
CA3, and DG) showed lower BDNF protein expression in
the third retrieval session of situational reminder. In the

BDNF mRNA levels, the results were very similar to those
in BDNF protein expression. The levels of BDNF mRNA
were higher in the mPFC and amygdala but lower in the
hippocampus for the footshock group in the third retrieval
session of situational reminder.

The neural connection analysis suggested that some con-
nections between the mPFC, amygdala, and hippocampus
changed the connection property from positive to negative.
These connections included the PrL projections to the
subareas of the mPFC (i.e., PrL-Cg1 and PrL-IL) and the
subareas of the hippocampus (i.e., PrL-CA2, PrL-DG, and
PrL-CA3), the amygdala projections (i.e., IL-amygdala,
amygdala-CA2, and amygdala-PC), and the projections of
the IL-PC, PC-CA3, and CA1-CA2. Therefore, the situa-
tional reminder of traumatic memory weakened the neural
network of the mPFC, amygdala, and hippocampus that
exhibited negative connections.

4.1. The mPFC and PTSD. A growing body of evidence has
shown that the subregions of the mPFC (such as the PrL,
IL, and Cg1) play separate roles in fear conditioning and
PTSD symptoms [33]. Previous studies have reported some
controversial evidence in this regard [20, 34–37]. For exam-
ple, a study of fear conditioning discrimination showed that
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Figure 4: Normalized BDNF mRNA in the mPFC, amygdala, hippocampus, and PC in footshock (n = 6) and nonfootshock (n = 6) groups.
∗p < 0:05 when comparing the nonfootshock and footshock groups.

Table 1: Pearson correlation tests conducted to analyze the relationship between freezing behavior and BDNF protein expression levels in
selected brain areas (n = 10) during the final retrieval session of situational reminders.

Cg1 PrL IL CA1 CA2 CA3 DG Amygdala PC

r 0.72 0.76 -0.61 -0.76 -0.75 -0.83 -0.60 0.75 -0.49

p <0.05∗ <0.05∗ ns <0.05∗ <0.05∗ <0.05∗ ns <0.05∗ ns

Table 2: Pearson correlation tests conducted to analyze the
relationship between freezing behavior and BDNF mRNA levels in
selected brain areas (n = 12) during the final retrieval session of
situational reminders.

mPFC Amygdala Hippocampus PC

r 0.80 0.84 -0.62 -0.28

p <0.05∗ <0.05∗ <0.05∗ ns
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the subdivisions of the mPFC activated different responses to
fear discrimination learning, and the PrL and IL seemingly
contributed counterbalanced roles in fear discrimination
learning [34]. A previous study has reported that animals
with a single prolonged-stress PTSD procedure revealed to
have significantly lower BDNF expression in the hippocam-
pus and mPFC and decreased phosphorylated TrkB recep-
tors in the ventral mPFC. However, microinfusions of
BDNF in the IL (but not in the PrL or hippocampus) reduced
the impairment of fear extinction but not extinction training.
BDNF microinjections in the IL significantly activated TrkB
phosphorylation in the IL, indicating that the signaling of
BDNF to TrkB receptors in the IL (but not the PrL and
hippocampus) regulates fear extinction memory [35]. Using
the resting-state method of functional magnetic resonance
imaging, a study examined brain mechanisms of PTSD and
found that PTSD patients appeared to have a higher level of
functional connectivity in the left posterior hippocampus and
bilateral posterior cingulate cortex compared to the trauma-
exposed control group, indicating that the cingulate cortex
of the mPFC may be involved in PTSD fear behavior [36].

The present study focused on the situational reminder of
traumatic memory, and the Cg1 and PrL of the mPFC
showed higher BDNF expression; however, the IL exhibited
lower BDNF expression. The results of BNDF labeling were
seemingly consistent with the viewpoint of the PrL, IL, and

Cg1’s different levels of involvement in fear memory. During
situational reminder, the Cg1 and PrL might enhance synap-
tic plasticity, but the IL reduces synaptic plasticity for regulat-
ing situational reminder. In other words, in the retrieval fear
memory, the Cg1 and PrL neurons may be involved in the
BDNF synaptic plasticity to ensure a connection with the
relevant neural substrates. However, the BDNF synaptic
plasticity of the IL neurons was likely weakened to connect
with adjacent neurons.

4.2. The Amygdala and PTSD. Previous studies suggested that
the amygdala regulated negative emotional responses and
was involved in fear conditioning [38]. Moreover, the amyg-
dala was shown to encode aversive and negative stimuli, and
then, this negative information was associated with the
contextual stimulus [39]. PTSD symptoms are present in fear
and negative emotional responses, and the amygdala plays an
essential role in PTSD [40]. For example, PTSD research on
animals using the predator scent model showed that excita-
tions of the BLA through high-frequency stimulations could
interfere with predator scent-related anxiety and avoidance
responses [41]. The inescapable footshock model of PTSD
showed that animals with footshock treatments exhibited a
higher expression of norepinephrine in the amygdala. In con-
trast, bilateral microinfusions of the beta-adrenergic receptor
antagonist propranolol revealed a lower locomotive activity,
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Figure 5: Pearson’s correlation coefficient of BDNF protein expression in (a) nonfootshock (n = 4) and (b) footshock (n = 6) and the
connectivity in (c) nonfootshock (n = 4) and (d) footshock (n = 6) between regions, including the Cg1; PrL; IL; hippocampal areas CA1,
CA2, CA3, and DG; amygdala; and PC. Note that the red dotted line represents positive connectivity. The black line represents negative
connectivity.
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indicating that the activity of the amygdala’s adrenergic
neurons mediated PTSD symptoms [42]. A manganese-
enhanced magnetic resonance imaging study indicated that
PTSD animals induced higher signals in the BLA and stria-
tum and lower activity in the IL in a single prolonged-stress
PTSD model. This indicated that the prefrontal cortex inhib-
ited the neuronal activity of the amygdala and striatum under
the single prolonged-stress procedure [43]. Furthermore, a
recent single prolonged-stress procedure in a PTSD animal
model found that anxiety behavior and fear memory
occurred one day after the procedure and were associated
with decreased activated glutamate neurons and increased
activated GABA neurons in the BLA. Ten days after the pro-
cedure, the animals exhibited enhanced anxiety and impaired
fear memory associated with increased glutamate and GABA
transmissions in the BLA, indicating that the different PTSD
stages showed a distinct pattern of glutamate and GABA
neuron activities in the amygdala [44].

The present result showed that BDNF protein expression
was higher in the amygdala during situational reminders.
This finding supports the view that the amygdala regulates
fear-related PTSD symptoms; moreover, the BDNF involve-
ment of the amygdala in the present result has extended the
previous evidence in the studies of behavioral pharmacology
and magnetic resonance imaging.

4.3. The Hippocampus and PTSD. Accumulated evidence has
shown that the hippocampus governs context-related condi-
tioned learning [45–47], in which the contextual environ-

ment (i.e., the CS) is conditioned by a physiological or
survival stimulus (i.e., the US) [48]. Because the US is a
fear-related aversive and negative effect, the contextual CS
has the aversive fear effect, following the aversive condi-
tioning of the CS and US; this is termed fear conditioning
[39]. Accordingly, the hippocampus does not mediate the
reward or aversive valence itself; instead, the hippocampus
only regulates a single and whole ensemble of contextual
components [39].

On the other hand, the subareas of the hippocampus (i.e.,
the CA1, CA2, CA3, and DG) may play different roles in fear
conditioning and fear extinction memory [23, 26, 49]. For
example, under a long-term stress treatment, the CA1 of
the hippocampus exhibited decreased BDNF mRNA expres-
sion and increased TrkB mRNA expression in the predator
scent-induced stress paradigm [26], indicating that the CA1
was involved in the stress event. BDNF protein expression
of the DG was lower in cue fear conditioning, and the DG
plays an inhibitory role in cue fear conditioning [23].
Another study used the contextual fear conditioning para-
digm and showed that lesions of the CA3 enhanced fear
behavior in the acquisition stage of fear conditioning. More-
over, lesions of the CA1 and DG impaired freezing behavior
in the retrieval stage of fear memory, indicating that the CA3
mediated the acquisition of fear memory and the CA1 and
DG regulated the retrieval of fear memory [49].

In the present PTSD study, the CA1, CA2, CA3, and DG
of the hippocampus all exhibited significantly lower BDNF
expression in the third retrieval session of situational
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reminder. Therefore, our data are not consistent with this
prior evidence. This discrepancy in evidence may be due to
the different paradigms and stages of fear conditioning in
PTSD. This issue should be investigated in further studies.

4.4. Neural Connections among the mPFC, Amygdala, and
Hippocampus for PTSD during the Situational Reminder.
Previous literature has reported that the mPFC, amygdala,
and hippocampus were connected for playing different roles
in PTSD [28, 50]. For example, a neuroimaging review sug-
gested that during the sympathetic stage of PTSD, the mPFC
and hippocampus both revealed hypoactivity associated with
the hyperactivity of the amygdala [28]. This viewpoint was
supported by another study, which indicated that exposing
patients to severe stress produced deficits in the mPFC inhi-
bition to suppress the hyperactivity of the amygdala [50]. For
example, in severe stress, the mPFC loses its inhibitory func-
tion to the amygdala, and the deficit of the hippocampus
disrupts the function of declarative memory but facilitates
the nondeclarative memory of fear conditioning [50].
Another study found the mPFC and the hippocampus to be
negatively connected to the amygdala, whereas the mPFC
and hippocampus were positively connected [28]. In this
neural relationship of the mPFC, hippocampus, and amyg-
dala, the neural activity of the mPFC and hippocampus
appeared lower, but a higher neural activity of the amygdala
occurred when PTSD patients experienced a severe stress
event, indicating the contribution of the neural connection
in regulating PTSD symptoms [28]. However, the present
data were not completely consistent with the previous view-
point in neuroimaging research—namely, the fact that the
neurons of the mPFC and hippocampus were shown to have
a lower activity and the amygdala neurons exhibited a higher
activity when patients experienced PTSD symptoms [28].
Our data showed that there was higher BDNF expression in
the Cg1, PrL, and amygdala; however, the IL, CA1, CA2,
CA3, and DG exhibited lower expression in BDNF protein
tests. In our study, the PrL and IL played an opposite role
in fear behavior during situational reminders, supporting
the findings [33]. The data discrepancy between previous
studies and ours may be due to inconsistent results from
the different testing stages of PTSD and fear conditioning.
In our study, we manipulated the retrieval of fear memory
during situational reminder; however, the previous study
conducted a fear conditioning and acquisition phase or fear
extinction phase. These different testing phases may have
led to the discrepancy in the results. Therefore, the acquisi-
tion, retrieval, and extinction of fear memory should be
considered expressing the different patterns of neural
network activity among the prefrontal cortex, amygdala,
and hippocampus. Whether or not the different stages of
PTSD appear in the varying neural connection patterns
should be scrutinized in future studies.

4.5. Issue and Limitations. Some limitations should be a
matter of concern. First, the issue of whether the immunohis-
tochemical stainingmethod was a suitable way to label BDNF
proteins should be discussed. In the present study, it used
immunohistochemical staining with the BDNF protein after

behavioral testing. However, this method has a shortage such
that the antibody of BDNF did not stain the right cellular and
subcellular elements. The BDNF protein was located in the
Trk receptor and surrounding postsynaptic neuronal mem-
branes but not inside neuronal membranes [17]. BDNF is
taken up by the presynaptic neurons via axonal retrograde
transport into the cell body of this presynaptic neuron result-
ing in neuronal survival [51]. Therefore, the present data of
BDNF protein expression with immunohistochemical stain-
ing have a limitation for BDNF labeling in a correct cellular
element. In contrast, the western blot and ELISA approach
with BDNF should be considered to prevent the deficits of
the immunohistochemical staining method in further
studies. Second, the small sample size for numerous Pearson
correlation tests in BDNF protein and BDNF mRNA mea-
surements should be a matter of concern because fewer data
might lead to lower power values. In the neuroscience field,
the small sample size (n = 4-6) is often used to compare the
different effects between control and experimental groups
with the t-test or F-test. However, the Pearson correlation
test with the small sample size should be further considered
for its effect size and power value.

To test BDNF protein and BDNF mRNA expression for
comparing the nonfootshock and footshock groups, the PrL
and IL, respectively, showed increases and decreases in the
BDNF protein expression for the footshock group; however,
the BDNF mRNA expression in the mPFC was lower in the
footshock group. These results showed a conflict between
the BDNF mRNA and BDNF protein expressions. This dis-
crepancy in data might be due to the fact that the assessment
of BDNF mRNA focused on the whole mPFC; however, the
measurement of BDNF protein expression narrows down
the subareas of the mPFC (i.e., PrL and IL). Thus, it shows
the different functions between the PrL and IL. Furthermore,
why did the PrL and IL appear to have an opposite expression
in BDNF protein expression? A possible explanation is that
the data of BDNF protein was consistent with the viewpoint
that the PrL plays a role to enhance fear behavior, but the IL
was involved in the reduction of fear behavior [52]. The pres-
ent issue that whether the subareas of the mPFC contribute a
different function to the fear conditioning and PTSD symp-
toms should be scrutinized in further studies.

4.6. Conclusion. In the retrieval of situational reminders, the
subareas of the mPFC such as Cg1 and PrL and the amygdala
showed a higher BDNF protein expression. However, the IL
and the subareas of the hippocampus including CA1, CA2,
CA3, and DG revealed a lower BDNF protein expression.
The data of the BDNF mRNA levels were similar to those
of BDNF protein expression: the levels of BDNF mRNA were
higher in the mPFC and amygdala but lower in the hippo-
campus for the footshock group. In the neural connection
analysis, we found that some connections between the mPFC,
amygdala, and hippocampus changed the connection prop-
erty from positive to negative. These connections included
the PrL projections to the subareas of the mPFC (i.e., PrL-
Cg1 and PrL–IL) and the subareas of the hippocampus (i.e.,
PrL-CA2, PrL-DG, and PrL-CA3), the amygdala projections
(i.e., IL-amygdala, amygdala-CA2, and amygdala-PC), and
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the projections of the IL-PC, PC-CA3, and CA1-CA2. The
reexperience of PTSD traumatic memory is seemingly to
weaken the neural network of the mPFC, amygdala, and
hippocampus that exhibited negative connections.
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We investigated whether the personality of patients with Parkinson’s disease (PD) before subthalamic brain stimulation differed
from patients receiving drug treatments and whether the personality of patients affected surgical decisions. We recruited 38
patients with advanced PD scheduled for deep brain stimulation (DBS), 40 patients with PD receiving the very best medical
treatment, and 51 healthy control subjects. All participants were evaluated by the Minnesota multiphasic personality inventory-1
(MMPI-1). PD patients who were candidates for DBS did not exhibit any significant differences in personality when compared
with PD patients who were treated with drugs. Compared with healthy controls, patients with PD had remarkably higher
MMPI-1 scores for spiritual quality, neuroticism, and introversion, but significantly lower scores for socialization. In addition,
patients with PD were more submissive, more dependent on others, and less active in social activities. Our data indicated that
the main deciding factor relating to whether to undergo DBS was the disease itself and not the pathological personality.
However, neurotic and psychotic symptoms accompanying PD may influence the effect of DBS. We found that greater benefit is
obtained by surgical or medical interventions if abnormal neurotic characteristics are considered early in the course of PD.

1. Introduction

Parkinson’s disease (PD) is the second most common degen-
erative disorder and is characterized by both motor and non-
motor symptoms. PD also has an extensive negative effect on
the mental health of patients and presents with a wide range
of psychiatric disorders involving depressive symptoms and
general anxiety disorders. Rigidity, introversion, and cau-
tiousness have all been proposed as typical personality char-
acteristics of patients with PD [1].

Previous cross-sectional studies have compared the per-
sonalities of patients with PD to those of healthy subjects
(HS) or patients with other neurological diseases such as Alz-

heimer’s disease and suggested that PD patients are more
introverted, apprehensive, tense, driven, and cautious. These
data suggested the existence of “Parkinson’s disease-specific
personality” [2, 3]. Personality traits are known to affect per-
ceptions of the overall impact of this disease on function, as
well as general well-being (Lahey, 2009). Some studies of
PD reported that there was no correlation that links person-
ality traits to clinical features, such as disease duration and
Hoehn and Yahr (H&Y) stage. However, other studies have
presented contradictory findings [4–6].

Previous studies have suggested that certain personality
qualities are typical of PD and may be linked to neurotrans-
mitter alterations caused by disease progression or
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treatments. It is speculated that these personality traits are
early manifestations of neurochemical changes during PD
[7, 8].

The Minnesota multiphasic personality inventory
(MMPI) (Hathaway 1940) is the most widely studied person-
ality test and is commonly used to examine personality traits,
as well as psychopathology. However, only specially trained
psychologists can administer this personality test. Some pre-
vious studies have used the MMPI-1 to investigate personal-
ity characteristics in PD patients [9].

Since its introduction in the early 1990s, deep brain stim-
ulation (DBS) is widely regarded as the second milestone in
the treatment of PD after dopamine replacement therapy.
However, the postoperative effects of DBS are known to
depend on a variety of different factors, including disease-
specific pathopsychological symptoms [10, 11].

In this study, we investigated the personality of PD
patients at our hospital prior to DBS surgery (PD-DBS) or
the best form of medical treatment (PD-MED). This study
sought to determine if there were personality differences
between these two groups of PD patients and the personality
characteristics of healthy subjects at our center.

2. Materials and Methods

2.1. Subjects. PD patients were recruited into the study a week
before DSB surgery (PD-DBS; 38 patients) or treatment with
drugs (PD-MED; 40 patients). Fifty-one healthy participants
were also recruited as healthy controls (HC). We recorded a
range of demographic data, including age, education level,
gender, medical history, and levodopa and dopamine agonist
usage. Further neuropsychological examinations were per-
formed on every subject.

Patients were included if they had received a clinical diag-
nosis of idiopathic PD based on the British Parkinson’s Dis-
ease Society Brain Bank Criteria for at least 5 years [12].
Patients were excluded if they had other known neurodegen-
erative and/or psychiatric disorders.

2.2. Personality Assessment. All PD subjects were asked to
take anti-Parkinsonian medication prior to evaluation.

2.2.1. MMPI Assessment. Each patient was given a psycho-
metric assessment using the Chinese version of the MMPI
[13], which involves 566 statements that are answered as
“true” or “false.” The results were scored in a standard profile
consisting of 3 “validity scales” and 10 “personality scales.”
The validity scales involved lie (L), fake (F), K correction,
and defensive responses (K). Personality scales involved
states of hypochondriasis (Hs), schizophrenia (Sc), depres-
sion (D), hysteria (Hy), masculinity-femininity (Mf), para-
noia (Pa), psychasthenia (Pt), psychopathic deviate (Pd),
mania (Ma), and social introversion (Si). Six clinical factors
were also considered: P (including positive loads of F, PA,
Pt, Ma, and SC and negative loads of L and K), N (including
Hs, Hy, and D), I (including Pt, D, and Si), F (Pa), M (Mf),
and A (including high negative loads of Pd and a medium
negative load of Pa). This approach was used as described
previously (James N. Butcher, 1976).

2.2.2. QUIP PD-Short Assessment. All subjects were tasked to
complete a questionnaire relating to impulsive comprehen-
sive disorders in Parkinson’s disease (QUIP PD-short). This
is a comprehensive screening test that evaluates a wide range
of impulsive compulsive behaviors [14]. Scoring above a pre-
determined threshold indicates that the patient answered the
test with bias, thus invalidating the personality scale results.
The results of the MMPI test are presented as normalized t
-scores. Scale scores indicate psychological dysfunction when
the t-value was >60. Absolute scores are presented as means
of the normalized t-scores.

2.3. Statistical Methods. All clinical parameters were indi-
cated as the mean ± standard deviation ðSDÞ or as percent-
ages in the case of categorical variables. Dr. Zhang and his
team considered 60 points as the demarcation point. Sensi-
tivity, specificity, and interpreter reliability were calculated
by comparing normal subjects versus those with mental dis-
orders. Thus, the cutoff threshold was set at 60.

All patients, as well as healthy controls, were compared
using one-way analysis of variance (ANOVA) for continuous
parameters. Chi-squared tests were used to compare categor-
ical parameters, and p < 0:05 was regarded as being statisti-
cally significant.

2.4. Ethical Considerations. This study was approved by the
local ethics committee. All procedures adhered to the ethical
guidelines of the responsible committee on human experi-
mentation (institutional and national) and the Helsinki Dec-
laration of 1975 (revised in 2000).

3. Results

In total, 129 subjects were recruited into the study: 51 in the
healthy control group, 38 in the PD-DBS group, and 40 in the
PD-MED group (Table 1). The basic characteristics of the 38
PD-DBS patients were as follows: mean age = 62:76 ± 9:31
years, mean H&Y score = 3:52 ± 0:80, mean disease
duration = 11:53 ± 4:65, and mean Unified Parkinson’s Dis-
ease Rating Scale (UPDRS) part III score = 45:63 ± 12:61.
The basic characteristics of the 40 PD-MED were as follows:
mean age = 67:43 ± 10:03 years, mean H&Y score = 2:60 ±
1:24, mean disease duration = 7:97 ± 6:36 years, and mean
UPDRS score = 35:97 ± 18:04. The mean age of the 51 partic-
ipants in the HS group was 57:49 ± 6:74 years. There were no
statistically significant differences between the two groups
with regard to age, gender, total levodopa equivalent dosage
(total LEDD), or the use of levodopa and DA agonist LED
(p ≥ 0:05). Even more, no statistically significant differences
were detected between the two groups with regard to H&Y
stage, disease duration, and UPDRS III scores (p ≥ 0:05), thus
indicating that the condition of the patients in the PD-DBS
group was similar to PD patients with the best medical
treatment.

We found no significant differences between the two
groups with regard to the QUIP PD-short neuropsychologi-
cal evaluation (p > 0:05, Table 2). However, one-way
ANOVA revealed significant differences in all 13 subscales
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when compared between the three groups (PD-MED, PD-
DBS, and HC) (Figures 1 and 2).

Significant differences were detected between the groups
when considering the three corrected scales (p ≤ 0:01). Anal-
yses of 10 clinical scales revealed differences between the
groups (p ≤ 0:01) and significant differences in the Mf scale
(p ≤ 0:01) and Ma scale (p = 0:09). Moreover, the mean
scores for the PD-DBS and PD-MED were >60 for Hy, D,
and Hs. Using the N factor scale, the mean scores for the
two PD groups were >65 and were both significantly higher
than that of the HC group. However, post hoc analysis failed
to identify any significant differences between the PD groups.

4. Discussion

To the best of our knowledge, this is the first study to inves-
tigate the personalities of PD patients prior to DBS or medi-
cal treatment. No significant differences were detected
between the PD-DBS and PD-MED groups with regard to
the dimensions of temperament, and the two groups exhib-
ited similar psychotic characteristics. These data indicated
that patients undergoing surgery do not have special person-
ality traits; rather, they are part of the wider PD population.

Statistically significant differences were reported between
the PD-DBS and PD-MED patients with regard to the H&Y
stage, disease duration, and UPDRS III scores. These data
indicated that PD was more severe in the PD-DBS group
and that these patients required surgical intervention because
medication was not sufficiently effective.

No significant differences were detected between the PD-
DBS and PD-MED groups with regard to LEDD and DA
drug usage, thus ruling out any influence that may have been
created by these drugs. Analysis of QUIP scales further indi-
cated that Compulsive Disorder (OCD) does not affect the
decision to operate. After excluding impulsive factors, we
investigated whether personality factors had an effect on sur-
gical decisions within our patient population.

It has been reported that patients who develop PD often
show a typical premorbid personality profile that is charac-
terized by industriousness, inflexibility, cautiousness, and
low impulsivity; these persist after the disease begins to affect

Table 1: Demographics and clinical feathers in all subjects.

PD
HC (51) p value

PD-DBS (38) PD-MED (40) p value

Age (years) 62:76 ± 9:31 67:43 ± 10:03 0.057 57:49 ± 6:74 0.067

Duration (years) 11:53 ± 4:65 7:97 ± 6:36 0.074 3:82 ± 3:71 —

H&Y stage 3:52 ± 0:80 2:60 ± 1:24 0.198 2:18 ± 1:33 —

Sex (F/M), no. 17 : 21 14 : 26 0.380 31 : 20 0.052

Total LEDD (mg) 795:0 ± 288:0 608:3 ± 150:6 0.199

Levodopa (mg/d) 610:0 ± 176:1 454:2 ± 150:3 0.154
—

—

DA agonist LED (mg/d) 100:8 ± 83:7 125:0 ± 38:7 0.528 —

UPDRS III 45:63 ± 12:61 35:97 ± 18:04 0.0735

Note: data are given as the mean ± standard deviation. UPDRS III: Unified Parkinson’s Disease Rating Scale, part III. Note: DAagonist‐LED ðDA‐LED, mg/
dÞ = piribedil ðmg/dÞ × 1 + pramipexole ðmg/dÞ × 100. Total LED ðTLED, mg/dÞ = regular levodopa dose ðmg/dÞ × 1 + levodopaCR dose ðmg/dÞ × 0:75 + DA‐
LED, and plus ½regular levodopa dose ðmg/dÞ + CR levodopa dose ðmg/dÞ × 0:75� × 0:33 if taking COMT-I.

Table 2: Comparison between patients with and without ICD
behaviors.

Variable PD-DBS (38) PD-MED (40) p value

QUIP disorders

Any 1 or more disorders 2 3 0.833

Gambling 1 1 1.0

Sex 0 1 —

Buying 1 1 1.0

Eating 0 0 —

Hobbyism 0 0 —

Punding 0 0 —
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Figure 1: Scores of validity scales and personality scales in three
groups of subjects. Note: HC: healthy control; PD-MED: drug-
treated PD patients; PD-DBS: STN-DSB surgery; MMPI-1:
Minnesota multiphasic personality inventory-1; L: lie; F: fake; K: K
correction and defensive responses; Hs: hypochondriasis; D:
depression; Hy: hysteria; Pd: psychopathic deviate; Mf:
masculinity/femininity; Pa: paranoia; Pt: psychasthenia; Sc:
schizophrenia; Ma: hypomania; Si: social introversion.
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the motor system. However, other studies show that in addi-
tion to the innate factors that may affect personality, person-
ality changes that develop with PD gradually become
obsessive, dependent, affectively inconstant, passive, indus-
trious, worried, and sick body perception, when compared
with healthy controls [15, 16].

Although it is difficult to differentiate between premor-
bid personality features from those that develop after the
appearance of the disease’s typical manifestations, this
should not prevent further attempts to reexamine the pre-
morbid personality using newer hostility, as well as per-
sonality rating scales. A previous study investigated 6,822
participants over 40 years and used MMPI scales to mon-
itor extraversion (sensation seeking, hypomania, and posi-
tive emotionality), introversion (social introversion and
constraint), and neuroticism (psychasthenia, pessimistic
personality, and depression) and found that only neuroti-
cism was significantly correlated with the development of
PD later in life [17]. Our results are consistent with these
previous findings; the neuroticism score of our PD
patients (>65) was significantly higher than that of the
HC group, thus indicating a characteristic personality that
is associated with PD.

Neuroticism derived from the Hs, D, and Hy scales
showed considerable correlation with the subsequent
development of PD. This relationship was primarily due
to the anxious personality scale (psychasthenia). The cor-
relation between the pessimistic personality trait and the
absence of depression was poor. The neuroticism personal-
ity trait refers to negative emotions to threat, frustration,
or loss and is typified by anxiety, moodiness, worry, envy,
and holding grudges [18]. Neuroticism has been demon-
strated to elevate the risk of depression in PD and can
potentially aggravate the disease. Collectively, these obser-

vations imply that neuroticism is a hallmark personality
of PD; this is consistent with our observations of PD-
MED and PD-DBS patients. A mean neuroticism factor
score that is higher than the HC group indicates emo-
tional instability, disease progression, or poor disease con-
trol, thus suggesting that high levels of neuroticism may
predispose patients to a reduced quality of life or poorer
disease control [19]. Thus, we need to place greater
emphasis on neuroticism, especially after DBS. A profound
understanding of the role of neuroticism may help to
improve the treatment of PD patients with high levels of
neuroticism.

The D scale is related to psychopathic features and neu-
rotic disorders. Depression is a clinical symptom of a variety
of disorders, including bad moods, schizophrenia, bipolar
depression, OCD, and anxiety disorder. Some studies have
found that characteristic personalities, such as neuroticism,
OCD, and anxiety disorder, are related to defects in the dis-
tribution of dopamine. However, other studies, involving
neuroanatomical and functional studies, have indicated that
it is not easy to conclude that dopamine distribution is the
only cause [4, 20, 21]. Some studies suggest that DBS in PD
results in personality changes, including an augmented
impulsive profile, despite reduced levels of L-dopa and DA,
thus supporting the idea of a primary behavioral effect caused
by DBS [22, 23]. A recent study reported self-perceived per-
sonality changes in 6 out of 27 (22%) STN-DBS patients
and identified that preoperative hypomania was the most
remarkable predictor for personality change. Nevertheless,
standard measurement scales did not sufficiently reflect per-
sonality or mood changes that were perceived subjectively by
patients [24].

Chronic diseases can exert a notable long-term influence
on personality, profoundly impacting the outcome of DBS.
Relative to healthy controls, we found that our PD patients
exhibited significant differences in three dimensions (spirit,
neuroticism, and introversion), a significantly lower sociali-
zation dimension, greater levels of submissiveness, greater
dependence on others, and less engagement in social activi-
ties. The MMPI characteristics of PD patients taking medica-
tions were consistent with those of PD patients prior to STN-
DBS surgery. PD patients also exhibited some personality
changes prior to surgery. Thus, it is very important to con-
sider the mental state of PD patients prior to surgery.

Future research should be aimed at overcoming these
limitations such as the number of the patients and longitudi-
nal personality changes and thus validate the occurrence of
changes in personality traits after DBS, to better determine
whether specific personality traits can predict the progression
of the disease or the effects of interventions such as DBS.

5. Conclusion

Chronic diseases can exert significant long-term influences
on personality. These personality factors, particularly neurot-
icism, although are not factors in deciding whether to
undergo operation, may have a significant effect on the post-
operative effects of DBS.
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Figure 2: Scores of clinical factors in three groups of subjects. Note:
P: including positive loads of F, PA, Pt, Ma, and SC and negative
loads of L; N: including Hs, Hy, and D; I: including Pt, D, Si, F,
Pa, M, and Mf; A: including high negative loads of Pd and
medium negative load of Pa.
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Thalamic hemorrhage bears the worst outcome among supratentorial intracerebral hemorrhage (ICH). Minimally invasive
endoscopic-aided surgery (MIS) has been proved to be safe and effective in evacuating ICH. However, the ideal timing of MIS is
still a controversy. In this study, we present our experience in the treatment of patients with thalamic hemorrhage by ultrarapid
MIS evacuation. This retrospective analysis enrolled seven patients treated with ultrarapid MIS evacuation of thalamic
hemorrhage. Seven patients treated with EVD with similar ICH score were included as match control. Primary endpoints
included rebleeding, morbidity, and mortality. Hematoma evacuation rate was evaluated by comparing the pre- and
postoperative computed tomography (CT) scans. Glasgow Outcome Scale Extended (GOSE) and modified Rankin Score (mRS)
were noted at the 6-month and 1-year postoperative follow-up. Among the seven patients, six were accompanied with
intraventricular hemorrhage. All patients received surgery within 6 hours after the onset of stroke. The mean hematoma volume
was 35mL, and the mean operative time was 116.4 minutes. The median hematoma evacuation rate was 74.9%. There was no
rebleeding or death reported after the surgery. The median GOSE and mRS were 3 and 5, respectively, at 6 months
postoperatively. Further, 1-year postoperative median GOSE and mRS were 3 and 5, respectively. The data suggest that the
ultrarapid MIS technique is a safe and effective way in the management of selected cases with thalamic hemorrhage, with
favorable long-term functional outcomes. However, a large, prospective, randomized-controlled trial is needed to confirm
these findings.

1. Introduction

Spontaneous intracerebral hemorrhage (ICH) is a common
neurosurgical emergency. The incidence of ICH is around
24 per 100,000 person-years in white people, 23 per 100,000
person-years in black people, and 52 per 100,000 person-
years in Asian people [1]. Roughly 10 to 15% of ICH cases
involve the thalamus. Thalamic hemorrhage bears the worst
outcome among supratentorial ICH. Hematoma of the thal-
amus may expand and affect different proximal structures
(e.g., the ventricle, globus pallidus, and internal capsule),
leading to different extent of disability and mortality.

Due to its deeply seated anatomy, thalamic hemorrhage is
hard to evacuate. Recently, minimally invasive endoscopic-

aided surgery (MIS) for evacuating ICH has been considered
as a safe and effective approach, showing with lower morbid-
ity and mortality than the traditional craniotomy [2–4].
Many factors such as hematoma volume, intraventricular
extension, and location of hematoma have been found to be
associated with the prognosis of MIS [5]. However, the ideal
timing to perform minimally invasive surgery (MIS) is still a
controversy. It has been reported that early surgery per-
formed within 6 to 24 hours ICH is ideal for MIS [6]; how-
ever, whether the ultrarapid MIS performed within 6 hours
after ICH is favorable to patients is still under debate.

In this study, we focus on the surgical management of
thalamic hemorrhage and present our experience in treating
thalamic hemorrhage using ultrarapid MIS evacuation by
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comparing the postoperative outcomes between patients
receiving ultrarapid MIS evacuation and patients using extra-
ventricular drainage (EVD) without thalamic hematoma
evacuation.

2. Materials and Methods

2.1. Patient Selection. In this study, we included patients with
ICH fulfilling the following criteria: (1) thalamic hemorrhage
with >20mL hematoma volume, accompanied with or with-
out intraventricular hemorrhage (IVH) and acute hydroceph-
alus and (2) had undergone MIS within 24 hours after the
onset of stroke. Moreover, we included another matched
(control) group with thalamic hemorrhage fulfilling the fol-
lowing criteria: (1) ICH score≥2, (2) had undergone unilateral
or bilateral EVD without thalamic hematoma evacuation, and
(3) had undergone EVD placement within 24 hours after the
onset of stroke. Patients were excluded if they had met anyone
of the following criteria: (1) ICH caused by the trauma,
tumor, and coagulopathy (prothrombin time international
normalized ratio ðPT INRÞ > 1:3, partial thromboplastin time
ðPTTÞ > 35:5 seconds, and platelet count < 100, 000/mL);
(2) with end-stage renal disease or Child-Pugh Class C cirrho-
sis; (3) taking antiplatelet or anticoagulation medications, (4)
with preoperative Glasgow coma scale (GCS) score of <4 or
>14; and (5) without the data on follow-up computed tomog-
raphy (CT) result within 3 days or lost to follow-up at 6
months. Both MIS and EVD groups were managed by the
same clinical surgical team at National Taiwan University
Hospital.

The study was designed and conducted in accordance with
the applicable local regulations and the ethical principles of the
Declaration of Helsinki and was approved by Institutional
Review Board (IRB) of National Taiwan University Hospital
(IRB number: 201611058RINA). Written informed consent
was waived as this is a retrospective research.

2.2. For the Removal of IVH. We used the ipsilateral Kocher
point as the entry point for MIS and inserted external ven-
tricular drain (EVD) through the operative tract for remov-
ing the IVH. A flexible endoscope with the free-hand
technique was applied to evacuate massive hematoma in
the third and fourth ventricles of patients with massive
IVH. Also, bilateral EVD placement might be conducted.

Under general anesthesia, a 3.5 to 4.0 cm linear skin inci-
sion was made, followed by a burr hole (1.5-2.0 cm in diam-
eter) drilling. Intraoperative sonography (ALOKA Prosound
alpha 5 SV with UST-5268P-5 Multi-Frequency Phased
Array Burr-hole Probe, 3.0-7.5MHz, Tokyo, Japan) was
applied to locate hematoma or ventricle before conducting
cruciate durotomy and small corticotomy. A custom-made
transparent plastic sheath (10mm in outer diameter, with
various lengths depending on surgeon’s choice as well as
the estimated length measured on preoperative CT scan)
was inserted along the planned trajectory with the stylet.
After removal of the stylet, the endoscope (4mm, 0° rod-
lens endoscope, and 18 cm in length; Karl Storz, Tuttlingen,
Germany) was introduced into the transparent sheath to pro-
vide visualization when removing the hematoma.

Following our procedure of hematoma removal described
in previous studies [4, 7], we entered the ventricle to evacuate
IVH first. Next, we identified the rupture site of thalamic hem-
orrhage and evacuated the hematoma using the penetrating
technique with an 8Fr. angled suction in the working space
of the sheath. A flexible endoscope (outer diameter: 2.5mm;
Karl Storz) could be introduced as an alternative to facilitate
the removal of hematoma and to avoid excessive rotation or
significant manipulation of the sheath enclosed in the brain
parenchyma.

For most cases, ICH could be evacuated without active or
pronounced bleeding during the operation. For patients with
intraoperative bleeding, we applied the “wait-and-see saline
irrigation” method to stop the bleeding when bleeding from
a small artery or perforating vessel was found. For patients
with intraoperative bleeding, we applied the “wait-and-see
saline irrigation” method to stop the bleeding when bleeding
from a small artery or perforating vessel was found. If the
bleeding had not been stopped, the balanced irrigation-
suction technique was then used to identify the bleeding site
[8], where we injected FloSeal Hemostatic Matrix via a spe-
cialized 3mm flexible catheter into the hematoma cavity to
achieve hemostasis. Then, cotton was used for coverage,
followed by normal saline to remove the residual FloSeal
Hemostatic Matrix.

2.3. Clinical Follow-Up. All patients were followed up by
brain CT within 3 days after the operation. The hematoma
evacuation rate was calculated using the following formula:
½ðPreoperative hematoma volume − Postoperative hematoma
volumeÞ/preoperative hematoma volume� × 100%.

Primary endpoints included rebleeding, morbidity, and
mortality after the surgery. The Glasgow Outcome Scale
Extended (GOSE) score and the modified Rankin Score
(mRS) were evaluated at 6-month and 1-year postoperative
follow-up either at an outpatient department or by phone.

2.4. Statistical Analysis. Descriptive analysis and linear
regression were conducted using SPSS (Statistical Package
for the Social Sciences). Continuous variables were presented
as mean, standard deviation (SD), median, and range, while
the categorical variables were summarized as number and
percentage. No imputation was applied for missing data.

3. Results

3.1. Baseline Characteristics. Table 1 summarizes patients’
characteristics and surgical outcome. In theMIS group, seven
patients receiving MIS within 24 hours of ictus were enrolled,
including four men and three women at a mean age
(mean ± SD) of 66:6 ± 10:5 years (range: 53-87 years); while
in the EVD group, seven patients without hematoma evacu-
ation were enrolled, including five men and two women at
a mean age (mean ± SD) of 68:2 ± 12:4 years (range: 56-81
years). In the MIS group, six out of seven patients accompa-
nied with IVH (three men and three women), while in the
EVD group, all patients had IVH. Patients in the MIS group
had higher preoperative hematoma volume and ICH score
than those in the EVD group; however, the MIS group
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demonstrated shorter hospital stay and ICU stay than the
EVD group.

3.2. Postoperative Outcomes. Postoperative outcomes in
terms of rebleeding, morbidity, death, and functional out-
comes are also summarized in Table 1. The incidences of
postoperative rebleeding and morbidity were both higher in
the EVD group than theMIN group. In the MIN group, there
was neither rebleeding nor death reported after the surgery
and only one patient received ventriculoperitoneal shunt
(VP shunt) after the surgery. In the EVD group, one patient
had rebleeding after the surgery and four patients experi-
enced morbidity (received VP shunt and tracheostomy). No
death was reported after the surgery in both groups.

For the consciousness evaluation, both groups showed
improved GCS score from 8 preoperatively to 10 (MIS
group) and 12 (EVD group) at 6 months postoperatively,
which was sustained until 1 year. The distribution of func-
tional outcome is presented in Figure 1, showing a sustained
functional outcome in both groups after 6 months. In the
MIS group, the median GOSE scores at 6 months and 1 year
were both 3, with five patients graded as 3 or above. The
median mRS at 1 year postoperatively was 4, with three
patients showing good functional recovery (i.e., mRS ≤ 3).

The EVD group demonstrated similar functional outcome
as the MIS group, with a median GOSE score of 3 at both 6
months and 1 year, with six patients graded as 3 or above.
The median mRS at 1 year postoperatively was 5, with one
patient showing good functional recovery (i.e., mRS ≤ 3).

3.3. Correlation Analysis. The correlation analysis of 1-year
mRS and preoperative hematoma volume revealed an
R-squared of 0.1575 (Figure 2). The correlation analysis of
1-year mRS and initial GCS score showed an R-squared of
0.5181 (Figure 3).

3.4. Illustrative Case.A 71-year-old man was hospitalized due
to sudden onset of left hemiparesis. He was brought to the
emergency department within an hour. His consciousness
level deteriorated soon from an initial GCS score of
E3V5M6 to a score of E2V1M5, with preferential gaze to
the right side. The CT scan revealed right thalamic hemor-
rhage with IVH and acute obstructive hydrocephalus. The
volume of the hematoma was around 50mL (Figure 4(a)).
The patient was treated with MIS evacuation of ICH and
IVH. The postoperative CT scan revealed minimal (around
5mL) thalamic hematoma at the right side and residual
hematoma at ventricles (Figure 4(b)). Bilateral EVDs were
kept for three days after the operation, with no ventriculoper-
itoneal shunt implantation or intraventricular injection of
anticoagulants. His GCS score was improved to E4V2M6 at
one month after the surgery.

4. Discussion

According to the timing of surgery, surgeries can be classified
into ultraearly (within 6 h after ICH), early (within 6–24h
after ICH), and delayed (4 days after ICH) surgeries [6, 9].
In this retrospective study of seven patients receiving ultra-
rapid MIS evacuation of thalamic hemorrhage, we observed
a good surgical outcome, with no postoperative rebleeding
or death noted. In addition, consciousness level and func-
tional outcomes were improved after the surgery. Our data
suggested that ultrarapid evacuation of thalamic hemorrhage
via MIS may be an optimal surgical approach for selected
patients with thalamic hemorrhage.

According to the American Heart Association/American
Stroke Association guidelines for the management of sponta-
neous ICH [10], in patients with IVH and hydrocephalus,
ventricular drainage is reasonable, especially for those with
decreased level of consciousness. Whether or not removal
of thalamic hematoma will improve outcome is still contro-
versial. In recent years, we have performed aggressive evacu-
ation of thalamic hematoma along with IVH removal in early
thalamic ICH evacuation. Most of the surgeries were done
within 6 hours after the onset of stroke. Since EVD is the
most frequently used for thalamic hemorrhage with IVH,
we took the EVD group as the matched control in this study,
of which the ICH score is similar with theMIS group. Despite
the patients receiving MIS evacuation bear higher volume of
thalamic hemorrhage, the result showed that patients under-
went early MIS evacuation had no rebleeding, lower shunt
dependency, no tracheostomy rate, and shorter ICU stay as

Table 1: Demographics, clinical characteristics, and outcomes.

Parameters MIS (N = 7) EVD (N = 7)
Age (years), mean ± SD 66:6 ± 10:5 68:2 ± 12:4
Male, n (%) 4 (57.1) 2 (28.6)

ICH volume (mL), mean ± SD 35 ± 8:5 18:0 ± 8:5
ICH score, mean ± SD 3:0 ± 0:76 2:3 ± 0:5
Evacuation rate (%), median 74.9 —

Operation time (min), mean ± SD 116:4 ± 37:7 61:0 ± 18:1

Time to operation (hours) 3:1 ± 0:95 6:0 ± 4:5
Within 6 hr, n (%) 7 (100.0) 5 (71.4)

Within 6-24 hr, n (%) 0 (0.0) 2 (28.6)

ICU stay 20 ± 8:3 22 ± 7:8

Hospital stay 34:6 ± 13:5 48:7 ± 17:7
Initial GCS, median 8 8

1-month GCS, median 10 11

6-month GCS, median 10 12

1-year GCS, median 10 12

6-month GOSE, median 3 3

6-month mRS, median 5 5

1-year GOSE, median 3 3

1-year mRS, median 4 4

Rebleeding, n (%) 0 (0.0) 1 (14.3)

Morbidity, n (%) 1 (14.3) 4 (57.1)

VP shunt 1 (14.3) 4 (57.1)

Tracheostomy 0 (0.0) 4 (57.1)

Death, n (%) 0 (0.0) 0 (0.0)

Abbreviations: SD: standard deviation; ICH: intracerebral hemorrhage; GCS:
Glasgow Coma Scale; GOSE: Glasgow Outcome Scale Extended; mRS:
modified Rankin Score.
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Figure 1: Continued.
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well as hospital stay. Moreover, better functional outcome
was revealed in the MIS group. This result is compatible with
the study conducted by Scaggiante et al. [11], which con-
cluded that with a time to evacuation within 72 hours and
24hours, morbidity and mortality improved significantly in
the MIS group over the other treatment group. Moreover,
our study suggested that with a time to evacuation within 6
hours, MIS evacuation demonstrated efficacy over EVD
placement.

It is well known that the local mass effect of hematoma
can contribute to elevate intracranial pressure (ICP) and
therefore elicit pathological cascades provoking biochemical
toxicity. With the favorable outcome observed in this study,
we suggested that the early evacuation of ICH can stop the
expansion of initial hematoma and prevent associated patho-
logical cascades. Similarly, a previous study has proved that
decreasing the clot size to 15mL or less may ameliorate the
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57.2% (n = 4)

0% 10% 20% 30% 40% 50% 60% 70% 80% 90% 100%

Minor (≥ 13)
Moderate (9 – 12)
Severe (≤ 8)

GCS initial

GCS 1M

GCS 6M

GCS 1Y 28.6% (n = 2) 14.2% (n = 1)

42.8% (n = 4)

57.2% (n = 4)28.6% (n = 2)

28.6% (n = 2)

14.2% (n = 1)

14.2% (n = 1)

(d)

Figure 1: Distribution of functional outcomes. (a) Functional outcomes of the MIS group. (b) Functional outcomes of the EVD group. (c)
Glasgow Coma Scale score of the MIS group. (d) Glasgow Coma Scale score of the EVD group.
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functional outcome [12]. Another study also demonstrated
that early and minimally invasive gross-total removal of
ICH can decrease the ICH-associated secondary injury [13].

However, according to the American Heart Associatio-
n/American Stroke Association guidelines, timing to perform
surgery for ICH remains controversial; furthermore, it was
suggested that ultrarapid surgery may escalate the possibility
of rebleeding. However, this statement was established on the
limited evidence from one study comparing 11 patients
undergoing traditional craniotomy within 4 hours of ICH
onset with those undergoing traditional craniotomy within
12 hours. The rebleeding rate was 40% in the early surgery
(within 4 hours) group, whereas the rebleeding rate was
12% in the late surgery (within 12 hours) group [14]. How-
ever, patients’ characteristics, ICH severity, surgical method,
timing of surgery, and surgeon’s experience are all critical
prognostic factors. It is inappropriate to conclude that an
ultraearly surgery is detrimental to ICH patients. Moreover,
unlike our study using the MIS, which has the advantage of
minimizing the blood loss, the study applied the traditional
craniotomy, which may incur more blood loss and increase
the risk of rebleeding. For MIS, the rebleeding problem can
be simply solved by applying local hemostatic matrix [7].

In addition to direct injury, ICH can cause secondary
brain injury through late-phase inflammatory reactions. Pre-
vious studies have proved that degradation of hemin (the oxi-
dized form of heme) can cause cell or brain tissue damage
through direct cytotoxic effects [15].The key enzyme of heme
catabolism is heme oxygenase-1 (OH-1), which is activated
after the onset of ICH. OH-1 catalyzes heme and produces
free iron, which is further oxidized into Fe3+ and contributes
to oxidative stress, brain edema, neuronal death, and blood-
brain barrier damage. Several animal studies have shown that
OH-1 can be rapidly activated at 6 hours after ICH and
reaches a peak at 3 to 7 days [16, 17]. In clinical studies, Liu
et al. have discovered a significant increase of OH-1-
positive cells, OH-1 protein expression level, and OH-1

RNA transcription level at 6 hours after the onset of ICH.
In addition, inflammatory cytokines (e.g., TNF-α, IL-1, and
IL-10) were also increased significantly at 6 hours after the
onset of ICH, which led to the increase of cell apoptosis in
brain tissues surrounding the hematoma [18]. These findings
may indicate that hematoma evacuation within 6 hours after
ICH has the potential to alleviate the cytotoxic cascade
caused by heme degradation and further improve the surgical
and functional outcomes.

Hematoma volume, initial GCS, and the presence of acute
hydrocephalus are generally considered the prognostic factors
of ICH evacuation. However, our preliminary result shows
low correlation between hematoma volume and 1-year mRS
and moderate correlation between initial GCS score and 1-
year mRS. This contradicted to previous studies which proved
that hematoma volume is the most powerful determinant of
outcome [19]. One possible explanation for the differing results
may have to do with the fact that we performed MIS instead of
traditional craniotomy. Technically, it is difficult to remove the
thalamic hemorrhage by traditional craniotomy as it may incur
worse prognosis, especially for large hematoma [20, 21]. In
contrast, MIS can be done quickly (within 1.5hours) to prevent
secondary injury and causeminimal damage to the brain tissue,
which may benefit the functional outcomes.

Since the thalamus is anatomically proximal to the brain-
stem and ventricle, patients with thalamic hemorrhage have a
higher chance of intraventricular extension (which leads to
IVH and hydrocephalus) and midbrain compression or
destruction, which may lead to the poor prognosis. Likewise,
previous studies have reported that thalamic hemorrhage is
inherited with poor outcome than other types of ICH [4, 7,
22]. To evacuate thalamic hemorrhage efficiently while pre-
serving functions, our primary goal was to ease the acute
hydrocephalus and elevated ICP. In this study, thalamic
hemorrhage volume were >30mL in most cases, which
affected not only the thalamus but also proximal structures
such as internal capsule, putamen, globus pallidus, and

(a)

(b)

Figure 4: Axial CT scans. (a) Preoperative thalamic hematoma which ruptured into the ventricle. (b) Postoperative residual thalamic
hematoma and intraventricular hematoma.
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ventricles. We entered the thalamus only after identifying the
rupture site during surgery. Such concept of taking IVH
evacuation as the priority has been proved to result in better
clinical outcomes, including lower shunt-dependent rate,
lower pneumonia rate, and higher GOSE score [23].

Theoretically, to remove IVH as the priority may lead to
lower clearance rate of thalamic hematoma; however, some
of our cases demonstrated a high clearance rate of up to
90% or above. Before the thalamic hematoma hardens, the
hematoma would enter the ventricle through the rupture site,
where we could use the suction to evacuate the hematoma. It
is opposite to the common belief that delayed evacuation is
technically simpler due to partial liquefaction of the hema-
toma. Our concept concurs with a study which suggests that
operation should be conducted in an ultrarapid manner
within 24 hours after the onset of ICH since ICH usually
begins to harden about 24 hours after the onset [24].

In fact, thalamic hemorrhage in most patients of this
study expended laterally to critical functional areas, such as
internal capsule and lentiform nucleus. Some neuroanatom-
ical structures, such as corticospinal tract that passes through
posterior limb of internal capsule, were damaged due to the
hemorrhage expansion. Although we performed ultraearly
MIS after the onset of ICH, the damage in critical areas had
already occurred, which may explain the poor functional out-
comes (mRS > 3) observed in some patients. Such findings
were also reported and discussed in some studies [25, 26].

This study has some limitations. First, the selection of
patients may result in biases. This study excluded patients
with poor prognosis, such as patients with a lower GCS score
(≤3), with trauma, with coagulopathy, or receiving antiplate-
lets or anticoagulants, and there were no patients undergoing
MIS at more than 6 hours after the onset. Second, this study
had a small sample size of seven patients only. With these
limitations, the study results should be interpreted with cau-
tion. Further large-scale investigation is essential to confirm
the findings in our study.

5. Conclusions

The timing to perform MIS is an important factor for surgical
and functional outcomes. Although the evacuation of thalamic
ICH is difficult due to the location, the results in this research
indicate that MIS evacuation of thalamic hemorrhage within 6
hours is safe and effective. Moreover, this study shows that it
led to improved outcome in selected patients. To our knowl-
edge, this is the first study to focus on the benefit of ultrarapid
MIS evacuation for thalamic hemorrhage.
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Objective. Untreated obstructive sleep apnea syndrome (OSAS) increases the risk of cardiovascular, dementia, and motor vehicle
accident events. However, continuous positive airway pressure (CPAP) which is the gold standard treatment is not acceptable
for many patients with OSAS. Development of devices for the patients of nonadherence to CPAP is necessary. Materials and
Methods. We evaluated the effect of the smart antisnore pillow (SAP) in patients with OSAS in a prospective, noncontrolled,
nonrandomized, pilot study. According to the apnea-hypopnea index (AHI), they were divided into two groups: mild-to-moderate
OSAS group and severe OSAS group. Single-night polysomnography (PSG) with application of a SAP was performed. Thirty patients,
15 males and 15 females, 33–82 years old (mean age, 59:3 ± 12:9 years), completed the smart antisnore pillow therapy test. Among
them, 23 patients had mild-to-moderate OSAS. Results. The SAP significantly improved the snore number (p = 0:018), snore index
(p = 0:013), oxygen denaturation index (p = 0:001), total AHI (p = 0:002), and supine AHI (p = 0:002) in the mild-to-moderate OSAS
group, but there was no significant improvement in the severe OSAS group. Conclusions. We concluded that the SAP is an effective
positional therapy device for patients with OSAS of mild-to-moderate severity.

1. Introduction

Obstructive sleep apnea syndrome (OSAS) is characterized
by snoring, sleep-related breathing pause, and daytime sleep-
iness [1] and is a result of a partial or complete collapse of the
upper airways during sleep [2]. Patients with OSAS have an
increased risk for hypertension, stroke, dementia, cardiac
arrhythmias, and motor vehicle accidents [3].

The common treatment options for OSAS include con-
tinuous positive airway pressure (CPAP), upper airway sur-
gery, and oral appliance use. Positional therapy (PT) can
also be used, which includes methods for preventing patients
with OSAS from sleeping in the worst sleeping position,
usually the supine position. PT is regarded as an effective

secondary therapy for OSAS in the American Academy of
Sleep Medicine (AASM) practice guidelines [4]. It has been
found to have a significant influence on snoring, OSAS
severity, and apnea-hypopnea index (AHI). PT has a potential
value in position-dependent snoring and OSAS treatment [5].

There are many devices used to prevent patients with
OSAS from sleeping in the supine position by strapping an
object, such as a ball or a vest, on their back [6–8]. However,
these devices are redundant during sleep for most people and
might cause discomfort, resulting in a poor long-term com-
pliance [7, 9]. Pillows are habitual devices used during sleep
to keep the head in a comfortable position. However, limited
studies have been published on the effect of positional pillows
for reducing the AHI and/or OSAS [10–12], and these
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pillows were usually made with a special shape, enabling neck
extension [10, 11] or maintaining a person’s head in the lat-
eral position [12, 13].

Smart antisnoring pillows (SAP) are innovative devices
that have an ordinary pillow shape, enabling sleeping in a
natural position. These devices contain a shift control assem-
bly base and mobile foam. The SAP device can detect the
sleeper’s snore by its audio sensors which are situated in the
SAP device’s lateral portion. The mobile foam can shift hor-
izontally back and forth automatically after detecting a per-
son’s snoring sound, thereby changing their head and/or
neck position. The mobile foam movement will stop until
the snoring is undetected. The aim of this study was to eval-
uate the efficacy of SAP devices in the treatment of patients
with OSAS.

2. Methods

2.1. Protocol Design and Participants. This was a single-cen-
ter, single-treatment, noncontrolled, nonrandomized study.
The patients were recruited from the population of the
Chang Bing Show Chwan Memorial Hospital Sleep Center.
The inclusion criteria were as follows: (1) age > 18 years, (2)
clinical history of OSAS (snoring or breathing pause at sleep,
daytime sleepiness) over 6 months, and (3) overnight baseline
polysomnography (PSG) confirming an AHI ≥ 5 events/hour.
The exclusion criteria included (1) serious medical or psychi-
atric diseases, such as heart failure, stroke, or chronic respira-
tory disorders, and (2) neck or shoulder problems preventing
sleeping in a lateral position or turning the head. The eligible
patients underwent a second, experimental, overnight PSG
with the SAP device within 2 months after the baseline PSG.

This study was approved by the Institutional Review
Board of Show Chwan Memorial Hospital. Informed consent
was obtained from all patients before enrolment in this study.
This study was performed in compliance with the Declara-
tion of Helsinki.

2.2. Measurement of Sleep Quality. Sleep quality in this study
was measured using two sleep questionnaires: the Pittsburgh
Sleep Quality Index (PSQI) and the Epworth Sleepiness Scale
(ESS). Patients completed these questionnaires prior to the
baseline PSG.

2.3. PSG. PSG recording was performed in the Chang Bing
Show Chwan Memorial Hospital Sleep Center Laboratory,
which was accredited by the Taiwan Society of Sleep Medi-
cine, using a digital polygraph system (Embla N7000,
Broomfield, CO, USA) while the patients were breathing
room air. Snoring was recorded using a piezo snore sensor
positioned at the neck, over the larynx. A body position sen-
sor was attached on the patients’ anterior chest to define the
posture, which was defined as supine and nonsupine (includ-
ing right side, left side, or prone). Synchronized digital video
recordings were also obtained on all patients and reviewed
during the scoring process to confirm the body position.
The sleep stage and obstructive respiratory events were
scored according to the 2007 AASM manual. Snoring events
were confirmed after deleting the abnormal spike wave. The

noise caused by the SAP motion and operating shift control
assembly was small and would not cause PSG snoring sensor
recording errors. Obstructive apnea was defined as a 90%
reduction in oronasal airflow for at least 10 seconds with con-
tinued ribcage and/or abdominal excursions. Hypopnea was
defined as a 30% reduction in the airflow for at least 10 sec-
onds with >3% oxygen desaturation. AHI was defined as
the mean number of obstructive apnea and hypopnea events
per hour of sleep.

2.4. Description of the SAP Device. The SAP device (US Patent
No. US7676870 B2) is 50 cm × 30 cm × 11:5 cm in size and
shaped as a usual pillow. It is composed of a shift control
assembly base and a mobile seat foam. Two audio sensors
that detect a person’s snoring sound are situated in the lateral
portion of the pillow (Figure 1(a)). When a snoring sound is
detected, the shift control assembly is automatically activated
to induce movement in the mobile seat. The mobile foam
shifts horizontally back and forth, thus achieving movement
of the head and/or neck, until the snoring ceases or the snore
volume is undetectable (Figure 1(b)). In the present study,
the SAP was set to trigger motion after detecting four consec-
utive snoring sounds.

2.5. Statistical Analysis. Continuous data were expressed
as mean ± standard deviation, and categorical data were
expressed as numbers with percentages. Based on the base-
line AHI, patients were divided into two groups: mild-to-
moderate OSAS group (5 ≤AHI ≤ 30) and severe OSAS
group (AHI > 30). The paired t-test or Wilcoxon’s signed-
rank test was used to compare the differences in the snoring
number, snoring index, and AHI between the baseline and
SAP therapy PSG. A two-tailed p value < 0.05 was considered
statistically significant. Data analysis was performed using
the statistical package IBM SPSS Statistics for Windows, ver-
sion 24.0 (IBM Corp., Armonk, NY, USA).

3. Results

3.1. Demographic and Clinical Characteristics. Thirty patients,
15 males and 15 females, completed baseline PSG and SAP
therapy PSG. All patients tolerated the experimental SAP
treatment well. The mean age was 59:3 ± 12:9 (range, 33–82)
years, the mean body mass index (BMI) was 27:6 ± 3:6 (range,
21.5–38.9) kg/m2, and the mean neck circumference was
37:03 ± 3:32 cm. The mean ESS and PSQI scores were
7:5 ± 3:5 and 9:10 ± 3:93, respectively. The patients’ demo-
graphic characteristics are summarized in Table 1.

3.2. PSG. The baseline AHI for all patients was in the range
from 5.2 to 75.1 events/hour. There were 23 patients with
mild-to-moderate OSAS and seven with severe OSAS. The
SAP therapy AHI was in the range from 0.7 to 82.2
events/hour. The total AHI decreased in 22 patients (73%)
and increased in 8 patients (27%) with the SAP therapy.
The individual baseline and SAP therapy AHIs are shown
in Figure 2.

The characteristics of the baseline and SAP therapy
PSG for all patients are shown in Table 2. The SAP signif-
icantly decreased the snore number and snore index from
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2406:7 ± 1173:5 to 1693:8 ± 1071:4 events (p = 0:004) and
from 501:5 ± 235:1 to 360:9 ± 218:1 events/hour (p = 0:003),
respectively. The oxygen desaturation index (ODI) decreased
from 15:8 ± 16:3 to 7:8 ± 2:5 (p = 0:007), but the average
oxygen saturation did not show obvious change (p = 0:322).
The mean AHI also significantly decreased from 21:8 ± 15:7
to 16:5 ± 17:8 events/hour (p = 0:001). In particular, the
supine AHI was significantly decreased from 27:3 ± 17:5 to

20:4 ± 19:9 events/hour (p = 0:005), but the SAP has no signif-
icant effect on the nonsupine AHI (p = 0:984). Although stage
N1 increased from 36:9 ± 20:1 to 45:9 ± 24:0 (p = 0:037) after
SAP therapy, there was no obvious change in sleep efficiency,
stages N2 and N3, and REM stage.

Comparison of the significant PSG variables, snoring
number, snore index, and total and supine AHI between
the baseline and SAP therapy PSG in the mild-to-moderate
OSAS and severe OSAS groups is presented in Table 3. The
SAP had a significant effect in decreasing the ODI, snoring
number, snore index, and total and supine AHI in the
mild-to-moderate OSAS group but had no significant effect
in the severe OSAS group. Furthermore, the SAP had no sig-
nificant effect on the average oxygen saturation and nonsu-
pine AHI in both groups.

4. Discussion

CPAP is the gold standard treatment for OSAS [14].
Untreated OSAS increases the risk of fatal cardiovascular
events [15]. In addition, those patients are also associated with
significant psychosocial consequences, such as decreased qual-
ity of life, impaired cognitive function, and increased depres-
sive symptoms [16]. Despite the known risks of untreated
OSAS and documented benefits of CPAP, nonadherence to
therapy is a major issue. The CPAP adherence rates are vari-
able; in the Asian populations, the rates are 38–90% [17–24],
whereas in the Western populations, there is a 37.3–87.5%
adherence rate [25–30]. There are many factors affecting the
CPAP adherence in patients with OSAS, including age,
comorbidities, ESS score, AHI, treatment titration procedures,
device factors (cost, inconvenience, and discomfort), and psy-
chological and social factors [14, 19, 20, 24]. Thus, PT or alter-
native therapies are valuable for patients with OSAS with
nonadherence to CPAP.

In this study, the SAP device could reduce the total and
supine AHI, snore number, and snore index in patients with
mild-to-moderate OSAS. To the best of our knowledge, SAP

Driving portion of pillow shi�ing
(inside)

Rear

Snore sensor

Front

Snore sensor

Sensing board
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Figure 1: (a) Diagram of the smart antisnore pillow (SAP) device. (b) The working diagram of SAP: the head changes position when the snore
sensors detect snoring and the SAP mobile foam shifts horizontally (A: snore sensor; ⟶: points out A’s location).

Table 1: Demographic characteristics of 30 patients.

Variable Numbers/mean ± SD
Female/male 15/15

Age (years) 59:30 ± 12:93
BMI (kg/m2) 27:35 ± 3:62
ESS 7:53 ± 3:53
PSQI 9:10 ± 3:93
Neck circumference (cm) 37:03 ± 3:32
Data are given as numbers or mean ± SD. BMI: body mass index; ESS:
Epworth Sleepiness Scale; PSQI: Pittsburgh Sleep Quality Index.
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Figure 2: The individual effect of SAP therapy on the apnea-
hypopnea index in 30 patients with obstructive sleep apnea.
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is the first mobile positional therapy device to alter a person’s
head and/or neck position without changing the trunk posi-
tion. At the same time, the arousal index did not increase
during SAP therapy. The traditional PT included preventing
patients with OSAS from sleeping in the supine position and
keeping the trunk in a lateral position [31]. However, some
studies showed that the head and/or neck position can affect
the upper airway with the trunk in the supine position. Head
posture had a marked effect on the collapsibility and site of
collapse of the passive upper airway by anaesthesia [32].
The sniffing position with neck extension could increase the
oropharyngeal airway size to maximum and decrease the
closing pressures of the oropharynx and velopharynx in par-
alyzed patients with OSAS [33]. In a drug-induced sleep
endoscopic observation, head rotation improved the upper
airway collapse in supine-sleeping patients with OSAS [34].
van Kesteran and colleagues used two position sensors to
detect the head and body position simultaneously during

sleep. Their data showed that in 46.2% of the trunk supine
position-dependent group, the head position considerably
influenced the AHI (AHI was >5 higher when the head was
also in a supine position compared to when the head was
turned to the side). AHI might be alleviated through rotation
of the head sideways while the trunk remains in a supine
position [35]. In our study, the SAP device could reduce the
supine AHI in patients with OSAS, indicating that the SAP-
induced change in the head and neck position could open
the collapsed upper airway even when the truck remained
in a supine position. This result was similar to that of van
Kesteran et al.’s investigation. The SAP had no significant
improvement effect on the nonsupine AHI. These results
implied that the SAP motion would not change the head
and neck position significantly when a person’s trunk is in
a lateral and prone position.

The ODI is the average number of times per hour that
oxygen saturation decreases per hour. It has a stronger

Table 2: Polysomnographic variables of baseline and SAP therapy of 30 patients.

Variable Baseline SAP therapy p value

Sleep efficiency (%) 77:8 ± 12:1 75:7 ± 13:8 0.473

Stage N1 (%) 36:9 ± 20:1 45:9 ± 24:0 0.037

Stage N2 (%) 49:0 ± 20:6 43:1 ± 22:1 0.157

Stage N3 (%) 1:1 ± 3:0 0:2 ± 0:4 0.132

REM (%) 13:0 ± 7:7 10:8 ± 5:3 0.086

Supine body position (%) 74:3 ± 23:7 73:1 ± 24:8 0.783

Nonsupine body position (%) 25:7 ± 23:7 26:9 ± 24:8 0.781

Arousal index (events/hour) 30:0 ± 19:7 32:91 ± 13:2 0.346

Average oxygen saturation (%) 91:0 ± 17:3 94:2 ± 2:3 0.322

ODI (events/hour) 15:8 ± 16:3 7:8 ± 2:5 0.007

Snore number 2406:7 ± 1173:5 1693:8 ± 1071:4 0.004

Snore index (events/hour) 501:5 ± 235:1 360:9 ± 218:1 0.003

AHI (events/hour) 21:8 ± 15:7 16:5 ± 17:8 0.001

Supine AHI (events/hour) 27:3 ± 17:5 20:4 ± 19:9 0.005

Nonsupine AHI (events/hour) 4:0 ± 6:3 4:1 ± 9:3 0.984

Data are given as mean ± SD. SAP: smart antisnore pillow; REM: rapid eye movement; ODI: oxygen denaturation index; AHI: apnea-hypopnea index.

Table 3: The effects of SAP in different baseline AHI severity categories.

Numbers
5 ≤AHI ≤ 30 AHI > 30

23 7
Variable Baseline SAP p value Baseline SAP p value

Average oxygen saturation (%) 94:5 ± 1:6 95:9 ± 1:3 0.072 92:5 ± 3:1 92:4 ± 3:4 0.958

ODI (events/hour) 10:3 ± 1:9 2:9 ± 2:6 0.001 28:5 ± 19:4 14:6 ± 8:7 0.244

Snore number 2528:0 ± 1231:3 1786:6 ± 1050:7 0.018 2007:9 ± 924:5 1388:7 ± 1165:5 0.063

Snore index (events/hour) 524:8 ± 247:9 377:0 ± 218:7 0.013 425:0 ± 181:2 307:9 ± 224:2 0.176

AHI (events/hour) 14:8 ± 6:2 10:3 ± 7:2 0.002 44:6 ± 15:9 36:6 ± 27:0 0.128

Supine AHI (events/hour) 21:4 ± 13:5 14:5 ± 12:2 0.002 46:9 ± 15:0 40:0 ± 28:1 0.398

Nonsupine AHI (events/hour) 14:7 ± 11:5 11:8 ± 15:0 0.401 24:3 ± 20:7 19:3 ± 12:7 0.655

Data are given as mean ± SD. SAP: smart antisnore pillow; ODI: oxygen denaturation index; AHI: apnea-hypopnea index.
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correlation and is a better predictor for AHI in patients with
OSAS [36]. In our study, the SAP device also improved the
parameter in patients with mild-to-moderate OSAS. The
ODI was associated with hypertension [37]. Further studies
should be designed for the long-term usage of the SAP device.

Our study has some limitations. First, we recognize the
limited number of patients in this study. Second, the single-
night baseline and SAP therapy PSG might have induced
first-night effect bias. Third, we did not follow-up the AHI
and adherence after long-term usage of SAP therapy.

5. Conclusions

In conclusion, the SAP is an effective positional therapy
device that can improve the total and supine AHI, snore
number, and snore index in patients with mild-to-moderate
OSAS by shifting their head and neck position. However, this
device had no significant effect in patients with severe OSAS.
Future studies should be directed towards understanding the
oropharyngeal anatomic change during SAP activity, its
long-term effect, neck comfort, and patients’ compliance.
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Visual hallucinations (VHs) are striking features for dementia, especially dementia with Lewy bodies (DLB). We aimed to study the
frequency and associated factors of VH in vascular cognitive impairment (VCI) and investigate the feasibility of clinically
diagnosing the mixed pathology of VCI with DLB. This is a multicentre registration study. A consecutive series of VCI patients
with and without dementia were enrolled. Frequency of VH and associated factors, including age, gender, education, disease
severity, DLB clinical features, vascular risk factors, cognitive function, and neuropsychiatric symptoms, were compared between
VCI with VH (VH+) and without VH (VH−). Among the 1281 patients analysed, 155 (12.1%) had VH. The VH+ group was
older (t = 5:07; p < 0:001), was more likely to be female (χ2 = 13:46; p < 0:001), and has a higher clinical dementia rating
(χ2 = 70:51; p < 0:001). After adjusting for age, gender, and disease severity, the VH+ group had poorer cognition and more
severe neuropsychiatric symptoms. The VH+ group was more associated with DLB features in fluctuating cognition (OR = 2:48;
p < 0:001), parkinsonism (OR = 1:85; p = 0:001), rapid eye movement (REM) behavioral disorder (OR = 4:56; p < 0:001), and ≧2
DLB core features (OR = 26:01; p < 0:001). VCI patients with VH tend to have more severe dementia, neuropsychiatric
symptoms, and poorer cognitive function. Additionally, highly associated with clinical DLB features in VCI with VH raised the
possibility of mixed pathology with DLB in this group. More than two core features in VCI might help in diagnosing a mixed
pathology with DLB.

1. Introduction

Vascular cognitive impairment (VCI) or vascular dementia
(VaD) is the second most common form of dementia [1].
Visual hallucinations (VHs) occasionally occur in patients
with VCI, having a great impact on both patients and their
caregivers [2–4]. Robust evidence has shown that VH is more
common in patients that have dementia with Lewy bodies
(DLB) than in Alzheimer’s disease (AD), VaD, or other
forms of dementia [2, 5–7]. Therefore, VH, along with fluctu-
ations in cognition, parkinsonism, and rapid eye movement
(REM) sleep behavior disorder (RBD), is the core clinical
feature for clinically diagnosing DLB. Previous studies have
shown that prevalence of characteristic VH (complex, well-

formed, and detailed VH) is much higher in DLB compared
to other forms of dementia [5–8]. In our previous research
article, we also provided evidence of VH in AD should also
be considered the mixed pathologies with DLB [8]. How-
ever, few studies have addressed the prevalence and associa-
tion factors of VH in patients with VCI or other non-DLB
dementia [2].

The connection between the core clinical features for
diagnosing DLB with Lewy body pathology is based mainly
on the findings of clinical and pathological studies of DLB.
These demonstrated relatively good specificity, accuracy,
and variable sensitivity [9–11]. This is revised from the previ-
ous consensus criteria, which excluded DLB in subjects with
CVD or other brain disorders [12, 13]. The newest consensus
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criteria for DLB in 2017 stated that patients with DLB and
comorbidities such as CVD or other brain disorders should
not be excluded from potentially having DLB and that a
mixed pathology should be considered [7]. Therefore, it is
reasonable to propose in cases with VCI that if there is one
typical core feature for diagnosing DLB, i.e., VH, mixed
pathology with DLB should be investigated if at least one of
the other core clinical DLB features or indicative biomarkers
is present. According to the consensus criteria for DLB,
two core features or one core feature plus one indicative
biomarker is required for diagnosing probable DLB [7].
Furthermore, clinical-pathological studies on non-DLB
dementia also provide evidence for mixed pathology of
AD with DLB in cases where AD is comorbid with core
DLB features [8, 14–16].

Diagnosing VH in dementia, especially in an amnesia-
predominant disease like AD, is often confounded with a
false memory of remote events due to impairment of source
monitoring [17–19]. In that case, VH is usually less complex
not persistent and is associated with delusions [20, 21].
This makes it difficult to differentiate with a remote mem-
ory of confabulations. However, complex, well-formed,
and detailed VH, which is considered more characteristic
for VH in DLB, should be more specific than actual VH.
This type of impairment could be considered as a target
feature for predicting mixed Lewy body dementia and other
brain disorders.

To investigate the possible mixed Lewy body pathology
in VCI with VH, in this study, only characteristic complex,
well-formed, and detailed VHs were regarded as DLB type
VH. These patients were allocated to the VH+ group. Due
to the high specificity of clinically diagnosing DLB according
to the consensus criteria, we proposed that by observing its
association with other DLB clinical features, we can predict
the possible mixed Lewy body pathology in VCI with VH.
Besides, we also investigated the associated factors of VH in
VCI including the demographical data, VCI subtypes, CVD
subtypes, cognitive, neuropsychiatric, and vascular risk fac-
tors. Additionally, we investigated possible explanations of
the associations.

2. Materials and Methods

2.1. Participants. This is a cross-sectional retrospective study.
From October 2015 to July 2019, a consecutive series of
participants from 3 regional hospitals in Taiwan were regis-
tered. A diagnosis of VCI was made according to the cri-
teria for probable VaD, possible VaD, and vascular mild
cognitive impairment (MCI) in the 2011 American Heart
Association/American Stroke Association (AHA/ASA) cri-
teria for VCI [22]. All patients had received at least a cere-
bral computed tomography (CT) or a cerebral magnetic
resonance imaging (MRI) and a set of blood screening tests
for ruling out other possibilities of cognitive decline. The
following information was used in this study:

(1) Age, gender, education, disease duration, vascular
risk factors (VRFs), and current medication

(2) Dementia severity using the Clinical Dementia
Rating (CDR) scale and the sum of boxes of CDR
(CDR-SB) [23]

(3) Clinical Lewy body dementia (LBD) features, includ-
ing cognitive fluctuations, parkinsonism, RBD, audi-
tory hallucinations (AHs), delusions, and depression
[7]

(4) Cognitive performance on the Montreal Cognitive
Assessment (MoCA) [24] and the Cognitive Abilities
Screening Instrument, Chinese version (CASI C-2.0)
[25]

(5) Activities of daily living assessment by Instrumental
Activities of Daily Living (IADL) scale [26]

(6) Neuropsychiatric symptoms in the 12-item version of
the Neuropsychiatric Inventory (NPI) based on
observations within the past month [27]

2.2. Assessment of VH and Other DLB Core Clinical Features.
Each patient and his or her primary caregiver were inter-
viewed by a trained neuropsychologist for assessing VH and
other core clinical features. VH was diagnosed when a clinical
history of recurrent well-formed, complex, and detailed VH
was present. The fluctuation of cognition was diagnosed when
a Mayo FluctuationComposite Score ðMFCSÞ > 2 was present
[28]. Parkinsonism was diagnosed when bradykinesia plus at
least one of the following was present: resting tremor, rigidity,
and instability. RBD was diagnosed according to the minimal
criteria for clinically diagnosing RBD [29].

2.3. Data Analysis. For the statistical analyses, SPSS version
22.0 for Windows (IBM, SPSS Inc., Chicago) was used. Com-
parisons were made between the VH+ and VH- groups in
terms of the demographic data, including CDR, clinical
features, IADL, MoCA, CASI, and composite scores of the
NPI. All data were analysed using an independent t-test,
and the odds ratios (ORs) were adjusted for age, gender,
and dementia severity. VCI subtypes (vascular MCI, proba-
ble VaD, and possible VaD) and CVD subtypes (multi-
infarct, strategic infarct, subcortical lacunes, Binswanger dis-
ease, complex combination, hemorrhage, and others) were
analysed using the chi-square test. DLB core clinical features
(fluctuation, parkinsonism, and RBD), VRFs, and current
medication were analysed using the chi-square test. All ORs
were adjusted for age, gender, and dementia severity. To
compare the associations between clinical symptoms/sign
characteristic of DLB and neuroimaging variables between
the VH+ and VH- groups, all ORs were adjusted for age,
gender, and dementia severity.

2.4. Ethical Considerations. The participants were selected
from a dementia database of Show Chwan Healthcare Sys-
tem. The study design was retrospective, and the data were
analysed anonymously. The Committee for Medical
Research Ethics of Show ChwanMemorial Hospital reviewed
the project, and the Data Inspectorate approved the study.
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3. Results

Among the 1281 patients with VCI, 155 (12.1%) had VH and
1126 (87.9%) did not. Compared with the VH- group, the
VH+ group was older (79.6 vs. 75.2; t = 5:07 and p < 0:001),
more likely to be female (63.2% vs. 47.9%; χ2 = 13:46 and
p < 0:001), and had a higher dementia severity according to
the CDR (χ2 = 70:51 and p < 0:001). After adjusting for
age, gender, and dementia severity by CDR, poorer IADL
(OR = 0:85; p = 0:002), higher prevalence of dementia
(OR = 4:43; p < 0:001), CDR-SB (OR = 9:67; p < 0:001),
CASI (OR = 1:02; p = 0:012), and total score of NPI
(OR = 1:06; p < 0:001) were found in the VH+ group com-
pared to the VH- group. Disease duration, VCI subtypes,
and CVD subtypes were not different between the VH+
and VH- groups. Comparisons between the demographic
and background data are summarized in Table 1.

Table 2 showed the clinical manifestations of VCI
patients with or without VH in terms of DLB features, cur-
rent medications, and VRFs adjusted for age, gender, and
disease severity by CDR. Compared with the VH- group,
the VH+ group had a significantly higher prevalence of all
LBD features including cognitive fluctuations (OR = 2:48;
p < 0:001), parkinsonism (OR = 1:85; p = 0:001), RBD
(OR = 4:56; p < 0:001), and ≧2 DLB core features
(OR = 26:01; p < 0:001). Compared with the VH- group
on current medication, the VH+ group was significantly
more likely to be on anti-Parkinson’s medication
(OR = 2:35; p = 0:010). Compared with the VH- group on
VRFs, the VH+ group was significantly more likely to have

hypertension (OR = 1:47; p = 0:032), diabetes (OR = 1:86;
p = 0:001), and heart disease (OR = 2:12; p = 0:002).

Table 3 demonstrates the relationship between the cere-
bral CT/MRI of the VH+ group and the VH- group. After
adjusting for age, gender, and dementia severity by CDR,
the VH+ group had a significantly higher MTA scale
(OR = 1:27; p = 0:010). The Fazekas scale, global atrophy
scale, cerebral microbleeds (cortical, subcortical, or total),
and Evans’ index were not different between the two groups.

Figure 1 demonstrates the percentage frequency of clini-
cal symptom/signs that are characteristic of the DLB of VH+
compared to VH−. After having adjusted for age, gender, and
disease severity, the VH+ group had a higher frequency in
almost all the features including depression (OR = 1:90;
p < 0:01), delusion (OR = 4:97; p < 0:001), auditory halluci-
nations (OR = 11:48; p < 0:001), sleep disruption (OR = 2:70;
p < 0:001), acting out in dreams (OR = 4:44; p < 0:01), violent
sleep (OR = 6:19; p < 0:001), postural instability (OR = 2:72;
p < 0:001), rigidity (OR = 1:90; p < 0:001), bradykinesia
(OR = 1:95; p < 0:001), action tremor (OR = 2:16; p < 0:001),
resting tremor (OR = 1:84; p < 0:01), and disorganized speech
(OR = 3:41; p < 0:001).

4. Discussion

Mixed degenerative pathologies, for example, Alzheimer’s or
Lewy body disease with cerebrovascular disease are highly
prevalent according to pathological studies [30–33]. Some
of these studies also revealed a high prevalence of cerebrovas-
cular pathologies in the brain of patients with LBD [31–33].

Table 1: Demographic and background characteristics of VCI patients with or without visual hallucinations (VHs) adjusted for age, gender,
and disease severity by CDR.

Mean (SD, range) Nonadjusted Adjusted
VH+, mean (SD) VH−, mean (SD) t/χ2 p OR (95% CI) p

N 155 1126

Age, years 79.6 (8.9) 75.2 (10.3) 5.07 <0.001 NA

CDR 0.5/1/2/3 12/40/54/49 407/311/256/152 70.51 <0.001 NA

Gender, female (%) 98 (63.2) 535 (47.9%) 13.46 <0.001 NA

Education, years 3.4 (3.9) 5.0 (4.5) -4.41 <0.001 0.97 (0.93-1.02) NS

Duration, years 3.9 (6.0) 3.1 (5.3) 1.82 NS 1.02 (0.99-1.05) NS

Dementia, N (%) 152 (98.1) 939 (83.4) 23.22 <0.001 4.43 (1.35-14.53) <0.001
CDR-SB 11.6 (4.8) 7.6 (5.5) 9.67 <0.001 1.16 (1.04-1.28) 0.007

IADL 1.0 (1.9) 2.9 (3.1) -10.65 <0.001 0.85 (0.76-0.94) 0.002

MoCA 5.1 (5.5) 8.5 (7.3) -6.86 <0.001 1.02 (0.97-1.06) NS

CASI 31.8 (24.7) 44.7 (28.0) -6.01 <0.001 1.02 (1.00-1.03) 0.012

NPI 17.4 (14.8) 8.0 (9.4) 7.66 <0.001 1.06 (1.04-1.07) <0.001
VaMCI/PrVaD/PoVaD 3/88/64 187/561/378 23.43 <0.001 NA

CVD subtypes
Mi 19/St 28/Sc 26/Bw 40/Cc

25/He 3/Ot 14
Mi 129/St 169/Sc 279/Bw 226/Cc

208/He 56/Ot 59
15.80 NS NA

VCI: vascular cognitive impairment; VH: visual hallucination; N : number of cases; NA: not applicable; NS: nonsignificance; OR: odds ratio. Adjusted ORs of
variables were ORs adjusted for age and disease severity by Clinical Dementia Rating (CDR) scale; CDR-SB: sum of boxes of CDR; IADL: Instrumental
Activities of Daily Living; MoCA: Montreal Cognitive Assessment; CASI: Cognitive Abilities Screening Instrument; NPI: total score of 12-domain
Neuropsychiatric Inventory; VaMCI/PrVaD/PoVaD: vascular mild cognitive impairment/probable vascular dementia/possible vascular dementia; CVD:
cerebrovascular disease; Mi: multi-infarct; St: strategic infarct; Sc: subcortical lacunes; Bw: Binswanger disease; Cc; complex combination; He: hemorrhage;
Ot: others.
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Likewise, Lewy body pathology has been found in VaD
autopsy cases [34]. However, most of the mixed pathological
dementia cases were diagnosed postmortem. How to make a
clinical diagnosis while alive is becoming an important issue.

For studying nonmotor symptoms associated with vascular
parkinsonism, Levin et al. proposed that nonmotor symp-
toms such as hallucinations may indicate another diagnosis
or mixed pathology [35]. Our findings are consistent with

Table 2: Clinical manifestation of VCI patients with or without visual hallucinations (VHs).

N (%) Nonadjusted Adjusted
VH+ (N = 155) VH− (N = 1126) χ2 p OR (95% CI) p

DLB core features

Fluctuation 90 (58.1) 309 (27.4) 59.57 <0.001 2.48 (1.69-3.63) <0.001
Parkinsonism 75 (48.4) 371 (33.0) 14.25 <0.001 1.85 (1.30-2.63) 0.001

RBD 38 (24.5) 73 (6.5) 55.98 <0.001 4.56 (2.86-7.26) <0.001
≧2 core features∗ 129 (83.2) 166 (14.8) 360.11 <0.001 26.01 (16.23-41.67) <0.001

Current medication

Anti-Parkinson 14 (9.0) 45 (4.0) 7.86 0.005 2.35 (1.22-4.52) 0.010

Antipsychotics 9 (5.8) 41 (3.6) 1.70 NS 1.73 (0.80-3.75) NS

Antidementia 14 (9.0) 69 (6.1) 1.90 NS 1.12 (0.60-2.29) NS

Vascular risk factors

Hypertension 83 (53.5) 548 (48.7) 1.30 NS 1.47 (1.03-2.09) 0.032

Diabetes 61 (39.4) 320 (28.4) 7.80 0.005 1.86 (1.29-2.69) 0.001

Hyperlipidemia 40 (25.8) 261 (23.2) 0.52 NS 1.38 (0.92-2.06) NS

Heart disease 27 (17.4) 119 (10.6) 66.33 0.012 2.12 (1.32-3.43) 0.002

VCI: vascular cognitive impairment; VH: visual hallucination; N : number of cases; NA: not applicable; NS: nonsignificance; OR: odds ratio. Adjusted ORs of
variables were ORs adjusted for age, gender, and disease severity by Clinical Dementia Rating (CDR) scale; CI: confidence interval; DLB: dementia with Lewy
bodies; RBD: REM sleep behavior disorder; ∗core features including fluctuation, parkinsonism, RBD, and VH; heart disease including coronary artery disease,
heart failure, arrhythmia, and valvular heart disease.

Table 3: Cerebral CT/MRI manifestation of VCI patients with or without visual hallucinations (VHs).

Mean (SD) Nonadjusted Adjusted
VH+ (N = 155) VH− (N = 1126) t/χ2 p OR (95% CI) p

Fazekas scale 2.2 (1.0) 1.9 (1.0) 2.91 0.004 1.07 (0.88-1.31) NS

MTA scale 2.6 (1.1) 2.1 (1.2) 4.96 <0.001 1.27 (1.06-1.52) 0.010

Global atrophy scale 1.6 (0.8) 1.5 (0.7) 2.09 0.031 0.99 (0.75-1.30) NS

Cerebral microbleeds∗, N (%) 29 (30.3) 305 (40.1) 4.95 0.026 0.63 (0.39-1.02) NS

Evans’ index 0.29 (0.04) 0.28 (0.05) 1.69 0.091 0.07 (0.00-14.50) NS

VCI: vascular cognitive impairment; VH: visual hallucination; N : number of cases; NA: not applicable; NS: nonsignificance; MTA: medial temporal lobe
atrophy; OR: odds ratio. Adjusted ORs of variables were ORs adjusted for age, gender, and disease severity by Clinical Dementia Rating scale. ∗Cerebral
microbleeds in MRI T2 gradient imaging among 94 VH+ and 760 VH−.
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Figure 1: Percentage frequency of clinical feature characteristic of Lewy body dementia of VH+ compared to VH−. AH: auditory
hallucination; ORs of variables were adjusted for age and disease severity as per the Clinical Dementia Rating scale. ∗p < 0:01; ∗∗p < 0:001.
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this. In this study, at least two core features for clinically diag-
nosing DLB were much higher in the VCI with the VH group
compared to the non-VH group with an OR 26. All of the
core features (fluctuations, RBD, and parkinsonism) were
much higher in the VH group. Therefore, by highlighting
the diagnostic differences between typical DLB type VHs
(complex, well-formed, and detailed VH), we have provided
a way for clinically diagnosing mixed DLB in other brain dis-
orders such as VCI. We consider these findings as to the most
important of the current study.

Besides this, our study focused on the associated factors
of VH in VCI. We have had several other significant findings.
Firstly, typical DLB type VH is not frequently observed in
patients with VCI, with a prevalence of only 12.1%. VH in
VCI was found to be more prevalent in those that are older,
female, and have advanced dementia. These findings are
consistent with our previous study that examined the gender
differences of VH with DLB [36] as well as several other
studies that focused on psychotic symptoms in vascular or
degenerative dementia [4, 15, 37]. Even if these demograph-
ical factors have been adjusted for, the VH+ group still pre-
sented poorer cognitive function, ADL, and more severe
neuropsychiatric symptoms. This may impact the quality
of life of both patients and caregivers and also result in a
greater caregiver burden [38, 39]. For the diagnosis of prob-
able DLB, at least 2 core clinical features or one core clinical
feature plus at least one indicative biomarker is necessary.
Therefore, we analysed the symptoms of the associated core
features (parkinsonism, fluctuation, and RBD) demonstrated
on Figure 1 and found that symptoms of RBD have highest
odds ratio (OR); however, the prevalence of RBD in VCI is
relatively low (less than 5%) which might offset the diagnos-
tic power of RBD in mixed DLB with VCI. On the contrary,
although ORs for association of parkinsonism or fluctuation
are both somewhat lower than RBD in VCI with VH, the
prevalence of most of the symptoms of parkinsonism or
fluctuation is higher than 50% which raised the power of
the diagnosis of mixed pathologies of DLB in VCI with
VH. Secondly, a significantly higher prevalence of VRFs,
including hypertension, diabetes, and heart disease, was
associated with the VH+ group in this study. However,
hyperlipidemia was not. These results can be considered
novel findings for VH in VCI. Similar studies on VRF asso-
ciation with neuropsychiatric symptoms in MCI or demen-
tia have seldom been studied and remain controversial.
Besides, none of them directly addressed to VH in VCI. A
previous study concluded that VRFs were important modi-
fiers of the risk of psychosis in AD [40]. Another study
revealed that cholesterol is a significant factor for NPS
occurring in AD [41]. A study from Cache County found
that hypertension was associated with a higher risk of delu-
sions, anxiety, and agitation/aggression, but not psychotic
symptoms in AD. No significant associations were observed
between neuropsychiatric symptoms and diabetes, hyperlip-
idemia, or heart disease [42]. Hypertension and previous
CVD were the most prevalent risk factors for neuropsychiat-
ric symptoms in VaD and mixed-type dementia [43].
Thirdly, it was revealed in this study that only medial tem-
poral lobe atrophy had a modest association with VH in

VCI. White matter lesions (WMLs) according to the Fazekas
scale, global atrophy, cerebral microbleeds, and ventricle
sizes were not associated. These findings were not consistent
with previous studies regarding degenerative dementia that
showed that WHLs are highly associated with neuropsychi-
atric symptoms in AD, DLB, or Parkinson disease with
dementia (PDD) [44–46].

This study has several limitations. Firstly, this is a cross-
sectional association study. Therefore, causal relationships
to VH in VCI cannot be made. Secondly, dopamine trans-
porter imaging, I123MIBG, or polysomnography, being
indicative biomarkers for DLB, were not done in this study.
The findings of the study were analysed purely according to
the clinical manifestation plus brain structure imaging.
Therefore, objective evidence of the mixed pathology with
LBD was lacking. Thirdly, no pathological data was able to
prove the diagnostic accuracy of clinical diagnosing mixed
Lewy body pathology in VCI with VH.

5. Conclusions

In conclusion, VCI patients with VH tend to have more
severe dementia, neuropsychiatric symptoms, and poorer
cognitive function. Besides, there is a possibility of mixed
pathology with DLB in this group due to the clinical DLB fea-
tures in VCI with VH being associated. More than two core
features in VCI might help for diagnosing mixed pathology
with DLB. VH in VaD or VCI has not been widely studied
in the literature. However, the underlying pathophysiology
of VH, especially associated with typical DLB type VH (com-
plex, well-formed, and detailed) in VCI, could be due to a
mixed pathology with Lewy body disease such as DLB.
Hence, we propose this novel concept along with a method
for diagnosing mixed VCI with DLB. Further biomarker
and pathological studies are warranted to prove its feasibility.
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Do chronic fluoxetine treatments reduced footshock-induced posttraumatic stress disorder (PTSD) symptoms, including fear and
comorbid depression, in the situational reminder phase? Moreover, are the subareas of the medial prefrontal cortex (mPFC),
including the cingulate cortex 1 (Cg1), prelimbic cortex (PrL), infralimbic cortex (IL), and basolateral amygdala (BLA), involved
in the fluoxetine amelioration of PTSD symptoms? These two crucial issues were addressed in the present study. All mice were
injected with chronic fluoxetine or normal saline treatments for the adaptation (14 days), footshock fear conditioning (1 day),
and situational reminder (3 days) phases. After adaptation, the mice were subjected to footshock (2mA, 10 seconds) or
nonfootshock and stayed 2min in a footshock box for 2min for fear conditioning. Later, they were placed in the footshock box
for 2min in the situational reminder phase. In the final session of the situational reminder phase, a forced swimming test (FST)
and immunohistochemical staining were conducted. The results indicated that footshock induced fear and comorbid depression.
Meanwhile, chronic fluoxetine treatments reduced fear and depression behaviors. The Cg1, PrL, IL, and BLA were seemingly to
increase c-Fos expression after footshock-induced PTSD symptoms in the situational reminder phase. The fluoxetine treatments
reduced only the BLA’s c-Fos expression. The findings suggest that BLA contributes to the fluoxetine amelioration of PTSD
symptoms; however, the mPFC, including the Cg1, PrL, and IL, did not mediate PTSD symptoms’ amelioration stemming from
fluoxetine. The present data might help us to further understand the neural mechanism of fluoxetine treatments in PTSD
symptoms.

1. Introduction

Posttraumatic stress disorder (PTSD) is associated with reex-
periencing a traumatic memory, emotional numbering,
hyperarousal, the avoidance of cue-associated trauma, and
fear and horror [1]. Moreover, PTSD patients suffer from
comorbid depression and anxiety symptoms [2, 3]. Previous
studies of PTSD involving animal models often examined
fear conditioning or fear extinction [4]; however, the present
study used the situational reminder procedure with the trau-
matic memory associated with the context. This kind of study

was aimed at mimicking the reexperiencing of a traumatic
memory of PTSD symptoms in humans [5, 6].

Fluoxetine is a category of specific serotonin reuptake
inhibitor (SSRI) drugs and can effectively ameliorate depres-
sive behavior for patients with major depression disorder [7].
Recently, some studies have shown that fluoxetine might be
an effective drug for reducing PTSD’s symptoms and for
changing its pathological response in the brain [8–11]. For
example, PTSD patients who had suffered traumatic events
early in life were each given 20-80mg/day for a continuous
period of 8 to 32 weeks, and it decreased the severity of their
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PTSD symptoms [8]. Microinjections of fluoxetine into the
amygdala or hippocampus were found to reduce neurometa-
bolic abnormalities in the amygdala or hippocampus in a
single-prolonged, stress-induced PTSD animal model [9];
moreover, another study demonstrated that chronic treat-
ments of fluoxetine could prevent inflammatory gene expres-
sion in the anterior cingulate cortex and decrease PTSD
symptoms [11]. Fluoxetine administrations in PTSD patients
were also shown to recover PTSD-induced synaptic protein
loss and dysfunction behaviors [10]. Therefore, SSRI drug
fluoxetine is a crucial treatment for PTSD symptoms. This
current study examined whether PTSD’s fear and comorbid
depression behaviors were decreased by fluoxetine treat-
ments, especially in the situational reminder phase of a trau-
matic memory.

A growing body of evidence has shown that the medial
prefrontal cortex (mPFC)-amygdala pathway plays an essen-
tial role in regulating PTSD symptoms [12–14]. For example,
some recent evidence has suggested that mPFC has an emo-
tional downregulation function to inhibit the negative emo-
tions of the amygdala, whereas the amygdala transfers its
property and valence of emotions to the mPFC for the inter-
pretation of emotions [15]. Therefore, the information in
mPFC-amygdala connectivity is reciprocal between these
two areas [16]. Some studies have demonstrated that the
mPFC normally inhibits the activity of the amygdala, result-
ing in the extinction of fear conditioning [17, 18]. Moreover,
the mPFC-amygdala circuitry can be altered by fear-
conditioned learning and is involved in the extinction and
reinstatement of fear [19]. A neuroimaging study showed
that the mPFC-amygdala pathway may govern stress and
anxiety disorders [20]. Furthermore, there is an inhibition
deficit from the mPFC to the amygdala due to the PTSD
symptoms. Moreover, PTSD patients showed hypoactivity
of the mPFC and hyperactivity of the amygdala [13].

Recently, many studies have narrowed down the subarea
of the mPFC and amygdala, and this line of studies showed
that the subareas of the mPFC and amygdala contributed to
different functions in the fear conditioning and fear extinc-
tion of the PTSD symptoms [4, 21–23]. For example, a review
paper reported that the prelimbic cortex (PrL) of mPFC reg-
ulates fear expression; meanwhile, the infralimbic cortex (IL)
of mPFC controls fear suppression [4]. Moreover, another
study demonstrated that the activity of the PrL neurons pro-
motes the extinction of fear conditioning; however, the neuro-
nal activity of the IL inhibits fear behavior after extinction
[22]. In addition, BLA, a portion of the amygdala in the baso-
lateral parts, was involved in PTSD symptoms [21, 23]. For
example, the high-frequency stimulation of the bilateral BLA
was shown to reduce the avoidance behavior in the predator
scent-induced PTSD animal model [21]. Furthermore, the
transcription factor NF-κB inhibitions of BLA interfered with
the amygdala-dependent auditory fear conditioning in the
memory retention phase of PTSD [23]. However, no research
has systematically examined whether Cg1, PrL, IL, and BLA
are involved in fluoxetine treatments for PTSD symptoms.
Therefore, this issue was addressed in the present study.

Altogether, the present study addressed the following
issues: (a) Do fluoxetine treatments reduce footshock-

induced freezing behavior in the situational reminder phase,
and do they also ameliorate PTSD’s comorbid depression
behavior? (b) Are the subareas of the mPFC, including the
Cg1, PrL, and IL, and the BLA, involved in PTSD’s fear and
comorbid depressive behaviors following situational
reminders? (c) Do the Cg1, PrL, IL, and BLA contribute to
fluoxetine treatments in PTSD’s fear and depression
symptoms?

2. Material and Methods

2.1. Animals. Thirty-nine C57BL/6J male mice were bought
from the National Laboratory for Animal Breeding and
Research Center, Taipei, Taiwan. At the beginning of the
experiment, all mice weighed 25-35 grams. The mice were
group-housed with another three mice in the plastic cages
with wooden bedding. The cage was placed in a colony room
with a constant temperature (approximately 23 ± 2°C) and a
light phase between 6:00 a.m. and 6:00 p.m. Food and water
were provided ad libitum. The experiments were performed
in compliance with the American Psychological Association
ethical standards for the treatment of animals. A description
of the details of the treatment was submitted and received
approval from a local ethics committee. Every effort was
made to minimize the animals’ suffering and the number of
animals used.

2.2. Apparatus. The inescapable footshock apparatus is a box
with a surrounding plastic shell measuring 60 cm × 60 cm ×
72 cm high. The floor of the apparatus is made of metal grids
(0.3 cm diameter at 0.7 cm grid intervals).

2.3. Behavioral Procedure. The procedure of the experiment
is shown in Figure 1. After the 14-day adaptation phase, all
mice underwent the footshock phase for one day. In this
period of time, all mice were intraperitoneally injected nor-
mal saline or fluoxetine, placed 2min in the footshock box,
and placed into the nonfootshock/saline, footshock/saline,
and footshock/fluoxetine groups (n = 8 per group; footshock
amount was 2mA, 10 s). Later, the situational reminder was
conducted once a day for three days. All mice were placed
2min in the same footshock box for situational reminders
to reexperience traumatic memories once a day for three
days. On the last day of the situational reminders, all mice
were also tested using the FST for 5min. After 120min of
FST testing, all mice were sacrificed, and the brains were
removed to label immunohistochemical staining with the c-
Fos protein for the specific brain areas. The saline or fluoxe-
tine was continuously administered for the adaptation (14
days), footshock (one day), and situational reminder (three
days) phases among the nonfootshock/saline, footshock/sa-
line, and footshock/fluoxetine groups.

2.4. Immunohistochemical Staining: c-Fos. Following the last
day of the situational reminder test, and 120min later, all
rats were sacrificed via sodium pentobarbital overdose. All
mice were perfused with a 0.1-M sodium phosphate-
buffered saline buffer (PBS; 100ml) followed by 4% parafor-
maldehyde (400ml) in a 0.1-M PBS buffer. The brain was
dissected and postfixed for one day. The tissues of the brain
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were transferred to 30% sucrose for cryoprotection until the
brain tissues sunk to the bottom of the solution. Each whole
brain was cut into 40-micrometer coronal sections on a
freezing and sliding microtome. All sections of the brain area
were then labeled with c-Fos proteins.

For labeling the c-Fos protein, the brain sections were
washed once for 15min in 0.1-M PBS, permeabilized in 3%
H2O2 for 1 h, washed three times in 2% phosphate-buffered
saline with Tween 20 (PBST) buffer for 20min, and soaked
in 3% normal goat serum and 1% bovine serum albumin
for 1 h. Later, the brain sections were washed twice for
15min with PBST. Then, the sections were incubated at 4°C
overnight with rabbit anti-Fos antibody (Abcam Biotechnol-
ogy Inc., AB190289, 1 : 1000) for labeling c-Fos. The sections
were washed with PBST twice for 15min and incubated with
a biotinylated goat antirabbit secondary antibody (Vector
Lab BA-1000, 1 : 500) for 1 h. Later, the sections were washed
for 10min with PBS. The secondary antibody was amplified
using the ABC kit (Vector Lab ABC Kit, PK-6100). The pos-
itive expression of the brain nucleus was measured via quan-
tification for the selected brain areas. In general, every third
section of each brain slice was determined for counting.
The c-Fos-positive neurons for each brain session were
counted using the software ImageJ. Each group was to be
averaged to count the expressions of the c-Fos protein for
each brain subarea.

2.5. Drugs. Fluoxetine and sodium chloride were purchased
from Sigma-Aldrich Company (St. Louis, MO, USA).
Sodium chloride was dissolved in distilled water and pre-
pared in 0.9% normal saline. Fluoxetine was dissolved in
0.9% normal saline. Fluoxetine and sodium chloride were
administered intraperitoneally. The injection volume of flu-
oxetine and sodium chloride was 1ml/kg. The dose of
2.5mg/kg fluoxetine was used in the behavioral test. The dose
of fluoxetine and the continuous fluoxetine injections for 14
days came from the previous study [24].

2.6. Statistical Analysis. A 3 × 3 two-way mixed (group vs.
session) analysis of variance (ANOVA) was performed for
the freezing time among the nonfootshock/saline, foot-

shock/saline, and footshock/fluoxetine groups (n = 8 per
group). When appropriate, Tukey’s honest significant differ-
ence post hoc test was conducted. (a) indicated that p < 0:05
was considered to be statistically significant between the non-
footshock/saline and footshock/saline groups. (b) indicated
that p < 0:05 was considered to be statistically significant
between the footshock/saline and footshock/fluoxetine
groups. One-way ANOVA was conducted to analyze the
floating time among the nonfootshock/saline, footshock/sa-
line, and footshock/fluoxetine groups (n = 8 per group).
When appropriate, Fisher’s least significant difference
(LSD) post hoc test was conducted. (∗) and (#) indicated that
p < 0:05 was considered to be statistically significant com-
pared with the nonfootshock/saline and footshock/saline
groups, respectively. c-Fos expression numbers were ana-
lyzed by one-way ANOVA for the specific brain areas,
including Cg1, PrL, IL, BLA, and PC, among the nonfoot-
shock/saline, footshock/saline, and footshock/fluoxetine
groups (n = 5 per group). When appropriate, Tukey’s honest
significant difference post hoc test was conducted. (∗) and (#)
indicated that p < 0:05 was considered to be statistically sig-
nificant compared with the nonfootshock/saline and foot-
shock/saline groups, respectively.

3. Results

3.1. Fluoxetine and Freezing Behavior Tests during
Situational Reminders. After encountering severe footshock
treatment, mice were placed in the same footshock box, and
the freezing time was measured once a day for three days.
This was referred to as the situational reminders of traumatic
memory. A 3 × 3 mixed two-way ANOVA analysis revealed
significant differences in the factors of group (F ð2, 21Þ =
73:69, p < 0:05), session (F ð2, 42Þ = 16:17, p < 0:05), and
group × session (F ð4, 42Þ = 9:39, p < 0:05). The post hoc
with Tukey test showed that the freezing time of the foot-
shock/saline group was significantly increased compared
with the nonfootshock/saline group, indicating that the foot-
shock treatment induced a strong freezing behavior over ses-
sions 1-3 (p < 0:05). Moreover, the freezing time of the
footshock/fluoxetine group was significantly decreased when

Adaptation phase

Footshock
2mA/10sec

Situational reminder for 2 min

14days 1day 3days

FST test for 5 min and
IHC-c-Fos labeling 

G1: Non-footshock/saline group (n = 8) 
G2: Footshock/saline group (n = 8)
G3: Footshock/fluoxetine group (n = 8)

IP injection with fluoxetine 

Figure 1: The experimental procedure. After the 14-day adaptation phase, a 2-mA footshock for 10 seconds was applied for fear conditioning,
and the freezing time was measured for 2min during one session a day in the situational reminder sessions. Later, the mice’s floating behavior
was measured for 5min in the FST. Following the final session of freezing and floating behavior measurements, 120 mice were sacrificed, and
their brain tissues were labeled using immunohistochemical staining with c-Fos proteins.
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compared with the footshock/saline group over sessions 1-3
(p < 0:05), indicating the antidepression drug, fluoxetine,
and injections could reduce freezing behavior induced by
the footshock treatment (Figure 2).

3.2. Fluoxetine and PTSD’s Comorbid Depression. To test the
PTSD’s comorbid depression symptom of fluoxetine, one-
way ANOVA was conducted. The results of the floating time
in the FST test showed a significant difference in the factor of
group (F ð2, 21Þ = 9:86, p < 0:05). Furthermore, the post hoc
with LSD indicated that the floating time of the footshock/sa-
line group was significantly increased compared with the
nonfootshock group (p < 0:05). The floating time of the foot-
shock/fluoxetine group was significantly decreased compared
with the nonfootshock/saline group (p < 0:05). Importantly,
the floating time of the footshock/fluoxetine group was sig-
nificantly decreased compared with the footshock/saline
group (p < 0:05). In summary, the footshock treatment
induced severe depression behavior in the FST test, and the
treatment of fluoxetine could reduce the floating behavior.
The results mean that injections of antidepression drug flu-
oxetine reduced PTSD’s comorbid depression symptoms
(Figure 3).

3.3. c-Fos Immunohistochemical Staining and the
Amelioration of Fluoxetine in PTSD-Associated Brain Areas.
For investigating the involvement of brain areas in the ame-
lioration of fluoxetine treatments in PTSD symptoms, a
one-way ANOVA analysis was conducted for c-Fos expres-
sions among the nonfootshock/saline group, footshock/saline
group, and footshock/fluoxetine group. The results showed
that significant differences in the c-Fos expression occurred
in the Cg1 (F ð2, 12Þ = 12:94, p < 0:05), PrL (F ð2, 12Þ = 5:18,

p < 0:05), and BLA (F ð2, 12Þ = 10:34, p < 0:05). However,
there were no significant differences for the c-Fos expression
in the IL (F ð2, 12Þ = 1:92, p > 0:05) and PC (F ð2, 12Þ = 0:04,
p > 0:05). Furthermore, the c-Fos expression of the foot-
shock/saline group was significantly increased compared
with the nonfootshock/saline group in the Cg1, PrL, and
BLA (p < 0:05), indicating that the footshock treatment
induced c-Fos expression in the Cg1, PrL, and BLA. The foot-
shock/fluoextine group showed a higher c-Fos expression
compared with the nonfootshock/saline group (p < 0:05).
Importantly, the c-Fos expression of the footshock/fluoxetine
group was decreased more than that of the footshock/saline
group only in the BLA (p < 0:05) but not in the other brain
areas. The result of the BLA revealed that the antidepression
drug fluoxetine reduced the c-Fos expression induced by
footshock (Figures 4 and 5). In conclusion, the results mean
that the Cg1, PrL, and BLA were involved in the footshock-
induced PTSD symptoms. However, fluoxetine treatments
could ameliorate footshock-induced c-Fos expression in
the BLA.

4. Discussion

In the behavioral tests, footshock treatments induced a long-
lasting freezing behavior over three sessions, as mice stayed
in the same footshock box and encountered the situational
reminders of the traumatic memories. Moreover, the PTSD
mice with footshock produced comorbid depression behav-
ior in floating in the FST task. Fluoxetine injections reduced
freezing behavior in the situational reminder phase and
comorbid depression behavior.

The data of the immunohistochemical staining with c-
Fos showed that the subareas of the mPFC, including the
Cg1 and PrL but not the IL, were involved in footshock-
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Figure 3: The mean (± SEM) floating time (sec.) in the forced
swimming test for the nonfootshock/saline, footshock/saline, and
footshock/fluoxetine groups (n = 8, per group).
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induced PTSD symptoms, such as freezing and depression
behaviors. Only the BLA was shown to be associated with a
lower level of c-Fos expression in the footshock/fluoxetine
group when compared with the footshock/saline group. The
results of the BLA suggest that the fluoxetine treatments
ameliorated the negative emotional response.

4.1. Comparing the Present Data and the Viewpoint of
mPFC-Amygdala Dysfunction in PTSD. How the mPFC-
amygdala neural pathway controls PTSD symptoms is an
important issue. Based on the hypothesis regarding the
mPFC-amygdala dysfunction in PTSD, the medial prefrontal
cortex (mPFC) and the amygdala pathway interact with each
other to govern emotional processing [25]. The mPFC pro-
jects to the amygdala and inhibits the neural activity of the
amygdala; thus, the negative emotional effect of the amygdala
is distinguished, and healthy people can control their emo-
tional responses [17, 26]. In contrast, the amygdala also pro-
jects to the mPFC; thus, the negative emotional information
of the amygdala transfers to the mPFC, and the mPFC plays
a role in interpreting the valence of emotion from the amyg-
dala for healthy people [17]. In PTSD patients, the neural
activity of the amygdala was revealed to be hyperactive when
one is reexperiencing a traumatic memory. Meanwhile, the
mPFC was shown to be hypoactive; thus, the mPFC cannot
inhibit the hyperactivity of the amygdala [27]. Patients with
PTSD suffered from negative emotions continuously, and
the mPFC-amygdala neural circuit revealed dysfunction
[13, 27]. However, the present data were not consistent with
this viewpoint regarding the mPFC-amygdala pathway—that
the mPFC revealed hypoactivity and the BLA revealed hyper-
activity. Instead, the present results showed that the subareas
of the mPFC (such as the Cg1, PrL, and IL) and the BLA were
associated with hyperactive c-Fos expression, indicating that
the mPFC and amygdala exhibited hyperactivity after situa-

tional reminders of traumatic memories. This discrepancy
in the data might stem from the several reasons outlined
below. First, differences in the fear conditioning phase might
have resulted in differences in the evidence. The previous
studies often tested fear conditioning or fear extinction in
the animal model of PTSD; however, the current study
manipulated the situational reminder procedure of a trau-
matic memory. The manipulation of different phases of
PTSD may have caused the inconsistent data between the
previous studies and our study. Second, the discrepancy data
for the previous studies and ours may be due to the differ-
ently determined locations of the mPFC and amygdala. The
present study determined the location of the Cg1, PrL, and
IL for counting the c-Fos expression based on the mouse
brain in the seterotaxic coordinates of Paxinos and Franklin
[28]. In our study, the range of the Cg1 was AP:
+1.77~1.53mm; ML: +0~0.7mm; DV: -1~-2mm. The range
of the PrL was AP: +1.77~1.53mm; ML: +0~0.7mm; and
DV: -1.5~-2.5mm. The range of the IL was AP:
+1.77~1.53mm; ML: +0~0.7mm; and DV: -2.5~-3.2mm
[28]. The chosen placements of the brain areas are a bit in
the upper part of the brain. Whether the chosen location of
the mPFC was due to the discrepancy should be addressed.

In conclusion, the present data on immunohistochemical
staining with c-Fos proteins in the mPFC-amygdala neural
circuit did not support the hypothesis of hypoactivity in the
subareas of the mPFC (i.e., Cg1, PrL, and IL) and hyperactiv-
ity in the amygdala. Why this is should be scrutinized in
further studies.

4.2. Fluoxetine Treatments for PTSD Symptoms.Although the
SSRI drug fluoxetine is the first-line medication for treating
PTSD symptoms, the effective rate of amelioration in PTSD
symptoms is rarely higher than 60%, and less than 20~30%
of PTSD patients can obtain full remissions following fluox-
etine treatments [29, 30]. Therefore, the therapeutic effect
of fluoxetine for PTSD symptoms has some limitations. The
animal study showed that following juvenile stress, PTSD
animals with chronic fluoxetine treatments at a juvenile age
could reduce their PTSD anxiety behavior; however, chronic
fluoxetine treatments in adult PTSD animals did not affect
PTSD-induced anxiety behaviors. This indicates that the
childhood period of time is critical for experiencing a thera-
peutic effect of fluoxetine for PTSD [31]. Nevertheless, many
animal studies on PTSD have demonstrated that fluoxetine
treatments can effectively reduce fear-related conditioning
and PTSD symptoms. For example, a study on contextual
fear conditioning showed that chronic fluoxetine treatments
could prevent fear generalization, increase fear extinction,
and avoid the occurrence of spontaneous fear recovery
[32]. Moreover, previous PTSD animal studies related to
the therapeutic effect of fluoxetine found that chronic treat-
ments could decrease sensitized fear behavior [33], reduced
hippocampus synaptic proteins [10], and prevented inflam-
matory responses [11]. Furthermore, the combined treat-
ments of fluoxetine and treadmill exercises have been
shown to alleviate PTSD animals’ anxiety responses, inhibit
the hypothalamus-pituitary-adrenal gland stress system,
increase hippocampal brain-derived neurotrophic factor
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Figure 4: The mean (± SEM) c-Fos-positive neurons per slice in
nonfootshock/saline, footshock/saline, and footshock/fluoxetine
groups (n = 5, per group). The number of c-Fos-positive neurons
was counted in the amelioration of fluoxetine for PTSD-associated
regions, including the Cg1, PrL, IL, BLA, and PC.
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levels, and decrease apoptosis biomarkers. This means that
fluoxetine had a therapeutic effect on ameliorating PTSD
symptoms and neural and pathology responses [34]. There-
fore, despite the fact that some research has suggested that
fluoxetine treatments might not be fully effective for curing
PTSD symptoms in the clinical setting, fluoxetine is seem-
ingly able to ameliorate fear conditioning and PTSD symp-
toms in an animal model. Whether fluoxetine treatments
can effectively reduce PTSD symptoms should be examined
in further studies.

4.3. The Involvements of the Neural Substrates in Fluoxetine
Treatments for PTSD Symptoms

4.3.1. The mPFC: the Cg1, PrL, and IL in Fluoxetine
Amelioration to PTSD. The mPFC has been shown to play
different functions, such as emotional regulation, hypotha-
lamic–pituitary–adrenal stress system regulation, working
memory, and cognitive execution. Moreover, after repeated
stress-related experiences, the dysfunctions of the mPFC
[35] and dopamine dysregulation within the mPFC [36]
implicated a variety of psychopathologies, such as PTSD,
revealing the mPFC’s changes in a dendritic spine’s density
and morphology [35]. Recently, some studies have reported
that the subareas of the mPFC-PrL and IL through different
neural circuits connected to the subregions of the amygdala
control fear expression and fear suppression, respectively
[4, 37]. The stress-resilient and susceptible PTSD mice were
found to show separated morphological changes in the
mPFC; moreover, the stress-resilient mice decreased den-
dritic numbers in the PrL but increased dendritic numbers
in the IL. However, the stress-susceptible mice appeared to
only decrease in their dendritic numbers in the IL [38]. How-
ever, a little bit of research examined whether the mPFC
regulated the fluoxetine amelioration of PTSD [39]. For
example, a previous study showed that fluoxetine treatments
decreased the freezing behavior and changed the PFC
miRNA 1971 expression levels in the animal model of PTSD

[39]. The present data showed that although the Cg1 and PrL
contributed to the PTSD symptoms, including fear and
depression, the Cg1, PrL, and IL were not involved in the
PTSD amelioration after chronic fluoxetine treatments. This
study might be the first to examine whether the subareas of
the mPFC, such as the PrL, IL, and Cg1, contribute to fluox-
etine treatments for PTSD using immunohistochemical
staining. This issue of the involvement of the mPFC in the
fluoxetine amelioration of PTSD symptoms should be scruti-
nized in further studies.

4.3.2. The Role of BLA in Fluoxetine Treatments of PTSD. Pre-
viously, most studies elucidated how BLA contributes to
PTSD symptoms. For example, the bilateral stimulation of
the amygdala decreased avoidance behavior in predator
scent-induced PTSD [21]. Bilateral intra-BLA (but not cen-
tral amygdala) infusions with sulfasalazine activated the inhi-
bition of NF-κB and disrupted the retention of fear memory in
auditory-induced fear conditioning [23]. With deep brain
stimulation in the prefrontal cortex, fear and anxiety behaviors
were facilitated; however, it decreased the activity of the BLA
in the PTSD animal model [40]. Therefore, the BLA might
govern fear and anxiety in the PTSD animal model.

On the other hand, fewer studies have examined whether
the BLA is involved in fluoxetine treatments for PTSD [9,
11]. Fluoxetine treatments reduced neurometabolites, such
as the N-acetylaspartate (NAA)/creatine (Cr) and choline
moieties (Cho)/Cr ratios, in the amygdala in a single-
prolonged stress animal model [9]. Repeated fluoxetine treat-
ments were shown to avoid inflammatory gene expression in
the anterior cingulate cortex but not in the BLA [11]. The
present data showed that following the experience of foot-
shock, chronic fluoxetine treatments reduced the c-Fos
expression in the BLA compared with the group for foot-
shock with saline injections. The findings were not fully con-
sistent with the previous evidence. Whether the BLA was
involved in the fluoxetine amelioration of PTSD should be
further investigated.

Footshock/saline group

Footshock/fluoxetine
group

Non-footshock/saline
group

Cg1 PrL IL BLA PC

Figure 5: Representative photomicrographs of c-Fos immunoreactivity in the cingulated cortex area 1 (Cg1), prelimbic cortex (PrL),
infralimbic cortex (IL), basolateral amygdala (BLA), and piriform cortex (PC) for the nonfootshock/saline, footshock/saline, and
footshock/fluoxetine groups (n = 5, per group).
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4.4. Limitations. Some limitations should be concerned. First,
the present study used the typical SSRI antidepressant drugs
fluoxetine to ameliorate PTSD symptoms, including freezing
and floating behaviors. However, this study did not compre-
hensively test the other SSRI drugs such as paroxetine or ser-
traline or the serotonin and norepinephrine reuptake
inhibitors (SNRI) such as venlafaxine or duloxetine for the
amelioration of PTSD symptoms. It is questioned that SSRIs
or SNRIs reduce major depression symptoms; meanwhile, do
the other SSRI or SNRI drugs also ameliorate PTSD symp-
toms, including freezing or floating behaviors? Obviously,
this issue should be investigated in further studies. Second,
are there any differences of c-Fos expression between the left
and right BLA for the amelioration of PTSD symptoms with
chronic fluoxetine treatments? In the present study, the left
or right parts of the BLA were randomly chosen to count the
numbers of c-Fos expression for each brain slice. This study
did not, respectively, measure c-Fos expression in the left or
right BLA. Thus, the present data of the c-Fos expression in
the BLA cannot find a significant difference between the left
and right parts of the BLA. This is the second limitation of
the present study. This issue has emerged that whether a sig-
nificant difference for the c-Fos expression occurred in the left
and right BLA should be examined further.

4.5. Conclusion. Footshock induced fear behavior and
comorbid depression in the situational reminder phase of a
traumatic memory. However, the fear and comorbid depres-
sion were reduced by the chronic treatment of fluoxetine. In
immunohistochemical staining data, the Cg1 and PrL (but
not IL) of the mPFC, as well as the BLA, contribute to PTSD
symptoms in fear and depression behaviors. Importantly, the
BLA was involved in the amelioration of fluoxetine treat-
ments in PTSD symptoms, including fear and depression.
However, the other brain areas of the mPFC (such as the
Cg1, PrL, and IL) did not regulate fluoxetine treatments in
the reduction of the PTSD symptoms. This study is the first
one that systematically examines the issue of whether the
subareas of the mPFC (e.g., Cg1, PrL, and IL) and BLA are
involved in fluoxetine treatments for PTSD symptoms. The
present data might help us to further understand the neural
mechanism of fluoxetine treatments in PTSD symptoms.
Furthermore, the present findings should be considered for
developing further pharmacological treatments, as these data
can offer some clinical implications.
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Background and Objective. Although radiotherapy has become one of the main treatment methods for cancer, there is no
noninvasive method to predict the radiotherapeutic response of individual glioblastoma (GBM) patients before surgery. The
purpose of this study is to develop and validate a machine learning-based radiomics signature to predict the radiotherapeutic
response of GBM patients. Methods. The MRI images, genetic data, and clinical data of 152 patients with GBM were analyzed.
122 patients from the TCIA dataset (training set: n = 82; validation set: n = 40) and 30 patients from local hospitals were used as
an independent test dataset. Radiomics features were extracted from multiple regions of multiparameter MRI. Kaplan-Meier
survival analysis was used to verify the ability of the imaging signature to predict the response of GBM patients to radiotherapy
before an operation. Multivariate Cox regression including radiomics signature and preoperative clinical risk factors was used to
further improve the ability to predict the overall survival (OS) of individual GBM patients, which was presented in the form of a
nomogram. Results. The radiomics signature was built by eight selected features. The C-index of the radiomics signature in the
TCIA and independent test cohorts was 0.703 (P < 0:001) and 0.757 (P = 0:001), respectively. Multivariate Cox regression
analysis confirmed that the radiomics signature (HR: 0.290, P < 0:001), age (HR: 1.023, P = 0:01), and KPS (HR: 0.968, P < 0:001)
were independent risk factors for OS in GBM patients before surgery. When the radiomics signature and preoperative clinical
risk factors were combined, the radiomics nomogram further improved the performance of OS prediction in individual
patients (C‐index = 0:764 and 0.758 in the TCIA and test cohorts, respectively). Conclusion. This study developed a radiomics
signature that can predict the response of individual GBM patients to radiotherapy and may be a new supplement for precise
GBM radiotherapy.

1. Introduction

Glioblastoma is the most common malignant tumour of the
central nervous system in adults. At present, the standard
therapy for glioblastoma patients is surgery and radiotherapy
and adjuvant or concurrent chemotherapy [1]. The median
survival time of glioblastoma is 14-15 months [2]. However,
in the actual clinical practice, the difference in OS of individ-
ual GBM patients is very significant [3–5]. As one of the main
methods of cancer treatment, radiotherapy plays an impor-
tant role in the comprehensive multimodal treatment of
GBM. In the era of personalized medicine, the core principle
of precision medicine is that cancer treatment should be

adjusted according to the biological heterogeneity of individ-
ual patients. However, the current radiotherapy plan still
assumes that each patient benefits from the same dose plan
[6], ignoring the heterogeneity of individual tumour patients.
It means that clinical practice needs a marker that can predict
the response of radiotherapy to lead to more personalized
clinical decision making or dose adjustments for patients.

Recent studies have developed and validated some
genetic markers for predicting radiotherapeutic response in
individual cancer patients. By clustering four different
microarray experiments, Kim et al. built a radiotherapeutic
response prediction signature [7] containing 31 genes. The
31-gene signature has been validated in independent clinical
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datasets of different cancer types, including glioblastoma
[8], low-grade gliomas [9], head and neck tumours [10],
and oesophageal cancer [11]. Eschrich et al. constructed
the tumour radiosensitivity index (RSI) [12], which has
also been verified in a number of different types of tumour
datasets [13].

However, the main drawback of these signatures for pre-
dicting response to radiotherapy is that tumour samples must
be sequenced, which can only be performed after surgery or
biopsy. At the same time, a GBM tissue biopsy is associated
with a risk of neurological impairment, and the small sam-
ples obtained cannot reflect the overall heterogeneity of the
whole tumour.

Therefore, in order to overcome these limitations, it is
necessary to develop a noninvasive technology to identify
the tumour response to radiotherapy. Radiomics has the
advantages of being highly specific and noninvasive. It
can mine high-throughput quantitative features from tradi-
tional medical images and apply them to clinical decision-
making or improve the accuracy of diagnosis and prognosis
[14, 15]. Compared with traditional methods, radiomics has
two unique advantages. First, radiomics allows semiauto-
matic or automatic extraction of features and provides more
quantitative data than qualitative analysis. Second, by
extracting the features of different subregions, the tumour
phenotype can be described in depth, which not only reflects
the macroscopic characteristics of the tumour tissue but also
reflects the molecular characteristics of tumour and the
responsiveness to treatment [16–18]. The study by Grossmann
et al. showed that extracting the image features of GBM from
multiple sequences and multiple subregions can provide a
variety of tumour biological information, including informa-
tion about the cell cycle, inflammation, and immune response,
which affects the prognosis of patients [19]. Beig et al. success-
fully constructed a radiomics scoring model to evaluate hyp-
oxia in GBM patients by using the expression profiles of 21
genes related to the hypoxia pathway of GBM [20]. All of these
indicate that radiomics is an extremely promising method to
assist in the development of individualized treatment strategies
for GBM [21].

This study hypothesized that the radiotherapeutic
response of GBM patients may be related to the high-
dimensional information in different subregions of MR
images and developed a radiomics signature based on a
machine learning algorithm to predict the radiotherapeutic
response of GBM patients. The performance for predicting
the OS of individual GBM patients was further improved
by constructing a nomogram combining the imaging
markers and clinical factors.

2. Methods and Materials

2.1. Patients. In this retrospective study, a total of 152 patho-
logically confirmed GBM patients were included: 122 from
the TCGA-GBM [22] dataset in the cancer imaging database
(TCIA) [23] and 30 from a local hospital dataset (January
2013 to February 2019). To evaluate the prognostic value of
radiomics signature, OS was calculated as the time from the
initial diagnosis to death or censure point (June 15, 2020) if

patients were still alive. At the median 14.7-month follow-
up, 11 (36.67%) patients from the local hospital were alive.

TCIA (http://www.cancerimagingarchive.net) is a pub-
licly available database, and the medical images of patients
are deidentified; therefore, it does not need the approval of
the institutional review committee. The data from the local
hospital were approved by the ethics committee of the hospi-
tal, and informed consent of the patients was waived. All
images were obtained at the time of the initial diagnosis.

The inclusion criteria for the TCIA dataset used to build
the radiomics signature were as follows: (1) newly diagnosed
histologically confirmed GBM (WHO classification IV); (2)
preoperative MRI images with a complete sequence, includ-
ing T1-weighted, postcontrast T1-weighted, T2-weighted,
and T2 flair (T1W, T1c, T2W, and T2FLAIR, respectively)
images; (3) original dataset with corresponding gene expres-
sion values (HU-133A); and (4) satisfactory image quality.

Using patients from a local hospital (n = 30) and the
TCIA dataset receiving radiotherapy (n = 102), the ability of
the radiomics signature to predict individual GBM patients’
radiotherapeutic responses was verified. The inclusion cri-
teria for these data were as follows: (1) GBM (WHO classifi-
cation IV) with newly diagnosed histology; (2) postoperative
radiotherapy; (3) preoperative MRI images with complete
sequences, including T1-weighted, postcontrast T1-weighted,
T2-weighted, and T2 flair (T1W, T1c, T2W, and T2FLAIR,
respectively); (4) satisfactory image quality; and (5) OS that
could be achieved through follow-up. The flowchart of this
study is shown in Figure 1. The detailed data exclusion process
in TCIA is described in Supplement S1 and Figure S1, and the
local dataset is described in Supplement S2 and Figure S2.

2.2. MRI Data Acquisition

2.2.1. MR Image Acquisition of TCIA Cohort. MRI was per-
formed with a 1.5 or 3.0T scanner before operation. In TCIA
images, the T1 sequence parameters were as follows: TR/TE,
352-3379msec/2.75-19msec; and slice thickness, 1-5mm.
The parameters of the T1 enhancement sequence were as
follows: repeat time (TR)/echo time (TE), 4.9–3285msec/
2.1–20msec and slice thickness, 1–5mm. The parameters of
the T2 sequence were as follows: TR/TE, 700-6370msec/
15-120msec and slice thickness, 1.5-5mm. The parameters
of the T2FLAIR sequence were as follows: TR/TE, 6000–
11000msec/34.6–155msec and slice thickness, 2.5–5mm.

2.2.2. Local Cohort MR Image Acquisition. Preoperative MRI
was performed with a 3.0T scanner (GE Signa HD xt) and 8-
channel array coil. In the images from the local hospital, the
parameters of the T1 sequence were as follows: TR/TE, 139-
409msec/2.46-2.48msec and slice thickness, 5mm. The
parameters of the T1 enhancement sequence were as follows:
TR/TE, 220–2300msec/2.34–2.5msec and slice thickness, 1-
5mm. The parameters of the T2 sequence were as follows:
TR/TE, 4000-6000msec/92-125msec and slice thickness,
5mm. The parameters of the T2FLAIR sequence were as
follows: TR/TE, 7000–9000msec/81–85msec and slice thick-
ness, 5mm.
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2.3. Radiotherapeutic Response. The TCGA-GBM dataset in
the TCGA (The Cancer Genome Atlas) database was used
to evaluate the radiotherapeutic response of individual
GBM patients. Gene expression data (HU-133A microarray)
corresponding to the TCIA image data were obtained from
the UCSC Xena browser (https://xenabrowser.net). Accord-
ing to the previous study [7] of Kim et al., a 31-gene model
was used to evaluate the radiotherapeutic response, which is
a model to calculate the SF2 (2Gy survival fraction, which
represented radiosensitivity) value distribution of individual
patients through gene expression.

Based on the expression of the specific 31 genes in the
TCGA dataset, the patients were divided into two groups
by a hierarchical clustering method (k = 2): radiotherapy
effective group (RE) and radiotherapy resistance group
(RR). Kaplan-Meier survival analysis was performed to verify
the prediction results of the 31-gene model.

2.4. Image Preprocessing and Tumour Segmentation. Image
preprocessing was mainly performed through the FMRIB
software library (http://fsl.fmrib.ox.ac.uk/fsl/fslwiki/FSL)
and with Python’s SimpleITK package. To increase the
robustness of features as much as possible through prepro-
cessing [24], the following steps were adopted in this study:

use of FLIRT in FMRIB to coregister the same T1WI image
[25] as the template. After skull stripping, the isotropic voxel
was resampled [26] to 1 × 1 × 1mm3. N4ITK [27] was used
to correct the bias field of each image sequence to eliminate
the influence of pixel extremum in the image as much as pos-
sible. Since the image data were collected by different centres,
a landmark-based method [28] was used to standardize the
intensity. Then, the SUSAN method [29] (Smallest Univalue
Segment Assimilating Nucleus) was used to smooth the
image to reduce the interference of high-frequency intensity
changes in different images. The image preprocessing process
is shown in Figure 1.

GLISTR (glioma image segmentation and registration)
software [30] was used to segment the image automatically.
After preprocessing, the image was automatically divided
into four segmentation subregions, i.e., the tumour enhance-
ment area, tumour nonenhancement area, peritumoural
edema area, and whole tumour. After that, two different
radiotherapy doctors reviewed and revised the segmentation
results together. Figure 2 shows an example of the segmenta-
tion results.

2.5. Radiomics Feature Extraction. Based on the above
four subregions, five groups of features were extracted by

(1) Original images
T1 T1C T2 T2FLAIR
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Figure 1: A flowchart describing the radiomics method for prediction of radiotherapy response. (1) Preprocess the original image;
(2) delineate the subregion ROI by GLISTR; (3) feature extraction using pyradiomics; (4) 31-gene signature were used to predict the result of
the corresponding data, and a label was generated. (5) Feature selection by the Boruta algorithm; (6) modeling by a variety of machine
learning methods, ROC curve, and AUC evaluation model; (7) building a prediction model by combining radiomics signature features
and clinical features, finally displaying the OS prediction results by nomogram.
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pyradiomics including the following: (I) shape features, (II)
intensity features, (III) texture features, (IV) intensity and
texture features under wavelet transformation, and (V)
intensity and texture features under Gaussian Laplace trans-
formation. Shape features describe the shape and volume of
the tumour. Intensity features refer to the first-order statistics
of all voxel intensity values in the region of interest (ROI).
Texture features use the Gray Level Cooccurrence Matrix
(GLCM), Gray Level Dependence Matrix (GLDM), Gray
Level Run-Length Matrix (GLRLM), Gray Level Size-Zone
Matrix (GLSZM), and Neighbouring Gray Tone Difference
Matrix (NGTDM) to quantify sharp changes in the gray
spectrum. Wavelet and Gaussian Laplacian features are
obtained by extracting voxel features and texture features,
respectively, after applying wavelet or Gaussian Laplace
transformation to the image. These two processes can obvi-
ously show the features of the image edge. Finally, for each
image, 28496 features were extracted from four segmentation
regions of four sequences. For the detailed definition of fea-
tures, please refer to Supplement S3.

2.6. Radiomics Feature Selection. The Boruta algorithm [31]
was used for feature selection. Boruta is a packing algorithm
for selecting all relevant features. After comparing the impor-
tance of original features and random features for modeling,
the important features were arranged from top to bottom,
and the P values were corrected by the Benjamin Hochberg
method to ensure their reliability. To ensure the robustness
and replicability of features, 20 cases were randomly selected
from all datasets. A region of interest (ROI) was generated
after GLISTR automatic segmentation. The generated ROI
was modified by different doctors to generate two indepen-
dent groups of new ROIs.

The two new groups of new ROIs including four subre-
gions were used to extract the corresponding radiomics fea-
tures from four sequences of MRI images in 20 cases, and
the intraclass correlation coefficient (ICC) of each feature
was calculated [32]. Among them, the features with an ICC
of 0.9 were considered to be robust [33] and were included
in the study.

2.7. Radiomics Signature and Nomogram Construction. To
develop the radiomics signature, all cases from the TCIA
database were stratified and sampled by a computer-
generated random number according to the ratio of 2 : 1
and were divided into a training set (n = 82) and a validation
set (n = 40). Because the data from the RE and RR groups
were unbalanced, the training set was first balanced by using

the synthetic minority oversampling technique (SMOTE)
algorithm [34]. The SMOTE algorithm is a kind of oversam-
pling algorithm for fewer classes. It is generally considered
that it can effectively balance imbalanced samples. Several
machine learning algorithms, such as logistic regression
(logistic), random forest (RF), support vector machine
(SVM), k-nearest neighbour (KNN), and Xgboost (Xgboost,
extreme gradient boosting), were used to model. The input
of the model was the selected features, and the output was
the results of the 31-gene model prediction.

The purpose of using these machine learning methods
was to build a model to predict the radiotherapeutic response
of GBM patients by inputting quantitative image features
before surgery. Through 10-fold cross-validation, a grid
search was carried out on the training set to determine the
optimal tuning parameters of each machine learning algo-
rithm. The AUC and ROC curve were used to evaluate the
model in the training set and validation set, respectively,
and the most suitable model was selected.

Due to the lack of gene expression data in local hospitals,
we used an indirect method to verify the model indepen-
dently. We hypothesized that among the 30 local GBM
patients with basically the same treatment, the OS of the clus-
ter with strong response to radiotherapy should be longer
than that of the patients with radiotherapy resistance and
was verified by Kaplan survival analysis. In order to further
construct the OS prediction model for individual GBM
patients, univariate and multivariate Cox regression models
were used to evaluate the effects of the radiomics signature
and clinical factors (such as KPS, age, gender, and tumour
location) on OS. Multivariate Cox regression was performed
for independent risk factors and presented in the form of a
nomogram. The calibration curve was used to evaluate the
consistency between the nomogram and the observed values,
and the Harrell consistency index (C-index) was used to
quantify the discrimination performance.

2.8. Statistical Analysis. All data were analyzed by SPSS
(version 19.0), R software (3.4), and Python (3.7). Pearson’s
chi-squared test or Student’s t-test (as appropriate) were per-
formed with SPSS to evaluate the differences between the
TCIA and local hospital datasets in terms of age, gender,
KPS, survival status, OS, etc. The statistical significance levels
were all two-sided, with the statistical significance level set at
0.05. The C-index was calculated with the “hmisc” software
package. ROC curves were drawn using the “pROC” package.
Feature selection used the R package which is “Boruta,” and
classifier building was mainly performed using the following

Figure 2: The segmentation result of tumour subregions overlapped on T1WI, CE-T1WI, T2WI, and FLAIR images.
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Python packages: “Gridsearchcv,” “Sklearn,” “SMOTE,” and
“Xgboost.”

3. Results

3.1. Patient Characteristics. First, gene expression data of 122
patients were included in the 31-gene model to calculate the
distribution of the SF2 value. In order to test the accuracy of
this distribution, Kaplan survival analysis was performed in
102 patients who received radiotherapy. It can be seen that

Cluster0 in the red part on the left side is the RR group,
and Cluster1 in the blue part is the RE group (P < 0:05), as
shown in Figure 3.

The clinical data and results of the model are summarized
in Table 1. There was no significant difference in age, gender,
KPS, and OS between the TCIA dataset and independent test
group (P > 0:05). In this study, 122 cases from the TCIA
dataset were divided into the RR group (13 cases) and the
RE group (109 cases). The reason for this result is that the
31-gene model is a marker to distinguish the responsiveness
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Figure 3: Hierarchical clustering was used to determine the expression pattern of the 31-gene signature on the samples from TCGA
(Figure 3(a)). The samples in the red branch on the left side of the dendrogram are classified as Cluster0, while the samples in the blue
branch on the right side are classified as Cluster1. After using Kaplan-Meier survival analysis, the prognosis of Cluster0 is different from
that of Cluster1, so according to Kim et al.’s report, Cluster0 was subclassified as the radiotherapy resistance group (RR), whereas Cluster1
was a radiotherapy effective group (RE) (Figure 3(b)).
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to radiotherapy in the sample, and the results of the cluster
analysis depend on the sample size and median value.

3.2. Feature Selection. After using the Boruta algorithm for
feature selection and applying the Benjamin Hochberg
method to correct the P value, 8 features were retained, as
shown in Table 2.

All features selected by the Boruta algorithm were quali-
fied (the ICC value was higher than 0.9). A summary of the
ICC results for the features can be found in Supplement S4
and Figure S3.

3.3. Radiomics Signature Construction. The AUCs of RF,
SVM, KNN, logistic, and Xgboost were 0.980, 0.965, 0.969,
0.974, and 0.962, respectively, and 0.937, 0.874, 0.874,
0.931, and 0.880, respectively. The ROC curves of the five
machine learning methods are shown in Figure 4, and the

accuracy, sensitivity, and specificity of the model are summa-
rized in Tables 3 and 4. Because of the best performance, the
RF model was chosen as the final radiomics signature model.

3.4. Survival Analysis. Individual GBM patients’ radiothera-
peutic responses to radiotherapy in the TCIA (n = 102)
and test (n = 30) datasets were predicted using radiomics
signature.

After Kaplan-Meier analysis, as shown in Figure 5, the
C-index of the radiomics signature in the TCIA and test
datasets was 0.703 (95% CI: 0.642-0.764, P < 0:001) and
0.757 (95% CI: 0.663-0.851, P = 0:001), respectively.

3.5. Construction and Evaluation of Nomogram. Univariate
and multivariate Cox regression analyses using the radiomics
signature, age, and KPS as independent risk factors were
performed (radiomics signature: HR: 0.290, 95% CI: 0.160-
0.526, P < 0:001; age: HR: 1.023, 95% CI: 1.005-1.040, P =
0:01; and KPS: HR:0.968, 95% CI: 0.950-0.987, P < 0:001).

According to the relevant factors of the multivariate
Cox regression analysis, the nomogram was constructed
(Figure 5). The C-index of the nomogram in the TCIA data-
set was 0.764 (95% CI: 0.723-0.806, P < 0:001), and that of
the test dataset was 0.758 (95% CI: 0.667-0.838, P < 0:001),
indicating that the prediction performance was improved.
The calibration curves of 1-, 2-, or 3-year OS probability after
radiotherapy are shown in Figure 6. The calibration curve of
the nomogram shows that there is satisfactory consistency
between the prediction and observation possibility of OS in
1, 2, and 3 years in the TCIA and independent test datasets.

4. Discussion

This study built a radiomics signature based on three texture,
one shape, and four intensity features and verified that it can
predict the response of individual patients to radiotherapy on
an independent test dataset.

Since the model constructed in this study only predicted
the results of a 31-gene model through preoperative images,
it was not necessary to consider whether the patient had
received radiotherapy in the modeling stage of this study.
In the validation stage of this model, because the 31-gene
model is only a model with predictive effect in patients who
have received radiotherapy, only 102 of 122 patients who
have received radiotherapy are included in the validation
phase.

Different from other studies using radiomics to predict
the response to radiotherapy [35], this study used a 31-gene
signature. This is because there are many confounding fac-
tors in reflecting the response ability of patients to radiother-
apy with clinical results. However, the 31-gene clustering
model based on the SF2 value can only predict the individ-
ual’s response ability after radiotherapy [7] and has been ver-
ified [8]. Therefore, the radiomics signature constructed in
this study can be verified by a Kaplan-Meier survival curve;
that is, the OS of the sensitive cluster is longer than that of
the resistant cluster.

Since the model constructed in this study only predicted
the results calculated by a 31-gene model through

Table 1: Characteristics of patients in the TCIA and independent
test datasets.

Characteristic
TCIA

(N = 102)
Huadong
(N = 30) P

Ages (years) 0.856

Range 17-80 18-73

Median 57.5 54

Mean ± SD 56:10 ± 14:35 52 ± 13:68
Gender, No. (%) 0.847

Female 40 (39.22%) 13 (43.33%)

Male 62 (60.78%) 17 (56.67%)

Status, No. (%) 0.0011

Alive 10 (9.8%) 11 (36.67%)

Dead 92 (90.2%) 19 (63.33%)

KPS 0.2795

KPS > 60 75 21

KPS ≤ 60 17 9

Not reported 10 0

Tumour location 0.377

Frontal lobe 24 12

Temporal lobe 43 11

Parietal lobe 19 4

Occipital lobe 8 3

Insular lobe 6 0

Callosum lobe 2 0

OS (months) 0.6516

Range 1-74.87 3.3-52.43

Median 14.30 14.77

Mean ± SD 18:90 ± 15:23 17:53 ± 10:70
31-gene prediction result

RH 89 —

RR 13 —

Radiomics prediction result 0.8813

RH 85 24

RR 17 6
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preoperative images, it was not necessary to consider whether
the patient had received radiotherapy in the modeling stage
of this study. In the validation stage of this model, because
the 31-gene model is only a model with predictive effect in
patients who have received radiotherapy, only 102 of 122

patients who have received radiotherapy are included in the
validation phase.

In order to further improve the ability to predict the OS
of individual patients, this study constructed a nomogram
including the radiomics signature and preoperative clinical

Table 2: A summary of the high-throughput radiomics features extracted.

MRI sequences Region Group Feature name Type

T1WI Whole tumour Shape MinorAxisLength Origin

CE-T1WI Edema Texture MeanAbsoluteDeviation Wavelet-HHL

CE-T1WI Enhancement Texture GLCM_JointEnergy Wavelet-LLH

CE-T1WI Enhancement Texture GLDM_DependenceNonUniformityNormalized Wavelet-LLH

CE-T1WI Enhancement Intensity 90Percentile Wavelet-LHH

CE-T1WI Enhancement Intensity 90Percentile Wavelet-HLH

T2WI Whole tumour Intensity 90Percentile Log-sigma-1-mm

T2WI Nonenhancement Texture GLSZM-SizeZoneNonUniformity Wavelet-LHH
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Figure 4: Receiver operating characteristic (ROC) curves of training (a) and validation (b) sets under different machine learning algorithms.
It can be seen from the figure that the random forest algorithm performs best. KNN: k-nearest neighbour; logistics: logistic regression; SVM:
support vector machine; Xgboost: extreme gradient boosting; RF: random forest.

Table 3: A summary of the AUC with different machine learning methods on the TCIA dataset.

Algorithm AUC 95% CI SENS SPEC ACC P

RF 0.980 0.942-0.996 0.946 0.932 0.939 <2.2e-16
SVM 0.965 0.921-0.988 0.905 0.972 0.939 <2.2e-16
KNN 0.969 0.926-0.990 0.757 0.932 0.844 <2.2e-16
Logistic 0.974 0.933-0.993 0.932 1 0.966 <2.2e-16
Xgboost 0.962 0.917-0.987 0.865 0.905 0.885 <2.2e-16
SENS: sensitivity; SPEC: specificity; ACC: accuracy.
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factors. The C-index of the nomogram was 0.764 (95% CI:
0.723-0.806, P < 0:001) and 0.758 (95% CI: 0.667-0.838,
P < 0:001) in the TCIA dataset and independent test dataset,
which was higher than that with the single application of the
radiomics signature (the C-index of the TCIA dataset was
0.703, 95% CI: 0.642-0.764, P < 0:001; and the C-index of
the independent test dataset was 0.757, 95% CI: 0.663-
0.851, P = 0:001), indicating that the combination of multiple
risk factors can improve the ability to predict the OS of indi-
vidual GBM patients. MGMT methylation or IDH mutation
status was not included in this study because the purpose of
this study was to build a radiomics signature to predict the
response of individual GBM patients to radiotherapy by
extracting preoperative imaging features. MGMT methyla-
tion and IDHmutation status need to be obtained after oper-
ation or biopsy, which undoubtedly limits the application of
the nomogram in patients who cannot be operated.

Multiparameter imaging sequences contain the compre-
hensive information of the tumour; for instance, T1WI
images reflect the anatomical information of the tumour,
and CE-T1WI images include information regarding tumour
local angiogenesis and blood-brain barrier damage. Previous
studies have shown that multisequence imaging features can

be used to predict the heterogeneity and gene expression of
individual tumours. The radiomics signature included 1
edema subregion, 4 tumour enhancement subregions, 1
tumour nonenhancement subregion, and 2 overall tumour
features. This may be because the nonenhancement subre-
gion is related to the process of apoptosis. The features of
the enhancement subregion are related to the process of sig-
nal transduction and protein folding, and the edema subre-
gion mainly reflects the process of the cell cycle [19]. These
tumour biological pathways are related to the function of
the genes in the 31-gene signature and have been proven to
be related to the response ability of cells to radiation [7].

The core of precision medicine is to make clinical deci-
sions according to individual heterogeneity. For GBM, radio-
therapy has become an important part of standard therapy.
How to choose the most appropriate treatment strategy or
adjust the radiotherapy dose parameters to better match the
biological phenotypes of individual patients has become a
problem.

In a recent study [36], the authors combined gene expres-
sion values with traditional LQ models to build a dose-
response model for individual patients. According to the
model, patients can be divided into several clusters, and the

Table 4: A summary of the AUC with different machine learning methods on the independent test dataset.

Algorithm AUC 95% CI SENS SPEC ACC P value

RF 0.937 0.813-0.989 0.829 1 0.9 <2.2e-16
SVM 0.874 0.732-0.957 0.771 0.800 0.775 1.375e-08

KNN 0.874 0.731-0.958 0.714 0.800 0.725 7.63e-05

Logistic 0.931 0.805-0.987 0.886 1 0.900 <2.2e-16
Xgboost 0.880 0.738-0.961 0.886 0.800 0.875 6.851e-09

SENS: sensitivity; SPEC: specificity; ACC: accuracy.
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Figure 5: Using Kaplan-Meier analysis to verify the performance of radiomics signature. The response ability of GBM patients to
radiotherapy was successfully divided into the high-risk group (radiotherapy resistance group, pre = 0) and low-risk group (radiotherapy
effective group, pre = 1) according to the prediction results of radiomics signature. There were significant differences in TCIA (a) and test
(b) datasets between the high-risk group and the low-risk group.
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Figure 6: Continued.
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response degree of each cluster to the same dose is very dif-
ferent. This shows that it is necessary to adjust the dose of
radiotherapy for individual patients. At present, the recom-
mended standard procedure postoperative treatment is the
combination of conventional fractionated radiotherapy
(RT) and temozolomide (TMZ), followed by adjuvant TMZ
[37]. Neoadjuvant TMZ can improve the sensitivity of
patients to radiotherapy [37], and a phase II clinical trial
has confirmed that the use of neoadjuvant TMZ before radio-
therapy can increase the OS of GBM patients [38]. Tumour-
treating fields (TTFs) is the latest GBM recommended ther-
apy in the NCCN (National Comprehensive Cancer Net-
work) guidelines, and a previous clinical study found that
in addition to its antimitotic effect, this technique can also
specifically delay DNA repair and increase DNA-induced
damage, thus increasing the radiosensitivity of tumour cells
[39–40]. Therefore, it is very important to predict the
response of GBM patients to radiotherapy. For those clusters
with radiotherapy resistance, the individual clinical decision
of using TTF or neoadjuvant TMZ before radiotherapy may
prolong the OS of individual patients.

There are some limitations to this study. First, although
the study included an independent test dataset, it had a rela-
tively small sample size with retrospective data. Increasing
the sample size to improve the robustness of the model is
the main work in the next stage. To ensure the robustness
and repeatability of the research, multicentre data should be
collected. Second, limited by the TCIA database, only four
kinds of conventional MRI sequences (T1WI, CE-T1WI,
T2WI, and T2FLAIR) were used in the dataset in this study,
but no other sequences (such as DCE or DTI) were included.
Third, a more accurate OS should be from the time of radio-
therapy to death or censure point. Although postoperative
radiotherapy has been the standard treatment for GBM,
due to the limitations of the TCIA dataset, detailed treatment

information (such as the use and type of chemotherapy
drugs, the dose of radiotherapy, or the start time of radiother-
apy) cannot be obtained. Therefore, this study used the time
from diagnosis to censure point as OS to roughly evaluate the
impact of radiotherapy on survival. This rough evaluation
has a certain impact on the accuracy of this study. Finally,
although a variety of image preprocessing methods are used
in this study, different imaging parameters and protocols still
affect its radiologic characteristics to a certain extent. More-
over, most of the image parameters are removed from TCIA
image data, so the normalization method cannot be used fur-
ther. This is the main reason why the application of radio-
mics is currently limited.

5. Conclusion

In this study, a noninvasive radiomics signature was built by
combining the previous 31-gene signature with radiomics,
which was proven to predict the response of GBM patients
to radiotherapy on independent test datasets. Compared with
the 31-gene model prediction after surgery, the radiomics
signature constructed by the machine learning algorithm
can predict the response ability of radiotherapy before oper-
ation. The performance of predicting individual patients’ OS
can be further improved by using the constructed nomogram
with the radiomics signature, age, and KPS, and this tech-
nique may be a new attempt for providing precise GBM
radiotherapy.

Data Availability

The data from TCIA and UCSC can be downloaded from
http://www.cancerimagingarchive.net and https://xenabrowser
.net. The data from the local hospital can be obtained from
the corresponding author as reasonably required.
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Figure 6: The nomogram constructed by radiomics signature, KPS, and age (a). The calibration curve of the nomogram shows that the
prediction and observation possibilities of TCIA (b) and test (c) datasets are satisfactory.
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Background. Spinal cord injuries (SCIs) induce secondary neuroinflammation through astrocyte reactivation, which adversely
affects neuronal survival and eventually causes long-term disability. CDGSH iron sulfur domain 2 (CISD2), which has been
reported to be involved in mediating the anti-inflammatory responses, can serve as a target in SCI therapy. Wild bitter melon
(WBM; Momordica charantia Linn. var. abbreviata Ser.) contains an anti-inflammatory agent called alpha-eleostearic acid
(α-ESA), a peroxisome proliferator-activated receptor-β (PPAR-β) ligand. Activated PPAR-β inhibits the nuclear factor κB
(NF-κB) signaling pathway via the inhibition of IκB (inhibitor of NF-κB) degradation. The role of astrocyte deactivation
and CISD2 in anti-inflammatory mechanisms of WBM in acute SCIs is unknown. Materials and Methods. A mouse model
of SCI was generated via spinal cord hemisection. The SCI mice were administered WBM intraperitoneally (500mg/kg
bodyweight). Lipopolysaccharide- (LPS-) stimulated ALT cells (astrocytes) were used as an in vitro model for studying
astrocyte-mediated inflammation post-SCI. The roles of CISD2 and PPAR-β in inflammatory signaling were examined
using LPS-stimulated SH-SY5Y cells transfected with si-CISD2 or scramble RNA. Results. WBM mitigated the SCI-induced
downregulation of CISD2, PPAR-β, and IκB and upregulation of glial fibrillary acidic protein (GFAP; marker of astrocyte
reactivation) in the spinal cord of SCI mice. Additionally, WBM (1 μg/mL) mitigated LPS-induced CISD2 downregulation.
Furthermore, SH-SY5Y neural cells with CISD2 knockdown exhibited decreased PPAR-β expression and augmented NF-κB
signaling. Conclusion. To the best of our knowledge, this is the first study to report that CISD2 is an upstream modulator
of the PPAR-β/NF-κB proinflammatory signaling pathway in neural cells, and that WBM can mitigate the injury-induced
downregulation of CISD2 in SCI mice and LPS-stimulated ALT astrocytes.

1. Introduction

Most patients with acute spinal cord injuries (SCIs) exhibit
disability. SCIs are associated with expensive and long-term

healthcare. The pathophysiology of acute SCIs involves pri-
mary and secondary injuries. Primary injury to the spinal
cord results in structural damage, disruption of cell mem-
branes and vessels, and degeneration of myelin and axons,
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which may lead to secondary injury [1]. In SCIs, the patho-
logical mechanisms underlying secondary injuries involve
inflammation, free radical production, hyperoxidation, and
mitochondrial dysfunction [2, 3]. Extensive injuries to the
central nervous system (CNS) may activate the astrocytes,
which are the resident immune cells [4, 5]. In response to
SCI, astrocytes secrete proinflammatory cytokines and che-
mokines, thereby inducing a shift in microglial polarization
from the beneficial M2 phenotype toward the detrimental
M1 phenotype [6–8]. The SCI-induced M1 microglial phe-
notype is associated with the attenuation of IL-4 expression
[9, 10]. The aberrantly activated glial cells (astrocytes and
microglia) produce nitric oxide and reactive oxygen species
(ROS), which exacerbate the inflammatory response [11].
The activation of inflammatory cascades may be cytotoxic
to some neurons and glial cells, which may result in irrevers-
ible neurological deficits [12, 13].

Wild bitter melon (WBM) (Momordica charantia Linn.
var. abbreviata Ser.) belongs to the family Cucurbitaceae. In
Asia and Europe, WBM is used as a medicinal herb to treat
various pathological conditions, such as inflammation, hyper-
glycemia, bacterial infection, and oxidative stress [14]. Mice
orally administered WBM exhibit upregulated expression of
peroxisome proliferator-activated receptor-α (PPAR-α) and
PPAR-γ mRNA, which are involved in hypolipidemic and
insulin-sensitizing activities [14]. Additionally, WBM inhibits
lipopolysaccharide- (LPS-) induced inflammatory responses
in macrophages through the regulation of NF-κB activation
[15]. Furthermore, WBM extracts have been demonstrated
to scavenge free radicals [16], such as 2,2-diphenyl-1-picrylhy-
drazyl (DPPH) and hydroxyl radicals [17].

The triglycerides in the seed oils of the family Cucurbita-
ceae comprise conjugated linolenic acid. Alpha-eleostearic
acid (α-ESA, 18 : 3, Δ9cis,11trans,13trans, 9cis, 11trans, 13trans-
conjugated linolenic acid) is a linolenic acid, which is widely
distributed among the members of the family Cucurbitaceae,
including WBM andMomordica charantia (bitter gourd). α-
ESA accounts for more than 60% of the total fatty acid com-
position in bitter gourd seed oil [18]. High-performance liq-
uid chromatography revealed that α-ESA accounts for
approximately 19% of the total fatty acid composition of
the ethyl acetate extracts. The content of α-ESA in dried
and fresh WBM is 7.1 g/kg and 0.42 g/kg, respectively. In
WBM seed oil, α-ESA accounts for more than 30% of the
total fatty acid content [19].

The ligands of PPAR-β (synonyms: PPAR-δ) include
polyunsaturated fatty acids, such as conjugated linoleic acid
[20]. α-ESA can be metabolized into conjugated linoleic acid
in mice [21] and rats [22]. Therefore, α-ESA can be used as a
natural ligand for PPAR-β. Moreover, PPAR-β has been
reported to attenuate the production of transforming necro-
sis factor-α (TNF-α) in cardiomyocyte culture through the
inhibition of the NF-κB (nuclear factor κB) signaling path-
way [23]. In a mouse model of bleomycin-induced lung
injury, the PPAR-β agonist GW0742 inhibited IκB (inhibitor
of NF-κB) degradation, thereby consequently deactivating
NF-κB [24]. WBM attenuated the generation of inflamma-
tory responses in LPS-stimulated RAW 264.7 macrophages
through the inhibition of NF-κB activation [15]. Thus, the

interaction between α-ESA and PPAR-βmay inhibit IκB deg-
radation and subsequently attenuate NF-κB activation. The
pathological mechanisms underlying traumatic SCIs involve
mitochondrial oxidative stress and inflammation. Thus,
WBM, which exhibits antioxidant and anti-inflammatory
activities, may aid the management of acute SCIs.

CDGSH iron sulfur domain 2 (CISD2), known to be asso-
ciated with aging, has been reported to be involved in confer-
ring protection against mitochondrial dysfunction-induced
inflammatory responses and apoptosis. Previously, we had
demonstrated that CISD2 was significantly downregulated
under conditions of CNS injury and disease, such as aging
mouse brain [25] and hemisection injury to the spinal cord
in rats [26]. Injury-induced CISD2 downregulation leads to
neuroinflammation and mitochondrial dysfunction. Thus,
CISD2 can serve as a potential therapeutic target for SCI. This
study is aimed at evaluating the role of CISD2 inmediating the
anti-inflammatory effects of WBM and the regulatory effects
of CISD2 on the PPAR-β/NF-κB signaling pathway using
the SCI mouse and in vitro cellular injury models.

2. Materials and Methods

2.1. Extract Preparation and Reagents. WBM dried at low
temperature was used to prepare the extract. The WBM sam-
ples were ground into a powder and stored at -20°C. WBM
powder was incubated with water at room temperature for
24 h with shaking. The suspension was centrifuged at
13,000 g and 4°C for 10min to remove any residues. The
supernatant was freeze-dried, and the lyophilized powder
was incubated with ethanol at room temperature for 24h with
shaking. The samples were centrifuged at 13,000g and 4°C for
10min, and the supernatant was concentrated under vacuum
and stored at -20°C. The concentrated extract was dissolved in
absolute alcohol (≧99.8%) before analysis. Absolute alcohol
was purchased from Sigma-Aldrich (St. Louis, MO, USA).
α-ESA purchased from Cayman Chemical (Ann Arbor,
MI, USA) was dissolved in absolute alcohol. LPS (obtained
from Escherichia coli serotype 055:B5) was purchased from
Sigma-Aldrich (St. Louis, MO, USA; L-2880).

2.2. Animals. Wild-type C57BL/6JNarl mice with an average
weight of 22–28 g were obtained from the National Labora-
tory Animal Center (Taipei, Taiwan). The animals were
maintained in a cage for at least 5 days (5 mice per cage)
before arrival to our laboratory. The animals had ad libitum
access to food and water and were maintained under a 12h
dark/light cycle. The experiments were performed according
to the guidelines of the Experimental Animal Laboratory.
The animal experiments were approved by the Animal Care
and Use Committee at National Ilan University, Yilan, Tai-
wan (ethical approval code: 105-20).

2.3. Hemisection SCI in Mice. The animal model of acute SCI
was generated as described in our previous study [27].
Briefly, the animals were divided into the following three
groups: sham control, SCI, and WBM (n = 6/group). The
mice were anesthetized using isoflurane and placed in a ste-
reotactic apparatus (David Kopf Instruments, Tujunga, CA)
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to secure the spinal cord. Posterior spinal decompression was
performed under a dissecting microscope by performing
laminectomy of the ninth to tenth thoracic vertebra without
duraplasty. For hemisection of the spinal cord, the guide of
the wire knife was positioned along the vertical plane close
to the lateral surface in the lower thoracic vertebra of the spi-
nal cord. The knife was turned medially and then extended
1.5mm. The guide was lifted 4.0mm to hemitransect the spi-
nal cord. The sham control group underwent surgery, but
hemisection of the spinal cord was not performed. The
wound was closed in layers using sutures, and recovery was
promoted using a heating pad (36.5°C). The animals were
starved for 3 h after surgery. Postoperative care included
rehydration using subcutaneous saline injection. The mice
were returned to their preoperative housing conditions after
surgery. A 5mm section of the spinal cord with the lesion
or a similar area in the sham control group was obtained
for mRNA extraction and lysate preparation at 8 or 24 h
posthemisection (each time point n = 3, total n = 6 for each
experimental condition).

2.4. Treating SCI Mice with WBM. The mice in the WBM
group were administered WBM intraperitoneally (500mg/kg
body weight; single dose) immediately after SCI. This dosage
has been reported to protect mice against inflammation, oxi-
dative stress [28], and hyperglycemia [29]. The mice in the
SCI group were administered normal saline intraperitoneally
(500mg/kg body weight) immediately after SCI. The sham
operation group was not administered either saline or WBM.

2.5. Neural Cell Lines. The astrocyte cell line (ALT, BCRC
60581) was purchased from the Bioresource Collection and
Research Center (BCRC, Hsinchu, Taiwan). ALT cells were
cultured in 90% Dulbecco’s modified Eagle’s medium
(DMEM) supplemented with 1.5 g/L sodium bicarbonate
and 10% fetal bovine serum (FBS). The SH-SY5Y cell line
(ATCC, Manassas, VA, USA), derived from human neuro-
blastoma cells was cultured in DMEM/F-12 supplemented
with 10% FBS in an incubator with an atmosphere of 5%
CO2 at 37

°C.

2.6. Treatment of LPS-Stimulated ALT Cells with WBM. ALT
cells (1 × 106) cultured in a 35mm dish were stimulated using
20μg/mL LPS. Next, the cells were treated with 1μg/mL
WBM or 0.28μg/mL α-ESA for 24 h. Each experiment was
performed at least two times with at least three different
astrocyte cultures.

2.7. Quantitative Real-Time Polymerase Chain Reaction
(qRT-PCR). Total RNA was extracted from the cultured cells
using an extraction buffer (TRIzol/phenol/chloroform). The
extracted RNA was reverse transcribed into cDNA using
oligo-dT and SuperScript II Reverse Transcriptase (Invitro-
gen, Carlsbad, CA). The cDNAs were subjected to qRT-
PCR to quantify the expression of the target genes. The
housekeeping gene cyclophilin was used as an internal con-
trol. The PCR conditions were as follows: 25 cycles of 94°C
for 1min (denaturation), 55–60°C for 1min (annealing),
and 72°C for 1min (extension). The primers used for qRT-
PCR are shown in Table 1. The qRT-PCR was performed

using SYBR Green on an ABI PRISM 7300 HT Real-Time
PCR system (Applied Biosystems, Foster City, CA). The
minor groove-binding probes and primers for the detection
of target genes and cyclophilin were designed by ABI. The
threshold cycle (Ct) (the cycle number at which the amount
of the amplified target reached a fixed threshold) was deter-
mined. The Ct value of the target genes was normalized to
that of cyclophilin. Three independent experiments were
performed.

2.8. RNA Interference. CISD2 was knocked down in SH-
SY5Y cells using small interfering RNA (siRNA). The cells
were transfected with CISD2-specific siRNA (si-CISD2) or
scrambled siRNA (Silencer® Predesigned siRNA; Ambion,
Austin, TX) using Lipofectamine™ 2000 reagent (Invitrogen,
Carlsbad, CA). The sequences of si-CISD2 were as follows: 5′
-GUCCUCUCAUCCUGAAGAATT-3′ and 5′-UUCUUC
AGGAUGAGAGGACTT-3′. At 5 h posttransfection, the
Lipofectamine 2000-containing medium was replaced with
culture medium to allow the cells to recover for 67h. CISD2
knockdown efficiency was examined using qRT-PCR.

2.9. Immunoblotting. Total protein was extracted from the
ALT astrocytes and spinal cord tissues using a lysis buffer
(20mM Tris-HCl, 0.1% sodium dodecyl sulfate (SDS), 0.8%
NaCl, and 1% Triton X-100). The protein was subjected to
gradient electrophoresis on a 12% gel. The resolved proteins
were electroblotted onto a nitrocellulose membrane. The
membrane was incubated with a blocking reagent. Next, the
membrane was incubated with the following primary anti-
bodies at 4°C for 12h: anti-IκB alpha (E130) (1 : 2000;
ab32518; Abcam, Cambridge, MA, USA), anti-PPAR-β
(1 : 2000; ab23673; Abcam), anti-GFAP (1 : 2000; ab7260;
Abcam), anti-β-actin (1 : 4000; ab8227; Abcam), and anti-
CISD2 (1 : 500; PA5-34545; Thermo Fisher Scientific). The
membrane was washed and incubated with goat anti-rabbit
IgG (horseradish peroxidase- (HRP-) conjugated secondary
antibody) (1 : 5000; 12-348; Merck Millipore) for 1 h. Protein
bands were developed using the Immobilon™ Western
Chemiluminescent HRP Substrate (WBKLS0500; Merck
Millipore). Densitometric analysis of the protein bands was
performed using ImageQuant™ LAS 4000 (GE Healthcare
Life Sciences).

2.10. Cell Viability. The viability of ALT astrocytes was exam-
ined using the 3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltet-
razolium bromide (MTT) assay. The cells were seeded in a
96-well microplate for 24h before use. The WBM- or α-
ESA-treated ALT cells were incubated with MTT for 4 h.
Next, 0.4N HCl (0.3mL) in isopropanol was incubated with
the mixture overnight to dissolve the formazan crystals. The
absorbance of the mixture was measured at 600nm using an
enzyme-linked immunosorbent assay plate reader.

2.11. Statistical Analysis. The variables were subjected to the
normality test. Variables exhibiting normal distribution were
analyzed using the parametric tests, whereas those exhibiting
nonnormal distribution were analyzed using the nonpara-
metric tests. The P values in the normality test were >0.05.
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Therefore, parametric tests were used for comparison of
means among the experimental groups.

Independent two-sample t -tests were used to compare
the means of the two groups. One-way analysis of variance
was used to analyze the means of more than two groups.

3. Results

3.1. Effect of WBM and α-ESA on the Viability of ALT Cells.
The effects of various concentrations of WBM (0.25–
500μg/mL) and α-ESA (0.07–11.1μg/mL) on the viability
of ALT cells were analyzed using the MTT assay. Compared
with the untreated cells, the WBM- (6.25μg/mL, Figure 1(a))
or α-ESA-treated cells (0.7μg/mL, Figure 1(c)) exhibited sig-
nificantly decreased viability. At concentrations of 0.25–
6μg/mL WBM (Figure 1(b)) or 0.07–0.56μg/mL α-ESA
(Figure 1(d)), the viability of ALT cells was greater than
80%. Subsequent in vitro experiments were performed using
1μg/mL WBM and 0.28μg/mL α-ESA as at these concentra-
tions, the test agents did not exhibit any cytotoxic effects.

3.2. Effect of LPS on the Expression of Proteins Associated with
Astrocyte Reactivation and Inflammation. LPS-stimulated
ALT cells were used as an in vitro model of cellular injuries.

This model recapitulates SCI-associated aberrant astrocyte
activation and inflammation [25, 26, 30]. The cells were
treated with 20μg/mL LPS for 24 h and subjected to qRT-
PCR and western blotting. The expression of GFAP
(P < 0:01, Figure 2(a)), IL-1β (P < 0:001, Figure 2(c)), and
IL-6 mRNA (P < 0:001, Figure 2(d)) was significantly upreg-
ulated in LPS-stimulated cells compared with that in the con-
trol cells. In contrast, the expression of IL-4 (P < 0:001,
Figure 2(e)) and CISD2 mRNA (P < 0:05, Figure 2(f)) was
significantly downregulated in LPS-stimulated cells when
compared with that in the control cells. The expression of
GFAP in ALT cells was quantified by western blotting.
Compared with that in control cells, the expression of GFAP
was significantly upregulated in LPS-stimulated ALT cells
(P < 0:001, Figure 2(b)). These findings indicated that the
mechanisms underlying injury-induced secondary damage
involve aberrant activation of astrocytes, enhanced inflam-
matory response, and attenuated expression of IL-4 (poten-
tially resulting in impaired polarization of anti-
inflammatory M2 microglia) and CISD2.

3.3. WBM and α-ESA Attenuated LPS-Induced Changes in
ALT Astrocytes. Next, the effects of WBM and α-ESA on
the expression of IL-4 and CISD2 in LPS-stimulated ALT

Table 1: Primers.

Gene Orientation Sequence

IL-1β
Forward 5′-AGGCTCCGAGATGAACAA-3′
Reverse 5′-AAGGCATTAGAAACAGTCC-3′

IL-4
Forward 5′-TCGGCATTTTGAACGAGGTC-3′
Reverse 5′-GAAAAGCCCGAAAGAGTCTC-3′

IL-6
Forward 5′-CCACCAAGAACGATAGTCAA-3′
Reverse 5′-TTTCCACGATTTCCCAGA-3′

GFAP
Forward 5′-CCAACCCGTTCCTCCATA-3′
Reverse 5′-TCCGCCTGGTAGACATCA-3′

CISD2
Forward 5′-CTTGGAGACTGCTGGGTG-3′
Reverse 5′-CTTTGCTAAGTCCTCGTC-3′

PPAR-β
Forward 5′-GCCGCCCTACAACGAGATCA-3′
Reverse 5′-CCACCAGCAGTCCGTCTTTGT-3′

NF-κB p105 subunits
Forward 5′-CCAGGGTATGGCTACTCGAACT-3′
Reverse 5′-GTGACCCCTGCGTTGGATT-3′

COX-2
Forward 5′-ACAAGCACAATAGACGCACAAGA-3′
Reverse 5′-GGGAGGGCAATTATGATAAGGAT-3′

RANTES
Forward 5′-TGCCCACGTCAAGGAGTATTT-3′
Reverse 5′-GGCGGTTCCTTCGAGTGA-3′

β-Actin
Forward 5′-CTGTCCCTGTATGCCTCTG-3′
Reverse 5′-ATGTCACGCACGATTTCC-3′

GAPDH
Forward 5′-GGCAAATTCAACGGCACAGT-3′
Reverse 5′-CGCTCCTGGAAGATGGTGAT-3′
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cells were evaluated. ALT cells were treated with 20μg/mL
LPS, 20μg/mL LPS, and 1μg/mL WBM, or 20μg/mL LPS
and 0.28μg/mL α-ESA for 24 h, and subjected to qRT-PCR
and western blotting.

Compared with LPS-stimulated ALT cells, ALT cells
treated with WBM or α-ESA in the background of LPS stim-
ulation exhibited significant downregulation of GFAP
mRNA (both P < 0:01, Figure 2(a)) as well as protein levels
(both P < 0:01, Figure 2(b)). Additionally, the expression of
IL-1β (P < 0:01 or P < 0:05, respectively, Figure 2(c)) and
IL-6 mRNA (P < 0:001 or P < 0:001, respectively,
Figure 2(d)) in ALT cells treated with WBM or α-ESA in
the background of LPS stimulation was lower than that in
LPS-stimulated ALT cells. Moreover, the expression of IL-4
(both P < 0:05, Figure 2(e)) and CISD2 mRNA (both
P < 0:05, Figure 2(f)) in ALT cells treated with WBM
or α-ESA in the background of LPS stimulation was lower
than that in LPS-stimulated ALT cells. These findings indi-
cated that α-ESA is the bioactive component, and it is respon-
sible for the anti-inflammatory effect of WBM. We
hypothesized that the mechanism underlying the anti-
inflammatory activity of WBM in LPS-stimulated ALT cells
involves astrocyte deactivation, proinflammatory cytokine
attenuation, and enhanced IL-4 and CISD2 expression.

3.4. Effect of CISD2 Knockdown on PPAR-β Expression and
Inflammatory Response in the SH-SY5Y Cells. CISD2 has
been reported to inhibit inflammation through the regulation
of upstream components of the NF-κB signaling pathway
[39]. Attenuation of CISD2 promotes inflammation in
various CNS-associated conditions, such as aging [20], inju-
ries, and degeneration [19]. α-ESA, a bioactive anti-
inflammatory compound in WBM, serves as a PPAR-β
ligand. Thus, α-ESA suppresses NF-κB signaling and down-
stream cytokine production by inhibiting IκB degradation.
Next, the effects of WBM and α-ESA on the expression of
CISD2 and PPAR-β, which are the upstream effectors of
the NF-κB signaling pathway, were examined. SH-SY5Y cells
are recognized as a well-established in vitromodel to evaluate
neural function. In this study, SH-SY5Y cells were trans-
fected with si-CISD2 to knockdown CISD2. Previous studies
have reported that si-CISD2 achieved approximately 60%
knockdown efficiency in SH-SY5Y cells [26].

The results of qRT-PCR are shown in Figure 3(a). The
band intensities reproducibly confirmed the anti-
inflammatory effect of CISD2. Compared with the scramble
siRNA-transfected cells, si-CISD2-transfected cells exhib-
ited significant upregulation of NF-κB p105 (P < 0:01,
Figure 3(b)), COX-2 (P < 0:001, Figure 3(c)), and RANTES
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Figure 1: Cell survival, as measured by MTT assay, of ALT astrocytes following treatment with varying doses of WBM (0.25-500 μg/mL)
(a) and α-ESA (0.07-11.1 μg/mL) (c). Concentrations with less cytotoxic effects were determined (>80% of cell viability) at 0.25-6 μg/mL
in WBM (b) and 0.07-0.56 μg/mL in α-ESA (d). For in vitro experiments, 1 μg/mL WBM and 0.28 μg/mL α-ESA were selected. Vertical
bars indicate the mean ± standard error of themean (SEM) (n = 3). ∗∗∗P < 0:001 vs. control. Pair-wise multiple comparisons between
groups were determined using the Newman-Keuls method.
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mRNA (P < 0:01, Figure 3(d)). Furthermore, the expression
of PPAR-β mRNA in si-CISD2-transfected cells was signifi-
cantly lower than that in the control cells (untreated with

si-CISD2) (P < 0:01, Figure 3(e)). These findings indicated
that CISD2 acts on the upstream components of the PPAR-
β/NF-κB signaling pathway, and that it is involved in NF-
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Figure 2: Injury-induced CISD2 downregulation, enhanced GFAP mRNA and protein expression, and proinflammation in LPS-challenged
ALT astrocytes. WBM can prevent the abovementioned detrimental effects. Results of mRNA expression of GFAP (a), GFAP protein (b),
mRNA expression of IL-1β (c), IL-6 (d), IL-4 (e), and CISD2 (f) in ALT cells with or without administration of WBM and α-ESA.
Vertical bars indicate the mean ± standard error of themean (SEM) of mRNA expression (n = 3). ∗P < 0:05vs. control,∗∗P < 0:01vs.
control,∗∗∗P < 0:001vs. control, #P < 0:05, ##P < 0:01, and ###P < 0:001indicate a significant difference. Pair-wise multiple comparisons
between groups were performed using the Newman-Keuls method.
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κB-mediated aberrant activation of astrocytes and proinflam-
matory cascades.

3.5. Effects of WBM on SCI Mice. Next, the effect of WBM on
the expression of CISD2 in mice with hemisection SCI was
evaluated. The SCI mice were intraperitoneally administered
WBM (500mg/kg body weight) or normal saline. At 24 h

post-SCI, qRT-PCR was performed to analyze the expression
of genes involved in astrocyte-mediated inflammation, such
as GFAP, IL-4, and CISD2, in the damaged spinal cord. Com-
pared with the sham control group, the SCI group exhibited
upregulation of GFAP (P < 0:001, Figure 4(a)), IL-1β
(P < 0:001, Figure 4(b)), and IL-6 mRNA (P < 0:001,
Figure 4(c)) and downregulation of IL-4 (P < 0:05,
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Figure 3: Knockdown of CISD2 expression in neural cells significantly influenced mRNA expression levels in PPAR-β, indicating upstream
regulation of CISD2 on PPAR-β (a). mRNA levels of NF-κB, COX-2, and RANTES were determined by semiquantitative RT-PCR in neural
cells with or without si-CISD2 transfection. The results shown are from one of the experiments that were repeated for at least 3 times.
Quantification of relative band intensity of semiquantitative RT-PCR showed that CISD2 knockdown in neural cells led to enhanced
mRNA expression levels in NF-κB (b) and downstream proinflammatory mediators including COX-2 (c) and RANTES (d). (e) Results of
real-time qRT-PCR for mRNA levels of PPAR-β in neural cells with or without si-CISD2 transfection. Vertical bars indicate the mean ±
standard error of themean (SEM) of mRNA expression (n = 3). ∗∗P < 0:01 and ∗∗∗P < 0:001 indicate a statistically significant difference
between the control and si-CISD2 groups using independent two-sample t-tests.
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Figure 4(d)) and CISD2 mRNA (P < 0:01, Figure 4(e)).
These findings suggested that SCIs result in inhibited IL-4
and CISD2 expression, aberrant astrocyte activation, and
enhanced inflammation [26].

Compared with the SCI group, theWBM group exhibited
downregulation of GFAP (P < 0:01, Figure 4(a)), IL-1β
(P < 0:001, Figure 4(b)), and IL-6 mRNA (P < 0:001,
Figure 4(c)) and upregulation of IL-4 (P < 0:05, Figure 4
(d)) and CISD2 mRNA (P < 0:05, Figure 4(e)). Thus, the
anti-inflammatory effects of WBM in SCI mice may involve
inhibition of astroglial activity, attenuation of glia-mediated
inflammatory responses, and enhanced production of IL-4
(which potentially enhances the M2 microglial population)
and CISD2.

3.6. Anti-Inflammatory Mechanisms of WBM in SCI Mice.
Finally, we demonstrated that the CISD2/PPAR-β/NF-κB
signaling pathway is involved in mediating the anti-
inflammatory effect of WBM in mice with hemisection SCI.
Western blotting was performed to evaluate the therapeutic
effects of WBM with respect to the mouse spinal cord with
or without SCI.

No detrimental effects were observed at 8 h post-SCI
(Figures 5(a), 5(c), and 5(d)). Moreover, the expression of
PPAR-β (P < 0:05, Figure 5(b)) and IκB proteins (P < 0:001
, Figure 5(c)) in the injured spinal cord of the WBM group
was upregulated compared to that in the injured spinal cord
of the SCI group. However, WBM-mediated downregulation
of GFAP and upregulation of CISD2 in mice with SCI were
nonsignificant (Figures 5(a) and 5(d), respectively). The
effects of WBM on the expression of GFAP and CISD2 were
significant at 24 h post-SCI.

At 24 h post-SCI, compared with the sham group, the SCI
group exhibited significant upregulation of GFAP (P < 0:01,
Figure 5(h)) and significant downregulation of PPAR-β
(P < 0:01, Figure 5(f)), IκB (P < 0:001, Figure 5(g)), and
CISD2 proteins (P < 0:01, Figure 5(e)) in the injured spinal
cord. Furthermore, compared with the SCI group, the
WBM group exhibited significant downregulation of GFAP
(P < 0:01, Figure 5(h)) and significant upregulation of
PPAR-β (P < 0:001, Figure 5(f)), IκB (P < 0:01, Figure 5
(g)), and CISD2 proteins (P < 0:01, Figure 5(e)) in the
injured spinal cord. These in vivo findings suggested that
WBM mitigated the SCI-induced downregulation of CISD2
at mRNA and protein levels, and inhibited the PPAR-
β/IκB/NF-κB signaling pathway, which was in agreement
with the in vitro results.

4. Discussion

Various CNS-associated conditions, such as aging, neurode-
generation, and traumatic brain injury or SCIs are associated
with inflammation [31–33] and mitochondrial dysfunction
[34, 35]. Activated glial cell-mediated inflammation can con-
tribute to mitochondrial dysfunction, which impairs mito-
chondrial dynamics and membrane permeabilization and
promotes ROS production [36, 37]. Mitochondrial dysfunc-
tion can exacerbate the inflammatory response [38]. Pro-

longed inflammation and mitochondrial dysfunction may
lead to irreversible neuronal deficits.

CISD2, an outer mitochondrial membrane protein, is
reported to be involved in the maintenance of mitochondrial
integrity and calcium metabolism, as well as in the inhibition
of apoptosis. It is involved in maintaining the calcium pool in
the endoplasmic reticulum (ER), so as to prevent Ca2+ surge
[39]. Compared with the wild-type mice, the CISD2 knock-
out mice exhibit increased Ca2+ levels in the ER and cyto-
plasm [40], mitochondrial dysfunction, and enhanced cell
death [41]. CISD2 can bind BCL2 and promote the forma-
tion of the BCL2-BECN1 complex, which inhibits Beclin 1,
a promoter of apoptosis [42].

In addition to mitochondrial dysfunction, CISD2 miti-
gates CNS injury-induced inflammatory response. Aging,
neurodegeneration, and trauma are associated with down-
regulated CISD2 expression, which enhances the inflamma-
tory response and exacerbates mitochondrial dysfunction
[25, 26]. Therefore, therapeutic targeting of CISD2 can aid
in preventing the exacerbation of inflammation and mito-
chondrial dysfunction.

NF-κB signaling is active in the cytoplasm and mitochon-
drial intermembranous space. The NF-κB signaling pathway
is involved in mediating phenomenon, such as mitochondrial
dynamics and respiratory electron transport chain. Aberrant
activation of NF-κB promotes mitochondrial dysfunction
and apoptosis [43]. Additionally, the mechanisms underlying
inflammation and mitochondrial dysfunction associated
with aging, neurodegenerative disease, and head trauma or
acute SCIs may involve aberrant NF-κB activation. Further
studies are needed to elucidate the role of CISD2 in regulat-
ing the NF-κB signaling pathway.

BCL2 and NF-κB are the upstream targets of CISD2 [44].
In this study, we demonstrated that CISD2 regulates the
upstream effectors (PPAR-β) of the PPAR-β/IκB/NF-κB sig-
naling pathway. Additionally, the findings of this study indi-
cated that the anti-inflammatory mechanism of CISD2
involves inhibition of NF-κB activity. Furthermore, CISD2
is an outer mitochondrial membrane structural protein that
may be degraded during the pathological process of primary
injury (in acute trauma) or secondary injury (in chronic
inflammation) associated with CNS injury or disease. CISD2
is downregulated under nonstressed and injured conditions
[25]. Insult-induced CISD2 downregulation results in the
inhibition of NF-κB activity in the cytoplasm and mitochon-
dria. This explains the wide range of harmful effects, includ-
ing enhanced inflammation and mitochondrial dysfunction,
associated with injury-induced CISD2 downregulation.

Previously, we had demonstrated that curcumin miti-
gated injury-induced CISD2 downregulation, suggesting that
curcumin exerts a protective effect against inflammation and
mitochondrial dysfunction in mice with hemisection SCI
[26] and aged mice (104 weeks) [25]. CISD2 deficiency
enhances the expression of iNOS and RANTES, which con-
tributes to mitochondrial dysfunctions, such as low Del-
taPsi(m) levels, high ROS levels, and augmented apoptosis,
which are mitigated upon curcumin treatment [25]. In this
study, WBM mitigated the injury-induced downregulation
of CISD2, which inhibited the aberrant activation of glia
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and proinflammatory cascades in SCI-hemisected mice and
LPS-stimulated ALT cells. WBM enhanced the expression
of CISD2, PPAR-β, and IκB proteins in the spinal cord of
SCI mice. Hence, we hypothesized that WBM upregulates

CISD2, which negatively regulates the PPAR-β/IκB/NF-κB
signaling pathway and alleviates inflammation and mito-
chondrial dysfunction through NF-κB. Pharmacological
agents that target CISD2 can be considered for treating
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Figure 4: Traumatic insults upregulated GFAP and neuroinflammatory mediators and downregulated CISD2 mRNA expression in vivo 24 h
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CNS injury or disease. Further studies are needed to elucidate
the role of NF-κB activation in CISD2-mediated alleviation
of inflammation and mitochondrial dysfunction.

This study has several limitations. The anti-inflammatory
effects of WBM were evaluated based on the expression of
CISD2 and attenuation of aberrant glial activation in SCI
mice. However, the mechanism underlying injury-induced
aberrant glial activation involves astrocyte-microglia interac-
tion. In this study, WBM mitigated the injury-induced
upregulation of GFAP in SCI mice and LPS-stimulated
ALT cells. This indicated that WBM deactivated the astro-
cytes. WBM mitigated SCI-induced downregulation of IL-4
in mice with SCI. The loss of IL-4 promotes microglial polar-
ization from M2 to M1 phenotype in IL-4 knockout mice
[10]. Thus, WBM can potentially enhance the levels of anti-
inflammatory M2 microglia in SCI mice. Further in vivo
studies are needed to examine the mechanism underlying
WBM-mediated microglial polarization in SCIs. Further-
more, si-CISD2 transfection revealed that the anti-
inflammatory effects of CISD2 were associated with the reg-

ulation of PPAR-β, which positively regulates IκB, an inhib-
itor of NF-κB. Hence, we hypothesized that the injury-
induced downregulation of CISD2 inhibited NF-κB activity
in the cytoplasm and mitochondria, which resulted in
enhanced inflammation and mitochondrial dysfunction.
Future studies must elucidate the detailed mechanism under-
lying CISD2-mediated regulation of NF-κB and glial activa-
tion. However, the findings of this study indicated that
CISD2 regulates inflammation and mitochondrial dysfunc-
tion via the inhibition of NF-κB.

In conclusion, WBM exerted its anti-inflammatory
effects through the upregulation of CISD2 in SCI mice and
LPS-stimulated ALT cells. CISD2 exhibits protective activity
in SCI mice via NF-κB downregulation and astrocyte
deactivation.

Data Availability

Answer: yes. Comment: the data used to support the findings
of this study are included within the article.
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Objectives. Retina abnormalities are related to cognitive disorders in patients with Alzheimer’s disease (AD). Retinal amyloid beta
(Aβ) can be labeled by curcumin. We measured Aβ content in the cerebrum and retina of APPswe/PS1dE9 (APP) transgenic mice
with early age to investigate the correlation between cerebrum and retina. Methods. APP mice and age-matched wild-type mice
were investigated every month from age 2 months to 6 months to assess changes in Aβ content in the retina and cerebrum. At
the beginning of each month, mice were fed a curcumin diet (50mg/kg/day) for 7 consecutive days. The Aβ levels in the retina
and cerebrum were measured by ELISAs. Correlations were identified between retinal and cerebral Aβ contents using Pearson’s
correlation. Results. In the absence of curcumin, there was a significant correlation between Aβ contents in the retina and
cerebrum of APP mice (r = 0:7291, P = 0:0014). With increasing age, Aβ-mediated degenerative change in the cerebrum
(P < 0:001 in 5 months) and retina (P < 0:01 in 5 months) increased significantly. The inhibitory effect of curcumin on the Aβ
level was significant in the cerebrum (P < 0:001) and retina (P < 0:01) of older APP mice in the early stage of life. Conclusion.
We observed a significant correlation between the Aβ content in the retina and Aβ content in the cerebrum of APP mice. Our
data suggest an appropriate time to measure retinal Aβ. Although curcumin can label Aβ in the retina, it also suppresses Aβ
levels and weakens the degree of correlation between Aβ in cerebrum and retina tissues.

1. Introduction

Early diagnosis of Alzheimer’s disease (AD) is essential for
treatment [1]. Most diagnostic methods for AD are based
on clinical symptoms [2]. Commonly, people in the pre-
symptomatic stage of AD have no clinical symptoms (includ-
ing impairment in episodic memory).

“Amyloid beta” (Aβ), which denotes peptides of 36-43
amino acids, is a major pathologic hallmark in the central
nervous system (CNS) of patients with AD [3, 4]. Amyloidal
precursor protein (APP) is first cleaved by the enzymes β-
secretase and γ-secretase and then released into the space
between cells [5]. Due to the different cleavage sites of γ-
secretase, Aβ lengths are different. Soluble Aβ oligomers

are more toxic than deposited plaques [6]. Although Aβ pla-
ques are found in the brains of many elderly people without
AD, they might be denoting a presymptomatic stage of AD.

Auxiliary diagnoses involve the examination of cerebro-
spinal fluid and positron emission tomography (PET) of
Aβ plaques [7, 8]. The examination of cerebrospinal fluid
Aβ is an invasive method. High cost of Aβ-PET limits its
use in early diagnosis. Recent studies demonstrate the ability
to detect CNS Aβ deposition via the use of plasma assess-
ment of Aβ species [9, 10]. Due to the blood-brain barrier,
plasma amyloid beta levels cannot reflect the real condition
in the brain. Plasma concentrations of Aβ40 and Aβ42 have
been shown to increase with age and in early AD but may
decrease with advancing AD. However, no significant
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differences in plasma Aβ concentrations have been reported
between individuals with and without AD [11].

However, AD is a disease of the CNS, and Aβ may
distribute in all parts of nervous tissue, including the cere-
brum and retina [12]. Ocular amyloidal imaging has been
used to diagnose AD and monitor, noninvasively, AD pro-
gression [13].

Although the identifiable difference in the retinal struc-
ture between AD patients and healthy people is not straight-
forward, and misdiagnoses can occur [14, 15], retinal Aβ
plaques which can be labeled with curcumin may improve
diagnostic accuracy [16, 17]. This method merits further
study and development into a new diagnostic measurement.
Moreover, curcumin is a safe, nontoxic lipophilic agent with
antioxidant and anti-inflammatory properties [4]. Apart
from being a valuable labeling agent, curcumin may also play
an important part in the AD treatment without eliciting side
effects [18, 19].

The biological basis of curcumin-labeled examination of
the retina is good coherence between the cerebrum and ret-
ina. Retinal Aβ plaques can reflect Aβ plaques in the cere-
brum. When is the best time to early detect Aβ and
diagnose AD through the retina? What is the consistency
between the cerebral Aβ and the retinal Aβ? In this brief
research report, we elucidated Aβ content and its coherence
in the cerebrum and retina of mice with early-age before
the onset of AD.

2. Materials and Methods

2.1. Ethical Approval of the Study Protocol. The study proto-
col was approved by the Animal Care and Use Committee of
the Medical School of Ningbo University (Ningbo, China).
Animal experiments were undertaken according to the Guide
for the Care and Use of Laboratory Animals (National Insti-
tutes of Health (Bethesda, MD, USA) publication number
80-23, revised 1996).

2.2. Animals. APPswe/PS1dE9 transgenic mice (APP) and
age-matched wild type (WT) mice were provided by the
Model Animal Research Center of Nanjing University (Nan-
jing, China). To exclude the effect of sex on results, only male
mice were used. Animals were housed in cages in a room
maintained at 22 ± 2°C and 60 ± 5% relative humidity under
a 12h light–dark cycle (lights on at 6 : 00 am).Water and food
were freely available in their cages. Animal experiments were
conducted outside of their housing area in a separate room.

2.3. Experimental Procedures. According to previous stud-
ies, amyloid-beta plaques in CNS of AD mice are mark-
edly formed at 6 months of age [20]. Curcumin was
administered to 2-, 3-, 4-, 5-, and 6-month old APP and
WT mice for 7 consecutive days using the intragastric (i.g.)
administration route.

Mice at the age of each month were divided into 4 exper-
imental groups (n ≥ 3mice/group): (1) APP mice treated with
curcumin (50mg/kg/day) dissolved in phosphate-buffered
saline (PBS, 0.1mg/g), n = 19; (2) APP mice treated with the
same volume of only PBS, n = 17; (3) WT mice treated with

curcumin (50mg/kg/day) dissolved in phosphate-buffered
saline (PBS, 0.1mg/g), n = 18; and (4) WT mice treated with
the same volume of only PBS, n = 17.

The dose of curcumin used in this study was chosen
according to previous animal studies and clinical trials
[16, 21, 22]. According to previous studies, at high dos-
ages, curcumin might prevent short-term recognition but
not spatial memory. No signs of neurogenesis were evi-
dent, but reduced neuroinflammation was observed. The
dose of the intragastric (i.g.) administration route has been
shown to reduce the risk of vascular inflammation in the
brain of AD subjects [19, 23].

Mice were sacrificed by neck amputation after the final
administration. Then, the retina and cerebrums were iso-
lated. Tissue samples were homogenized in RIPA Buffer
(Beijing Solarbio Science & Technology, Beijing, China)
at 1 : 10 (g/v) with 1% phenylmethylsulfonyl fluoride (Bei-
jing Solarbio Science & Technology). Supernatant proteins
were extracted after centrifugation (13,000 rpm or 20min
at 4°C). For each sample, 150μL of extracted protein
was used for detection. The Aβ concentration was quanti-
fied using a mouse total Aβ ELISA kit (Shanghai Yuanye
BioTechnology, Shanghai, China) according to manufac-
turer protocols.

2.4. Materials. Curcumin (pure curcumin ≥ 80%, Hushi,
Shanghai, China) was dissolved by phosphate-buffered saline
(0.1M Na2HPO4, 0.1M KH2PO4, 0.1M KCl, and 0.1M
NaCl, pH7.4).

2.5. Enzyme-Linked Immune Sorbent Assay (ELISA). The Aβ
level in the brain and retina was measured by ELISAs. Absor-
bance at 450nm (at a reference wavelength of 690nm) was
measured by an absorbance reader (Sunrise™; Tecan,
Geneva, Switzerland). The absorbance value was transformed
into a concentration value by reading the absorbance of pure
samples on a standard curve.

2.6. Aβ Immunohistochemistry. Briefly, after anesthetized,
mice were perfused with saline until the limbs and the liver
turn white, and then perfused with 4% paraformaldehyde
until the tail became stiff. The brain tissue was dissected
and incubated with 4% paraformaldehyde for 1 day. After
being washed with PBS, the tissue was put in a centrifuge
tube containing 30% sucrose solution until the brain tissue
sunk to the bottom. A cryostat was used to cut the brain tis-
sue into 25μm thick brains. The sections were incubated in
1% BSA for 1 h and then incubated with β-amyloid antibody
(1 : 500, Cell Signaling Technology) at 4°C overnight. The
sections were washed 3 times with PBS, rinsed, and incubated
with the secondary antibody at 37°C for 1 h. After staining
with 4′,6-diamidino-2-phenylindole (DAPI) for 1min, the
sections were washed 3 times with PBS and imaged using a
confocal fluorescence microscope.

2.7. Statistical Analyses. Data are the mean ± standard error
(SE). Prism v7.0 (GraphPad, San Diego, CA, USA) was
employed for statistical analyses. Differences among multiple
mean ± SE values were assessed by one-way and two-way
ANOVA, followed by Bonferroni’s post hoc test. Differences
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between twomean ± SE values were assessed by the unpaired
t-test. The correlation between Aβ content in the retina and
cerebrum in each group was tested using Pearson’s correla-
tion. P < 0:05 was considered significant.

3. Results

3.1. Aβ Accumulation with Increasing Age in the Cerebrum of
Mice. Several works have shown abundant Aβ plaques in the
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Figure 1: Effects of curcumin on the Aβ level in the cerebrum. Abbreviations: APP: APPswe/PS1dE9; WT: wild type; APPC: APP mice given
curcumin (n = 19); APPN: APP mice not given curcumin (n = 17); WTC: WT mice given curcumin (n = 18); WTN: WT mice not given
curcumin (n = 17); ∗P < 0:05; ∗∗P < 0:01; ∗∗∗P < 0:001.
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brain of APP transgenic mice older than 6 months [20]. Mice
in the present study were aged 2-6 months, so Aβ plaques
have not yet formed in the brain. Hence, we measured the
Aβ concentration in the brain of each mouse using ELISAs.
WT mice given or not given curcumin are represented as
WTC and WTN, respectively. APP mice given or not given
curcumin are represented as APPC and APPN, respectively.

Results revealed that Aβ was present in all four groups
(WTC, WTN, APPC, APPN). Figure 1 shows the change in
the Aβ level in the four groups with increasing age, as well
as the effects of curcumin on the Aβ level in mouse brains.
Aβ content was significantly higher in the APPN group com-
pared with that in the WTN group (P < 0:05 from 3 month to
6 month). A two-way ANOVA (genotype × treatment)
revealed a significant effect of genotype (Fð1, 8Þ = 100:5,
P < 0:001) from 3 months to 6 months.

From 5 months of age, the difference in the Aβ level
between the curcumin administration group and no curcu-
min administration increased. The inhibitory effect of curcu-
min on the Aβ level was significant in the brain in 5 months,
with 38.82% suppression by curcumin (APPCvs. APPN, P <
0:001). Images of Figure 2 show a progressive increase in pla-
que load of APP mice. The Aβ plaques began to accumulate
from 5 months of age in tissue level.

3.2. Retinal Content of Aβ in Mice Aged 2-6Months.Different
from the cerebrum, there was no significant difference in the
Aβ level in the retinas between the APPN group and theWTN
group until 5 months in Figure 3. At 5 months of age, the dif-
ference between APPC and APPN was significant, with
15.96% inhibition by curcumin being recorded (P < 0:01).

3.3. Deposition Trend of Aβ in the Cerebrum and Retina.
There was an age-related increase in the Aβ content, as
shown in Figures 1(f) and 2(f). Aβ accumulation in the brain

was different from 2 months to 6 months of age. At 5 months
of age, curcumin had a significant effect on the Aβ content.
The retinal content of Aβ in mice aged 2-4 months was not
sensitive to the effects of curcumin.

Correlation analyses between the Aβ level in the retina
and that in the cerebrum are shown in Figure 4. Using
combined data from APP mice of all ages, the Aβ level
in the retina was correlated positively with the Aβ level
in the cerebrum. Without curcumin administration, the
Aβ level in the retina was correlated significantly with
the Aβ level in the cerebrum (r = 0:7291, P < 0:01). Coher-
ence between the brain and retina was established gradu-
ally with increasing age.

4. Discussion

In 2009, Perez and coworkers suggested that Aβ deposition
within the retina can contribute to retinal dysfunction [24].
Many studies have focused on finding the best time to detect
Aβ deposition in the eye because it could aid the early diag-
nosis of AD in humans [25, 26]. Aside from Aβ deposition,
studies have focused on retinal function (e.g., light reflection)
in young mice with AD [12]. However, Aβ-mediated degen-
erative change in the cerebrum and retina before the onset of
AD has not been studied.

APPswe/PS1dE9 transgenic mice display early onset of
Aβ deposition in the CNS [27, 28]. Hence, APPswe/PS1dE9
transgenic mice could be an ideal model to study the Aβ-
related pathogenic effects on the nervous system in early-
stage AD and even stage before the onset of AD.

Using APPswe/PS1dE9 transgenic mice, our study
reported that in early age just before AD onset, there was a
correlation between amyloid-beta levels of cerebrum and ret-
ina. Researchers have found Aβ plaques on the retina with
the aid of the fluorescence effect of curcumin [17]. We also
investigated the effect of curcumin on Aβ levels in CNS. Oral
administration of curcumin can not only label the amyloid-
beta plaques in the retina which may be a window of AD
noninvasive diagnosis as Koronyo et al.’s study but also sup-
press the amyloid-beta level and its correlation of cerebrum
and retina.

Time is an important factor in AD pathology. Notably,
the accumulation of amyloid-beta increased over time. At 5
months old, the Aβ content became significantly different
between mice of APP and WT genotype. The difference
between Aβ levels of curcumin and no curcumin groups
was higher from 5 months to 6 months. Before 4 months,
cerebral levels of amyloid-beta were more affected by geno-
type than curcumin.

In the cerebrum of young mice, the difference in the Aβ
level between APP and WT came earlier than that in the ret-
ina. This finding may be because Aβ accumulates in the hip-
pocampal region at the beginning of life and then diffuses to
frontal and temporal cortices and other parts of the CNS [1].
With increasing age, the Aβ level in the retina of APPs-
we/PS1dE9 transgenic mice increased. This appears to
resemble a process of age-related decrease in the number of
synapses in retinal layers as a result of Aβ accumulation
[29]. Aβ accumulation is the upstream event and can be
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Figure 2: Aβ immunohistochemistry of hippocampus (red, Aβ;
blue, DAPI). WT control brain exhibited no plaques in each group
of age, while plaques of APP mice aged 5 and 6 months began to
accumulate (green arrows). Abbreviations: APP: APPswe/PS1dE9;
WT: wild type. Scale bar = 100μm.
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indirectly reflected by age-related increase in presynaptic and
a decrease in postsynaptic retinal proteins in retinal plexi-
form layers [3, 29]. These phenotypes were similar to the
brain. At this time (especially in 5-month-old mice), the
amyloidal pathogenesis of AD compared with that in the

normal retina could be distinguished. This may be the best
time to detect amyloidal pathogenesis from retina for early
diagnosis of AD.

Several research teams have used curcumin to label Aβ in
the retina and brain [30]. Curcumin can also suppress Aβ
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Figure 3: Effects of curcumin on the Aβ level in the retina. Abbreviations: APP: APPswe/PS1dE9; WT: wild type; APPC: APP mice given
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accumulation. In our study, curcumin decreased the Aβ level
in the brain and retina of APPswe/PS1dE9 transgenic mice in
the early stage of life, but it had a more potent inhibitory
effect in older mice. Feeding demethylcurcumin or bisde-
methylcurcumin to APPswe/PS1dE9 double-transgenic mice
can upregulate the NEP expression in the brain and reduce
Aβ accumulation in the hippocampus and cortices of mice
at 4.5-5.5 months of age [31].

In the absence of curcumin, the trends of Aβ accumula-
tion in APPswe/PS1dE9 transgenic mice and WT mice were
inconsistent and continued to increase with increasing age.
However, in APPswe/PS1dE9 transgenic mice, there was a sig-
nificant correlation between the Aβ content in the retina and
brain. In addition to Aβ, hyperphosphorylation of tau proteins
disrupts the retinal structure and may contribute to visual def-
icits seen in APPswe/PS1dE9 transgenic mice [24, 32].

Besides the retina, other ocular changes occur in AD
patients and animals: altered pupil flash response, Aβ aggre-
gation in the lens, and abnormal pattern electroretinograms
[33–36]. Hence, even though most AD-related disease occurs
in the brain, AD can also affect the eye. The retina shares
many features with the brain (embryological origin, ana-
tomic (e.g., microvascular bed) and physiologic (e.g., blood-
tissue barrier) characteristics) [14], so the relationship
between the brain and retina merits further study.

Ocular imaging of Aβ in AD patients could facilitate
noninvasive monitoring [13]. In humans, ophthalmic imag-

ing methods are used to assess neurodegenerative disorders,
such as AD and Parkinson’s disease [15]. Presently and in
the future, the relationship between the degree of cognitive
impairment and retinal abnormality merits further the study
(Table 1).

Aβ is also observed in virtually all people with Down syn-
drome aged > 40 years and leads to a clinical diagnosis of
dementia [37]. Increased retinal nerve fiber layer (RNFL)
thinning in adults with Down syndrome may represent early
AD-related changes. Studies in other neurodegenerative dis-
eases, such as multiple sclerosis and cognitive decline, have
also suggested that a thinner RNFL may be a preclinical
observation of dementia [38, 39].

As a potential contrast agent of AD retinal diagnosis,
pharmacokinetics of curcumin in wild type and APP mice
should be further explored. A previous study investigated a
magnetic resonance imaging contrast agent [40]. They
reported that no significant differences were observed in the
plasma or brain kinetics of wild type and APP mice. Similar
to curcumin, this contrast agent was previously shown to
cross the blood-brain barrier and bind to amyloid plaques
in the brain of AD transgenic mouse.

With the advent of advanced imaging technologies and
Aβ biomarkers for clinical use, it is now possible to identify
the effects of Aβ accumulation through noninvasive imaging
of ocular structures in live patients. Optical coherence
tomography angiography (OCTA) was used in clinical trials
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Figure 4: Correlations of the Aβ level in the cerebrum and retina of APP transgenic mice with (b) and without (a) administration of
curcumin. Abbreviations: APP: APPswe/PS1dE9.

Table 1: RNFL thickness inpatients of different ages with neurodegenerative disease.

Age (years) N Female : male Subjects Cognitive evaluation RNFL thickness Reference

35:80 ± 9:48 49 26 : 23 Down syndrome Temporal cortex MRI and PET r = 0:592∗ [37]

43:4 ± 12:0 66 48 : 18 Multiple sclerosis MRI B = 1:26∗∗ [38]

56.0 (55.9 to 56.1) 32038 17172 : 14866 Cognitive decline Cognitive function tests OR = 2:08∗∗∗ [39]

65:36 ± 5:55 56 35 : 21 Preclinical AD PET -0.228∗ [41]

73:5 ± 6:0 63 32 : 31 AD PET/CT AUC = 0:652∗ [42]
∗P < 0:05; ∗∗P < 0:01; ∗∗∗P < 0:001; AD: Alzheimer’s disease; MRI: magnetic resonance imaging; PET: positron emission tomography; CT: computed
tomography; OR: odds ratio; AUC: area under the receiver operating characteristic curves (to assess the ability of RNFL thicknesses to discriminate AD
cases from healthy people).
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of AD detection, but only revealed the structure of biological
tissues, such as RNFL thickness and vessel density [39].
Therefore, a detection method based on pathological bio-
markers is urgently needed. In the future, AD progression
could be quantified by measurement of the retinal Aβ level.
One limitation of the proposed method is that although cur-
cumin can label Aβ in the retina, it also suppresses Aβ levels
and weakens the degree of correlation between Aβ in cere-
brum and retina tissues.

5. Conclusions

We observed a significant correlation between the Aβ con-
tent in the retina and Aβ content in the brain of young
APP mice before the onset of AD. Our data provide a biolog-
ical basis for supporting noninvasive detection of AD in the
eye and also suggest a time to detect retinal Aβ. Although
curcumin can label the Aβ, it can also suppress the Aβ level
and weaken the degree of correlation.
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Alzheimer’s disease (AD) is a chronic neurodegenerative disease in the central nervous system that has complex pathogenesis in the
elderly. The current review focuses on the epigenetic mechanisms of AD, according to the latest findings. One of the best-
characterized chromatin modifications in epigenetic mechanisms is DNA methylation. Highly replicable data shows that AD
occurrence is often accompanied by methylation level changes of the AD-related gene. Homocysteine (Hcy) is not only an
intermediate product of one-carbon metabolism but also an important independent risk factor of AD; it can affect the cognitive
function of the brain by changing the one-carbon metabolism and interfering with the DNA methylation process, resulting in
cerebrovascular disease. In general, Hcy may be an environmental factor that affects AD via the DNA methylation pathway with
a series of changes in AD-related substance. This review will concentrate on the relation between DNA methylation and Hcy
and try to figure out their rule in the pathophysiology of AD.

1. Introduction

The increasing number of dementia patients in recent years is
a serious problem, of which Alzheimer’s disease (AD) is the
most common type that accounts for an estimated 70% of
dementia cases [1]. Data suggest that the prevalence of AD
in people over 65 years old is approximately 10-30% and
the estimated incidence is 1-3% [2]. Moreover, approxi-
mately 9.5 million people suffer from AD in China, account-
ing for an estimated 20% of the world in 2015 [3].

AD is a chronic neurodegenerative disease, which mani-
fests as progressive memory loss and cognitive impairment
[4, 5]. Senile plaques (SP) formed by extracellular amyloid-
β (Aβ) peptide deposition and neurofibrillary tangles (NFTs)
formed by excessive phosphorylation of intracellular tau pro-
tein constitute the hallmarks of AD [6, 7], which is also
accompanied by the massive loss of neurons and synapses,
as well as brain structural and functional abnormalities
[8–10]. DNAmethylation is an important part of epigenetics
and is becoming a very attractive subject for researchers
because it can shed light on unknown aspects of complex

disease pathophysiology like AD. In addition, homocysteine
(Hcy) is an environmental factor that seems related to AD
through DNA methylation pathways.

2. Mechanisms

2.1. Alzheimer’s Disease. Currently, the interaction of various
factors such as genetics and environment affects the etiology
and pathophysiological changes of AD [11, 12]. Multiple
hypotheses are related to the pathogenesis of AD, such as
the amyloid cascade hypothesis [13–15], tau protein hypoth-
esis [16–18], cholinergic hypothesis [19], lipid metabolism
disorder hypothesis [20], neuroinflammation hypothesis
[21], and oxidative stress hypothesis [22], among which the
amyloid cascade hypothesis and tau protein hypothesis pro-
vide the predominantly theoretical construct for AD.

The amyloid cascade hypothesis indicates that the β-
amyloid precursor protein (APP) generates Aβ peptide
under the cleavage of β-secretase and γ-secretase, which
eventually forms SP [23]. Previous studies have found that
excessive Aβ accumulated will cause synaptic damage, glial
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cell overactivation [24], and inflammatory reaction [25, 26],
followed by SP formation (Figure 1) [27]. A series of land-
mark studies states that the role of targeting Aβ peptide in
the treatment of AD will delay the progression of the disease
[28, 29] by inhibiting monomer aggregation and preventing
the formation of toxic species [30]. Zhai et al.’s [31] study
revealed that the structural origin of β-sheet and plaque
deposition, therefore, blocking and inhibiting the transmis-
sion of Aβ from the source, may effectively inhibit Aβ depo-
sition, which may be an important method to prevent the
formation of AD.

Phosphate-containing tau protein is part of the essential
components of the cytoskeleton. In normal brain cells, a sin-
gle tau molecule with 2 to 3 phosphate groups is related to the
stability of microtubules and the axon transport of nerve cells
[32]. Abnormal hyperphosphorylation of tau protein and
intraneural aggregation are hallmark features of the early
development of AD-related neurofibrillary pathology. The
binding capacity of hyperphosphorylated tau protein and
tubulin is reduced, paired helical filaments (PHFs) aggre-
gated; while its conversion and clearance ability are reduced,
formed NFTs are the early markers of AD [33–35]. The
degree of tau protein phosphorylation is the consequence of
the interaction of various protein kinases (PK) and protein
phosphatases (PP) in the brain (Figure 1) [36–38]. The dys-
regulation of PP and PK activities reduces the binding capac-
ity and stability of tau protein to microtubules, which result
in neuronal dysfunction and neurodegeneration, and further
to functional defects [39–41]. A notable exception study is
that tau-specific site phosphorylation protects the brain in
the early stages of AD by inhibiting Aβ toxicity [42]. The
hyperphosphorylation of tau is considered independent of

Aβ, but the final spread of tau throughout the neocortex is
driven by Aβ [7]. AD is the interaction of multiple factors
and mechanisms that exert multiple effects at different stages
of disease progression, which is not possible to ascribe
changes in one factor. It is debatable whether the existing
hypothesis fully explains to the pathogenesis of AD. There-
fore, it needs further exploration to identify.

2.2. Homocysteine. In 1933, Vincent du Vigneaud isolated a
sulfur-containing nonprotein amino acid called Hcy from
bladder stones. Methionine (Met) is metabolized to S-
adenosine methionine (SAM) under the action of methio-
nine adenosyltransferase (MAT). SAM is one of the major
methyl donors that can be converted to S-adenosine homo-
cysteine (SAH), a methyl removed in this process, which is
involved in epigenetic modifications under the action of
methyltransferase [43]. SAH removes adenosine by S-
adenosine homocysteine hydrolase (SAHH) to form Hcy
[44], substances well associated with the methionine cycle
and energy metabolism (Figure 1) [45, 46]. A clinical trial
suggests that oral Met load increased plasma Hcy from 12:8
± 1:8 to 33:3 ± 3:4 micromol·L (-1) at 4 h [47]. Conse-
quently, excessive Met can elevate the level of Hcy, which
finally results in hyperhomocysteinemia (HHcy) [48, 49].

Subsequently predominant metabolism of Hcy occurs via
three pathways (Figure 1): (1) Met cycle—under the action of
methionine synthase, tetrahydrofolate metabolism provides a
methyl group, and Hcy is remethylated to Met with assis-
tance of vitamin B12 (VitB12) [50, 51]; (2) transsulfuration
pathway—with vitamin B6 (VitB6) as a coenzyme, Hcy and
serine are condensed into cystathionine under the catalysis
of cystathionine β synthase (CBS), followed by cystathionine
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catalyzed by γ-cystathionine lyase to produce cysteine, which
is oxidized to sulfate after a series of enzyme catalysis and
excreted through the urine in the form of inorganic salts
[52]; and (3) direct release into the extracellular fluid—exces-
sive Hcy is thought to be released from the intracellular fluid
to the extracellular fluid through the difference in internal
and external concentrations and then exported to the sys-
temic circulation to prevent its intracellular accumulation
[53–55]. VitB6, VitB12, and folic acid are the main metabolic
pathways of Hcy in the methylation cycle and transsulfura-
tion pathway, the lack of which leads to the production of
HHcy. Hence, the production and metabolism balance of
Hcy is essential for maintaining the body’s homeostasis.
Genetic factors, nutritional factors, estrogen levels, and age
all affect the Hcy plasma level [56–58]. Several recent funda-
mental discoveries highlight important pathological roles of
HHcy in many diseases [59–62]. Studies suggest that HHcy
induced hypertension by promoting TLR-4-driven chronic
vascular inflammation and mitochondria-mediated cell
death [63]. Moreover, HHcy aggravates atherosclerosis with
elevated oxidative stress and reduced S-nitrosylation level of
redox-sensitive protein residues in the vasculature [64],
which also as a metabolic disorder parameter is indepen-
dently associated with the severity of coronary heart disease
[65]. Elevated plasma total Hcy level is associated with an
increased risk of neurodegenerative disease [66].

2.3. DNA Methylation. Epigenetics is the study of genetic
changes in gene expression that is not caused by the DNA
sequence changes [67]. Among them, DNA methylation is
one of the best-characterized epigenetic modification, which
exerts an important role in maintaining cell function, genetic
imprinting, and gene expression [68, 69]. DNA methylation
occurs in cytosine-phosphate-guanine (CPG) fundamental
sequence with catalyzing of DNAmethyltransferase enzymes
(DNMTs). Specific bases in the DNA sequence and cofactor
proteins are jointly involved in maintaining and regulating
the methylation pattern [70–72]. DNA methylation needs a
series of DNMTs [73], such as maintenance methyltransfer-
ase DNMT1 and de novo methyltransferases DNMT3a and
DNMT3b [74–77]. DNMT1 maintains the continuous meth-
ylation status of DNA, which is responsible for repeated
methylation during cell division [78], and DNMT3a and
DNMT3b methylate DNA strands that have not been meth-
ylated, which is responsible for de novo synthesis of DNA
methylation [79].

In the genome, methylated CpG sites account for approx-
imately 70% of human genes [80]. CpG sites are located in
the first exon region, gene promoter region, or intron region
and regulate the expression of downstream genes [81], where
the covalent bonding of the methyl group with the 5th carbon
atom of cytosine is considered to be the most stable epige-
netic marker [82].

3. DNA Methylation in Alzheimer’s Disease

Epigenetics studies have found an association between DNA
methylation and AD [83], which is involved in the progres-
sion of the neurodegenerative disease [84]. The earliest accu-

mulation of Aβ reduces the overall level of 5-
hydroxymethylcytosine in vitro [85], resulting in DNA hypo-
methylation, and affects the pathological progress of AD
[86]. Furthermore, DNA methylation is associated with Aβ
and NFTs [87]. PS1 is a component of the γ-secretase that
will cleave APP to produce various Aβ [88]. Increased
expression of APP and induction of hypomethylation of
APP and PS1 gene promoters will increase the production
of Aβ in BV-2 cells [89]. Moreover, β-secretase-1 (BACE1)
is also hypomethylated, which affects Aβ accumulation and
accelerates AD pathology [87], as well as significantly reduces
DNMT1 expression in cell experiments [90]. In short, the
methylation or demethylation of key enzymes will increase
Aβ synthesis and reduce Aβ degradation, eventually result-
ing in the development of AD.

Tau phosphorylation and dephosphorylation reactions
are catalyzed by glycogen synthase kinase 3β (GSK3β)
and protein phosphatase 2A (PP2A), respectively; GSK3β
and PP2A are two major kinds of enzymes that regulate
hyperphosphorylated Tau. Sonawane and Chinnathambi’s
[91] study indicated the upregulation of GSK3β promoter
demethylation expression and the downregulation of PP2A
promoter methylation in the AD brain, both of which
accelerated tau phosphorylation (Figure 1). In addition,
the reduced expression of netrin-1-promoter hypermethy-
lation may be related to memory loss [92].

DNA methylation is closely related to AD [93, 94].
Changes in DNA methylation are related to neural differ-
entiation of the hippocampus [95], as well as across multi-
ple brain regions. So far, DNA methylation exerts a central
role in amyloid production, fibrogenesis, inflammation, and
oxidative pathways. All the above studies suggest that DNA
methylation is involved in the AD-related molecular mech-
anism [96].

4. Homocysteine in Alzheimer’s Disease

With increasing age, the risk of AD increases under the inter-
action of genetic and environmental factors (obesity, smok-
ing, and an unhealthy lifestyle) [97], of which Hcy is a risk
factor of AD. Several studies are indicating that high Hcy
concentrations cause cognitive dysfunction [98] and might
be associated with dementia [99–101].

HHcy may promote dementia through a variety of mech-
anisms, including cerebral microangiopathy, endothelial
dysfunction, oxidative stress, neuronal damage, and Aβ-
mediated enhancement of vascular toxicity, neurotoxicity,
and apoptosis [102]. The brain of AD patients is accompa-
nied by cerebrovascular disease [103], and studies show a
long-term high Hcy diet severely induces microbleeds, which
may be the cause of memory deficits [104]. Although elevated
Hcy does not induce lipid peroxidation in the whole brain of
rats, similar physiological changes in levels are observed
in both malondialdehyde (MDA) and superoxide anion
(SOA), resulting in oxidative stress [105]. Not only does
Hcy can increase the activity of MMP-9 and MMP-2 but also
reduce the activity of arginase. Meanwhile, it is accompanied
by nitrosative stress reaction that destroys the integrity of the
blood-brain barrier (BBB), leading to cerebrovascular
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permeability and neurodegeneration [106, 107]. Lin et al.’s
[108] study suggests that Hcy can affect nerve cell prolifera-
tion and Aβ deposit formation by inducing an increase in
intracellular SAH [109–111]. Additionally, DNA damage-
related genes are significantly upregulated and trigger oxida-
tive and genotoxic stress [112]. Since high Hcy levels are a
metabolic risk factor for neurodegenerative diseases, diet-
induced Hcy levels not only increase aggravate Tau neuropa-
thology in H-TAU mice but also affect synaptic integrity,
neuroinflammation, and cognition function [113]. Moreover,
the AD transgenic mouse model shows that Aβ content in
cerebral blood vessels increased significantly, neurons died,
and DNA damage of hippocampal neurons further reduce
cognitive ability [114]. Excessive deposition of hyperpho-
sphorylated Tau and neuropathy caused by synaptic
inactivation lesions are also associated with the elevated
Hcy level [115–117].

Hcy level changes AD development by inducing neuronal
DNA damage, neuroinflammation, apoptosis, and autophagy
abnormalities [117–119]. Genetic variation affects the rele-
vant genes, which advances the age of onset and accelerates
cognitive function decline [120, 121].

5. DNA Methylation and Homocysteine in
Alzheimer’s Disease

Dementia-like symptoms caused by HHcy are related to
abnormal methylation and gene expression disorders [122].
One study found that HHcy can reduce the methylation level
and increase cell damage by inhibiting the protein expression
and enzyme activity of DNMT1, DNMT3A, and DNMT3B
in the hippocampal neural stem cells of raw rat [123].
Another study also illustrates that HHcy enhances DNA
damage by inducing methyl donor deficiency and disrupting
DNA repair, resulting in neuronal cell death [124]. In
addition, the upregulation of the 5lo enzyme pathway
leads to hypomethylation of 5loDNA and promotes the
formation of Aβ [125]. HHcy can decrease the activity
of methylenetetrahydrofolate reductase (MTHFR) and
tight connexin expression, while SAHH expression, BBB
permeability, and oxidative stress are increased with
DNA methyltransferase upregulation, resulting in neurode-
generation and synaptic toxicity [126]. Most importantly,
the Met cycle and transsulfuration pathway are related to
VitB family folic acid [127, 128].

Folic acid is involved in the regulation of one-carbon
metabolism and methylation. In addition to this, the active
form of folic acid is 5-methyltetrahydrofolate, which is a
methyl donor for the remethylation of Hcy. HHcy is elicited
by low folic acid, which damages hippocampal neurons and
is an important factor of the high incidence of dementia in
the elderly [129]. Furthermore, folic acid is not only posi-
tively related to the DNA methylation level of the cognitive
impairment elderly but also related to the intensity of DNA
methylation [130]. MTHFR is involved in folate metabolism,
and the high level of Hcy caused by MTHFR deficiency will
reduce the expression and methylation level of PP2A and
leucine carboxylmethyltransferase 1 (LCMT1), resulting in
tau dephosphorylation [131].

HHcy is a risk factor for AD and is also associated with
VitB12 deficiency [132]. The accumulation of Hcy induced
by VitB deficiency may impair the “methylation potential,”
resulting in the upregulation of PS1, BACE, and increased
Aβ [133, 134]. Several studies have implicated that the
plasma Hcy level in the AD group increased while the folate
and VitB12 levels decreased [135–138]. Moreover, abnormal
Hcy metabolism causes plasma folic acid and VitB12 defi-
ciency [139–142], which in turn affects the methylation level
of AD-related genes via participating in AD development
[143]. Mice lacking folic acid and VitB diets will have
increased Hcy levels, Aβ levels, and tau phosphorylation,
which is also accompanied by hypomethylation of the
Alox5 promoter [144]. High Hcy-induced SAH increases
[123, 124], and the SAM/SAH ratio decreases, both of which
are related to the inhibition of methyltransferase [145].
Methylation analysis also further demonstrates the correla-
tion between the SAM/Hcy cycle and DNA methylation,
involved in PS1 and BACE1 methylation [141]. SAM is the
predominant methyl donor; Scarpa et al. [145] analyzed the
effect of SAM administration on the expression of 588 central
nervous system genes in nerve cells and showed that among
the seven genes treated by SAM, three genes had DNAmeth-
ylation upregulated and four genes had DNA methylation
downregulated [146]. SAM can regulate its products to take
part in the methylation status of APP genes, which affects
the formation of Aβ [147] by increasing APP and PS1 pro-
teins expression; it can also induce hypomethylation of
APP and PS1 gene promoters and increase Aβ production
in BV-2 cells [148]. In short, Hcy can change the DNA
methylation levels of key metabolic enzymes and cause brain
damage [149].

6. Future Directions

Possible mechanisms for Hcy to induce AD are shown in
Figure 1; high levels of Met intake produce excessive Hcy in
the body which metabolizes through the Met cycle, during
which the generated methyl adds to the five-bit carbon atom
of the cytosine under the action of DNMTs, causing the
methylation levels of the AD-related genes to change. The
changes in methylation levels in turn affect the expression
of the gene, resulting in the occurrence of AD. At the same
time, excess accumulation of Hcy is regeneration to methio-
nine under the action of methionine synthesis enzyme and
VitB12, finally producing the Hcy. As a result, high levels of
Hcy may induce AD along with changes in methylation levels
of AD-related genes.

Unbalanced nutritional intake will not only increase Hcy
levels but also affect DNA methylation and gene expression.
At present, most researchers focus on the effect of Hcy on
AD symptoms, rather than on molecular mechanisms. At
the molecular level, studying the regulatory mechanism of
Hcy and its metabolites on the expression of related genes
in AD patients helps determine the appropriate nutritional
requirements. Preventing the increase of the Hcy level caused
by the imbalance of nutrition intake can either avoid or arrest
the occurrence and aggravation of AD.
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As AD progresses, treatment becomes difficult with little
effect [150, 151]; the research and development of drugs also
consume a lot of manpower and material resources [152]. So
far, the main drugs used in AD treatment are donepezil,
rivastigmine, galantamine, and memantine, which can only
relieve symptoms but can not cure and reverse the develop-
ment of AD [153–156]. In addition, some drugs must be used
in combination to achieve the best therapeutic effect, which is
also accompanied by increasing the risk of various adverse
reactions [157]. Since 2003, the FDA has not approved a
new drug for the treatment of AD [158]. Therefore, early
diagnosis and treatment are essential. The current clinical
early diagnosis depends on clinical observation, and cogni-
tive testing is the first step to diagnose the complex disease
characteristics in AD, which is time-consuming and has
limitations. More definite diagnosis requires imaging (MRI
or PET scan) or invasive lumbar puncture to measure CSF
markers which is expensive. Thus, efficient diagnostic
methods and early disease biomarkers are essential for the
prevention and treatment of early AD [159].

Several researchers have reported that plasma Hcy levels
are usually elevated in patients with AD [160]. HHcy is
closely related to cortical atrophy and more severe cognitive
decline [161, 162]. The high plasma Hcy concentrations are
significantly associated with mild cognitive impairment
(MCI) and AD, which is more strongly correlated with AD
patients as compared to patients with MCI [163]. A meta-
analysis included 34 studies with 9397 subjects and demon-
strated a causal link between plasma total Hcy and the risk
factor of AD [164]. More than 40% of patients with AD are
associated with a high Hcy level in the plasma, which is asso-
ciated with a more rapid neural atrophy than those with nor-
mal levels of Hcy [165]. Moreover, HHcy levels can predict a
cognitive decline in healthy elderly patients [166, 167].
Therefore, HHcy also has the potential to predict AD, and
preventing Hcy-induced neurotoxicity may become a novel
strategy for AD prevention and treatment.

DNA methylation alteration in the hippocampus of AD
patients occurs in specific regulatory regions that are critical
to neurodifferentiation; this supports the idea that hippo-
campus neurogenesis may play a role in AD through epige-
netic mechanisms [168]. The current findings suggest that
the epigenetic modulation of DNA is vulnerable to the state
of neurodegenerative diseases [169]. Moreover, brain DNA
methylation is associated with AD pathology in multiple
AD loci, and the results further prove that the destruction
of DNA methylation is involved in the pathological process
of AD [170]. Many researches have shown that DNA
methylation is a useful marker for screening individuals
at the risk of AD [171]. Therefore, AD-related gene meth-
ylation levels are a convenient and useful biomarker for
AD diagnosing [172–174].

Proper nutrition not only changes Hcy levels but also
prevents the development of AD and reduces cognitive
impairment. Hcy levels may develop into AD biomarkers
for diagnosis; moreover, factors that affect Hcy’s production
and metabolism not only increase Hcy levels but also affect
DNA methylation levels of AD-related genes. Studying the
mechanisms of DNA methylation in AD can help to explore

the etiology and pathogenesis of AD, which can also be a very
useful tool for researchers to identify AD biomarkers and
even play an important role in early screening of patients in
the future. Meanwhile, effective measures to reduce Hcy
levels and DNA methylation will provide new ideas for the
prevention and treatment of AD.
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Objective. Glucose-based positron emission tomography (PET) imaging has been widely used to predict the progression of mild
cognitive impairment (MCI) into Alzheimer’s disease (AD) clinically. However, existing discriminant methods are unsubtle to
reveal pathophysiological changes. Therefore, we present a novel metabolic connectome-based predictive modeling to predict
progression from MCI to AD accurately. Methods. In this study, we acquired fluorodeoxyglucose PET images and clinical
assessments from 420 MCI patients with 36 months follow-up. Individual metabolic network based on connectome analysis was
constructed, and the metabolic connectivity in this network was extracted as predictive features. Three different classification
strategies were implemented to interrogate the predictive performance. To verify the effectivity of selected features, specific brain
regions associated with MCI conversion were identified based on these features and compared with prior knowledge. Results. As
a result, 4005 connectome features were obtained, and 153 in which were selected as efficient features. Our proposed feature
extraction method had achieved 85.2% accuracy for MCI conversion prediction (sensitivity: 88.1%; specificity: 81.2%; and AUC:
0.933). The discriminative brain regions associated with MCI conversion were mainly located in the precentral gyrus, precuneus,
lingual, and inferior frontal gyrus. Conclusion. Overall, the results suggest that our proposed individual metabolic connectome
method has great potential to predict whether MCI patients will progress to AD. The metabolic connectome may help to
identify brain metabolic dysfunction and build a clinically applicable biomarker to predict the MCI progression.

1. Introduction

Alzheimer’s disease (AD) is a neurodegenerative brain dis-
ease and the most common cause of dementia, affecting mil-
lions of individuals worldwide [1]. In the intermediate stage
between healthy aging and AD, one had developed cognitive
deficits that can be diagnosed as mild cognitive impairment
(MCI) [2]. Yet MCI disease is very complex, manifesting in
clinical and neuropathological heterogeneity. The develop-
ment of MCI is so labile that some remain in stable stage
for many years after diagnosis and even revert to normal cog-
nition. Early diagnosis of whether MCI patients will progress
into AD is a daunting challenge.

Currently, most diagnosis studies on MCI conversion are
using neuroimaging to acquire the features among MCI

groups and then consider these features as biomarkers to pre-
dict MCI progression. As a frequently used neuroimaging
technique in clinics, 18F-fluorodeoxyglucose (FDG) positron
emission tomography (PET) imaging has been employed to
detect the progression from MCI to AD [3]. For instance,
clinical studies have revealed that FDG-PET could capture
the information of resting-state regional cerebral glucose
metabolic rate and predicted progression from MCI to AD,
and it is mainly due to FDG uptake is reduced in abnormal
high cerebrospinal fluid amyloid-β concentrations [4–6].
Recently, as the studies for FDG-PET imaging has advanced,
there are various predictive modeling that has been pro-
posed. Previously, some studies had used voxel-wise or
region-of-interest- (ROI-) wise quantitative metabolic mea-
sures to predict MCI patient’s progress into AD [7–9].
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However, the subtle difference between stable MCI and pro-
gression MCI causes it difficult to diagnose and require
exquisite predictive modeling. Besides, some studies have
explored the application of deep learning methods, such as
convolutional neural network (CNN) and deep Boltzmann
machine (DBM) [10–12]. Nonetheless, deep learning
methods face the challenge that limited sample of FDG-
PET images and inaccessible biomarkers could hardly reveal
the neuropathological changes associated with MCI conver-
sion. Specifically, a previous study evaluated different predic-
tive models on the same FDG-PET images for reproducible
evaluation among MCI patients, and the results showed that
the accuracy of classification range between 67% and 83%
[13]. Thus, the development of new predictive modeling is
necessary to assist diagnosis in clinical assessments and pro-
vide higher performance to predict MCI progression.

Connectome-based predictive modeling (CPM) is a novel
data-driven protocol for developing predictive models of
brain-behavior relationships, which has addressed challenges
in brain neurodegenerative disease [14, 15]. Brain connectiv-
ity characterizes by different brain regions and the relation-
ship between paired regions and discloses the dynamic
communication by neuronal activity. The brain network
based on FDG-PET images is an exciting new opportunity
to understand the neurological disorders and has been
proved adept at analyzing the abnormalities in AD patients
[16–18]. As a result, CPM has the potential to provide a novel
predictive model for MCI conversion.

The aim of this study is therefore to combine CPM with
glucose metabolic imaging to identify discriminative features
for accurately classifying whether MCI patients will progress
to AD. Specifically, we have two secondary aims: (1) verify
whether CPM can be used as a novel feature extraction
method in FDG-PET images and (2) evaluate the predictive
performance of our proposed metabolic CPM in MCI
groups.

2. Materials and Methods

2.1. Motivation. The goal of this study is to develop a predic-
tive model to capture predictive individual differences in
MCI patients using CPM and FDG-PET imaging. We
hypothesize that the combination of CPM and glucose meta-
bolic imaging may identify the subtle brain metabolic dys-

function and use this information to obtain remarkable
diagnosis performance. The framework of our proposed
approach is summarized in Figure 1.

2.2. Participants and Imaging Protocols. The 18F-FDG-PET
data used in this study were obtained from the Alzheimer’s
Disease Neuroimaging Initiative (ADNI) database (http://
adni.loni.usc.edu). The primary goal of ADNI has been to
test whether serial magnetic resonance imaging (MRI), posi-
tron emission tomography (PET), other biological markers,
and clinical and neuropsychological assessments can be com-
bined to measure the progression of mild cognitive impair-
ment (MCI) and early Alzheimer’s disease (AD). The
institutional review board of ADNI approved all aspects of
this study, and each participant has given written informed
consent to undergo PET scanning of a long-term observa-
tional study.

This study acquired 420 MCI participants with FDG-
PET scanning from ADNI-1, ADNI-2, and ADNI-GO data-
base. The participant group was comprised of 242 stable MCI
(sMCI) subjects and 178 progressive MCI (pMCI) subjects,
and the images were used to establish a predictive model
and test the validity of the model. The detailed eligibility cri-
teria for all participants included the following: all partici-
pants underwent FDG-PET scanning and clinical cognitive
evaluations at baseline visit and were followed during at least
36 months; stable MCI participants were diagnosed of MCI
at baseline visit and did not progress to AD within 36 months
of follow-up; and progressive MCI participants were diag-
nosed of MCI at baseline visit and progressed to AD within
36 months of follow-up. The demographic and clinical char-
acteristics of all participants are summarized in Table 1.

Resting-state FDG-PET images at baseline visits were
acquired and the detailed acquisition process could be found
in the online information of ADNI. All participants were
scanned using 18F-fluorodeoxyglucose (FDG) positron emis-
sion tomography (PET). There were 218 dynamic 3D images
with six 5min frames acquired 30min after injection of 185
± 18:5MBq FDG. Besides, 202 participants were scanned
with a static 30-minute acquisition.

2.3. Preprocessing. We preprocessed the brain FDG-PET
images using the Statistical Parametric Mapping software
(SPM12; Wellcome Department of Imaging Neuroscience,
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Figure 1: The overall framework of the proposed metabolic connectome-based predictive modeling (CPM) approach in this study.
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Institute of Neurology, London, UK) implemented in
MATLAB (MathWorks Inc., Sherborn, MA). We realigned
a time-series of FDG-PET images to generate a stable FDG-
PET image. PET images were then spatially normalized into
the Montreal Neurological Institute (MNI) brain space with
linear and nonlinear 3D transformations. The normalized
PET images were smoothed by a Gaussian filter of 8mm full
width at half maximum (FWHM) over a 3D space to blur
individual variations in gyral anatomy and to increase signal
to noise ratio for statistical analysis. Each PET image was
intensity normalized to the global mean brain uptake to
avoid individual uptake differences. For further analysis, the
whole brain images were divided into 90 regions-of-interest
(ROIs) defined by the automated anatomical labeling
(AAL) atlas [19].

2.4. Metabolic Connectome Analysis. To acquire individual
metabolic network from the FDG-PET image, we employed
an individual-level graphical approach for metabolic connec-
tivity, namely the Kullback-Leibler Divergence Similarity
Estimation (KLSE) [20]. The globally normalized metabolic
activity in ROIs was used to generate a glucose metabolic net-
work for each participant. Firstly, the 90 cortical and subcor-
tical ROIs derived by AAL were defined as network nodes.
Then, for estimating the metabolic connectivity (metabolic
correlations) between network nodes, we applied relative
entropy into the spatial dimension, where the FDG-PET sig-
nal in ROIs reflected afferent synaptic activity and probability
distribution between these ROIs denote interneuronal infor-
mation transfer. The closer the relative entropy was to zero,
the stronger metabolic connectivity between two random
ROIs.

The detailed mathematical derivation of metabolic con-
nectivity included the following three steps (see Figure 2).
Firstly, we estimated the probability density function (PDF)
of a random brain region (ROI) using a nonparametric
way, namely the kernel density estimation (KDE). The esti-

mation of kernel width was using a solve-the-equation band-
width. Given the sample array quantifying the metabolic
intensity of each voxel with ROI, we estimated the character-
istic function as

bφ tð Þ = 1
n
〠
n

j=1
eitx j

 !

: ð1Þ

In this study, we had chosen the Gaussian function as a
damping function to circumvent the question of diverging
integral. After the damping function has been chosen, the
Fourier transform formula may be applied, and the density
estimation can be derived. Secondly, we assessed the meta-
bolic correlation using the relative entropy between ROIs,
which was estimated from the symmetric Kullback-Leibler
(KL) divergence. The similarity of pairwise probability den-
sity functions (PDFs) was measured as given in the below
mathematical equation:

DKL P Qkð Þ =
ð

X
P xð Þ log P xð Þ

Q xð Þ +Q xð Þ log Q xð Þ
P xð Þ

� �

dx: ð2Þ

in which P and Q represent the probability density functions
PDFs of voxel intensities in pairwise ROIs. Lastly, t4he nor-
malized similarity of these ROIs was acquired by KL diver-
gence using the following representation:

KLS P Qkð Þ = exp −DKL P Qkð Þð Þ: ð3Þ

Thus, a metabolic correlation matrix (90 × 90, region ×
region, 90 is the number of ROI) for each participant was
obtained by the magnitude of KL-based similarity (KLS),
where the correlation matrix elements represented the meta-
bolic connectivity between pairwise nodes. Thus, we had
constructed a metabolic network for each subject by AAL
template (nodes) and KLSE algorithm (metabolic
connectivity).

2.5. Predictive Modeling Analysis. For the metabolic network
of each participant, a feature vector was obtained by extract-
ing the lower triangular elements of correlation matrix. Each
participant could acquire 4005 (90 × 89/2) features which
defined as the metabolic connectivity between ROIs. The fea-
ture vectors then underwent predictive modeling analysis to
discriminate sMCI and pMCI groups. To evaluate our pro-
posed metabolic CPM approach fairly and minimize the
influence factors, we employed three different classifiers, that
are support vector machine (SVM), logistic regression (LR)
model, and random forest (RF). Meanwhile, we also per-
formed the Hosmer-Lemeshow goodness of fit test for the
LR model.

To avoid the sampling variability of training and test
datasets and obtain more stable estimates of predictive
performance, we implemented the randomized cross-
validation strategy. The detailed cross-validation proce-
dures include two main steps. Firstly, all MCI participants
were randomly partitioned into training dataset (50%,
training the model) and test dataset (50%, test

Table 1: Demographic information of all participants.

Group
sMCI (n = 242

)
pMCI (n = 178

)
P value

Sex (M/F) 136/106 102/76 0.89a

Age (year) 71:6 ± 7:82 73:7 ± 6:91 0.004b

Education (year) 15:9 ± 2:67 16:1 ± 2:65 0.496c

MMSE 28:2 ± 1:64 27:1 ± 1:80 <0.001b

CDRSB 1 (0.5,1.5) 1.5 (1, 2.5) <0.001c

ADAS11 8:4 ± 3:4 13:0 ± 4:6 <0.001b

ADAS13 13:5 ± 5:5 21:0 ± 6:2 <0.001b

Conversion time
(month)

\ 20:6 ± 10:3 \

APOE ε4 positive rate 44.6% 68.5% <0.001a

Data are given as mean ± standard deviation. Pa: the chi-square test; Pb: the
two-sample t-test; Pc: the Wilcoxon rank-sum test. MMSE: Mini-Mental
State Examination; CDRSB: Clinical Dementia Rating Sum of Boxes;
ADAS11: The Alzheimer’s Disease Assessment Scale with 11 tasks;
ADAS13: The Alzheimer’s Disease Assessment Scale with 13 tasks; APOE
ε4 positive rate: positive or negative for the presence of at least one ε4 allele.
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classification performance) for multiple times (100 itera-
tions). Secondly, we implemented 10-fold cross-validation
in the training dataset for hyperparameter optimization.
In each random sampling of the training dataset, sparse
regression least absolute shrinkage and selection operator
(LASSO) approach was adopted to reduce the redundant
features and to select the feature subset with higher dis-
criminability [21]. The fitting models were built using
those selected features. The predictive performance of
models was evaluated by accuracy, sensitivity, specificity,
the receiver-operating-characteristic curve, and the rele-
vant area under the curve (AUC). The random split proce-
dure was repeated for 100 iterations, and the mean and
standard deviation of classification indicators were
reported. SVM with linear kernel, L1-penalized LR model,
random forest, and following receiver-operating-
characteristic curve analysis and accuracy measurements
were performed using the LIBSVM 3.23 toolbox and Sta-
tistics and Machine Learning Toolbox implemented in
MATLAB.

2.6. Comparative Experiment. To further evaluate the perfor-
mance of our proposed approach, two previous predictive
methods in FDG-PET imaging were applied to the same pre-
dictive tasks: (1) the conventional feature quantification
approach was performed based on mean metabolic uptakes
in brain regions, and the FDG uptake values were regarded
as features; (2) the spatial covariance analysis was performed
on the training dataset to acquire a metabolic AD
conversion-related pattern (ADCRP) topography, in which

each voxel value represented the predictive weights [22].
The ADCRP expressions of each FDG-PET images were
obtained by the Z-transformed score and regarded as the
input features of the model. The comparative experiments
underwent the same process procedures with the above met-
abolic connectivity.

2.7. Structural Brain Regions Associated with Effective
Features. To verify the effectiveness of our proposed method,
we further identified the structural brain regions associated
with effective features. Firstly, part connectome features were
considered efficient and discriminative features after under-
going the above feature select procedures. Then, the correla-
tion matrix was generated which included only selected
connectome features, and the weights of 90 brain regions
were derived by column-summing the entries. In this case,
the higher weight of regions implied that the region hadmore
discriminative connectivity incident upon it. Lastly, we nor-
malized the region weights by Z-score and sorted by the sign
of the corresponding region weights. We obtained the struc-
tural brain regions associated with effective features by the
criteria: Z-scored weight of region was greater than +1.0.
These brain regions were considered relevant to AD progres-
sion [23].

3. Result

3.1. Clinical Characteristics. Clinical and demographic char-
acteristics are reported in Table 1. The result of the age
(P = 0:004) and the APOE ε4 positive rate (P < 0:001)
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Figure 2: The framework for the estimation of metabolic connectivity (MC) between pairwise regions from individual FDG-PET image.
Firstly, the FDG-PET image was divided into 90 ROIs, and the metabolic intensity values of voxels with random ROI were extracted.
Then, kernel density estimation was employed to estimate the probability density function (PDF) of each ROI. Lastly, the KLSE algorithm
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showed significant changes between sMCI and pMCI groups.
The cognitive assessments in the pMCI subjects tended to
decrease than that in the sMCI subjects (Mini-Mental State
Examination (MMSE), P < 0:001; Clinical Dementia Rating
Sum of Boxes (CDRSB), P < 0:001; The Alzheimer’s Disease
Assessment Scale with 11 tasks (ADAS11), P < 0:001; and
The Alzheimer’s Disease Assessment Scale with 13 tasks
(ADAS 13), P < 0:001). There were no significant differences
in sex (P = 0:89) or education level (P = 0:496).

3.2. Predictive Modeling Analysis. The 4005 functional con-
nectivities drawn from the KLSE algorithm were the input
features for predictive analysis. In the randomized cross-
validations in 100 iterations, 153 metabolic connectivities

were selected. Figure 3 shows the brain metabolic connectiv-
ity associated with MCI conversion. The hubs were defined
as the network nodes that had more quantitatively selected
features. These hubs were highlighted to be associated with
MCI conversion and mainly located in the brain regions
including the precentral gyrus, precuneus, lingual, and infe-
rior frontal gyrus.

We compared the predictive performances of different
feature extraction methods: (1) ROI uptake; (2) MCI pattern;
and (3) metabolic CPM. Table 2 shows the results of different
methods using three classifiers, and the best results for MCI
groups diagnosis were achieved by the selected features from
connectome with SVM classifier. The corresponding accu-
racy, sensitivity, specificity, and AUC values were 85.2%,
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88.1%, 81.2%, and 0.933, respectively. Moreover, the CPM
method achieved the lowest false-positive rate
(18:8 ± 4:28%, 15:7 ± 6:64%, and 37:1 ± 7:48%) and false-
negative rate (11:9 ± 3:17%, 19:1 ± 3:14%, and 12:4 ± 2:99
%) in the three classifiers, respectively (Table 3). The
receiver-operating-characteristic curves showed a high
ability to diagnose MCI groups for metabolic CPM
method (AUC, 0.933) but the lower discriminative ability
for MCI pattern (AUC, 0.829) and ROI uptake (AUC,
0.831). The result of LR model showed that the informa-
tion in the metabolic data has been extracted effectively
and the goodness of the model fitting is high (X2 = 7:25,
P = 0:51). Besides, the SVM classifier had better diagnostic
ability than other classifiers (LR and RF) for the prediction
of MCI conversion.

3.3. Discriminative Brain Regions Associated with MCI
Conversion. We applied the concept of hubs into the brain
regions associated with the progression from MCI to AD
(Table 4). The result of hubs showed that some regions had
more discriminative connectivity, including the precentral
gyrus, precuneus, lingual gyrus, inferior temporal gyrus,
and inferior frontal gyrus (Figures 4(a)–4(c)). When the
PET images of pMCI participants were compared with sMCI
participant’s images, we observed significant hypometabo-
lism in the precuneus, posterior cingulate, superior temporal
gyrus, inferior frontal gyrus, etc. The result of metabolic
CPM was implied that the hubs were statistically related to
the conversion from MCI to AD.

4. Discussion

The accurate and sensitive diagnosis of MCI conversion is a
paramount challenge to guide MCI patients for suitable clin-
ical treatments as soon as possible. To address the challenge,
in this study, we develop an efficiently metabolic CPM
approach to diagnose whether MCI patients will progress to
AD using metabolic images (18F-FDG-PET). The perfor-
mance of our approach suggests that the metabolic connec-
tivity derived by connectome analysis could be used for

MCI conversion diagnosis and obtain excellent accuracy
compared to other predictive models.

To further reveal the accuracy of our method, we com-
pared the results between previous similar predictive
methods and our proposed method, as shown in Table 5
[24–29]. Although the sample sizes and methodology of
these studies are not identical, our proposed CPM method
has better predictive performances with a large sample size.
Maybe because of the deficiency of unbalanced sample sizes,
the false-positive rates (FPR) and false-negative rates (FNR)
of other methods are significantly higher than that of the

Table 2: Predictive performance of different methods among MCI groups.

Classifier Predictive method Accuracy (%) Sensitivity (%) Specificity (%) AUC

SVM

ROI uptake 74:8 ± 2:41 82:2 ± 1:72 66:7 ± 2:51 0:829 ± 0:035
MCI pattern 76:7 ± 2:48 83:7 ± 4:46 67:1 ± 6:29 0:831 ± 0:026
Connectome 85:2 ± 2:34 88:1 ± 3:17 81:2 ± 4:28 0:933 ± 0:014

LR model

ROI uptake 72:4 ± 2:73 81:1 ± 5:99 60:7 ± 4:83 0:748 ± 0:037
MCI pattern 74:8 ± 4:36 82:3 ± 2:49 66:8 ± 5:91 0:829 ± 0:036
Connectome 82:3 ± 3:29 80:9 ± 3:14 84:3 ± 6:64 0:867 ± 0:043

Random forest

ROI uptake 70:8 ± 4:73 81:1 ± 3:75 59:3 ± 6:23 0:725 ± 0:045
MCI pattern 73:1 ± 4:02 85:4 ± 2:86 61:4 ± 8:84 0:787 ± 0:032
Connectome 76:2 ± 3:19 87:6 ± 2:99 62:9 ± 7:48 0:807 ± 0:031

The predictive performance of MCI participants was not involved in the training dataset.

Table 3: Predictive performance of different methods among MCI
groups.

Classifier Method FPR FNR

SVM

ROI uptake 33:3 ± 2:51 17:8 ± 1:72
MCI pattern 32:9 ± 6:29 16:3 ± 4:46
Connectome 18:8 ± 4:28 11:9 ± 3:17

LR model

ROI uptake 39:3 ± 4:83 18:9 ± 5:99
MCI pattern 33:2 ± 5:91 17:7 ± 2:49
Connectome 15:7 ± 6:64 19:1 ± 3:14

Random forest

ROI uptake 40:7 ± 6:23 18:9 ± 3:75
MCI pattern 38:6 ± 8:84 14:6 ± 2:86
Connectome 37:1 ± 7:48 12:4 ± 2:99

Table 4: The information of brain regions associated with MCI
conversion.

Brain labels Region
MNI coordinate

(mm)
X Y Z

1 Precentral gyrus (left) -38.65 -5.68 50.94

11 Inferior frontal gyrus (left) -48.43 12.73 19.02

48 Lingual gyrus (right) 16.29 -66.93 -3.87

67 Precuneus (left) 9.98 -56.05 43.77

89 Inferior temporal gyrus (left) -49.77 28.05 -23.17
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results of our CPM model. Besides, previous studies sum-
marize the MCI conversion approaches and propose a
classification framework for reproducible and objective
experiments using the ADNI database and other publicly
available databases [13, 30]. The results show that the
accuracy of these previous methods is ranging between
62% and 81% and the mean accuracy is 74%, and the
reproducibility of these methods is not great. Meanwhile,
our CPM method underwent a rigorous evaluation strategy
to verify its feasibility and reproducibility. This method could
capture more detailed and straightforward metabolic infor-
mation within paired regions which performed as good as
or better than many existing approaches. Thus, we believe
that our metabolic CPM approach is more effective in pre-
dicting MCI conversion.

As an effective tool in the brain neuroscience field, CPM
in AD has been pursued to develop an efficient biomarker for
early diagnosis [14]. From the perspective of methodology, it
is worth noting that the CPM approach is a generalizable
model that takes brain connectivity data as input and gener-
ates predictions of MCI progression in novel subjects. In the
neurodegenerative progress of AD, the brain changes involve
the interaction of many brain regions rather than isolated
regions, and neuronal degeneration is associated with cogni-
tive deterioration. The between-region metabolic activities
are impaired in MCI patients who are converting to AD.
Thus, the most relevant indicator is the identification of cor-
responding brain regions and their connectivity. The brain
network can delineate the full metabolic connectome and
the connectivity dynamics of brain metabolism, and these
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Figure 4: Topographic representations of connectome approach. The hubs regions were acquired from the training dataset using the LASSO
approach in 100 iterations and were associated with the conversion from MCI to AD. The overlays are depicted in neurological coronal (a),
transverse (b), and sagittal (c) orientations, respectively. Coordinates are displayed in MNI standard space.

Table 5: The predictive performance of the different methods in MCI conversion study.

Reference Method
Conversion time

(month)
sMCI
(n)

pMCI
(n)

Accuracy
(%)

Sensitivity
(%)

Specificity
(%)

AUC

Young et al. Gaussian process 36 96 47 65.0 66.0 64.6 0.767

Liu et al.
Independent component analysis and

Cox model
36 108 126 68.8 57.1 82.4 0.736

Lange et al. SPM t-test 36 77 31 / / / 0.832

Kengo et al. Logistic regression 24 47 41 83 70 90 /

Lu et al. Deep neural network 36 409 217 81.5 78.2 82.5 /

Pagani et al. Independent components analysis 60 27 95 83.5 83.2 85.2 0.894

Proposed Metabolic CPM 36 242 178 85.2 88.1 86.4 0.933
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findings provide opportunities to develop more accurate pre-
dictive models. The progressive disintegration of MCI
patients is disclosed by the metabolic network. Therefore,
the model based on selected connectivity has excellent diag-
nostic utility and reveals local brain pathologies.

From the results of connectome analysis, the metabolic
connectivity abnormalities in MCI patients who converted
to AD are mainly located in the precentral gyrus, precuneus,
lingual, and inferior frontal gyrus. These brain regions are
hubs of metabolic connectivity corresponding to synaptic
disconnection. Metabolic connectivity in these regions
decreases in progressive MCI patients compared to that in
stable MCI patients. Previous MCI conversion investigation
had shown the metabolic AD conversion-related pattern
(ADCRP) which was characterized by relative decreases in
temporoparietal, frontal, posterior cingulate, and precuneus
cortex between sMCI and pMCI patients, and these results
agreed with our experimental findings [22]. The voxel-wise
two-sample t-test SPM analysis also found a highly similar
metabolic difference which verified the pathophysiologic sig-
nificance of regions that derived our approach [7, 31]. This
result also indicates that our proposed metabolic CPM is an
effective biomarker for MCI progression prediction.

5. Conclusion

In this study, we have proposed an innovative metabolic
CPM method based on FDG-PET imaging, which can accu-
rately diagnose whether the patients withMCI will eventually
progress to AD. The experiment results suggest that meta-
bolic connectivity can identify the metabolic abnormalities
features and abnormal brain regions associated with MCI
conversion. Our proposed metabolic CPM approach may
be a potential tool with other clinical information to develop
biomarkers for predicting the conversion of MCI patients.
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